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A B S T R A C T

An objective and automated method for the quantification of macroscopic images of tested Charpy V-notch 
specimens, specifically focusing on their ductility/brittleness characteristics based on a realistic, homogeneous 
and industrial environment is proposed. Our approach involves a multi-step preprocessing routine that in
corporates color thresholding and connected component analysis to first detect the various Charpy V-notch 
specimen bundles according to their sample material affiliation and testing temperature. Subsequently, a U-Net 
was trained to further partition the preprocessed images into background, notch, and regions of ductile or brittle 
fracture, respectively through semantic segmentation. Thereby, a quantification of brittle and ductile fractions of 
each individual sample focusing on only the fracture surfaces can be conducted. The results obtained are then 
evaluated using Intersection over Union (IoU) metrics, a tailored domain-specific matrix and SEM images 
incorporating more objective annotations based on the high resolution and the higher depth of focus to assess the 
model performance. The findings presented in this study highlight the significant potential of machine learning 
and computer vision in the realm of a reproducible and objective, automated macroscopic fracture analysis on an 
industrial scale, providing valuable benefits for materials engineering and quality control in manufacturing 
processes.

1. Introduction

Fractography is a well-established approach for assessing the me
chanical characteristics of materials in order to determine 
microstructure-property relations and for quality control. Apart from 
determining the brittle-ductile transition temperature (DBTT) based on 
measured impact energies [1,2], experts examine the macroscopic im
ages of fracture surfaces from Charpy V-notch specimens to quantify the 
proportions of ductile and brittle fracture areas. This quantification is 
not merely descriptive: higher proportions of brittle fracture are typi
cally associated with the lower shelf of the impact energy curve, where 
materials exhibit low energy absorption and poor toughness. In contrast, 
ductile fracture dominates in the upper shelf region, where specimens 
absorb significantly more energy during testing. Evaluating the tem
perature range in which this transition between fracture modes and 
properties occurs, the so-called DBTT is essential for evaluating the 
suitability of steels. However, the visual assessment of fracture surfaces 

is typically carried out manually and remains prone to subjectivity and 
limited reproducibility. The conventional practice involves macroscopic 
inspection of fracture samples, where experts assess the surface features 
and assign values for shear area (ductility) or crystallinity (brittleness). 
This approach, while widely accepted and applied, is heavily reliant on 
human evaluation. In this study, we replicated the traditional visual 
evaluation method using digital camera images to reflect standard in
dustrial workflows. Previous efforts have attempted to automate this 
assessment through image processing techniques. For instance, a study 
by Park et al. proposed a method for quantifying ductile and brittle 
fracture regions by converting RGB images into binary masks using 
predefined thresholds, followed by pixel-wise area analysis [3]. While 
this approach improves reproducibility compared to manual evaluation, 
it remains limited in adaptability and generalization. In contrast, our 
method employs a machine learning-based semantic segmentation to 
enable flexible, data-driven classification after training a suitable model 
using expert-annotated data that can adapt to variations in imaging and 
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specimen conditions. The objective is to reduce subjectivity and improve 
reproducibility in the quantification of fracture surface features, thereby 
establishing process-microstructure-property relations more reliably. In 
our study, specimens are grouped in sample boxes to guarantee uniform 
experimental conditions, with only specific cases subjected to investi
gation using scanning electron microscopy (SEM) due to cost and time 
efficiency. Consequently, ensuring precise and reproducible evaluations 
of these macroscopic fracture samples is of utmost importance, while 
more detailed investigation is usually not feasible. The visual applica
tion of machine learning and deep learning is now well established in 
everyday fields from autonomous driving [4] or to cancer cell detection 
in biomedicine [5]. Now, these approaches are increasingly being 
applied to materials science since artificial intelligence offers significant 
advantages in this domain. Notable examples include failure detection 
in materials [6], the segmentation and thereby quantification of grain 
boundaries [7] or complex phases [8] and other microstructural con
stituents and features. Furthermore, machine learning has also been 
applied in the field of fractography: Schmies et al. [9] utilized deep 
learning and topography data together with optical and electron- 
microscopy images. Their study showed the possibility to automati
cally segment microscale images of fractures with up to 18 different 
fracture classes utilizing expert annotations as a ground truth. In this 
context, a labeling scheme for electron microscope images was estab
lished, called “Fractographics v0.60” [10,11]. In a previous study, 

Rosenberger et al. used deep learning approaches for semantic seg
mentation of macroscopic fracture surfaces to assess the crack size [12]. 
Their work used images from various laboratories, acquired under 
diverse conditions, pursuing a robust and well generalizing solution. 
Afterwards the data was manually annotated and used for the training of 
a semantic segmentation approach. While that work primarily addressed 
various types of sample specimens and also determined ductility and 
brittleness fractions, our methodology aims to advance this concept to 
an industrial scale. An essential difference to this work is that in our 
approach several samples are extracted autonomously and analyzed 
within one image, as it is common practice in industry not to take in
dividual images of each sample due to time scarcity. Building on this 
topic, Rosenberger et al. more recently investigated Charpy V-notch 
specimens using unsupervised machine learning to project static force
–displacement curves onto fracture surfaces [13]. While this approach 
provides a novel perspective by linking mechanical tests with fracture 
morphology and represents another example of the potential of machine 
learning in fractography, it was conducted within a highly controlled 
experimental framework. In contrast, the method presented in this work 
is tailored to industrial conditions, where multiple specimens are 
imaged within sample boxes under limited resolution and different in
fluences, such as lightning and sample arrangement, among others. Our 
focus lies in achieving robust and scalable fracture surface evaluations 
using simple imaging adapted to practical, high-throughput use cases. In 

Fig. 1. Flow chart of the segmentation process of Charpy V-notch samples using the developed approach. The routine can be subdivided into three main stages: 
Preprocessing, Semantic Segmentation and Postprocessing. Arrows indicate the flow of data and the contributions of each step to the results, which can be subdivided 
into the Bundle-Level Results and the Single-Specimen Results. Bundle-Level results are derived through a pixel-wise comparison between the ground truth masks and 
the model segmentation. During Postprocessing, individual samples were extracted, enabling a direct comparison of each individual sample segmentation to the 
corresponding ground truth masks, referred to as Single-Specimen Results. Optional Scanning Electron Microscopy (SEM) images may further enhance evaluations at 
the specimen level through direct comparison.
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previous work [14], groundwork for the automated assessment of frac
ture sample surface classification has been laid. While these initial steps 
demonstrated the feasibility of the approach, the present study builds 
upon and significantly enhances these results. Specifically, in this study, 
semantic segmentation was employed to refine the classification process 
and introduce a novel routine for the automated extraction and pixel- 
wise evaluation of samples, thereby improving both the precision and 
the scope of the obtained information.

2. Material & methods

The following section outlines the complete methodological pipeline 
used in this study, which combines standardized image acquisition with 
a multi-stage image processing and analysis workflow. The aim of this 
methodology is to enable the automated and reliable characterization of 
fracture surface features in Charpy V-notch specimens under various 
testing conditions. The entire processing pipeline was developed in 
Python and is illustrated schematically in Fig. 1.

The workflow consists of three main stages: 

(1) Preprocessing: In this step, digital camera images of sample 
boxes containing specimens were separated into sample bundles, 
which are defined as a grouped set of three specimens of one 
testing condition in the sample box (e.g., one testing temperature 
and position in the weld). This was facilitated by using color 
thresholding and connected component analysis (CCA), which 
was implemented using OpenCV [15]. The resulting pictures 
were manually annotated to generate expert-labeled ground truth 
data. The preprocessed data then served as the foundation for the 
subsequent segmentation step.

(2) Semantic Segmentation: Using the annotated data, a U-Net- 
based deep learning approach was trained to classify ductile 
fracture, brittle fracture, specimen notch and the background. 
The model was implemented using the segmentation models li
brary [16], using the Keras environment in accordance with the 
work of Bachmann et al. [7]. The dataset was split into training 
and validation sets. The output segmentation masks were then 
compared to the ground truth, enabling an initial evaluation of 
model accuracy.

(3) Postprocessing: To enable accurate evaluation at the single- 
specimen level, the generated segmentation masks of (2) were 
used to cut out the fracture surfaces in the sample bundle images. 
Then postprocessing techniques from the scikit-image library 
[17] were applied, including watershed and morphological op
erations. In this way individual samples together with their seg
mentation masks were attained.

The processing pipeline yields two types of results: 

(1) Bundle-Level Results: Segmentation outputs for the grouped 
samples from the Semantic Segmentation were compared pixel- 
wise to the corresponding ground truth masks from Pre
processing. This enabled the creation of a pixel-wise evaluation 
matrix, quantifying model performance and identifying potential 
misclassifications across different testing conditions.

(2) Single-Specimen Results: Following Postprocessing, each 
specimen could be evaluated individually. The extracted fracture 
surfaces were again compared to the ground truth from the 
Preprocessing on a pixel level, providing error metrics for each 
single sample and enabling a more detailed interpretation of the 
fracture behavior. Optionally, Scanning Electron Microscopy 
(SEM) images could be used to compare the model’s evaluation 
with high-resolution evaluations.

2.1. Material

The investigated specimens were manufactured from a low-alloy, 
thermomechanically rolled and electron-beam welded S355ML steel. 
The Charpy V-notch samples were subjected to testing temperatures 
ranging from − 80 ◦C to 0 ◦C, with intervals of 20 ◦C between successive 
values, although not all temperature settings were tested for each sam
ple configuration. Samples were furthermore taken from different po
sitions, specifically, at the top, quarter, middle, and lower thickness 
locations, to assess the material’s properties across the whole plate 
thickness. Consequently, the samples exhibited fracture behaviors 
across a spectrum, from the lower-shelf region with low absorbed impact 
energies (brittle), through the ductile–brittle transition (mixed), to the 
upper-shelf region with high absorbed impact energies (ductile). 
Moreover, neither the samples with ductile nor those with brittle frac
tures were broken apart after the test to ensure that the fracture surface 
remained pristine. For each individual testing condition three Charpy V- 
notch specimens were used to get a statistically more meaningful 
assessment.

2.2. General image acquisition

Three samples for each testing condition were placed together in one 
compartment of a box in an upright position. Several samples of 
different positions and different test temperatures were combined in one 
sample box according to the underlying industrial procedure. Fig. 2 il
lustrates an image of a collection of Charpy V-notch samples used as an 
input in scope of the present approach.

Due to the image acquisition process the quality of the images for 
each Charpy V-notch sample is lowered compared to acquiring images of 
every single specimen using a higher resolving image acquisition tech
nique [14]. Due to the lower overall image quality, the standardization 
of boundary conditions and the recording conditions as far as possible, 
while paying attention to realistic circumstances of a potential serial 
application, plays an important role. A conventional digital camera 
Canon EOS 500D was used to acquire the images, with a resolution of 
15.1 megapixels and a focal length of 60 mm. As part of image acqui
sition, external lighting was used to guarantee the most reproducible 
and homogeneous illumination possible. The nature of the illumination, 
and above all the angle of incidence and the light’s intensity have a 
major influence on the appearance and thus for the potential charac
terization of the fracture surfaces. Given the complexity and variability 
of the optical features used to distinguish fracture types, lighting con
ditions, especially regarding time of day and season, should be kept as 
consistent as possible.

SEM images were also captured to validate the results on selected 
sample bundles, utilizing a Helios G4 PFIB CXe scanning electron mi
croscope. The images were taken at an acceleration voltage of 20 kV 
using a secondary electron detector with a horizontal field width of 
2590 µm and 4096x3536 pixels per image. To automate the complete 
visual observation of fracture surface details, a script based on the mi
croscopes Python API was developed to automatically acquire SEM 
images in a grid-like pattern. These images were subsequently stitched 
together using Image Composite Editor 2.0.3.0 (Microsoft) to obtain a 
full image of the surface features. Furthermore, annotations were done 
as part of the ground truth assignment using GIMP 2.10.38 [18] and 
adapted symbols from the FractoGraphics database.

2.3. Image preprocessing and sample-wise patch extraction

To address the challenges presented by multiple samples in one 
picture first, a color threshold was utilized (Fig. 1 pre-processing). After 
normalization, the blue color channel enabled the separation between 
the different sample box compartments and thus distinguishing between 
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the different specimen states. Beyond this a “connected component 
analysis” (CCA) from the Opencv library was employed to differentiate 
the various sample states and extract images equal to the number of 
states examined for this material. This allowed us to subdivide the 

different states, meaning a full box of 24 squares would be divided into 
24 patches. Empty compartments can be identified by the model of the 
semantic segmentation approach accordingly, as no sample-related 
classes such as ductile, brittle or notch are recognized. The resulting 

Fig. 2. Industrial recording to document the fracture behavior of the different test conditions. One compartment within the box represents a specific test config
uration − each tested using 3 samples.

Fig. 3. Subdivision of boxed samples using a color threshold and edge detection algorithm (CCA).
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separation of specimen conditions after preprocessing is shown in Fig. 3.
Comparing Figs. 2 and 3, all relevant sample states were successfully 

extracted. The extracted and preprocessed samples were then used as 
input for training and evaluating the semantic segmentation model, as 
outlined in the next section.

3. Semantic segmentation model

3.1. Ground truth annotation and dataset creation

Based on the automatically extracted sample bundles within the 
cropped compartments, a training data set for the subsequent machine 
learning approach could be created. For this purpose, the images were 
evaluated using GIMP 2.10.38 and manually annotated to obtain masks 
with the different fracture surface areas of interest. One example is 
shown in Fig. 4.

3.2. Data augmentation and model training

The used data augmentation, a common practice to increase the data 
set and model performance [19], consisted of discrete 90◦ rotations, 
mirroring, distorting, focus alterations as well as color and contrast 
changes. The overall goal was to increase the size of the data set and the 
robustness of the model for variations in image acquisition and sample 
appearance [7]. The final training dataset consisted of 700 augmented 
training images, based on 100 annotated raw images as shown in Fig. 4
with dimensions of 512×512px, respectively. The remaining 25 anno
tated images were withheld for validation. Although this number of 
training images may appear low compared to segmentation datasets in 
other domains, recent publications have emphasized that microstructure 
images in materials science are typically considered data-rich. Conse
quently, deep learning studies in this field often operate under data- 
scarce conditions without a loss in effectiveness or acceptance 
[7,8,20], in particular also in regard to fracture surfaces of Charpy V- 
notch specimens [13]. The segmentation approach was defined to be a 
multiclass segmentation problem considering the four classes: ductile, 
brittle, notch and background. As model architecture, a U-Net [21], 
based on an ImageNet [22] pre-trained DenseNet-201 [23] backbone 
was used, using non-frozen encoder weights. For training, image data 
was normalized by dividing each color channel by 255, and the masks 
were one-hot encoded. As loss function a linear combination of a cate
gorical crossentropy loss, a Jaccard loss as well as a class specific focal 
loss for the two classes ductile and brittle was used. Training took place 
for 10 epochs at a learning rate of 0.0001 using ADAM optimizer, fol
lowed by a fine-tuning for 5 epochs at a learning rate of 0.00001. As the 
final prediction result for each individual pixel, the class with the 
highest softmax probability output was chosen.

Model evaluation
One possible approach to interpret the accuracy of a semantic seg

mentation model is the so-called Intersection over Union (IoU). The IoU 
correlates the correctly classified pixels over the whole area of pixels. It 
is a commonly used and significant metric for segmentation tasks as 
shown in Eq. (1): 

IoU =
Area of Overlap
Area of Union

(1) 

This standard metric, while useful for overall performance evaluation, 
proved insufficient for our specific purpose, as it does not provide 
detailed insight into the fracture-based misclassifications. Specifically, 
IoU alone makes it challenging to distinguish whether discrepancies are 
consistent across all samples or caused by individual outliers, particu
larly when considering sample bundles containing three distinct Charpy 
V-notch specimens. Therefore, class-wise IoU metrics were calculated 
for all samples to evaluate the overall robustness of the model, and a 
pixel-wise domain specific matrix approach was developed additionally, 
optimized for this specific use case focusing on the correctness of the 
identification of the fracture surfaces – not considering the background 
and sample notch. This approach was aimed at assessing any model 
biases toward particular classes.

Evaluation matrix
A domain-specific matrix, called the evaluation matrix, was gener

ated by comparing the manually created ground truth mask with the 
model’s prediction on a pixel-wise basis. The corresponding pixels of the 
ground truth state (y-axis) were compared with the prediction state (x- 
axis) across all four aforementioned classes and normalized by the total 
number of pixels in the image. Thus, a matrix with only diagonal entries 
would indicate perfect agreement between the segmentation results and 
the ground truth. Additionally, the sum of all entries in the matrix is 1.

3.3. Postprocessing and quantification

The arrangement of bundles of samples in close proximity, see Fig. 4, 
poses challenges since the specimens are arranged randomly with 
irregular empty spaces in between each other, therefore in some cases 
leading to segmentations where adjacent samples have connected pixels 
to the surrounding samples and therefore falsely being counted as one. 
There, the post-processing allows separating individual samples by 
altering the segmentation result. For this purpose, postprocessing masks 
were evaluated by their pixel values, to discern samples from back
ground and afterwards binary operations like watershed, which is based 
on topographic distance in the scikit-Image library [17], and eroding 
were employed to separate samples as shown later in Fig. 9. Only by 
separating the individual samples can a corresponding specimen specific 
statistic be collected, based on which the pixelwise quantification of the 

Fig. 4. Collection of fracture samples of one specific testing condition accompanied by the expert-annotated mask. Light grey denotes brittle regions, while dark grey 
indicates ductile fracture surfaces. The specimen notch is delineated in a black tone, against a white background. In this case a fully ductile, brittle and a mixed 
evaluated fracture sample are shown. Sample examinations were performed analogously to Fig. 4 on 125 images, each showing 3 tested Charpy V-notch samples, 
leading to a total amount of 375 unique examples.
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different sample conditions can be carried out. The postprocessed seg
mentation outputs provided the foundation for the evaluation and 
analysis presented in Section 4, enabling a detailed assessment of model 
performance on both bundle and single-specimen levels.

4. Results and discussion

In the following, the results and discussion focus on the validation 
images. These were excluded from the training set and therefore offer an 
unbiased assessment of the model’s performance. To analyze classifi
cation accuracy in detail, pixel-wise evaluations and an evaluation 
matrix were applied to determine the proportion of each class. Fig. 5
shows an example input image, along with the manually annotated 
ground truth and the prediction generated by the trained U-Net.

The visual comparison provided by Fig. 5 is valuable for identifying 
both similarities and differences in the classification of relevant areas, 
which provides essential insights to further refine the computer vision 
approach. In this case, both ground truth and model prediction are in 
good alignment, especially for validation images 23 and 25, while small 
differences around the brittle areas are observed in validation image 15. 
Given the four classes involved, four distinct class specific IoU values 
were calculated over all 125 images (see 3.2).

Table 1 displays that IoU values of approximately 90 % were reached 
for all classes except the validation of brittle fractures. Values of 50 % or 
higher are typically regarded as positive detections for bounding boxes 
in the recognition of cars [24], with so-called high-quality detections 
starting at 70 % [25]. Although these threshold metrics stem from object 

detection contexts, they provide a useful orientation for evaluating 
segmentation accuracy in industrial applications. The present work ex
ceeds these values and is more in line with other semantic segmentation 
results in Material Science. For example, Rosenberger et al. reported IoU 
values in their results of fracture surface evaluations of around 60 % for 
ductile fracture surface features and above 90 % for brittle [12]. To 
further assess model biases evaluation matrices were created for all 
evaluated pictures. These could lend an insight into class biases, most 
importantly to biases between ductile and brittle areas, which are of the 
highest importance in this study.

Fig. 6 reveals that around 20 % of the total test image corresponds to 
the fracture surface, which is typical of the preprocessed sample bundle 
images. Furthermore, for both less than 1 % of the image belongs to the 
fracture surface not recognized by the model (red) and the wrongly 
recognized fracture surface (green), confirming the generally good 
performance of the model. Therefore, the image mostly consists of the 
background and sample notch, with around 80 %. Differing evaluations 
between experts and the model can easily be visualized as deviations 
from the matrix’s diagonal. To evaluate the performance of the model, 
all these areas of the evaluation matrix were investigated and are 

Fig. 5. Semantic segmentation prediction on unseen test images. On the left, the preprocessed test image is shown. The expert-assessed ground truth is presented in 
the center, and the model’s prediction is displayed on the right, with brittle areas in light gray, ductile areas in dark gray, the notch in a black tone, and the 
background in white. The label applies to both ground truth as well as to the prediction image. The validation image numbers also directly correspond with the labels 
in Fig. 8.

Table 1 
IoU values for the evaluated classes for the training and validation data.

IoU 
Ductile

IoU 
Brittle

IoU 
Background

IoU 
Notch

Mean 
IoU

Training 94.3 % 90.2 % 93.9 % 98.9 % 93.8 %
Validation 90.1 % 82.6 % 93.9 % 98.6 % 90.2 %
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summarized in Fig. 7 for all validation images.
Fig. 7 illustrates that generally there was a slight tendency for the 

model to miss portions of the fracture surface identified by experts (dark 
brown) and to overpredict the extent of brittle areas (dark blue) 
compared to expert assessments. However, as already shown in Table 1, 
high accuracy for the segmentation results (green) was achieved for all 
validation samples. Especially, complete ductile and brittle fractures, 
like Validation Images 11 and 20 were evaluated in accordance with the 
ground truth, but also the mixed fracture sample bundles, like Valida
tion Image 14 and 18 showed an almost exact match. The two samples 
with the highest observed evaluation errors are discussed in detail in the 
following section.

As shown in Fig. 8, the validation images with the highest error 
reveal two distinct types of discrepancies. In validation image 3, the 
model predicts a higher percentage of brittle fracture compared to the 
expert assessment. On closer inspection, only one of the three specimens 
in the bundle have been evaluated very differently. This specimen dis
plays an unusual appearance, with a reflective, brittle area at the center, 
surrounded by a wrinkled topography. The other two specimens in this 
bundle exhibit separations that suggest ductile behavior in the main 
fracture plane, leading to the hypothesis that the last specimen might 
also be partially ductile [26]. This fracture morphology was unique 
within the dataset, posing a challenge for the model’s evaluation. One 
possible explanation for this result could be that the model arbitrarily 
prefers the brittle class in its segmentation, when encountering difficult 
image features, therefore also leading to worse IoU values for this class 
(see Table 1) and more differing evaluations (dark blue in Fig. 7). 
Furthermore, the present topography increased the reflectivity of the 
investigated area, which in this case made it visually similar to other 
brittle fractures. This issue could be addressed by adapting the loss 
function, therefore reducing the model’s inherent bias towards the 
brittle class and increasing the overall dataset to include more of these 
types of fractures. In contrast, validation image 4 features three pre
dominantly ductile mixed fractures. The model’s prediction indicates 
good model performance, though the image itself appears slightly 
blurred, which may contribute to the observed error. Also, small dis
crepancies can be identified when observing the overall shape of the 
samples. These can be explained by the image capturing process, making 
the sample boundary unclear, and therefore leading to small errors in 
the background evaluation. In summary, utilizing a simple setup for a 
challenging task, good segmentation results were achieved comparable 
to previous studies [12] as the discussed examples are only the worst 
segmentation results obtained. However, it is also obvious that addi
tional data, especially for unusual fracture surfaces appearances, as well 
as higher resolution and focus depth could enhance the obtained results 
(see SEM Image Analysis). Furthermore, an improved camera setup and 
lighting could yield improved model performance. Combining Figs. 7, 8
and Table 1 the following conclusions for sample bundles could be 
drawn: 

• The sample notch IoU values were high for both training and vali
dation images. This is reasonable because the notch is always very 
similar in shape in the pictures.

• The background values are also high for both training and validation, 
although small differences compared to expert evaluation could be 
observed, partially owed to the image capture process and therefore 
unclear sample boundaries.

• Both ductile and brittle fractures have lower IoU values in the vali
dation data. Fig. 7 illustrates this fact results mostly from few sam
ples in the validation data set and a small overall bias towards brittle. 
However, the values generally demonstrate the model’s strong per
formance across all categories.

As part of the postprocessing, individual specimens within the sam
ple bundles using the predicted masks were extracted. These masks were 
overlaid onto the original image, enabling background removal using 

Fig. 6. Evaluation Matrix of an evaluated image comparing model prediction 
and expert evaluation of the 4 classes: Ductile, Brittle, Notch and Background. 
Further domain specific subdivisions were executed, showing the agreed upon 
fracture surface (black), the fracture surface not recognized by the segmenta
tion model (red), the wrongly recognized fracture surface (green) and the non- 
fracture surface (no color). These diagrams were further evaluated in Fig. 7.

Fig. 7. Comparison of image area using the evaluation matrices of Fig. 6 of the 
validation dataset. Correct classifications of the fracture surfaces (ductile and 
brittle) are shown in corresponding shades of green, which resemble the ma
jority of the evaluations, indicating a generally high segmentation quality. 
Misclassifications within the fracture surface classes, between ductile and 
brittle, are represented in shades of blue. Fracture surface areas where the 
model and the expert disagreed on whether the region was part of the fracture 
surface are marked in shades of brown. The missing fraction to achieve 100% of 
the entire image corresponds to the non-fracture-surface classes notch 
and background.
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only brittle, ductile and notch areas of the generated mask. Additionally, 
binary operations such as Erode and Watershed were applied as post
processing to further separate closely positioned specimens, enabling a 
more detailed examination on a single-specimen level. An example is 
shown in Fig. 9.

SEM image analysis
In this part, fractographic analysis of Scanning Electron Microscopy 

(SEM) images of the investigated Charpy V-notch samples was con
ducted to further validate the quality of the semantic segmentation re
sults on an extracted sample. Fig. 10 shows a comparison between the 
original image of a sample bundle and labeled SEM images using Frac
toGraphics v0.60 [10,11]:

The images reveal distinct fracture modes, including a fully ductile 
fracture (B.), a mixed fracture (C.), and a predominantly brittle fracture, 

Fig. 8. Sample bundles with the highest error in the validation data (see Fig. 7 Validation Images 3 & 4). The first image shows the specimens with 2 ductile fractures 
and one mixed fracture. In the second image three mostly ductile mixed fractures can be seen.

Fig. 9. Charpy V-notch specimen using prediction masks to extract the 3 samples from the sample bundle of Fig. 4.
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leading to two separate fracture surfaces (D. & E.). By incorporating the 
symbols provided by FractoGraphics v0.60 [10,11], it is possible to 
analyze the area distributions of the fracture types and the orientations 
of the dimples in the SEM images, enhancing the visualization of these 
features. However, a direct comparison of the images highlights dis
tortions caused by the image acquisition process. This discrepancy arises 
from the angular difference between the digital camera and SEM images, 
as well as variations in depth of field during image capture. Conse
quently, image registration was required to align and compare the re
sults accurately. Table 2 illustrates the results based on the registered 
SEM images.

Using the processing pipeline outlined in Fig. 2, the middle sample 
shown in Fig. 10 was extracted, along with its validation mask 
(Table 2A. & B.). A direct visual comparison of the validation mask B. 
with the magnified evaluation results C. demonstrates strong agreement 
in the assessment of the fracture surface.

Panel D. shows the original, labeled SEM image. Due to inherent 
distortions when comparing digital camera imaging and SEM imaging, 

an image registration process was necessary, as illustrated in Panel E., 
where color labels were applied for improved visualization. By over
laying the SEM labels from D. with the prediction in C., a combined 
image F. was generated.

From the overlays E. and F., a direct color subtraction was performed 
to identify areas of disagreement, as shown in Panel G., which is based 
on the SEM image. In the final step, this subtracted image was also 
projected onto the digital camera image in H.

The subtracted image in H. highlights areas of agreement (shades of 
green) and disagreement (shades of purple) between the two evalua
tions. Extensive green regions indicate a high degree of agreement, 
confirming the quality of the assessment. Discrepancies were primarily 
observed near the sample’s center and along the brittle fracture edges 
(dark blue). These differences can be partially attributed to distortions 
caused by varying imaging techniques. For instance, the ductile area in 
the center of the sample is clearly identifiable in the top-view SEM image 
D., while this region appears more obfuscated in the original image A. 
Additionally, viewing angle differences caused minor distortions near 

Fig. 10. Original Image (A.) and subsequent SEM analysis using adapted symbols [10,11]. B. shows the uneven spread of dimple orientations in the ductile sample 
due to its deformation. The mixed fracture (C.) in the middle exhibits a transition from ductile to brittle and back to ductile in the central region of the fracture 
surface. While the two remaining fracture surfaces (D. & E.) on the right exhibit mostly brittle fracture, except the edge of the samples, with some areas of 
shear dimples.
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the brittle fracture edges.
Some errors also arose from the image capture process. Areas marked 

in yellow and red, predominantly near the specimen boundaries, were 
partially invisible in the original image, leading to gaps in the model’s 
predictions. Finally, a small discrepancy in the bottom-left region of the 
subtracted image fracture surface reveals overpredicted brittle areas 
(dark blue) compared to the SEM image. Despite these limitations, the 
subtracted image effectively visualizes evaluation errors while demon
strating robust performance, even in challenging mixed-fracture 
regions.

5. Conclusion

In this paper, we present a multi-step machine learning approach to 
evaluate industrial images of Charpy V-notch specimens. Using color 

thresholding and connected component analysis, image regions con
taining three specimens each, referred to as specimen bundles, were 
successfully extracted from sample boxes. These images then served as a 
basis to create ground truth assessments, which were subsequently used 
to train a segmentation model that assigns the four designated classes 
(background, notch, ductile, and brittle) to each image pixel. Utilizing 
this method, the model achieved high performance with IoU scores 
exceeding 82 % for all classes in validation and over 90 % for ductile 
regions in the validation dataset. These results therefore demonstrate 
that a machine learning approach can characterize fracture surfaces 
with high accuracy, offering a reproducible, accurate and operator- 
independent alternative to traditional visual assessments by experts. 
Furthermore, customized matrices, optimized for this specific use-case, 
were utilized to identify possible model biases. This evaluation 
scheme allowed for the identification of potentially problematic samples 

Table 2 
Step-by-step process for evaluation of segmentation results of the model and comparison to the labeled stitched SEM images. Furthermore, the SEM images have been 
labeled using the symbols from [10,11] to visually label the observed fracture surface. Detailed labels of the images are provided in panel I.
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and highlighted the necessity of domain-specific approaches when using 
AI-based segmentation models. This was particularly beneficial, as 
standard IoU values alone showed limited applicability when tracking 
errors across the different specimens and classes for each specimen 
bundle. In a subsequent step, individual Charpy V-notch specimens were 
extracted from the previously mentioned images using watershed and 
morphological operations, enabling a direct comparison with an SEM- 
based evaluation and highlighting segmentation differences in a pixel- 
wise manner. This was supported by using symbols from the Fracto
Graphics v0.60 database [10,11], applied to SEM images which provides 
a comprehensive understanding of fracture morphology while offering 
an intuitive and easily visible evaluation method. The primary limita
tion of this approach lies in the low-resolution imaging of the digital 
camera, which influences both ground truth assessments and the 
resulting model performance, especially when compared to the high- 
resolution SEM-imaging. Improvements such as a higher-resolution 
camera, enhanced depth of field and a macro lens could mitigate this 
limitation. In addition, the pixel-wise evaluation of area fractions also 
presents limitations compared to industry evaluations, with larger de
formations in the samples resulting in higher pixel counts for ductile 
regions compared to brittle, undeformed regions, potentially intro
ducing bias. Furthermore, incomplete fracture specimens obscure parts 
of the sample, whereas breaking them apart introduces new fracture 
surfaces after testing. A potential solution could involve a projection- 
based re-transformation of the data back to the original state of the 
Charpy V-notch sample geometry to address these issues. Despite these 
limitations, the presented method achieved robust segmentation results 
and shows strong potential for objective, scalable fracture analysis. 
While minor variations in the predicted area fractions may influence 
fracture classification in certain edge cases, it is important to note that 
conventional, expert-based assessments are also subject to interpretative 
variability. In contrast, our approach not only automates this evaluation 
but also provides a transparent and reproducible pixel-wise basis for 
comparison and quantification. The integration of SEM-based validation 
in this study serves to highlight discrepancies and guide interpretation. 
We therefore see this method as a tool to support, rather than replace, 
expert evaluation, particularly in high-throughput contexts where 
manual assessment is impractical, and as a complement to detailed SEM 
investigations in critical individual cases. Future work may also include 
the integration of SEM-based ground truth datasets to improve the la
beling accuracy, as well as the extension to other fracture sample types, 
such as CTOD, BDWTT or CT samples, which would broaden its appli
cability in mechanical testing scenarios.
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