NeuroImage 316 (2025) 121295

journal homepage: www.elsevier.com/locate/ynimg

Contents lists available at ScienceDirect

Neurolmage

=
Neurolmage

Check for

Unraveling the effects of selective auditory attention in ERPs: From the | el

brainstem to the cortex

Daniel J. Strauss ‘2>, Farah 1. Corona—Strauss ?, Adrian Mai ?, Steven A. Hillyard >¢

a Systems Neuroscience and Neurotechnology Unit, Faculty of Medicine, Saarland University & htw saar, Homburg/Saar, Germany

b Department of Neurosciences, University of California San Diego, La Jolla, CA, USA
¢ Leibniz-Institute for Neurobiology, Magdeburg, Germany

ARTICLE INFO ABSTRACT

Dataset link: neuroimage-25-121295.snn-unit.d

A little over fifty years ago, it was reported that selectively attending to one of two dichotically presented tone

e sequences enhances the major N1 component of the cortical event-related potential (ERP) to the attended tones.
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The present study revisited this classic experiment but replaced the tones in one ear with frequency-modulated
“chirps” that were designed to activate the entire cochlea simultaneously and thereby elicit robust ERPs in
the auditory brainstem pathways. Participants attended selectively to the sounds in one ear at a time with
the task of reporting occasional targets of lower intensity. When chirps were attended, they elicited enhanced
ERPs at multiple levels of the auditory pathways (0-250 ms), including a brainstem response at the level of the
inferior colliculus. These results help to resolve a long-standing question of whether selective attention exerts

top-down control over the initial transmission of competing auditory inputs in the brainstem pathways.

1. Background

The neural bases of auditory selective attention in humans have
been investigated extensively by non-invasively recording auditory
event-related potentials (ERPs), which can track stimulus-evoked neu-
ral activity all the way from the auditory nerve, through the brainstem
relays, and ultimately to multiple levels of the auditory cortex (Picton,
2010). A critical design feature of such studies is the presentation of
attended and ignored stimuli in unpredictable order to rule out possible
confounding effects of non-specific processes on the neural response
such as global arousal or alertness (Nadtanen, 1967). The first electro-
physiological study of auditory attention in humans to incorporate this
paradigm was carried out by Hillyard and colleagues (Hillyard et al.,
1973), who recorded ERPs to tone bursts presented to the right and left
ears in random order. The major finding was that the prominent N1
component of the auditory ERP with a peak latency of 60-100 ms after
stimulus onset was enhanced in response to attended-ear tones. This
“N1 effect” was interpreted as an early selection of attended channel
inputs for further processing in the manner of a sensory gain control
mechanism. The neural generators of the enhanced N1 component and
a longer-lasting “‘processing negativity” (Nditidnen et al., 1978; Hansen
and Hillyard, 1980; Giard et al., 2000) were localized to the auditory
cortex (Scherg and Von Cramon, 1985; Naitdnen and Picton, 1987;
Woldorff et al., 1993). An earlier cortical component in the mid-latency
range (20-50 ms) was also found to be modulated by attention prior the
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N1 effect (Woldorff and Hillyard, 1991; Woldorff et al., 1993), lending
support to the proposal that attention acts as a gain control over early
evoked neural activity in auditory cortex.

What has remained unresolved in the 50-some years since the N1
effect was reported is whether selective attention can modulate audi-
tory input at subcortical levels, which would indicate a mechanism of
very early selection. The wealth of descending pathways from cortex to
different levels of the auditory brainstem pathways could conceivably
impose selective processing of attended stimuli in the brainstem (Winer
et al., 1998; Suga et al., 2002; Blackwell et al., 2020), and experiments
in animals have demonstrated such effects, see, e.g., Oatman and
Anderson (1977). Numerous studies have investigated the possibility
of attention effects at the brainstem level in humans through scalp
recordings of the auditory brainstem evoked response (ABR, waves I-
VI) elicited within the first 10 ms after a brief sound (click or tone)
presentation. The broad consensus of these studies has been that the
ABR is invariant to manipulations of attention (Picton et al., 1971,
1974; Woods and Hillyard, 1978; Hackley et al., 1987, 1990; Collet and
Duclaux, 1986; Connolly et al., 1989; Gregory et al., 1989; Hirschhorn
and Michie, 1990; Woldorff and Hillyard, 1991).

More recently, studies of the auditory frequency following response
(FFR) to speech stimuli have revitalized the controversial question
of whether attention can affect auditory transmission in the brain-
stem. The FFR is a near-sinusoidal oscillatory potential in the range of
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100-300 Hz that originates from the auditory midbrain pathways and is
phase-locked to the voicing frequency of the speech input. Considerable
evidence has accumulated that the scalp-recorded FFR to speech sounds
shows increased amplitude and/or phase-locking when those sounds
are attended (Galbraith et al., 1998; Lehmann and Schonwiesner, 2014;
Forte et al., 2017; Etard et al., 2019).

It remains uncertain whether the attention-related modulation of
speech-evoked neural activity in the brainstem is specific to the oscil-
latory FFR elicited by speech stimuli, or if it extends to a broader range
of stimuli (Galbraith and Arroyo, 1993; Price and Bidelman, 2021).
Moreover, the FFR has cortical contributions (Coffey et al., 2016),
which are themselves influenced by attention (Schiiller et al., 2023),
complicating efforts to functionally unravel attentional modulations
from the brainstem to the cortex. Importantly, these studies mea-
sured FFR amplitudes using either correlational (Forte et al., 2017) or
frequency-domain (Lehmann and Schonwiesner, 2014) analyses, which
are not well-suited for determining the precise time at which attention
affects the auditory signal relative to stimulus onset. In particular, it
is unclear whether the observed attentional enhancement of the FFR
is initiated at stimulus onset or whether it requires time to build up,
perhaps involving feedback from higher areas (Price and Bidelman,
2021). Accordingly, a key question left unresolved by the FFR studies
(and previous ABR studies) is whether attention, under certain circum-
stances, can influence the initial feed-forward activity in the brainstem
auditory pathways elicited by brief, non-sinusoidal sounds.

In the present study, we revisit this question by recording ABRs to
tonal “chirp” stimuli in a dichotic listening design that paralleled that
of the original N1 effect study by Hillyard and colleagues (Hillyard
et al., 1973) to get full-range potentials (Kohl et al., 2019), mapping
the hearing path from the brainstem to the cortex. Specifically, the
chirp is a brief tone burst that is frequency-modulated from low-to-
high in such a way that it activates hair cells along the entire length
of the cochlea in synchrony, thereby eliciting pronounced ABRs at
medium to low stimulation intensities (Dau et al., 2000; Corona-Strauss
et al., 2009; Fobel and Dau, 2004; Elberling et al., 2010) (see Fig. S1
in Supplementary Information; SI). Participants were presented with
randomized sequences of broadband chirps to one ear and 800 Hz tone
bursts to the other ear with instructions to attend to one ear at a
time and report occasional targets of lower intensity in the attended
ear. Electroencephalographic (EEG) activity was recorded with vertex-
mastoid configurations (“vertex” recordings) as used in the original
study (Hillyard et al., 1973) as well as with a high-density (128-
channel) electrode array (‘“multi-channel” recordings). Using different
time-domain and wavelet-based time-frequency approaches, single-
trial as well as averaged ERPs were analyzed with the aim of examining
attentional modulations of auditory input at brainstem (ABR; 0~10 ms),
mid-latency (auditory middle latency response, AMLR; 10-50 ms), and
long-latency (auditory late response, ALR; 50-250 ms) levels. To pre-
view the results, selective attention significantly modulated the neural
activity evoked by transient auditory stimuli at multiple levels of the
auditory pathways, beginning with wave V of the ABR.

2. Methods
2.1. Participants

Thirty-one normal hearing volunteers from the university environ-
ment participated in the study (26.8 + 3.7y, 23 m/8f). The inclusion
criteria were a mean hearing level (HL) of <15 dB SPL across frequen-
cies as measured via pure-tone audiograms (PTA) and no history of
neurological diseases. Before collecting PTAs, participants were briefed
on the experimental paradigm that was designed in line with the
Declaration of Helsinki and approved by the local ethics committee
(Arztekammer des Saarlandes, Saarland Medical Council; Identification
number: 305/20).
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2.2. Stimuli and experimental paradigm

The auditory selective attention paradigm followed the original used
by Hillyard et al. (1973) as closely as possible while incorporating some
important modifications. In particular, stimuli were presented to the
left and right ears in random order according to a single stimulation
schedule. Stimuli in one ear consisted of 800 Hz tone bursts, while
the other ear received a sequence of broadband (100-9800 Hz) chirps.
Inter-stimulus intervals were randomized between 250-400 ms, and
each successive stimulus event was assigned to the left or right ear
at random. Participants were cued to attend to sounds in one ear at
a time, and their task was to press a button each time an occasional
target stimulus of lower intensity occurred.

Tone bursts lasted 50 ms including rise and fall times of 12 ms. The
competing chirp stimuli were chosen because of their spectrotemporal
characteristics, which produce a synchronized excitation along a larger
portion of the cochlea, resulting in more pronounced ABRs at low to
medium stimulation levels (Fobel and Dau, 2004). Specifically, chirps
were designed according to the A-Chirp in Fobel and Dau (2004) and
Corona-Strauss et al. (2009) for an intensity level of 40 dB SPL. Stimuli
were created with a sampling rate of 44100 Hz, and their generation as
well as all data acquisition and processing pipelines were implemented
using software for scientific computing (Matlab and Simulink, The
Mathworks, USA). The acoustic waveforms for both stimuli are shown
in Fig. S1 in the SI along with additional information on the stimuli.

The total experiment consisted of 20 trials, each lasting 195.3 +
1.2 s and presenting about 300.0 + 25.4 stimuli to each ear. Target
stimuli of 15 dB SPL lower intensity were randomly interposed every
3-20 stimuli with a 9.4% probability of occurrence. Experimental trials
were constructed from ten different randomized scenarios, half with
chirps in the left ear and half with chirps in the right ear. Each
scenario was presented twice, under attend-left and attend-right con-
ditions. Thus, overall there were five trials for each combination of
stimulus type (chirps or tones), condition (attended or ignored), and
location (left or right ear). The order of presentation of these trials was
pseudo-randomized across participants.

Stimuli were presented via circumaural headphones (HDA300,
Sennheiser, Germany) and playback was coordinated by a cross—
platform digital audio workstation (StudioOne, PreSonus, USA) coupled
to an audio interface (Scarlett 18i20, Focusrite, United Kingdom). The
hearing thresholds for the chirps and tones were determined for each
participant, and the intensity of the standard stimuli of both types was
set to 40 dB sensation level. Finally, a fine-tuning process was carried
out to balance the loudness perception across ears and stimulus types
as described in the SI.

To familiarize participants with the stimuli and the behavioral
task, a short training phase (approx. 3 min) was administered before
the actual experiment. During the recording sessions, they sat in a
comfortable armchair and were instructed to focus on a fixation ball
at sight level at 2 m distance and to move as little as possible. Rest
breaks were given between runs as necessary.

2.3. Electrophysiological recording

EEG recordings were obtained from two different sensor configura-
tions. Similarly to the original straightforward recording scheme (Hill-
yard et al., 1973), five passive silver/silver-chloride (Ag/AgCl) elec-
trodes were placed to record the EEG at the upper and lower mastoid
behind each ear as well as at the vertex position. To complement
this data with information of high spatial resolution, an additional
EEG cap with 128 active sintered Ag/AgCl electrodes arranged in the
10-5 layout (g.SCARABEO, gtec, Austria) was placed on top of the
passive electrodes. Furthermore, to ensure that none of the observed
effects originated from activations of the postauricular muscle (PAM)
due to selective attention (Strauss et al., 2020), a pair of passive
electrodes was placed on each PAM to provide bipolar monitoring of
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their electromyographic activity. All electrophysiological signals were
recorded against a passive ground electrode on the upper forehead
and sampled at 9600 Hz using a biosignal amplifier (g.HIAMP, gtec,
Austria). Throughout the experiment, impedances for passive and ac-
tive electrodes were controlled to be lower than 10 kQ and 50 kQ,
respectively.

2.4. EEG preprocessing and segmentation

EEG preprocessing was conducted in two stages, with an initial stage
for common processing of vertex and multi-channel recordings, and a
second stage for artifact correction. The experimental paradigm was
designed to reliably evoke auditory full-range ERPs including the ABR,
the AMLR, and the ALR. Since ABRs are preferably investigated using a
mastoid reference ipsilateral to stimulation (Picton, 2010), all record-
ings were referenced to the mastoid ipsilateral to attended as well as
to ignored stimuli which resulted in two data sets per experimental
trial. Data were then decimated to 4800 Hz, zero-phase comb-filtered
at 50 Hz and its harmonics up to 2400 Hz, zero-phase bandpass-filtered
at 1-1500 Hz, and corrected for DC-offsets. Multi-channel data from all
experimental trials were then concatenated (including both ipsilater-
ally referenced data sets per trial) and the mean Pearson correlation
between each electrode and its five nearest neighbors was calculated.
Channels presenting correlations below two standard deviations from
the mean across all channels were interpolated using EEGLAB’s (De-
lorme and Makeig, 2004) spherical interpolation algorithm (6.52 +1.90
channels per participant). Finally, data were split into the individual
data sets and centered around 0 pV.

ERPs for vertex recordings were extracted over epochs of —1000 ms
to 1000 ms relative to onsets of standard stimuli; target ERPs were
not analyzed to avoid inclusion of target detection-related components
such as the P3 (Squires et al., 1975). Since the tone and chirp stimuli
differed considerably in their physical properties, ERP onsets within the
extracted segments were adjusted relative to stimulus-specific reference
time points; specifically, time-zero for the ERP segments was chosen as
the rise time offset at 12 ms for tones and stimulus offset at 14.9 ms
for chirps (see SI section on Chirp-evoked ABRs for more details about
the zero time reference). After establishing this reference point, latency
values of ABR components are comparable to those elicited by click
stimuli (Dau et al., 2000; Elberling and Don, 2008; Elberling et al.,
2010). To remove signal offsets while considering the latencies of
the earliest ERP components, single-trials were baseline-corrected by
subtracting the mean potential over the interval —2 ms to 2 ms relative
to the adjusted ERP onsets. Finally, for each combination of stimulus
type (chirps or tones), condition (attended or ignored), and location
(left or right ear), the first 1000 trials that did not exceed an absolute
amplitude threshold of 100 pV were selected and pooled across left and
right ear locations for further analysis. The corresponding ERPs were
extracted from the multi-channel recordings and baseline-corrected as
reported above. Since the grand-average waveforms of vertex record-
ings revealed clear components in the ABR, AMLR, and ALR latency
ranges for the chirps but not for the tones (see Fig. 1), all subsequent
analyses were based on chirp-evoked responses.

2.5. ERP wavelet and spectrotemporal consistency analysis

Single-trials from vertex recordings were mapped to time-frequency
representations by means of continuous wavelet transforms (CWTs)
using analytic Morse wavelets (Lilly and Olhede, 2012). Specifically,
data were analyzed at logarithmically spaced wavelet peak frequen-
cies over 4-512 Hz with 32 scales per octave. Because of this broad
spectral range, the number of wavelet cycles within the central time-
domain power window was linearly increased over in [0.75,2] with
0.18 cycles increase per octave to simultaneously provide satisfactory
temporal resolution at low frequencies and spectral resolution at high
frequencies, e.g., see Morales and Bowers (2022). This was achieved
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by fixing the wavelet family parameter at y = 3 and varying the
order f over 1.85-13.16. The complex CWT coefficients were then used
to extract power- and phase-based time—frequency measures. Single-
trial wavelet power was computed by squaring the absolute values
of the coefficients and averaging the resulting power matrices across
single-trials. The final power matrices were then baseline-normalized
independently for each wavelet scale by dividing the power at each
time point by the mean power over the interval —500 ms to —125 ms
and log-transformed (10/0g,,) to decibels. In addition, inter-trial phase
coherence (ITPC) was calculated by extracting the instantaneous phase
angle at each time—frequency point and calculating the mean resul-
tant vector length (Rao Jammalamadaka and Sengupta, 2001) across
single-trials in a point-wise manner.

2.6. ERP waveform consistency analysis

The ITPC analysis revealed several time—frequency clusters match-
ing the spectrotemporal scales of the ABR, AMLR, and ALR within
which selective attention significantly increased phase consistency
across single-trials (see Fig. 3, top). Based on this observation, a subse-
quent analysis investigated whether attention also enhanced waveform
consistency on a single-trial basis in the time-domain. In this analysis,
narrowband bandpass filters were derived from the significant (p <
0.01) ITPC frequency ranges and applied to the averaged vertex and
multi-channel ERPs as well as their respective single-trials. The (zero-
phase) filtered signals were then trimmed to the characteristic latency
ranges to extract the ABR (0-10 ms, 105.3-185.0 Hz), AMLR (10-50 ms,
44.3-71.3 Hz), and ALR (50-250 ms, 4.0-15.7 Hz). Finally, the waveform
consistency was calculated as the mean Pearson correlation between
the waveform of the averaged ERP and each of its single-trials for each
of the three ERP latency ranges.

2.7. ABR enhancement and peak analysis

ERPs were subjected to four additional types of time-domain an-
alyzes to extract different ABR representations with enhanced signal-
to-noise ratios. The first approach applied a conventional broad ABR
(zero-phase) bandpass filter of 100-1500 Hz (Corona-Strauss et al.,
2009) to the averaged vertex recordings (ABRp,pad)-

For the second analysis, averaged ERPs from the multi-channel
recordings were (zero-phase) filtered with the identical 100-1500 Hz
bandpass and submitted to a principal component analysis (PCA). This
allowed taking advantage of the spatial information provided by the
high-density recordings for separating the ERPs into components with
varying degrees of contribution to the overall neural activity across
the scalp and provided a denoising effect for the previously minimally
cleaned data. PCA was carried out over the latency range between
—10 ms and 50 ms to maximize sensitivity towards the ABR, and the
principal component that accounted for most of the variance in the
sensor recordings was identified as the ABRpc,.

For the third analysis, the averaged vertex ERPs were (zero-phase)
filtered with the narrow bandpass (105.3-185.0 Hz) that was identified
in the ITPC analysis (see Fig. 3, top) to provide significant separation
between attended and ignore conditions in the ABR latency range
(ABR  r0w)- It should be noted, however, that the finding of a single
VMD mode representing most of the ABR energy does not imply that
the different ABR peaks arise from a single neural source.

The fourth analysis examined attention effects on the ABR without
any a priori specifications about the spectral content of the intrinsic
activity. To this end, averaged vertex ERPs were decomposed into seven
intrinsic modes by applying a variational mode decomposition (VMD)
using the alternate direction method of multipliers (Dragomiretskiy and
Z0sso, 2014). As the VMD employs an optimization of the Hardy space
representation of the modes in terms of their H'!-Sobolev regularity
for spectral compaction in the Fourier domain, the analysis was again
restricted to the latency range between —10 ms and 50 ms to keep the
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degree of non-stationarity low. The center frequencies of the modes
were initialized as the peaks of each ERP’s Fourier spectrum, and the
minimization of the augmented Lagrangian functional was performed
using a regularization constant of « = 1000 and a maximum number of
10000 iterations. The intrinsic ABR activity was detected by averaging
the resulting modes across participants and analyzing them in the
frequency-domain. Since only the fourth mode was concentrated well
within the ABR-specific passband (105.3-185.0 Hz) with nearly identi-
cal peak frequencies of 126.5 Hz for the attended and 126.1 Hz for the
ignored condition, it was selected from each individual decomposition
as the ABR mode (ABRyyp).

The four ABR representations were reduced to scalar features by
extracting the amplitudes of the prominent peaks. These were identified
as wave V peaking at 5 ms and subsequent deflections that were labeled
according to their (approximate) peak latencies, including Ny, P;,, and
Ny. For each of the peaks, the amplitude was determined as the mean
voltage within a time window of —1.5 ms to 1.5 ms relative to peak
latency.

2.8. ERP spectrotemporal filtering analysis

The broadband (1-1500 Hz) waveforms of the full-range ERPs (see
Fig. 1) only presented significant effects of attention in the AMLR and
ALR latencies. However, all subsequent analyses indicated that atten-
tion also modulated the ABR when targeting its characteristic time and
frequency interval. In order to demonstrate the full range of attention
effects in a broadband time-domain representation, a CWT-based spec-
trotemporal filtering procedure was performed to adaptively enhance
the representations of the ABR, AMLR, and ALR in the waveforms of the
full-range ERPs. The analysis was implemented by computing the CWT
of the averaged ERPs from vertex recordings, weighting the resulting
coefficients by a filter mask that followed the spectrotemporal trend
of the full-range ERP (see Fig. S3 in the SI), and applying the inverse
CWT to the masked coefficients to reconstruct the time-domain ERPs
(ERP,..). The CWT was again performed using analytic Morse wavelets
and the identical time and frequency ranges as well as wavelet family
parameter as used for the power and ITPC analyses described above,
but now the number of wavelet cycles had to be fixed across scales to
be consistent with the implementation of the inverse CWT. To optimize
the sensitivity towards the ABR, its filter mask center frequency was
identified (142.6 Hz) and the corresponding number of cycles from the
previous analyses (1.67) was chosen to create the wavelet family.

2.9. Statistics

All statistical analyses described below to investigate effects of at-
tention were based on contrasting the attended versus the ignored con-
dition using two-tailed within-participants r-tests and p-value adjust-
ments for multiple comparisons following the Benjamini—
Hochberg false discovery rate (FDR) correction procedure (Benjamini
and Hochberg, 1995).

Broadband ERP waveforms (Fig. 1), time-frequency ITPC and power
distributions (Fig. 3), and spectrotemporally filtered ERP waveforms
(Fig. 6) were analyzed in an exploratory manner. Waveforms were
tested at each time point over the interval 0-250 ms, and p-values
were FDR-corrected across time (¢ = 0.05). Similarly, ITPC and power
maps were analyzed at each time-frequency point within the same time
interval and over the frequency range 4-512 Hz, and p-values were
FDR-corrected across the time-frequency plane (¢ = 0.05). To obtain a
more spectrotemporally localized representation of the neural activity
components contributing to the differences between conditions, FDR
correction was also repeated with a more stringent criterion (¢ = 0.01).
Furthermore, statistical analysis of ITPC included an additional stage
at which effects were only classified as significant if they were located
within a certain “area of trust”. Time-frequency points were assigned
to “areas of trust” if the mean ITPC across participants indicated a
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significant (p < 0.01) deviation from a circular random distribution
as analyzed via Rayleigh’s test (Rao Jammalamadaka and Sengupta,
2001).

For each of the four ABR representations (Figs. 2 and 4), effects
of attention on peak amplitudes were individually tested for wave V,
Ny, P15, and Nyg4. The statistical details for these contrasts as well as
additional statistics for the PCA and VMD analyses are given in the SI.

In the waveform consistency analysis (Fig. 5), the waveforms of
single-trials were correlated with the waveforms of the corresponding
averages, separately for the narrowly filtered ABR, AMLR, and ALR
in their characteristic latency ranges. Mean correlations across sweeps
were tested in a channel-wise manner for vertex and multi-channel
recordings. The resulting p-values for multi-channel recordings were
FDR-corrected across the scalp (¢ = 0.05), separately for the ABR,
AMLR, and ALR. Detailed statistical results for the vertex recordings
are provided in the SIL

2.10. Behavioral data

After participants’ debriefing, it was found that 35.5% of the partici-
pants preferred to discriminate between standard and target stimuli for
the chirps, while 32.3% preferred the tone bursts, 19.3% had no pref-
erence, and 12.9% had a better-ear preference. Objective comparisons
between task performances for the two types of stimuli were carried out
via two different approaches which were both based on 2 x 2 confusion
matrices (true/false positive/negative). The matrices were calculated
for each experimental trial, and button presses were only classified as
true positive if the responses occurred within 50-1500 ms after target
stimuli onsets. For the first analysis, the confusion matrices were used
to derive the true and false positive rates, and the values were averaged
across trials. The mean true positive rates across participants were
73.7 + 15.3% for the chirps and 69.4 + 15.2% for the tone bursts, and
the associated false positive rates were 0.3 + 0.3% and 0.2 + 0.2%,
respectively. These results confirmed that participants were successful
in detecting the target stimuli. For the second analysis, the four cells
in each contingency table were summarized using the Matthews cor-
relation coefficient (MCC) (Chicco and Jurman, 2020). This measure
can take values between —1 (perfect misclassification) and 1 (perfect
classification), with a value of O indicating a random classification.
Importantly, the MCC provides unbiased results for not only balanced
but also imbalanced binary classification tasks as opposed to other
popular measures such as the F1 score (Chicco and Jurman, 2020),
which was particularly important for the present study due to the
difference in the numbers of standard and target stimuli. The MCC
was calculated for each confusion matrix, and the values were again
averaged across trials. While the mean MCC across participants was
slightly higher for chirps (0.82 + 0.10) than for tones (0.80 + 0.10), a
within-participants z-test (two-tailed) confirmed that the stimulus type
had no significant effect on task performance (#(30) = 1.36, p = 0.18).

3. Results

Fig. 1 shows the grand-average broadband (1-1500 Hz) waveforms
of the vertex ERPs elicited by the tones and the chirps under attended
and ignored conditions. The logarithmic time base facilitates the vi-
sualization of the full-range ERP including the ABR, AMLR, and ALR
(the same figures with a linear time base are in Fig. 2. in the SI).
For both types of stimuli, there was a clear enhancement of the N1
component of the ALR (peaking at 90-100 ms) to attended-ear sounds
as in the original N1 effect study (Hillyard et al., 1973). As expected,
however, the chirps elicited prominent early components in the ABR
and AMLR latency range that were absent in the tone-evoked ERPs
(see SI section on chirp-evoked ABRs). In particular, the chirp-evoked
waveform showed a vertex-positive peak with a latency of around 5 ms,
which corresponded to wave V of the ABR (Maloff and Hood, 2014).
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Fig. 1. Grand-average (N = 31 participants) broadband (1-1500 Hz) waveforms of vertex ERPs elicited by the tones (top) and the chirps (bottom) on a logarithmic time base. The
colored shaded backgrounds show the condition-specific standard errors across participants and gray areas highlight time periods with significant differences between conditions
(p < 0.05; two-tailed within-participants r-test with Benjamini—-Hochberg FDR correction across time). While the ERPs to both types of stimuli showed a prominent N1 effect at
around 90-100 ms, the chirp-evoked ERPs exhibit a more complex structure in the ABR and AMLR latency range than the tone-evoked waveforms. This is an expected consequence

of the synchronous activation of the cochlea by the chirps.

Since the major focus of this study was the effect of attention on the
ABR, subsequent analyses were focused on the chirp-evoked ERPs.

As seen in the broadband ERPs to the chirps (Fig. 1, bottom), wave V
was larger in the attended versus ignored grand-average waveform, but
this difference did not reach statistical significance; this is most likely
due to the broad passband required to represent all the spectrotemporal
components of the full-range ERP, which is not optimal for resolv-
ing the high-frequency ABR components. Indeed, when the averaged
waveforms were filtered with a conventional bandpass for chirp-evoked
ABRS (ABRyoaq) Of 100-1500 Hz (Corona-Strauss et al., 2009), the atten-
tion effects on wave V and subsequent AMLR components were found
to be significant in the vertex ERPs as well as in the ABR components
derived from a PCA (ABRpc,) of the multi-channel recordings (Fig. 2;
see SI for statistical details of the ABRy,,,q and ABRpc, analyses).

To analyze the frequency-specific signatures of top-down atten-
tion in the chirp-evoked ERPs at ABR and subsequent latency ranges,
we carried out a time—frequency analysis on the single-trial vertex
waveforms by means of CWTs using analytic Morse wavelets (Lilly

and Olhede, 2012). This analysis showed that attention produced an
increase in ITPC of evoked activity at multiple spectrotemporal scales
of the auditory full-range ERP (Fig. 3, top). While an increased ITPC
has been reported previously for the time-frequency range that en-
compasses the N1 component (Trenado et al., 2009; Low and Strauss,
2011), the present analysis with chirp stimulation revealed that corre-
sponding patterns also exist for the ABR and AMLR components. Even
though this analysis was tuned for the best possible resolution by an
adjustment of the wavelet cycles regarding Heisenberg’s uncertainty
in time-frequency analysis (see Methods), we have supported these
findings with a super-resolution analysis (Moca et al., 2021) (see Fig.
S3 in the SI), to ensure that the time-frequency energy zones in the
ABR range were not due to bled-in energy components from lower
frequencies or longer latency components.

Importantly, selective attention significantly enhanced the ITPC
in a latency range that encompassed wave V of the chirp-evoked
ABR. This increase was significant (p < 0.01) over the frequency
band 105.3-185.0 Hz, which is in line with fiber tract models of the



D.J. Strauss et al.

wave V Ng P12

Neurolmage 316 (2025) 121295

o
w
T

0.2 :

amplitude (1 V)
o
o o

broad

s o
PR

ABR

-0.3

——attended ||

——ignored
1 1 1

-10 0

20 30 40 50

ABRI_.,CA amplitude (a.u.)
[ R S Y )
_ ;

'
[95]
T

——attended ||

——ignored
| | |

4
o
o
o
o

20 30 40 50

time (ms)
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waveforms (top) were recorded from the vertex and bandpass-filtered within a conventional broad frequency range of 100-1500 Hz. ABRpc, waveforms (bottom) were obtained
by applying the same bandpass filter to the averaged multi-channel ERPs and performing a PCA to extract the ABR-specific component. The colored shaded backgrounds show
the condition-specific standard errors across participants. Asterisks symbolize statistically significant effects of attention on component peak amplitudes (* p < 0.05, ** p < 0.02,
*% p < 0.01; two-tailed within-participants ¢-test). Although these two ABR representations were obtained from different electrode configurations, they exhibit remarkably similar
waveforms and significant effects of attention on all component peak amplitudes including wave V of the ABR as well as subsequent negative and positive peaks within the

transitional latency range between ABRs and AMLRs. Statistical details are given in the SI.

ABR (Rudell, 1987). When the averaged vertex ERPs were filtered in
this narrow ABR-specific frequency band (ABR,ow), the attentional
enhancement of wave V became highly significant but lost some tem-
poral precision in time due to the enlarged impulse response of the
associated narrow-band filter (Fig. 4, top). To complement these linear
filtering observations with a non-linear decomposition to address time—
frequency resolution, ABR representations from the original broadband
waveforms were also obtained using a VMD (ABRyp) (Dragomiretskiy
and Zosso, 2014). In line with our previous arguments, the VMD
analysis shows that the high-frequency energy in the wave V interval
stems from an intrinsic mode of the ABR and not merely a bled-in
energy byproduct of later ERP components because of Heisenberg’s
uncertainty principle (see Fig. 4, bottom; see SI for statistical details of
the ABR ;10w and ABRyyp analyses). In fact, the VMD analysis parallels
the morphology of ABR, .., but provides better resolution in time.
However, as this approach is non-linear with intrinsic modes computed
for each participant, the overall morphology of the modes for the two
conditions also deviates from the linear transforms. For instance, wave
V was relatively smaller wave V for the ignored condition. Since VMD
is computed without prior spectral constraints, the overall diminished
energy for the ignored condition of the fourth mode in a 7-mode
VMD (see Methods) also reflects less spectrotemporal consistency across
participants for the unattended stimuli. It is evident that all ABR
representations presented in Figs. 2 and 4, even though derived from
different EEG montages as well as linear and non-linear approaches,
consistently exhibit attention-driven amplitude enhancements in the
averaged ERPs for wave V of the ABR and subsequent components.

While attention significantly increased the time-domain amplitude
of wave V and subsequent AMLR peaks in several different ABR rep-
resentations of averaged responses (Figs. 2 and 4) and significantly
increased the wavelet ITPC (Fig. 3, top) at each characteristic time—
frequency scale of the auditory full-range ERP, the associated increases
of wavelet power in the same time-frequency zones did not reach
statistical significance (Fig. 3, bottom). This pattern of results could
be attributed to the relative robustness of phase synchrony measures
using circular statistics (e.g., ITPC) as compared to amplitude (power)
measures in single-trial ERPs under conditions of low signal-to-noise
ratios (Trenado et al., 2009; Low and Strauss, 2011; Rosenblum et al.,
2001; van Diepen and Mazaheri, 2018). However, this data pattern
is also consistent with a mechanism whereby attention increases the
synchronization as well as the amplitude of evoked neural activity,
which would increase the ITPC to a greater extent than the power in
the wavelet analysis. To investigate whether attention also increases
waveform consistency on a single-trial basis in the time-domain, we
calculated the mean correlations of single-trial vertex ABR, AMLR, and
ALR waveforms with their corresponding averaged waveforms. The
resulting correlations were increased by attention for each sub-interval
of the full-range ERP (Fig. 5, top; see SI for statistical details) which,
along with the ITPC analysis (Fig. 3, top), demonstrates that selective
attention produces a time-locked morphological stability of single-trial
neural activity from brainstem up to cortical levels of the auditory
pathways. These increases in waveform consistency with attention were
evident over widespread areas of the scalp (Fig. 5, bottom) consis-
tent with the well-known broad scalp distributions of auditory ERP
components (Picton, 2010).
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Fig. 3. Grand-average (N = 31 participants) time-frequency ITPC (top) and power (bottom) maps for the single-trial wavelet analysis of vertex waveforms for attended (left)
and ignored (middle) chirps as well as the resulting difference map (right; attended-ignored). Black waveforms represent identically scaled condition-specific grand-average ERPs
(left and middle; same as Fig. 1) and their difference wave (right). Green lines circumscribe time—frequency zones with significant differences between conditions (p < 0.05 for
dashed lines and p < 0.01 for solid lines; two-tailed within-participants ¢-test with Benjamini-Hochberg FDR correction across time and frequency). While the ITPC was significantly
increased by attention at the spectrotemporal scales of the ABR, AMLR, and ALR, the apparent wavelet power modulations in the same time-frequency zones did not reach

significance.

The foregoing analyses showed that the effects of attention on wave
V and subsequent AMLR components did not reach significance in
the time-domain amplitude of the averaged broadband ERPs (Fig. 1,
bottom) but did become significant in several ABR-specific waveform
representations (Figs. 2 and 4). Critically, the wavelet ITPC analysis
(Fig. 3, top) revealed that higher spectrotemporal consistency across
single-trials for attended versus ignored stimuli (p < 0.01) was specific
to time-frequency ranges matching the scales of the ABR, AMLR, and
ALR, which indicated that the non-specific filtering used for the analysis
shown in Fig. 1 may have masked putative attention effects in those
broadband waveforms. Accordingly, to analyze the attentional modu-
lations in the time-domain amplitude of the averaged full-range ERP
more precisely, we implemented a CWT-based spectrotemporal filtering
approach to enhance the representation of the individual components
within their corresponding latency ranges. In brief, averaged chirp-
evoked ERPs recorded from the vertex were mapped to time-frequency
representations via the CWT using analytic Morse wavelets, the wavelet
coefficients were weighted with a filter mask (see Fig. S4 in the SI) that
was based on the ITPC significance patterns, and full-range ERPs were
reconstructed via the inverse CWT of the weighted coefficients. The
resulting ERP reconstructions (ERP,.) for both conditions are shown
in Fig. 6. While the spectrotemporally filtered ERPs exhibited less
noise compared to the original broadband ERPs (Fig. 1, bottom), their
morphologies were almost identical, with clearly matching positive and
negative peaks. Importantly, however, the localized filtering in time
and frequency revealed significant effects of attention on the time-
domain amplitude at each temporal scale of the auditory full-range
ERP (wave V to N1) that were previously obscured due to the standard
broadband filtering that was applied in Fig. 1.

4. Discussion

A classical question in both neural and behavioral studies of au-
ditory selective attention has been whether and under what circum-
stances the preferential selection of attended stimuli occurs at early or
late stages of processing (Hernandez-Peoén et al., 1956; Treisman and
Geffen, 1967).

The present study investigated whether attention to brief chirp
stimuli, optimized to stimulate the entire cochlea synchronously, would
reveal modulation of neural transmission in the human auditory brain-
stem pathways. In a dichotic listening paradigm similar to that used
by Hillyard et al. (1973), chirps were presented to one ear and tones to
the other in a rapid, unpredictable sequence to prevent different levels
of arousal or other non-selective preparatory states from arising prior
to the attended stimuli. The key finding was that when chirp stimuli
were attended as compared to ignored, the elicited ERPs exhibited an
increased phase consistency at the time-frequency scale of wave V
of the ABR as well as a corresponding enhancement in time-domain
amplitude for the averaged potentials. The generation of this compo-
nent has been anatomically linked to evoked activity in the IC (Mgller
and Jannetta, 1985; Yvert et al., 2002). The attentional modulation
of wave V took place as early as 5 ms after chirp presentation and
was followed by enhanced amplitudes of multiple components in the
AMLR (10-50 ms) and ALR (50-250 ms) latency ranges in the averaged
waveforms. These results provide critical evidence for very early stim-
ulus selection processes in human auditory attention, at least under the
present conditions of dichotic listening using brief tonal stimuli.

Previous studies of attention effects on ABRs have not yielded con-
sistent results. Most studies reported no effect of selective attention on
ABR amplitudes (Picton et al., 1971, 1974; Woods and Hillyard, 1978;
Hackley et al., 1987, 1990; Collet and Duclaux, 1986; Connolly et al.,
1989; Gregory et al., 1989; Hirschhorn and Michie, 1990; Woldorff and
Hillyard, 1991), and the few suggestive effects (Lukas, 1980, 1981)
have been challenged (Hirschhorn and Michie, 1990; Hoormann et al.,
2000) or were of marginal significance (Kumar et al., 2023). The
present study differed from its predecessors by using chirp stimuli
rather than clicks or tone pips. It seems reasonable to propose that
the wave V enhancement observed here was a consequence of the
synchronous activation of the entire cochlea and afferent pathways
produced by the chirps, which allowed the descending attentional
control to be manifest. The physiological mechanism of this attention
effect on wave V remains unknown, but it may be mediated by the
massive efferent cortico-collicular projections, which have been shown
in animal studies to modulate synaptic activity in the IC (Suga et al.,
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Fig. 4. Grand-average (N = 31 participants) waveforms of enhanced narrowband ABR representations from chirp-evoked ERPs. ABR,,.,, waveforms (top) were extracted via
bandpass filtering of averaged vertex waveforms within the ABR frequency range of 105.3-185.0 Hz that showed significant (p < 0.01) increases in ITPC with attention. ABRyyp
waveforms (bottom) were obtained by performing a VMD on the same data and identifying the ABR-specific mode. The colored shaded backgrounds show the condition-specific
standard errors across participants. Asterisks symbolize statistically significant effects of attention on component peak amplitudes (* p < 0.05, ** p < 0.02, *** p < 0.01; two-tailed
within-participants r-test). The non-linear VMD procedure yielded waveforms that were highly similar to those based on linear filtering in the identified ABR-specific frequency
range. Importantly, both narrowband ABR representations exhibited attentional modulations of wave V and subsequent component peaks that are fully congruent with the effects

observed for ABRy,,q and ABRpc, (Fig. 2). Statistical details are given in the SI

2002; Blackwell et al., 2020; Suga and Ma, 2003; Oberle et al., 2023).
It is also possible, however, that attentional control could be exerted at
even earlier levels of the auditory pathways and passed along to the IC.
For example, there have been reports that stimulus-evoked otoacoustic
emissions (EOAEs) arising from the cochlea can be modulated by atten-
tion (Giard et al., 1994; Saiz-Alia et al., 2021), which would implicate
descending attentional control via the olivo-cochlear bundle. Attention
effects on the EOAE in humans, however, have not been consistently
observed (Michie et al., 1996).

Previous studies using differing methodologies have also reported
attentional control over neural activity in the auditory brainstem. In
a functional magnetic resonance imaging (fMRI) study, Rinne et al.
(2008) presented sequences of noise bursts to the left and right ears and
found that activation in the IC depended on the direction of attention.
While these fMRI measures provide precise localization of the neural
modulation with attention, they do not give information about the
timing of the attention effects nor whether they specifically reflect
attentional modulation of sensory evoked afferent activity in the IC. In a
series of EEG studies of the auditory FFR to continuous speech, Reichen-
bach and colleagues extracted brainstem response waveforms at the
fundamental frequency (termed “speech-ABRs”) by means of empirical
mode decomposition (Forte et al., 2017; Etard et al., 2019; Saiz-Alia
et al., 2019). The speech-ABR had a lag of about 8 ms relative to the
acoustic speech waveform and was found to be enlarged when a spoken
message was attended in a dichotic listening situation. Computational
modeling of the subcortical origins of the speech-ABR identified the
IC as its dominant source (Saiz-Alia and Reichenbach, 2020). It is not

clear, however, how rapidly attentional selectivity of the FFR began
after sound onset or whether the attentional control mechanisms over
continuous sinusoidal inputs such as speech are the same as those
engaged in attending to singular stimulus onsets (Bidelman, 2015). The
present finding of attentional modulation of wave V of the ABR to an
individual, abruptly onsetting stimulus is thus of critical importance
for understanding how selective attention is able to modulate afferent
signals in the auditory brainstem.

In addition to the ABR modulations, attending to the chirps re-
sulted in enlarged amplitudes of later AMLR and ALR components in
the time-domain averages, including the iconic N1 enhancement. The
chirp-evoked AMLR had a more complex, multi-component structure
than the tone-evoked AMLR, which can be ascribed to the abrupt
and synchronous activation of the cochlea (and higher pathways) by
the chirps. Previous studies reported an enhanced positivity in the
20-50 ms range to attended high-frequency tone pips, which were
localized to auditory cortex by MEG recordings (Woldorff and Hillyard,
1991; Woldorff et al., 1993). This P20-50 effect may correspond to
the enhanced positivities at around 25 ms and 40-60 ms observed
here. Dipole modeling studies by Scherg and Von Cramon (Scherg and
Von Cramon, 1985, 1986) determined that the major components of
both the AMLR and ALR represented evoked activity in the auditory
cortex. The present results thus demonstrate that in this dichotic lis-
tening situation afferent signals are amplified by selective attention all
along the auditory pathway from brainstem to cortex.

The effects of attention on evoked activity in the brainstem and
higher levels of the auditory pathways were evident not only in the
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Fig. 6. Grand-average (N = 31 participants) waveforms of spectrotemporally filtered reconstructions of averaged chirp-evoked ERPs from vertex recordings. Time-frequency
representations of the ERPs were weighted by a filter mask (see Fig. S4 in the SI) and back-transformed to the time-domain. The colored shaded backgrounds show the condition-
specific standard errors across participants and gray areas highlight time periods with significant differences between conditions (p < 0.05; two-tailed within-participants #-test with
Benjamini-Hochberg FDR correction across time). While the waveform morphologies closely paralleled the ones of the original broadband ERPs (Fig. 1, bottom), the adaptive
filtering approach revealed significant modulations with attention at each sub-interval of the full-range response, even at early brainstem levels such as wave V of the ABR.

conventional time-domain averages but also in the wavelet-based ITPC
and the correlations of single-trial waveforms with the overall averages.
The link between amplitude variations and the instantaneous phase of
ERPs has been well documented (Mortezapouraghdam et al., 2018; Ben-
hamou et al., 2023), which suggests that the ERP amplitude increases
with attention observed here may be based in part on an enhancement
of temporal synchronization of the evoked neural activity to the at-
tended stimuli as expressed in the ITPC as well as the time-domain

correlation analysis. Previous studies have already linked the N1 atten-
tion effect to spectrotemporal phase consistency across trials (Trenado
et al., 2009; Low and Strauss, 2011), and such phase-locking to the
stimulus could also play a similar role in attentional modulation of ear-
lier ABR and AMLR components. If top-down attentional control does
produce an increased synchrony of firing in afferent neural populations,
this could not only enhance the signal-to-noise ratio in favor of attended
signals but also facilitate the integration of different auditory features
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into perceived objects (Asilador and Llano, 2021). Further studies are
needed to reveal the underlying neurophysiological mechanisms re-
sponsible for these facilitatory effects of selective attention on the ABR,
AMLR, and ALR in a wider range of task situations and using different
types of more complex stimuli. Of particular interest, the effects of task
difficulty and varying levels of attentional effort in listening (see Sarter
et al. (2006), Strauss and Francis (2017)) on the N1 wave in ERPs have
been well-documented (Strauss et al., 2010; Bernarding et al., 2013).
Building upon the present findings, studies incorporating such concepts
related to different levels of attentional effort and their influence on
chirp-evoked full-range potentials represents a promising avenue for
future research.
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