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This study explores both experimental and computational aspects of the thermophysical properties of the novel
ternary BMG-forming Pd-Ni-S system. Unlike more complex quinary BMG-formers, this ternary system’s
simplicity allows for applying the CALPHAD approach to model the underlying thermodynamics governing glass
formation.

Experimental investigations include quantifying specific heat capacity and studying crystallization across
various compositions critical for generating essential input data. Using a two-state approach, initial modeling of
the undercooled liquid and glass is conducted for individual elements and extended to the ternary system. Model
predictions are validated against experimental findings and iteratively optimized. Using the parallel tangent
method, the Gibbs free energy of crystalline and liquid phases at different compositions are calculated, providing
a more accurate estimation of the nucleation driving force of the first forming phase compared to the conven-
tional thermodynamic approach. These calculated driving forces are then used to model the isothermal Time-
Temperature-Transformation (TTT) diagrams, and finally for the estimation of the interfacial energy between
liquid and crystal during primary crystallization, which plays an important role in the glass-forming ability of
this system. The experimental and calculated results are found to be compatible for near-eutectic compositions.

1. Introduction computational methods to describe the thermodynamics of metallic

glasses and identify the maxima in alloy glass forming ability (GFA).

Metallic glasses are disordered and thermodynamically unstable
materials formed by rapid cooling of highly viscous melts, which slows
down crystallization and preserves the amorphous structure. Following
the discovery of the first Au-Si amorphous metal by Duwez et al. [1],
researchers have developed bulk metallic glasses (BMGs) with high
glass-forming ability (GFA) by increasing the amount of alloying ele-
ments and optimizing compositions. This effort has led to various
BMG-forming systems based on elements such as copper (Cu) [2], iron
(Fe) [3], nickel (Ni) [4], palladium (Pd) [5], titanium (Ti) [6], and zir-
conium (Zr) [7]. However, identifying optimal glass-forming composi-
tions experimentally is time-consuming and challenging due to the vast
number of possible combinations. Therefore, there is a need for
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The CALPHAD (CALculation of PHAse Diagrams) method is a
powerful computational technique used to predict the thermodynamic
properties of different systems. This approach integrates experimental
data and theoretical models to generate phase diagrams, which are
crucial for understanding the phase transitions within the materials
across different compositions and temperatures. Originating at the end
of the 1960s and in the early 1970s, CALPHAD has evolved into an
essential tool in materials science, aiding in the design and development
of new materials with tailored properties [8].

The CALPHAD methodology is a great tool for use in the field of
BMGs, thanks to the continuous advancements in thermodynamic
modeling and calculation techniques to describe the Gibbs free energy of
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both crystalline and non-crystalline phases [9]. However, attaining
precise modeling for amorphous alloys using the CALPHAD method has
proven somewhat elusive due to several factors, despite varying levels of
success in different attempts [10-12]. This modeling is intrinsically
difficult because of the disordered structure and the need to describe the
glass transition and short-range order (SRO) as well as medium-range
order (MRO). The second-generation CALPHAD database, proposed by
SGTE (Scientific Group Thermodata Europe), lacks proper modeling of
the (undercooled) liquid down to the glass transition temperature. Its
polynomial description restricts the extrapolation of the Gibbs free en-
ergy expression to the metastable region, where less thermodynamic
data is available. In contrast, the third-generation CALPHAD database
[13] and the two-state liquid model, which describes the liquid as a
mixture of two distinct states and provides a more realistic representa-
tion of the thermodynamic properties [14], offer a more physically
sound description, enhancing reliability in property extrapolation.
Nevertheless, a concrete model and methodology are still missing for
bulk metallic glass-forming systems, characterized by complex inter-
atomic behaviors such as pronounced SRO and MRO in the metastable
undercooled liquid phase.

In this study, the third-generation CALPHAD approach is imple-
mented and expanded for a more physically sound and reliable modeling
of the undercooled liquid. The focus is on the newly developed ternary
bulk metallic glass forming alloy system, Pd-Ni-S [15]. In terms of
equilibrium thermodynamics, this system was for the first time exten-
sively studied by Karup-Moller et al. [16] in 1993. They produced and
annealed numerous samples of different compositions in the ternary
system at temperatures of 1173 K, 998 K, 823 K, and 673 K, for extended
periods, and quenched them subsequently to analyze the available
phases. The result of their work provides comprehensive first-hand data
on the equilibrium thermodynamics of this system, serving as crucial
input for CALPHAD modeling.

More recently, the system was studied by Kuball et al. in terms of
glass-forming ability [15]. Fig. 1 shows the shaded area identified by
Kuball et al. as the glass-forming region. In his work, Kuball introduced
Pd31NigsS,7 composition as a good glass former with a critical casting
thickness of 1.5 mm and good thermal stability, as well as Pd3;Ni3;Sag
composition, which has less thermal stability but is likely closest to the
eutectic due to its short melting interval [15]. As shown in Fig. 1, the
glass-forming region is surrounded by the equilibrium phases of Ni3Sy,
(Pd, Ni) solid solution, and Pd4S in its stable crystalline state, indicating

Ni’ 7 4 7 0,6 77 7-Pd
Mole fraction Pd

Fig. 1. Position of investigated Pd-Ni-S compositions in the ternary phase di-
agram (black squares), located within the shaded glass-forming region (GFR),
determined by Kuball et al. [15]. The isothermal ternary phase diagram is taken
from ref [16].
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the simplicity of the system’s equilibrium thermodynamics. This makes
it an excellent candidate for thermodynamic modeling using CALPHAD
due to its uncomplicated characteristics.

Our experimental investigations include both binary and ternary
compositions within this ternary system. The ternary compositions are
chosen from the glass-forming region depicted in Fig. 1 to further
develop input data for CALPHAD calculations.

In our work, a new thermodynamic dataset for the Pd-Ni-S ternary
system is established to describe the thermodynamics of stable phase
diagrams (binary and ternary) and the metastable equilibrium state of
the undercooled liquid. The available experimental data on the equi-
librium phase diagram from the literature, as reported in the works of
Karup-Moller et al. [16] are assessed and used as input data for CAL-
PHAD modeling. In our experimental work, different glass forming alloy
COITlpOSitiOl‘lS, namely szg.gNi46.9529,2, Pd33,5Ni40'5526, Pd37Ni37526,
Pd4oNi40S20, and Pdys1Nis39S21.1 are produced and studied using a
range of techniques, including calorimetry, where we employ methods
such as Differential Scanning Calorimetry (DSC), Differential Thermal
Analysis (DTA), and Flash-DSC (chip-calorimetry). The glass transition,
crystallization, and liquidus temperatures; the enthalpies of crystalli-
zation and fusion, as well as the isobaric specific heat capacity of glassy,
crystalline, and liquid state are determined, which serve as important
input data for CALPHAD modeling and are further used to calculate the
thermodynamic functions of excess enthalpy, entropy, and Gibbs free
energy between liquid and the crystalline mixture. To further strengthen
our CALPHAD model, the published thermodynamic data for
Pd31NigsS27 from the work of Kuball et al. [15,17] are incorporated in
the model. The data are especially useful because they include specific
heat capacity measurements in the supercooled liquid region, which
were obtained for this more thermally stable composition and are
essential for accurate modeling of the (undercooled) liquid. Subse-
quently, using CALPHAD, the driving force for crystallization at
different compositions is calculated by applying the parallel tangent
method to the Gibbs free energy of the crystalline and liquid phases
[18], which provides a more accurate estimation of the driving force for
nucleation of the first forming phase than the excess Gibbs free energy
estimations based only on the thermodynamic measurements. The
calculated driving forces are then used to model the isothermal
Time-Temperature-Transformation (TTT) diagrams, which yield the
interfacial energy between the liquid and crystal during primary crys-
tallization, crucial for understanding the glass-forming ability of this
system. Moreover, the study incorporates microstructural analyses using
high-energy synchrotron diffraction experiments (HEXRD), which are
compared with CALPHAD calculations to enhance the accuracy of the
modeling based on the phase formation results.

2. Experimental methods
2.1. Sample synthesis

Fig. 1 shows the selected compositions of the Pd-Ni-S system that
were studied in a ternary isothermal section of the phase diagram at 673
K. The Pd-Ni-S pre-alloys were prepared by inductively melting the high-
purity raw elements Pd (99.999 wt %), Ni (99.995 wt %), and S (99.9995
wt %) in silica quartz tubes under a high-purity argon atmosphere
(99.9999 wt %). Subsequently, the pre-alloys were fluxed by remelting
them in dehydrated B;Os to reduce the number of heterogeneous
nucleation sites, as described in [19] and finally were melted in an arc
furnace together with the missing amounts of elements to reach the
selected compositions. The master alloys of binary and ternary compo-
sitions with marginal GFA were inductively re-melted, and subsequently
melt spun onto a rotating copper wheel to obtain thin ribbons of
approximately 20-50 pm thickness. The melt spinning parameters were
adjusted according to each alloy system’s melting point and viscosity
and the amorphous state of every sample was evaluated via X-ray
diffraction with a PANalytical X’Pert Pro diffractometer.
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2.2. DSC and DTA experiments

Thermal analysis was carried out using a power-compensated Perkin
Elmer DSC 8000 under a constant flow of 20 ml min™ high-purity Argon
atmosphere (99.9999 wt %). For low temperature measurements up to a
maximum temperature of 723 K, Al-pans were used. For examinations in
higher temperature regions up to a maximum temperature of 973 K
graphite crucibles were utilized. For low-temperature measurements,
each sample was remeasured after crystallization, using the signal of the
resulting crystalline mixture as a baseline. To study the melting events
up to very high temperatures, a NETZSCH STA 449 Jupiter differential
thermal analyzer (DTA) was used.

The absolute value of the specific heat capacity in the glassy, crys-
talline, and supercooled liquid state was determined in a power-
compensated Perkin Elmer DSC8500 equipped with a three-stage
intracooler. Measurements were performed in aluminum pans upon
heating in reference to the specific heat capacity of a sapphire standard
using a step method described in detail in [20,21]. To determine the
specific heat capacity in the liquid state the same method was applied to
the same samples from the low-temperature measurements in the DSC
using graphite crucibles.

2.3. Fast differential scanning calorimetry (FDSC) experiments

Fast Differential Scanning Calorimetry (FDSC) measurements were
performed via Mettler-Toledo FDSC2+ using a MultiSTAR UFH 1 high-
temperature chip sensor with silicon nitride (SigNy4) surface based on
MEMS-sensor technology, allowing for heating up to 1273 K [22]. The
attached Huber HC100 intracooler allows cooling rates of up to 40,000
K/s, keeping the sensor support temperature at 188 K, which ensures
accurate and reliable measurements. During the whole measuring pro-
cess, the system was continuously purged using a high-purity (99.9999
wt %) argon gas flow of 60 ml/min to prevent oxidation of the metallic
samples. Samples were cut from the melt-spun ribbons under a stereo-
microscope using a micro-scalpel and were transferred to the active
sensor area with the help of a fine hair with a thickness of approximately
50 to 100 "™ (um). The samples were melted afterward via several
moderate heating scans (50 K/s) to temperatures above liquidus tem-
perature to ensure an intimate thermal contact between the sample and
sensor. The sample mass was optimized to prevent sample size effects on
thermal stability, such as the dependence of critical cooling and heating
rates on sample mass [23,24], by calculating the ratio of the measured
enthalpy of fusion in FDSC to the enthalpy of fusion determined in a
conventional DSC8000 [24,25]. The eutectic temperature determined in
the conventional DSC was used to correct the temperature offset of the
FDSC sensors [26].

Using FDSC, critical cooling rate (CCR) experiments were conducted
to determine the minimum required cooling rate (R.) needed to bypass
crystallization. These experiments were carried out only for three better
glass-forming compositions, namely Pd3;Nig2S27$E, Pdss sNigg 5S26, and
Pd3;NigySa6. The methodology described in [25] was followed, applying
various cooling rates ranging from 1 to 40,000 K/s.The rest of the
compositions could not reach the glassy state even with the very high
cooling rates applicable by FDSC.

Isothermal crystallization studies via Time-Temperature-
Transformation (TTT) diagrams were also carried out in FDSC for the
same alloys. The thermal protocol of the samples consisted of heating
above the liquidus temperature at 773, 823, and 973 K with a holding
time of 1 and 10 s to see the effect of different parameters on the final
TTT diagram, followed by quenching at a rate of 40,000 K s! to the
desired isothermal temperature.

The assessment of atomic mobility in the terms of relaxation time
was also carried out using FDSC via the Step response analysis method
during cooling with a base frequency of 10 Hz [27]. Samples were
cooled with 40,000 K/s to bypass the crystallization and further tem-
perature down jumps of 2 K with a cooling rate of 2000 K/s followed by
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isothermal holding of 0.1024 s were applied. These temperature
down-jumps of 2 K are small enough to ensure the linearity of the
response, since the thermal fluctuations of the glass-forming systems are
known to be larger than 2 K [28,29], enabling us to assess the atomic
dynamics associated with the glass transition, most importantly
a-relaxation [27,28,30]. A detailed description of this methodology can
be found in [31].

2.4. High-energy synchrotron X-ray diffraction

The formation of the primary phase in the alloys upon undercooling
was studied using in-situ wide-angle X-ray scattering (WAXS) experi-
ments carried out at the Deutsches Elektronen- Synchrotron (DESY) in
Hamburg, Germany. Samples with various compositions were heated to
a fully molten state and then cooled down with an average cooling rate
of about 200 K/s. All experiments were carried out under aerodynamic
levitation condition (ADL) to minimize the impact of heterogeneous
nucleation [32]. This method is better suited to Pd-Ni-S compositions in
comparison to electrostatic levitation, due to their high vapor pressure.
The samples were investigated in transmission mode at the
high-intensity beamline facility P21.1 at PETRA III. A wavelength of
0.12215 A was employed. Using an acquisition time of 0.3 s per frame,
the intensity data were collected with a Perkin Elmer XRD1621 Csl
bonded amorphous silicon detector, featuring a resolution of 2048 x
2048 pixels. The two-dimensional X-ray diffraction patterns of the
samples were subsequently integrated to obtain the intensity I(Q) using
the software package PyFAI (Python Fast Azimuthal Integration) [33].
Finally, the obtained data were compared with the simulated diffraction
data of the equilibrium phases using the Vesta software [34].

2.5. CALPHAD modeling

Pure sulfur and palladium are modeled within the third-generation
CALPHAD database approach. The description of pure Nickel is taken
from the previous assessment of Hao et al. [35]. The available published
data on thermodynamic and thermophysical properties of the Ni-S, Pd-S,
and Ni-Pd binary systems are comprehensively assessed and used for the
Gibbs free energy description of the solid phases.

The evaluation and optimization of the Pd-Ni-S ternary system
dataset is carried out based on the experimental study of Karup-Moller
and Makovicky, as it provides comprehensive equilibrium phase dia-
gram data at the isothermal temperatures of 673 K, 823 K, 998 K, and
1173 K [16].

The third-generation database approach employs the two-state liquid
model to describe the “liquid-amorphous phase “in a unary system [36].
This approach allows a more reliable extrapolation of the Gibbs free
energy to the temperature ranges where experimental data are difficult
to obtain, which is suitable for the assessment of the undercooled liquid.

In this work, we extend this methodology for the glass-forming Pd-
Ni-S ternary system to better describe the undercooled liquid, where
complex interatomic interactions significantly influence its properties
and the glass-forming mechanism. The description of the liquid phase
applies the two-state liquid model within the framework of the third-
generation database approach. The short-range order of the ternary
liquid phase [37] is described by the ionic two-sublattice model [38]:
(Ni%*,Pd?")p(S%, Va)o, where P and Q are the number of sites on the two
sublattices, which are varied with composition to ensure electro-
neutrality, and Va is the hypothetical vacancies introduced into the
anion sublattice.

The specific heat capacity of the glassy state is assumed to be similar
to the corresponding mixture of the crystalline phases, which is
approximated using the Kopp-Neumann rule [39]. This assumption is
valid, as demonstrated by the previous analysis conducted by Kuball
et al. [17], which shows that for the Pd3;Ni42Sg7 glass-forming alloy, as
well as in our own research (Fig. 3) and other studies [40,41], the spe-
cific heat capacity (cp) of the glass matches that of the crystal up to
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temperatures just below the glass transition region.

Lack of data for the undercooled liquid is another challenge for this
analysis, as the behavior of the undercooled liquid cannot be easily
predicted. For this reason in this work, we incorporate experimental
data across various compositions to serve as input for fitting the heat
capacity, enthalpy of formation, and enthalpy of fusion. Additionally,
the acquired cp data within the supercooled liquid region of Pd3;Ni42S27
[17]1, known for being the more thermally stable composition, are also
used to improve the model. This promises a self-consistent dataset that
can adequately describe the thermodynamic behaviors of the Pd-Ni-S
system in the glass-forming range.

This modeling approach also needs to meet the following criteria: (1)
the thermodynamic properties should be continuous at different seg-
ments; and (2) The calculated isentropic temperature must be lower
than the experimentally determined T,. A detailed description of the
modeling of the Pd-Ni-S ternary system will be provided in a forth-
coming publication.

3. Results
3.1. Thermodynamic studies

3.1.1. Experimental thermal and thermodynamic data

In the first step, the important thermal and thermodynamic data of
the different Pd-Ni-S alloys were investigated. This includes the deter-
mination of the glass transition temperature (Tg); crystallization tem-
perature (Ty); enthalpy of crystallization (AH,); eutectic temperature
(Tew); liquidus temperature (T;) and enthalpy of fusion (AH,) upon
standard scan and also specific heat capacity functions c, (T) of the
crystalline mixture, glasses, undercooled liquids and melts. These
properties are important in terms of further thermodynamic and kinetic
analysis and serve as important input data for CALPHAD modeling. In
particular, experimental heat capacity data of the melt and undercooled
liquid are used for the proper modeling of the liquid phase in the CAL-
PHAD approach and the enthalpies of crystallization and fusion serve as
input data for this modeling of the liquid.

Fig. 2 (a-b) shows the up scans acquired for different compositions
during heating with 20 K/min through DSC and DTA (blue and red
curves, respectively). The onset temperatures of the glass transition, Ty,
crystallization, Ty, eutectic T, and liquidus temperatures T; were
determined using a tangent construction. The crystallization enthalpy,
AHy, and the heat of fusion, AH,,, were determined by integrating the
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area between the curve and the baseline. All the evaluated data are listed
in Table 1. It is interesting to note that entropies of fusion for these alloys
are quite high compared to Richard’s rule for metals (~ 2.2 cal K !
mol™), and also higher than the entropies of fusion in most other bulk
metallic glass forming alloys [42] which is likely due to covalent con-
tributions of the sulfur acting as a metalloid with the metallic species.
The heat flow profile of Pd-Ni-S variations in Fig. 2(a) displays a weak
endothermic jump that corresponds to the glass transition due to the
difference in heat capacity of glass and supercooled liquid. Additionally,
these alloys exhibit exothermic events associated with the crystallization
process. Regarding other compositions, Pd3;Ni3;See¢ predominantly
crystallizes via a single distinct peak, suggesting its proximity to the
actual eutectic point within this ternary system. Already Kuball et al.
[15], in their alloy development framework, demonstrated that this
alloy exhibits the narrowest melting interval (T; — T,) in regard to many
other developed compositions, signifying its proximity to the eutectic
point. These compositions also exhibit a notably limited supercooled
liquid region (Txy — Tg) as can be seen in Fig. 2(a) and from the deter-
mined AT (Tx — Tg) values presented in Table 1, indicating their poor
thermal stability. Consequently, further measurements within the
supercooled liquid, such as c, (heat capacity) measurements and
relaxation studies, become problematic. With changing Pd content to-
wards alloys with larger Pd content, the enthalpy and entropy of fusion
decreases slightly.

Focusing on Fig. 2(b), changes in the eutectic and liquidus temper-
ature and the shape of the melting peaks can be monitored as well. In the
case of Pd4oNis0So and Pdys1Niz39S21.1, determining the liquidus
temperature from the main apparent melting peak is misleading and as
observed in synchrotron measurements during heating, the (Pd, Ni)
solid solution is stable up to very high temperatures and the liquidus
temperature could be only roughly estimated based on the measured
HEXRD patterns and the temperatures associated with them (see sup-
plementary material, SI Figure 1). Also during cooling experiments, (Pd,
Ni) solid solution tends to form as the first phase around the same
temperature region.

As expected and as can be seen in Fig. 2(b), the determined eutectic
temperatures of all the Pd-Ni-S alloy variations are in the same range,
specifying a eutectic temperature of 724 + 3 K. In respect to the shape of
the melting peaks, Pd23.9Nis6.9S29.2, Pd4s5.1Ni339S21.1, and Pd4oNigoS20
show a shoulder respectively on their right and left side, indicating their
off-eutectic behavior, while Pds3 5Nisg 5S26 and Pd3;NigySog are melting
through one single peak, showing their proximity to the eutectic point as

Temperature (°C)

400 500 600 700 800 900
(b) Helating 20 kI/min I I I
Q 500 |
=
o
g’ Pd,3 gNigg 65202 -
S )
; Pd3 sNigg 5526
u—c_) Pdy;Niz;Spe
g Pd,oNisS,0 Y
T .
¥ Pd;s54Nig36S51 4
T T T T T
700 800 900 1000 1100

Temperature (K)

Fig. 2. Heat flow curves resulted from, a-b) DSC (blue curve) and DTA (red curve) scans of Pd-Ni-S variations acquired during heating with 20 K/min, the glass
transition temperature (Tg), crystallization temperatures (Ty), eutectic temperatures (T,,) and liquidus temperatures (T;) are indicated with black arrows.
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Table 1
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Measured characteristic temperatures and enthalpies for Pd-Ni-S variations: glass transition temperature (T), crystallization onset temperature (Ty), eutectic tem-
perature (T,,) and liquidus temperature (T;), enthalpy of crystallization (AHy), enthalpy of fusion (AHp,), and entropy of fusion (AS,, = AHy,/T;). Measurements are

conducted with a heating rate of 20K/min.

Composition Ty Ty AT (Tx-Tg) AHy (kJ/g-atom) Teu T AH,, AS,, (AH,,/T))
x) x) (X) X) X) (kJ/g-atom) (J/g-atom K)
Pda3.9Nig6.9920.2 434 456 22 —5.428 723 791 12.076+0.203 15.26
Pd33.5Nis0.5526 434 459 25 —5.553 729 750 11.025-+0.147 14.7
Pd3;NizyS26 426 451 25 —4.894 726 757 10.726+0.162 14.17
Pd4oNig0S20 441 462 21 —-3.867 721 1173 10.131+0.450 8.64
Pdys.1Ni33.9S21.1 438 452 14 —4.616 721 923 10.392+0.339 11.26

discussed earlier.

3.1.2. Isobaric specific heat capacity

The measured specific heat capacities for the glassy, crystalline, and
liquid states using the step method [20,43] are exemplarily shown for
Pd3;NigySys in Fig. 3. The complete data for all the compositions can be
found in the supplementary material. Heat capacity data on the alloy
Pd3;NigeS27 was previously published in Ref. [17] and is used in further
analysis. The model of Inaba [44] can be used to represent the variation
of heat capacity with temperature of glassy and crystalline mixture
around the Debye temperature (Tp) as

ez :SR/M{I—exp(—l.ST/TD)}, )

in which M and Ty, are fitting parameters, R is the universal gas constant
and T is the absolute temperature. At temperatures far above the Tp, the
temperature dependencies of liquid and crystal specific heat capacity,

cL(T) and cj(T), are fitted using the Kubaschewski equations [45]

¢, =3R+aT+bT? @
and
¢y =3R+ct+ ar?, 3

where R is the universal gas constant and a, b, ¢, and d are acquired
fitting parameters listed in Table 2. To evaluate the accuracy of the
obtained specific heat capacity functions, the area between the specific
heat capacity curves of the liquid and crystalline phase is estimated for
the interval between the onset temperature of crystallization (T,) and
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Fig. 3. Isobaric specific heat capacity data of glassy c, (orange circles), liquid
(red circles), and crystalline state (blue circles) for Pd3;Niz;S26. The fits of
crystalline (blue full line) and liquid states (red full line) are based on the Inaba
and Kubaschewski equations, Eq. (1), (2), and (3).

liquidus temperature (T;). This value should be equal to the difference
between the enthalpy of fusion and the enthalpy of crystallization,
which is described as

T

/ Ack*dT. (4)

Tx

AH,, — AHy =

As shown in Fig. 3 for Pd3;Nis;Soe, the integral of the shaded area
yields a value of 5.7 kJ g-atom™! and AH,, — AH, equals to 5.8 kJ g-atom”
!, representing a difference of <2 %, which validates the reliability of
the ¢, measurements.

At temperatures lower than the glass transition but above the Debye
temperature, both the glassy and crystalline alloy exhibit similar specific
heat capacities, reaching a ¢, of about 3 R (=25 J g-atom Tk DHat
ambient temperature which is in line with the rule of Dulong-Petit [20,
41,46,47]. At approximately 350 K, the c, of the glass starts to deviate
from that of the crystal because of relaxation effects and finally after the
glass transition range, it is expected to reach the ¢, of the supercooled
liquid. However, due to the poor thermal stability of the supercooled
liquid and the interference of crystallization, no c, data in the super-
cooled liquid could be collected.

3.1.3. Excess enthalpy, entropy and Gibbs free energy

From the measured specific heat capacity data and the DSC scan data
for the liquidus temperature T, heat of fusion, AH,,, and entropy of
fusion, ASy,, the enthalpy and entropy difference between the (under-
cooled) liquid and the crystalline mixture AH*(T), AS"(T) can be
calculated as [21]

T

1-x _ 1-x {

AH'(T) — AH,, + / AL X(T)dT, ©)

T

and

T

AS"X(T) = ASp, + /

T

AT
Pil()df. 6)
T

Finally, the Gibbs free energy difference between the undercooled
liquid and the crystalline mixture is calculated as a function of tem-
perature using the following equation

AG'™(T) = AH" (T) — T x AS'"™(T). (7)

In the real nucleation process a driving force exists as soon as the
melt is cooled below the T;. This driving force is the chemical potential
difference between the liquid and crystalline nucleus. In our simplistic
approach, the Gibbs free energy difference between the supercooled
liquid and the crystalline mixture is assumed to be equal to the chemical
potential.. In the case of very off-eutectic systems, like Pd4oNisoS2 and
Pdy4s51Nis39S21.1 which show a high-temperature shoulder during
melting, it may lead to underestimations of the excess enthalpy, entropy,
and Gibbs free energy. However, it is reasonable to consider the liquidus
temperature T, as a reference point where AG'™ is considered to be zero,
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Table 2
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Fitting parameters derived from applying Eq. (1), (2), and (3) to the specific heat capacity data.

Pd33 5Nig0.5526

Fitting Parameter / alloy Pda3.9Nige.0820.2

Pd37Ni37S26 Pd4oNis0S20 Pdy5.1Ni33.9521.1

a. 10° (J g — atom 'K?) 2.71+0.2973
b.10°° (JK g — atom!) 7.13324+0.1715
¢.10° (J g — atom 'K ?) —10.45 +0.2284
d. 10 (J g — atom 'K %) 23.8208 + 0.4033
M. 102 91.29 £ 0.607
Tp(K) 256.7726 + 4.5464

4.61 +0.2355
7.6974 +1.2577
0.4169 £ 0.2026
13.5481 +0.3578
85.706 + 0.646
201.2505 + 5.3148

8.54 +0.3163
4.2788 +0.1524

3.0494 £ 0.6460
7.4098 4+ 0.3137

10.79 x +0.1665
3.8876 £+ 0.0769

—3.794+0.2410 —2.7+0.1529 —11.59+0.5716
18.2491 + 0.4256 13.7149 £ 0.2709 24.6858 + 0.9985
76.926 + 2.754 83.50 + 1.12 99.681 + 0.574

314.5633 + 24.0813 243.4713 £ 9.3483 185.7713 £+ 4.1716

as there is a driving force for crystallization in multi-component systems
just below this temperature.

The calculated thermodynamic excess functions for Pds;Nig;Sag
determined from the experimental data using Eqgs. (5-7) are plotted in
Fig. 4. The data for the other compositions can be found in supple-
mentary materials. The AH!™(T) function shows a decrease with
decreasing temperature, bearing a smaller value than AHy,, because of
the continuous increase in the heat capacity difference of the under-
cooled liquid and crystalline phases (Fig. 3). This function illustrates the
changes in the crystallization enthalpy as depicted in Fig. 4. The circles
show independently measured crystallization enthalpies during
isothermal holding at the respective temperature through FDSC mea-
surements for Pd3;Nis;Soe. These measured enthalpy differences are in
good agreement with the AH!"*(T) function calculated through Eq. (5),
confirming the consistency with the experimentally measured c, as a
function of temperature.

Fig. 4 also shows the temperature scaled entropy difference between
the crystalline mixture and the undercooled liquid. The high value of the
enthalpy of fusion (10.7 kJ g-atom™) in combination with the low lig-
uidus temperature of the alloy results in a high entropy of fusion (14.17
J g-atom™ K), which leads to a dramatic drop of the entropy in the
supercooled liquid region and yields the negative slope of AG'*. Based
on the assumption of excess entropy being entirely configurational
confirmed in [48,49], from the changes in AS!"* the Kauzmann tem-
perature can be determined, below which the entropy of the amorphous
solid would be lower than that of the crystal [50], lying only 20 degrees
below Ty in this case.

3.1.4. CALPHAD modeling
The calculated isothermal sections of the Pd-Ni-S ternary phase

Temperature (°C)

100 200 300 400
15 T T T T |
Pd37Nis;Sa6 T, .
AH )
10 Supercooled Liquid i
Q) (o]
8 O
©
& 2 _ Glass _
5
<
0 Crystal |
stal .
tic AS, =14.17 KJ g-atom™!
T, :
-5 T T T T L
400 500 600 700

Temperature (K)

Fig. 4. Changes in excess enthalpy AH'*, entropy AS'*and Gibbs free energy
AG! with undercooling for Pd3;Nis;So calculated using Eq. (5-7). Circles are
AH, values obtained during isothermal FDSC measurements.

diagram at 673 K, 823 K, and 998 K are presented in Fig. 5 (a-c), which
agree well with the experimental results obtained by Karup-Moller and
Makovicky (dashed blue lines) [16].

The description of the liquid phase applies the two-state liquid model
within the framework of the third-generation database approach. The
short-range order of the ternary liquid phase is described by the ionic
liquid model [38]: (Ni2+,Pd2+)p(Sz-, Va)g. The ternary interaction
parameter of the liquid phase incorporates an additional excess Gibbs
free energy —0.5bT~! term, which is integrated from the Kubaschewski
equation (Eq. (2) in Section 3.1.2), to adequately represent the ther-
modynamic behavior of the undercooled liquid.

However, the increase of the heat capacity by the decrease in tem-
perature would lead to an unrealistic stabilization of the undercooled
liquid at lower temperatures. Such behavior is prevented by introducing
another segment at the experimental determined glass transition tem-
perature, which lies around 435 K (£+10 K) at various compositions. The
low-temperature segment thus describes the thermodynamic properties
of the glassy state. As indicated and shown previously, the heat capac-
ities of the glass in the BMG forming Pd-Ni-S alloys are very close to their
corresponding crystalline phases up to temperatures below their glass
transition region. The heat capacities of the glassy state described by the
Kopp-Neumann rule also matches very well with the experimental data,
and are thus used for the Gibbs free energy description of the glassy
state. This guarantees a self-consistent model which covers all the
compositions in the glass-forming range.

The calculated heat capacities of the liquid phase at various com-
positions also agree well with the experimental data (Fig. 5d). Addi-
tionally, the calculated enthalpy change is also close to the results listed
in Table 1. It can be concluded that the new thermodynamic dataset for
the Pd-Ni-S ternary system can adequately describe the thermodynamic
properties of the system. The thermodynamic assessment and the dataset
will be published elsewhere.

3.2. Kinetic studies

3.2.1. Critical cooling rate determination

The findings from CCR measurements with an annealing tempera-
ture of 923 K and a holding time of 0.1 s are depicted in Fig. 6, illus-
trating the change in crystallization enthalpy in regards to the
logarithmic scale of the applied cooling rate. In this study, due to the
volatile nature of sulfur, samples couldn’t be held at very high tem-
peratures for a long time, otherwise, the composition would have
changed and the sample could no longer be used. However, to avoid
crystallization, it is crucial to subject the material to a degree of over-
heating and holding time well above the liquidus temperature [51,52].
This process dissolves heterogeneities or atomic clusters remaining from
crystals [53-55]. These nuclei, if not dissolved, act as heterogeneous
nucleation sites, negatively impacting the glass-forming ability (GFA) of
the liquid, demanding a higher critical cooling rate, and finally affecting
the shape of the Time-Temperature-Transformation (TTT) diagram [52].
Other possibilities like liquid to liquid transition (LLT) below or above T;
by the formation of ordered atomic clusters in metallic melts [56-58] or
liquid to liquid separation (LLS) at temperatures above T; [59,60] could
also affect the homogeneity of melt. In [55], Q. Cheng et.al proved
experimentally via fast scanning calorimetry that the homogenization
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Fig. 5. Calculated isothermal sections of the Pd-Ni-S ternary phase diagram at (a) 673 K, (b) 823 K, and (c) 998 K, dashed blue lines indicate the experimental results
obtained by Karup-Moller and Makovicky, (d) comparison between the calculated heat capacity and our experimental results for the indicated Pd-Ni-S glass forming
compositions with the exception of ¢, data of Pd3;Nis2Sy7, which were measured by kuball et.al [17].
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temperature of a prototyped Au-based metallic melt is 192 K above its
liquidus temperature. For this reason, we tried different overheating up
to 200 K above the liquidus temperature and holding times ranging from
0.1 s to 10 s to achieve the best result. However, there was a minimal
discrepancy in the outcomes obtained at various annealing tempera-
tures, signifying the uncomplicated nature of the melt and implying a
lack of substantial overheating requirement.

From Fig. 6, the required CCR for achieving a constant crystallization
enthalpy (100 %), indicating an initially fully amorphous sample, is
about 8390 and 4901 K s~! for the examined Pds;NisSy; and
Pd3;NigySys compositions respectively, and is determined from the
intersection of the two guiding lines of the plateau and the slope. The
calculated critical cooling rate (CCR) can be compared to the macro-
scopic critical casting thickness d. using the empirical formula [61], R,
= % K cm2s7! (8), where R, is the CCR in K s~* and d. is the critical

casting thickness in cm. Considering the experimental d. of 2 mm in the
case of Pds;NizzSae and 1.5 mm for Pd3;NigeSo7 [15], an Re of 250 K s1
for the PdsyNis3;Sqe and 444 K s7! for the Pd31NigsSo7 would be esti-
mated. Although the calculated R. values exhibit a qualitative trend
relative to the critical d. values, the determination of the CCR using
FDSC does not directly correlate with the macroscopic glass-forming
ability when applying the established formula based on the experi-
mental critical thickness data. This discrepancy is detected in Au-based
BMGs as well [62,63], which has been attributed to the high surface/
volume ratio for small-scale samples, and the easy crystallization at the
surface [64,65]. However, in the case of Pd-Ni-S system, the volatile
sulfur is already a potential source of change in the liquid’s composition,
affecting their CCR strongly.

3.3. Crystallization of the undercooled liquid

3.3.1. Aerodynamic levitation study

Based on Karup-Moller study [16], the selected Pd-Ni-S variations
are located within the ternary phase field of the fcc (Pd,Ni) solid solu-
tion, and the binary intermetallic compounds of Pd4S and Ni3S; at 673 K
(below their eutectic melting point). Therefore, one of these phases is
expected to form first as the primary crystalline phase during cooling
experiments. This is confirmed by the in-situ WAXS experiments, where
the diffraction pattern of these equilibrium phases was simulated using
the Vesta software [34] and compared to the obtained data and no
metastable phases could be identified. The recorded solidification
behavior is compared with the Scheil simulations. One example using
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Fig. 7. Scheil solidification simulation for Pds3 sNisg.5S2¢ in comparison with
the in-situ WAXS measurement at 200 K/s cooling rate which shows a heat
release due to recalescence, increasing sample’s temperature from 707 k to 730
K. The simulated diffraction patterns of the crystalline equilibrium phases
including (Pd, Ni) solid solution, NizS, and Pd4S are shown and used to detect
the forming phases. All phases start to appear once recalescence sets in.
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composition Pds3 5Nigg 5826 is shown in Fig. 7. The CALPHAD calcula-
tion shows that first during primary crystallization only small amounts
of (Pd, Ni) solid solution are formed down to about 744 K, then
co-precipitation with NisSy takes place as the temperature decreases
down to about 736 K, followed by the formation of Pd4S. This sequence,
in such a small temperature interval of <20 K, is hard to resolve in the
synchrotron measurement. Therefore, the synchrotron spectra, detects
the formation of all crystalline phases at the same time, which is
accompanied by a large heat release due to recalescence, increasing the
detected temperature from 707 K to 730 K. The temperature is also
shifted to lower temperatures by about 50 K compared to the Scheil
simulations, as a result of the undercooling caused by the high cooling
rate and the containerless processing condition in the levitation device.
However, the achieved cooling rate is not yet as high as the attainable
rate in ultra-fast calorimetry. It is important to note that the Scheil
simulation is purely thermodynamic and does not account for kinetic
aspects, such as undercooling due to rapid cooling, which can alter the
phase formation sequence (see Section 4.2, Fig. 11).

Regarding the degree of oxidation occurring in ADL, it is acknowl-
edged that aerodynamic levitation does not achieve as high a vacuum
level as electrostatic levitation. Consequently, a certain degree of
oxidation was observed in some samples (two crystalline peaks at about

q=3 A'and4.254 'in Fig. 7). However, the level of oxidation was
not significant enough to alter the phase formation. This conclusion is
supported by the fact that a wide range of compositions (off-eutectic
compositions, with a clear first phase formation) was analyzed, and the
resulting data consistently matched the Scheil-predicted phase forma-
tion sequence. It should be noted that the levitation setup is unsuitable
for estimating phase fractions based on diffraction peak intensity due to
two key factors. First, the large grain size of solidified phases, compa-
rable to the beam size, can cause texture effects that influence peak
intensity. Second, the sample, being larger than the beam and partially
covered by the nozzle, is not fully illuminated. While the setup is
effective for identifying phases and their formation sequences for CAL-
PHAD analysis, it cannot reliably determine phase fractions, particularly
given the structural differences between liquid and solid phases.The
data for other compositions can be found in the supplementary material.

3.3.2. Time-Temperature-Transformation (TTT) diagrams

In-situ examination of crystallization behavior is conducted using
Fast Differential Scanning Calorimetry (FDSC) through isothermal
measurements, enabling the recording of Time-Temperature-
Transformation (TTT) diagrams for the transformation kinetics of an
undercooled metallic melt into the crystalline state. Via very fast cooling
rates provided by FDSC, comprehensive examination of TTT diagrams,
especially at the nose region, has become achievable for a variety of bulk
metallic glasses [23,63,66]. The isothermal TTT diagrams of the
PdglNi42527’ Pd33_5Ni40_5526, and Pd37Ni37526 are depicted in Fig. 8. In
the case of measured compositions, the change of annealing tempera-
tures and holding times does not affect the crystallization times signif-
icantly, however, longer holding times lead to a faster deterioration of
the sample due to the sulfur evaporation. Each isotherm was measured
at least three times to ensure reliability. Especially at high temperatures
above the nose and the minimum crystallization time, due to the
nucleation-controlled crystallization, more statistics are needed. At this
high-temperature range, the crystalline growth rate has its maximum
and in the case of the formation of a supercritical nucleus, the sample
would experience a rapid and short crystallization in a large timescale,
resulting in a large scatter of crystallization times at high temperatures.

By integrating the area underneath the exothermal crystallization
event in each isothermal measurement, the times at which 1 %, 50 %,
and 99 % of the heat release occurred, are determined. In Fig. 8, only the
crystallization time of 1 % is shown for the measured compositions,
which shows the typical C-shape of TTT diagrams. These data are used
for the fitted lines, using the Johnson-Mehl-Avrami-Kolmogorov
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equation (Eq. (11)), presenting a successful fit like what has been
observed in previous studies [63,66,68,69] which confirms the ho-
mogenous nucleation in the stuided compositions. A detailed discussion
on these fits is provided later in the discussion section.

For Pd3;NigsS7, the isothermal crystallization data acquired in a
conventional DSC (Perkin Elmer DSC 8500) during heating from the
glassy state and cooling from the stable liquid state from Kuball’s work
[17] is also added to the TTT diagram with square symbols. The DSC
data measured at longer times and lower temperatures, as well as higher
temperatures in regards to the FDSC data, are in good agreement with
the crystallization times measured by FDSC. Such a good compatibility
has already been reported in other studies [63,70], and proves the ac-
curacy of measurements.

4. Discussion
4.1. Gibbs free energy and driving force for crystallization

4.1.1. Experimental approach

In the absence of CALPHAD calculations, we usually determine the
Gibbs free energy difference between the undercooled liquid and the
crystalline mixture using Eq. (1-7) as described above and use these
calculations as an estimate for the driving force. In Fig. 9, the calculated
Gibbs free energy curves for Pd-Ni-S variations as a function of tem-
perature, normalized to the liquidus temperature, are compared. They
reveal that the Gibbs free energy difference at the glass transition tem-
perature is very similar for all compositional variations, with
Pd3;Nisg;Sye exhibiting the smallest value. The compositional depen-
dence of AG'™ follows the changes of the enthalpy and entropy of fusion
AS,, in the system (Table 1), since the variations in heat capacities
(Fig. 3 and SI Figure 2) are not that great. This has been already seen in
other Au, Pt, Pd, and Zr-based systems [41,71,72].

Compared to other better Pd-based glass-forming alloys such as
Pd43Ni10CU27P20 [21] and Pd4oNi40P20 [73], Pd-Ni-S alloy variations
show a higher entropy of fusion and thus a higher Gibbs free energy
difference between the undercooled liquid and the crystalline mixture,
explaining their poorer glass-forming ability. However, as mentioned
above the Gibbs free energy difference shown in Fig. 9 is only an esti-
mate of the real driving force for crystallization. As depicted schemati-
cally in Fig. 10 for a binary A-B system, the calculated AG'* using Eq.
(7) in a multiphase system, always refers to the Gibbs free energy dif-
ference between the (undercooled) liquid and the crystalline mixture,
since AHpand AS,, are derived from the melting process of the crys-
talline mixture and c;(T) is also the measured specific heat capacity of
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Fig. 9. Calculated Gibbs free energy function with respect to the crystalline
state from Eq. (7) for the selected compositions. The slope of AG™ at Ty is
proportional to — ASp,.
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Fig. 10. Schematic Gibbs free energy curves for the competing phases for a
nominal composition of Xq at T<Tey in a binary A-B system. AG"™ is the Gibbs
free energy difference between the liquid and the crystalline mixture (a + f).
Aph ™ is the actual driving force for the nucleation of an a-nucleus of the
composition X,(T) within the liquid with the composition X4 [75]. Therefore
AG"™ is genelly underestimating the driving force for primary crystallization
and can be considered a lower bound.

the crystalline mixture. Hence, it is important to note that the Gibbs free
energy difference between the liquid and the crystalline mixture is only
a lower limit for the driving force for the primary crystallization. The
actual driving force for nucleation is correlated to the changes in the
chemical potential of the system, if nuclei of a certain crystalline phase
are formed [74]. As in Fig. 10, the driving force for the formation of a
nucleus of the a-phase is calculated by the parallel tangent construction
(black dashed lines) [18]. Therefore, the vertical distance between the
two tangents, Ak %, represents the real driving force for the nucleation
of a primary o-nucleus with the composition X, (T) from the liquid with
the composition X,. From Fig. 10, for a composition at X at T < Teycina

binary A-B system, it is evident that AGH* only gives an approximation
of the driving force (lower bound) for the formation of a crystalline
nucleus [75]. This illustrates the general need for our CALPHAD
approach, which is capable of calculating the more realistic driving force
for the crystallization of the first-appearing crystalline phase.

4.2. CALPHAD approach

The driving force for the crystallization of each crystalline equilib-
rium phase from the undercooled liquid can be determined from the
CALPHAD calculations. This assessment spans across temperatures from
the liquidus temperature down to the glass transition temperature,
employing the double tangent construction method as depicted sche-
matically in Fig. 10. The driving force of the phase transformation is
defined by the vertical distance between the tangent to the metastable
liquid state (L) and the tangent line at the lowest lying equilibrium state
(a in case of Fig. 10).

Fig. 11 shows the CALPHAD calculations of the driving force for
crystallization of all three competing crystalline phases for
Pdy3.9Nis6.9529.2, Pd31Ni42S27, Pd33 5Niso.5S26, Pd37NizzS26, Pd4oNigoS20,
and Pdys1Nis3.9S21.1 liquid. Additionally, the experimentally deter-
mined Gibbs free energy of the crystalline mixture is included (black
curve) for comparison. Discrepancies in the initial points of the driving
forces are observed, likely stemming from the incongruent melting
behavior of multi-component alloys and varying assumptions between
experimental and modeling approaches. When a certain level of
undercooling of about 0.8 Ty, (see TTT-diagrams in Fig. 8) necessary for
homogenous nucleation [76] is maintained during the cooling process,
and the undercooled liquid remains homogeneous with the same
composition as the high-temperature liquid, the initial phase to form
will consistently be the one with the highest driving force at that



M. Rahimi Chegeni et al.

( ) 12000 T T T T (b)
a . Crystalline Mixture
Pd,3 Nisg 6526 2 (Pd.Ni)
10000 NisS, ]
PF’%E
E 8000 - E
=] £
© ©
Eln 6000 — \én
2 =2
g 4000 - §
S )
w L
o 2000 1 1%
c c
= =
a Ot — = = = = = - = = = — = S — A
-2000 4
-4000
200
12000 T T T T T
(C) Pd33 5Ni40 5326 @ Crystalline Mixture (d)
: e Pd Ni}
10000 Ni;S; 7
—rFd,S
§ 8000 {1 §
T 3
2 2
3. 6000 1 2
@ ©
2 L2
2 4000 4 4 2
o =)
£ £
2 2000 \ 1 2
2 —\ [a]
1 U e E—
-2000 T T T
200 400 600 800
T(K)
12000 T T T T
. f
(e) Pd,oNiyS,g iCrystalline Mixture 0
| {(Pd,Ni} |
10000 Ni,S,
_ deﬁ _
§ 80001 {15
P e
2 2
2 2
Q ©
o 4
<] )
w w
o) o
£ £
= =
~ =
Q [a]
-2000 T T T T
200 400 600 800 1000 1200
T(K)

Acta Materialia 294 (2025) 121074

12000 : . .
Pd;;Niy,S,; —(CprZ.s’:ai;hne Mixtur
10000 Ni-S, i
-—Pd,S
8000 4
6000 _
4000 |
2000 _

12000 T T T T T
H e Crystalline Mixtur
Pdy;Niz; S — Pl Ni)
10000 Ni;S, E
-—Pd,S

8000 1
6000 -
4000 B

2000 , : .
200 400 600 800
T(K)
12000 : : : .
Pd,- (Nisq oS Crystalline Mixtur
45.117133.9%21.1 (Pd.Ni) il
10000 NizS, 1
fmpis
8000 4
6000 p
4000 ]
2000 4
0dmm = — o — — . I
-2000 . : : :
200 400 600 800 1000 1200
T(K)

Fig. 11. Calculated driving forces, Ap“ (for phase i), for crystallization of all the crystalline phases that compete with the undercooled liquid for (a) Pd23 9Nis6.9S29.2,
(b) Pd31NigsSs7, (¢) Pds3 5Nigg 5S26, (d) PdsyNizySas, (€) Pd4oNiggS20, and (f) Pdys 1Nis3.9S01.1 in comparison with the calculated AG" ™ between the undercooled
liquid and the crystalline mixture. Close to the eutectic (c,d) the prediction for primary crystallization from the crystalline mixture, AG'*, and the CALPHAD
calculation Ap" in the relevant temperature range from about 550 K to 625 K (see Fig. 8) are close. In the off-eutectic cases (a,b, e, f) the crystalline mixture

underestimates the driving force as it has been illustrated in Fig. 10.

temperature. For compositions starting with Pdag gNise.9S29 2 from the
NisS, side and going towards the eutectic point, Ni3S; emerges as the
primary phase. As previously discussed, here we could see the clear
difference between the actual driving force calculated by CALPHAD and
the calculated Gibbs free energy difference from the experimental data
for all the compositions, which becomes smaller as we approach the
eutectic point. This shows that our experimental approach is a good
approximation tool for near-eutectic compositions, however in the case
of off-eutectic compositions, one should be more careful as the dis-
crepancies get bigger. This holds significance in the TTT diagram, where
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NigSy is anticipated to form after rapid cooling and the sample’s
isothermal holding at the respective temperature. Subsequently, the
interfacial energy related to this phase will be determined by employing
the calculated driving forces within the
Johnson-Mehl-Avrami-Kolmgrov (JMAK) fit (Eq. (11)) of the experi-
mental crystallization times. In the case of Pd4oNigoS2g, and
Pdys.1Nis3.9S21 1, it is evident that (Pd,Ni) solid solution is significantly
more stable compared to the other phases and is expected to form as the
primary phase which is consistent with the HEXRD observations (see SI
Figure 1 and 4).
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4.3. Fragility estimations

To properly describe the TTT diagrams, measured in the framework
of this study as plotted in Fig. 8, the kinetics of the undercooled liquid
need to be estimated. In terms of kinetics, the fragility of the liquid
phase, as classified by Angell, plays a pivotal role in glass formation [77,
78]. This property describes the rate at which viscosity or structural
relaxation time (r) varies with temperature. Determining fragility in-
volves fitting equilibrium viscosity #(T) or a-relaxation time data 7(T) to
Angell’s proposed form of the empirical Vogel-Fulcher-Tammann rela-

tion [78]
DT,
T—-To)’

where D* is the fragility parameter showing the derivation from
Arrhenius behavior and T, is the VFT temperature, where the x(T)
(being either 1 or 1) diverges, and the pre-exponential factor xo, repre-
sents the minimum value of x(T) at infinitely high temperatures. In this
relation, liquids with a large D* showing Arrhenius-like temperature
dependence are termed strong, and the ones with a small D* showing
rather super-Arrhenius-like behavior are known as fragile liquids.
Fragile liquids tend to have faster kinetics at temperatures, where the
nose of the TTT diagram is located, leading to shorter crystallization
times at the nose.

Using the m -fragility approach, it’s possible to quantify fragility
based on the curve steepness of the investigated quantity x(T) in an
Angell plot at T, /T = 1 (T, is defined by the Temperature at which =

10'2Pa s) [79]

x(T) = xpexp ( (€)]

—

m = 20810X(T) (10)

0

ko

where higher m values are indicator of a higher temperature sensitivity
of the x(T) around T, and a more fragile liquid. Fig. 12(a) shows
10g10(’€d) of the PdglNi42527, Pd33_5Ni40_5526 and Pd37Ni37526 liquid,
measured at a base frequency of 10 Hz using the step response analysis
method, normalized to T*/ T. As shown in [80], obtaining the exact 7
value for a particular liquid is challenging, leading to uncertainty
regarding the comparability of Vogel-Fulcher-Tammann (VFT) fits
across different systems within the timescale regime. To circumvent
these challenges, m -fragilities are determined by conducting linear
Arrhenius-like fits of logio(74) data [80], as shown in Fig. 12(a). The
respective fits are shown in an Angell type plot, using the maximum
logi0(74) data point which is the same for all three compositions, to

(a) -15 T T T
O Pd33.5Ni40.5526 m-=39.6
A Pd37Niz7S26 m:=51.2 4
—204 |o Pd31Nia2Sp7 m=53.5 . T
€ :
=25+ . 4
=
& .
o
-3.0 . 1
-35 T T |'
0.96 0.98 1.00
™T
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define T* and have a qualitative comparison of m,.

As depicted in Fig. 12(a), the linear fitted lines seem satisfactory, as
the overall super-Arrhenius temperature dependence of 73 can be
deemed negligible over such a short temperature range. The calculated
m -fragilities for PdglNi42527, Pd33.5Ni40.5526’ and Pd37Ni37526 are 53.5,
51.2, and 39.6 respectively. Based on these results, Pds3 5sNiso5S26 is
found to be a slightly stronger system, while Pd3iNigoSoy and
Pd3yNigySa6 show very close m, values indicating their similar fragilities.

Another fragility estimation approach uses the connection between
kinetic and thermodynamic properties to quantitatively determine the
thermodynamic fragility [21,81]. As shown by molecular dynamics
simulations [82], the deeply supercooled liquid undergoes structural
redistribution and ordering processes, resulting in significant variations
in the specific heat capacity near the glass transition temperature. Based
on Adam- Gibbs theory [83], as the liquid is further undercooled, the
so-called cooperatively rearranging regions (CRRs) formed by groups of
atoms grow in size and increase their degree of cooperativity. As a result,
the number of available configurations within the system decreases,
leading to a decrease in configurational entropy S.. This decrease is
accompanied by an increased specific heat capacity, which is linked to
the significant rise in viscosity and relaxation times as the glass transi-
tion is approached. Assuming a negligible difference in vibrational en-
tropy between the liquid and crystalline states [49], the excess entropy
(entropy difference between undercooled liquid and crystalline state),
AS'™, can be employed instead of S, to estimate the entropic changes
with temperature.

A qualitative connection between the concept of kinetic fragility and
excess entropy was proposed by Angell et.al [82,84], in which instead of
relying on relaxation time or viscosity, they utilized the change in
configurational entropy or excess entropy around the glass transition to

dast* _
ar —

describe thermodynamic fragility. In this approach, considering

l-x
ACP

-, and with the assumption AC, ™ (Tg) =~ ACL#(T,), the difference in

isobaric specific heat capacity between liquid and crystal AC%;X (Tg) at
the glass transition temperature can be used as a tool for determination
of thermodynamic fragility, where a larger jump in specific heat ca-
pacity at glass transition indicates a more rapid increase of configura-
tional entropy in the liquid upon cooling and a more thermodynamically
l—x
fragile behavior. Afterwards, by using the relations m = 40 ACPATETg)
[85], and m =17 + % [86], the thermodynamic fragility and kinetic
fragility can be connected, and D* can be approximated. Fig. 12(b) de-
picts the developments in the reversed isobaric specific heat capacity
between liquid and crystal AC{;" (Tg) as a function of composition
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Fig. 12. Fragility estimations. (a) Linear Arrhenius fits of 74 (T) in an Angell-type graph for all three compositions. The linear fits are done with regard to the

maximum logio(z4) data point which is the same for all three compositions to define T* and the m -fragility (m.). (b) Changes in 1/ AC:;X (Tg) as a function of

composition (Pd content) together with the approximated kinetic fragility parameter D" plotted for all Pd-Ni-S alloy variations.
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together with the approximated fragility parameter D*. As can be seen,
D" and 1/Ach™(T,) show the same trend for all the compositions, as the
decrease in Ack*(Ty) (increase in 1/Ac) *(Ty)) translates into a higher

fragility parameter (D).

For the three better glass-forming compositions, Pds3;NigsSa7,
Pd33 5Nis0 5526, and Pds7Nis;So6 the estimated D" is in the same range
from 6.5 to 7.5, indicating their comparable behavior, while
Pd23.9Ni46.9529.2 and Pd45.1Ni33,952141 show a more fragile behavior with
a D" of 5.5 and 4 respectively. However, overall, the low D" range
observed in Pd-Ni-S variations suggests a rather fragile kinetic behavior,
as D" values of bulk glass-forming liquids typically range from 10 to 26
[21,40,46,56,87], where a higher D" value signifies a higher viscosity at
the melting point and at the nose of the TTT diagram for crystallization,
which leads to a higher glass-forming ability (GFA). Given the large
driving force for crystallization and the fragile liquid behavior observed
in these compositions, the formation of bulk glass with a critical diam-
eter (d.) of at least 1 mm in the Pd-Ni-S system seems unlikely and is
rather noteworthy. Therefore, the glass-forming ability (GFA) in this
system can be attributed to a high interfacial energy between the liquid
and crystalline mixture, which results in a significant decrease in the
nucleation rate, similar to the case observed in Pt-P based liquids [69].
This aspect is further examined in the following section.

4.4. Interfacial energy calculation

In addition to the driving force and viscosity, another critical factor
influencing crystallization kinetics is the energy barrier that must be
overcome to form a stable nucleus, which can grow into a crystal. For a
spherical nucleus in classical nucleation theory, the nucleation
barrier, AG", is related to the interfacial energy and the excess Gibbs free
energy by the relation AG (T) ~ 3 ./ AG(T)Z{X, where y,_, represents
the interfacial energy between liquid and crystal. According to this
relation, a high interfacial energy also promotes glass formation by
raising the nucleation barrier in addition to a low driving force.

The interfacial energy between the nucleating crystal and liquid can
be approximated as a fitting parameter within the Johnson-Mehl-
Avrami-Kolmogorov (JMAK) equation. Based on classical nucleation
theory and steady-state nucleation, the time required to crystallize a
volume fraction of x (e.g. 1, 50, 99 %) during isothermal annealing can
be modeled via [74]

(- 3In(1 — x)/(a(T) (D)) ",

t(T) = an
in which L(T) = A,/n(T)exp ( — 167y, / (3ksTIAGy «(T)]*)) and w(T)
= fky T /(37nap? n(T)[1 —exp (nAG;_(T) /(kyT))] are the crystal nucle-
ation rate per unit volume and the crystal growth rate, respectively. In
these equations, A, is a fitting parameter, k; the Bolzmann constant, ap
the average atomic diameter, n the average atomic volume, and
AG_4(T) is the volumetric free energy difference between liquid and
crystal driven from Eq. (7). The atomic - scale roughness of the liquid-
crystal interface is represented by the prefactor, f, which is considered
to be unity in our case with AS,, = AH;,/T; < 2R (rough interface) for
the solidification of metals. The prefactor would be calculated as
0.2 (T—T;)/T; in the case of AS, = AH,/T; < 4R (smooth interface)
[88]. The Vogel-Fulcher-Tammann (VFT) Eq. (9) is used to describe the
n(T) function after fitting to experimental equilibrium viscosity or
relaxation times. Since these compositions show very similar fragilities
as shown in Section 4.3, the derived parameters from the VFT fit by
Kuball et al. [17] for the best glass-forming composition, Pd3;Ni42S27,
were used to describe the kinetics of all three compositions.

Fig. 8 shows the experimentally determined times, at which 1 % of
the sample has isothermally crystallized (circles) in the temperature
range that is experimentally accessible. In addition, two fits to the data
with the JMAK equation (Eq. (11)) for all three compositions are shown.
One uses the calculated Gibbs free energy difference between the
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supercooled liquid and the crystalline mixture from Eq. (7) (dark blue
curves) and the other (crimson curves) utilizes the calculated driving
force from CALPHAD modeling for the primary phase as shown in
Fig. 11. The approximated interfacial energies through both fitting ap-
proaches and the minimum crystallization time driven from the fitted
curve,the so-called nose time t,(s), are summarized in Table 3. The
JMAK fitting, employing the calculated driving force from CALPHAD
modeling, exhibits more or less the same fit for these compositions,
showing a slightly better match to the experimental data at the nose of
the crystallization. This slight improvement in the fit can be attributed to
considering the actual driving force associated with the initial phase
formation (Ni3Sy), thereby aligning more accurately with the experi-
mental data. Nevertheless, the obtained results suggest that the earlier
approach, which involved considering the Gibbs free energy of the
crystalline mixture, estimates an interfacial energy value very close to
the interfacial energy value obtained, when using the driving force from
the CALPHAD calculations. The reason is, that for all three compositions
close to the eutectic, the driving forces for all crystalline phases are very
similar slightly below their melting point (Fig. 11), so they all crystallize
virtually simultaneously (inset in Fig. 7).

However, in the case of off-eutectic compositions, CALPHAD calcu-
lations’ role becomes more crucial. As one moves away from the eutectic
point, the driving force for primary crystallization increases, and the
disparity between the experimentally determined Gibbs free energy
difference between the supercooled liquid and the crystalline mixture
and the actual (CALPHAD) driving force increases, which impacts the
estimation of the interfacial energy significantly. This is the case in
Fig. 11(a) for the Pdg3 9Ni4e.9S29.2. This plot clearly shows that the actual
driving force for the formation of NisSz phase is much larger than the
estimation from the crystalline mixture and by approaching the eutectic
point the disparity decreases. Unfortunately for the composition
Pd33.9Nige.9S29.2 the time scale for crystallization is too short to measure
the TTT diagram even in the Flash DSC and a comparison between real
driving force and Gibb free energy of the crystalline mixture is not
possible.

For all three compositions presented in Table 3, the estimated
interfacial energy values, derived using the driving force of crystalline
mixture, are quite similar. This similarity is not surprising, based on the
fact that the driving forces of the crystalline mixture are also closely
aligned (Fig. 9),and that the measured TTT diagrams are very similar
resulting in close interfacial energies derived as a fitting parameter.
However, the interfacial free energy at the solid-liquid interface very
much depends on the local orders in the liquid and solid, along with the
thermodynamics. For the three liquid compositions in question, the
crystalline phase that nucleates first is the same (Ni3Syp), but the
composition difference across the interface between the liquid and the
crystal that forms first, is different. This is why in reality the interfacial
energy should be different. Therefore, when we use CALPHAD driving
forces, the resulting fitted interfacial energies should be closer to the real
value, which unfortunately cannot be determined experimentally. These
real interfacial energies show a slight variation in concentration indi-
cating that the composition difference between liquid and primary
crystal cannot be neglected.

At the liquidus temperature (T;), the solid and liquid phases are in
equilibrium, where the high enthalpy of the liquid is balanced by its high
entropy, leading to equal chemical potentials for both liquid and solid
phases. However, this balance is disrupted at the interface resulting in
an excess free energy, denoted as y;. Hence, by the formation of a solid
sphere, the solidified sphere and liquid must then have the same
chemical potential. From Gibbs- Thomson effect, AG, = 2y,/r", where
r’ is the radius of the solid sphere in (unstable) equilibrium with the
surrounding liquid and AG, is the free energy difference of solid and
liquid per unit volume, a solid sphere of radius r will have a free energy
greater than that of the stable bulk solid by 2y/r per unit volume, and
therefore for the nucleation of a specific solid phase with a critical r*, the
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Table 3
JMAK parameters acquired by the fitting procedure.

Acta Materialia 294 (2025) 121074

Derived from JMAK Fit with crystalline mixture driving force

Derived from JMAK Fit with Ni3S, driving force

Composition £i(s) 7 (J/m?) Ay (Pa/m3)

Pd31Nig2S27 0.0037 0.11143 7.30797 x 10%
Pd33.5Nig0.5526 0.0102 0.11025 4.64923 x 10%7
Pd3;Ni3sS26 0.0108 0.1145 1.23126 x 10%

t(s) y (J/m?) Ay (Pa/m®)

0.0037 0.13171 8.36239 x 103
0.0095 0.10553 7.75793 x 10%
0.00982 0.0982 1.21742 x 10%

Gibbs energy difference between the crystal and liquid, is directly
related to the interfacial energy at the interface and varies accordingly
[89].

These estimated interfacial energy values are comparable to those
determined for Pt-based metallic glasses [69,90], which are consider-
ably higher compared to other glass-forming systems like Zr-based sys-
tems [91,92], compensating for the large driving force and the fragile
liquid behavior of these glass-forming liquids [69].

Regarding the minimum crystallization time, t(s), an empirical
equation relating the crystallization nose time t,(s) to the critical casting
diameter d. (mm) was developed by Johnson et al. [93] as

£.(s) = 0.00419 (d.)***. a2

This results in a d. of approximately 1.4 mm for Pd33 sNigg 5S2¢ and
Pd3yNisySa6 and 0.95 mm for Pd3;NiseSa7, which is in good agreement
with the experimentally determined d. of 2 mm and 1.5 mm for
Pd3yNi37S2¢ and Pd3NigsSo7 compositions, respectively [15].

5. Summary and conclusions

In this work, a comprehensive experimental and computational
investigation into the thermo-physical properties of the novel ternary
BMG-forming Ni-Pd-S system was conducted. This system was chosen
due to its relative simplicity regarding equilibrium thermodynamics and
the extensive experimental data on equilibrium phases available in the
literature, facilitating the application of the CALPHAD approach for the
modeling of the underlying thermodynamics affecting the glass
formation.

Using the two-state liquid model, the modeling of the undercooled
liquid and glass for the pure elements was done. Further, the model was
extended to its corresponding binary and ternary system, where the
modeled results were compared with experimental data and optimized
accordingly.

Our experimental investigations employed methods such as Differ-
ential Scanning Calorimetry (DSC), Differential Thermal Analysis
(DTA), and Flash-DSC (chip-calorimetry). Additionally, primary phase
formation studies using high-energy synchrotron diffraction experi-
ments (HEXRD) were conducted to compare and validate CALPHAD
modeling results.

Using the parallel tangent method for Gibbs free energy in both
crystalline and liquid phases, the driving force for crystallization of the
possible phases (NisSy, Pd4S, and (Pd,Ni) solid solution) within the Pd-
Ni-S alloy variations was calculated. This method provided a more
precise estimation of the nucleation driving force for the initial phase
compared to traditional thermodynamic approaches. The calculated
driving forces were then used to model isothermal Time-Temperature-
Transformation (TTT) diagrams.

The JMAK fitting, incorporating the driving force derived from
CALPHAD modeling, exhibited a comparable fit to the one applied using
the crystalline mixture driving force across various compositions with a
slight enhancement in alignment at the crystallization nose, attributed
to the precise consideration of the driving force during the initial for-
mation of NizS,.

For compositions near the eutectic point, the driving forces for all
crystalline phases were found to be nearly identical, causing them to
crystallize almost simultaneously. However, for compositions far from
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the eutectic point, the importance of CALPHAD calculations increases.
As compositions diverge from the eutectic, the driving force for primary
crystallization increases, leading to a larger discrepancy between the
experimentally determined Gibbs free energy difference and the actual
CALPHAD driving force. This significantly impacts the interfacial energy
estimation.

The estimated interfacial energy values for all three compositions,
derived from the crystalline mixture driving force, were quite similar
due to the closely aligned driving forces. When using CALPHAD driving
forces, the values showed a slight decline, reflecting the decrease in
Ni3S, driving forces as the eutectic point was approached. Both sets of
calculated interfacial energies were very close, indicating the good ac-
curacy of our previous method for near eutectic compositions, which
considered the Gibbs free energy of the crystalline mixture. These
calculated considerably large interfacial energies are capable of off-
setting the large driving force and fragile liquid behavior of Pd-Ni-S
glass-forming liquids, enabling them to form bulk metallic glasses with
a critical diameter (d.) of at least 1 mm.

In conclusion, our experimental approach remains a valuable tool for
understanding and predicting the thermodynamics of glass-forming
systems, particularly near eutectic compositions. Furthermore, our
CALPHAD approach offers a new and accurate means of calculating the
driving force for the crystallization of the primary phase, which is crit-
ical for assessing glass-forming ability. These findings highlight the
interplay of thermodynamic principles, compositional factors, and
advanced modeling techniques in the study of metallic glass formation.
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