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Abstract

Previous studies showed that word learning is affected by children’s existing knowl-

edge. For instance, knowledge of semantic category aids word learning, whereas a

dense phonological neighbourhood impedes learning of similar-sounding words. Here,

we examined to what extent children associate similar-sounding words (e.g., rat and

cat) with objects of the same semantic category (e.g., both are animals), that is, to what

extent children assume meaning overlap given form overlap between two words. We

tested this by first presenting children (N= 93,Mage= 22.4months) with novel word-

object associations. Then, we examined the extent to which children assume that a

similar sounding novel label, that is, a phonological neighbour, refers to a similar look-

ing object, that is, a likely semantic neighbour, as opposed to a dissimilar looking object.

Were children to preferentially fixate the similar-looking novel object, it would suggest

that systematic word form-meaning relations aid referent selection in young chil-

dren. While we did not find any evidence for such word form-meaning systematicity,

we demonstrated that children showed robust learning for the trained novel word-

object associations, andwere able to discriminate between similar-sounding labels and

also similar-looking objects. Thus, we argue that unlike iconicity which appears early

in vocabulary development, we find no evidence for systematicity in early referent

selection.
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1 INTRODUCTION

Despite considerable overlap in more basic cognitive abilities across

species, our ability to learn and use language in communication

with one another distinguishes us from even our nearest primate

cousins. While animals solve even linguistically challenging tasks such

as rejecting a familiar object as the referent for a novel label (akin

to fast-mapping; Kaminski et al., 2004) or executing different actions

depending on the syntax of the instructions provided (Herman et al.,

1984), none of these feats scale up to the complexity of the human

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided

the original work is properly cited.
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language. Outlining the defining features of human language, Hock-

ett and Hockett (1960) highlighted the arbitrariness of the symbols

used in linguistic communication (see also Greenberg, 1957). As they

put it, “man is the only animal that can communicate by means of

abstract symbols”. Indeed, the arbitrariness ofword-referentmappings

is immediately apparent in comparing the labels for the same object

in various languages (e.g., dog; chien—French; inu—Japanese; anjing—

Malay). More often than not, there appears to be little reason why an

object is labelled the way it is—why, otherwise, would the word “boot”

refer to footwear in English but a watercraft in German?
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Arbitrary mappings between word forms and meanings populate

natural languages, potentially because they allow us near-unlimited

possibilities of expressingourselves beyond iconic representations (i.e.,

one can (theoretically) attach any string of sound (e.g., gibo) to any

object (e.g., a starfish)). However, as we discuss below, there may be

advantages to non-arbitrarymappings in language, particularlywhen it

comes to language learning. Such advantages may also underlie recent

findings that language structuresmay bemore systematic than initially

assumed them to be (Dingemanse et al., 2015) and that artificial neu-

ral networks prefer simpler naming systems (akin to non-arbitrariness)

despite the possibility of miscommunications (Chaabouni et al., 2021).

For instance, using texts fromWikipedia, Dautriche et al. (2017) exam-

ined the degree of semantic and phonological distance between pairs

of words from 100 languages from diverse language families. They

found a positive correlation between semantic and phonological dis-

tance in most languages, suggesting that phonological minimal pairs

are often likely to also be semantically related. In other words, there

is a high chance that words that sound or look alike belong to the same

or related semantic category. Given the consistent finding of such sys-

tematicity across numerous languages, this study suggests that some

degree of language systematicitymay possibly be the norm rather than

the exception it was previously thought to be.

The potential for non-arbitrariness in language is captured by the

concepts of iconicity and systematicity. Iconicity refers to the overlap

between word form and word meaning, most observable in ono-

matopoeia, where theword phonologically overlapswith a sound asso-

ciatedwith a particular object, for example,woof (Haiman, 2015; Imai &

Kita, 2014;Winter et al., 2017). For instance, Gasser (2004) suggested

that iconicity may be useful in constraining form-meaning relations,

thus facilitating acquisition of wordmeanings. In other words, reduced

effort is required to learn a non-arbitrary word-meaning mapping

because the learner can leverage their already existing knowledge

in acquiring a novel word-object mapping (Monaghan et al., 2011).

This may especially be the case with young infants who have few

other cues that they can rely on with regard to the labels referring to

objects in their environment (Gasser, 2004; Monaghan et al., 2014).

In keeping with this suggestion, Asano et al. (2015) found that even

young 11-month-old infants are sensitive to the sound-symbolic cor-

respondences betweenwords and the objects they are presentedwith,

showing increased processing effort when the sound-symbol mapping

presented was incongruent (e.g., kipimapped to a round shape instead

of to a spiky shape).

Systematicity, on the other hand, refers to regularities in the rela-

tionship between particular word forms and their meanings within a

language, which may or may not be iconic (e.g., gl- is often associated

with words related to the concept of light in English, as in glitter and

glow; Abramova & Fernandez, 2016; Perry et al., 2015). Systematicity

also appears to aid learning, with children learning artificial cate-

goriesmore easilywhen there is greater phonological overlap between

words referring to the categories (Brooks et al., 1993;Monaghan et al.,

2005). Taking this argument further, Monaghan et al. (2014) hypoth-

esised that were non-arbitrariness to help constrain word meanings,

there should be increased prevalence of systematic sound-meaning

ResearchHighlights

∙ We test how systematicity in word form-meaning map-

pings impacts referent selection in young children.

∙ We expect that toddlers are able to exploit the systematic

relations between word forms and their meanings during

referent selection.

∙ While children neither favoured nor avoided form-

meaning systematicity during referent selection, they

were sensitive to differences between phonological

neighbours and also between perceptually similar objects.

∙ We found that vocabulary size is negatively associated

with systematicity, which may indicate that systematicity

arises earlier than the ages tested in the current study.

relations in words learned by younger children relative to older chil-

dren. Given that Perry et al. (2015) found adjectives to be more iconic

than nouns, Monaghan et al. (2014) found, after controlling for such

a word-type effect, that words learned earlier have more systematic

sound-meaning relations than words learned later in development.

Taken together, the studies reviewed above present considerable evi-

dence for early sensitivity to systematicity in languages in even young

children as well as potential benefits for such systematicity in learning.

On the other hand, while children may be sensitive to systematic-

ity in word-meaning relations, combined phonological and semantic

overlap between words may make it difficult for children to discrimi-

nate between overlappingword-pairs (Monaghan et al., 2011). In other

words, arbitrariness may help to distinguish words (and their mean-

ings) from one another—such that words that sound similar but mean

different things may be discriminated along the semantic dimension

while words that mean similar things but sound dissimilar may be

discriminated along the phonological dimension. Overlap across both

dimensions may lead to words being easily confused with one another,

especially in immature language learners (see alsoGasser, 2004). There

are also suggestions that this may be important from an evolutionary

perspective, with arbitrariness in word-meaning mappings leading to

words and concepts that are essential in potentially life-endangering

situations being less confusable for one another (Corballis, 2002). To

a certain extent, this reasoning may also explain why languages have

evolved to favour arbitrariness over systematicity, despite potential

benefits of systematicity during acquisition. In other words, system-

aticity may aid learning novel words due to learners being able to

leverage their already existing knowledge, but arbitrariness may be

more important in lexical processing by making words that potentially

co-occur in the same contexts (Roy et al., 2013) more discriminable

from one another.

Such distinction may be particularly important in early develop-

ment, given the fact that contextual distinctiveness (distinctiveness

with regard to where and when particular words are uttered and

what other words co-occur in conversations) has been shown to be
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a strong predictor of children’s vocabulary development. Specifically,

words that are used more broadly across different contexts, that is,

aremore distinctive from other words, are acquired earlier thanwords

that co-occur in the same context (Roy et al., 2013). Against this back-

ground, the current study will examine the extent to which children

associate similar-sounding words with objects that overlap on the

semantic dimension. If a child learns thatmaacke refers to a novel ani-

mal, to what extent does the child then associate a similar-sounding

word (maasche) with another novel animal or an object from a different

semantic category?

Importantly, in examining systematicity in early vocabulary devel-

opment, it is necessary to ensure that children perceive overlapping

word-object mappings as distinct mappings. In other words, are chil-

dren sensitive to the fact that maacke and maasche are distinct lexical

entries and that the objects they refer to in the context of the study

are distinct? Therefore, we next examine the literature on children’s

sensitivity to semantic and phonological categories in early word

learning.

1.1 The role of overlap in early vocabulary
development

The early vocabulary is highly connected, with links between words

that overlap along semantic and phonological dimensions (Fourtassi

et al., 2019; Steyvers & Tenenbaum, 2005). It comes as no surprise,

then, that children are sensitive to the semantic and phonological

relationships between words that belong to the same category. To

illustrate, at 18-months of age, toddlers show robust sensitivity to

phonological overlap between words, by looking more at labelled

images when primed by phonologically-related words relative to unre-

lated words (Mani & Plunkett, 2010a; Mani et al., 2012). Similarly, at

an early stage of development, children show sensitivity to the seman-

tic (Arias-Trejo & Plunkett, 2009; Avila-Varela et al., 2021; Bergelson

& Aslin, 2017; Delle Luche et al., 2014; Willits et al., 2013) and/or per-

ceptual relationships between objects that words refer to (Johnson &

Huettig, 2011; Mani et al., 2013), again by looking more at labelled

images when primed by related object-label pairs than unrelated pairs.

Such findings havebeen taken to suggest that there is interconnectivity

in the early lexicon, such that even at a young age, children are sensi-

tive to overlap between words and the objects they refer to and that

this overlap impacts processing of these familiar words (see Mani &

Borovsky, 2017 for a review).

Equally, studies suggest that children are also sensitive to small

changes to the phonological characteristics of early words from a

young age, with even 12-month-olds being able to discriminate a famil-

iar word from a small mispronunciation of this word (Mani & Plunkett,

2010b; see Mani & Plunkett, 2011 for evidence of children’s fine-

grained graded sensitivity to such mispronunciations). By 14-months

of age, children also show sensitivity to small mispronunciations of

novel word-object mappings suggesting that sensitivity to the phono-

logical representations of words is not limited to words children are

robustly familiar with (Ballem & Plunkett, 2005; Mani & Plunkett,

2008). Hence, previous studies show that children from early on are

able to discriminate between minimally different lexical entries and

perceive phonologically overlapping entries as distinct.

However, the studies reviewed above capture the influence of

phonological or semantic overlap on children’s processing of lexical

entries. To what extent, then, is there evidence in the literature

for a similar influence of overlap on children’s learning novel word-

object mappings? Does the influence of overlap in processing align

with the influence of overlap on learning, or, as suggested above, do

arbitrariness and systematicity play different roles in processing and

learning?

Indeed, there is considerable evidence for an influence of con-

nectivity on vocabulary development (see Mani & Ackermann, 2018

for a review). With regard to outcomes, typically developing children

have a more connected semantic network than late talkers (Beckage

et al., 2011). In addition, the structure of children’s early vocabularies

appears tobe related to children’s biases in language learning. In partic-

ular, children whose vocabularies show increased lexical connectivity

exhibited increased novelty biases, suggesting that they may be better

at learning words (Yurovsky et al., 2012). Furthermore, Borovsky et al.

(2016) demonstrated that 2-year-oldsmay leverage their knowledgeof

a semantic category in learning newwords, showing increased learning

of novel words in large semantic categories than in smaller semantic

categories (see also Ackermann et al., 2020) and that coherence in cat-

egory structures improves word learning (Borovsky & Elman, 2006).

Thus, children may be able to leverage their semantic knowledge in

learning word-object pairings that are semantically related to words

they already know (Barabási & Albert, 1999).

However, evidence for phonological leveraging is not as straight-

forward. Phonological neighbours are word pairs that differ by one

phoneme, either through addition (e.g., cat—scat), deletion (e.g., cat—

at) or substitution (e.g., cat—mat; Luce & Pisoni, 1998). Several studies

suggest that toddlers younger than 18 months appear to have dif-

ficulties learning novel word-object associations that sound similar

to familiar words children already know, suggesting that phonologi-

cal neighbours may impede early word learning (Mather & Plunkett,

2011; Swingley & Aslin, 2007). On the other hand, other studies

find that word-form overlap may boost children’s segmentation of

words from fluent speech (Altvater-Mackensen & Mani, 2013) and

that children learn words more easily when these words belong to

larger phonological neighbourhoods (Newman et al., 2008) such that

there is a facilitative neighbourhood effect on learning novel word-

object associations in 20- and 24-month-old toddlers. Using corpus

analyses, Storkel (2004) also found support for a facilitative neigh-

bourhood effect on vocabulary growth, but only for low frequency

words.

Some of the differences in the studies reviewed here may be

explained by considering the strength of children’s knowledge. For

instance, brief exposure to novel phonological neighbours has been

suggested to promote novel word learning while prolonged expo-

sure to these neighbours jeopardises word learning (Hollich et al.,

2002). This study is in line with Kucker et al. (2020) finding that chil-

dren retain novel word-object associations better if the distractor
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TABLE 1 Overall Study Structure and Examples of Stimuli for Each Phase.

Example of a trial

Phase Total trials Total novel labels Total novel objects Visual stimuli Label Target

Training Eight (four per block:

two per category)

Four (two per block: one

per category)

Four (two per block: one per

category)

maacke -

Retention Four (two per block:

one per category)

Four (two per block: one

per category)

Four (two per category: one

trained, one semantic

neighbour)

maacke Pangolin

Leveraging Four (two per block:

one per category)

Four phonological

neighbours (two per

block: one per category)

Four (two objects per

category: one trained, one

semantic neighbour)

maasche Aardvark

Note. There are twoblocks in the present study. Categories used areANIMAL andVEHICLE. Trained objects are novel objects presented in the training phase,

whereas semantic neighbours are super-novel objects that share perceptual features with the trained novel object.

objects are weakly known (i.e., just learned) as opposed to when the

distractors are well-known. In other words, when highly familiar

phonological neighbours are activated (as in Swingley & Aslin, 2007),

they may compete with novel labels, resulting in unsuccessful word

learning. Thus, theremaybean interactionbetween familiarity and sys-

tematicity with regard to word learning, such that systematicity may

boost learningwhen children are not familiar with the content they are

presented with.

In sum, there is robust evidence for separate influences of semantic

and phonological overlap on early lexical acquisition and process-

ing, suggesting that systematicity in novel word-object mappings may

boost word learning. At the same time, no study to-date has examined

systematicity per se regarding how similarity in both formandmeaning

impacts novel word learning.

1.2 The current study

Against this background, the current study trained children on novel

word-object mappings from two familiar categories (i.e., animal and

vehicle, see Table 1). In other words, children were taught a distinct

novel label for a novel object from each category (e.g., maacke for a

pangolin, see first rowofTable 1). Following training, childrenwerepre-

sented with an array of objects in the visual world paradigm, where

pairs of objects belong to the categories that children were exposed

to earlier. That is, children saw two novel objects they were recently

told the names of (e.g., a pangolin and a hovercraft) as well as two

super-novel objects from the same category as the previously pre-

sented objects (e.g., an aardvark and a jet ski). Across trials, toddlers

were then asked to locate the referent of either a previously presented

novel label (i.e., retention test phase, see second row of Table 1) or a

novel label which phonologically overlaps with one of the previously

presented novel labels (e.g.,maasche; i.e., leveraging test phase, see last

row of Table 1).

With regard to retention trials, we hypothesise that exposure to

the novel word-object mappings (i.e., during training phase) will lead to

robust recognition of the pairings at test. Using the example in Table 1,

children will fixate the pangolin when presented with the trained label

for this object, maacke (see second row of Table 1). We hypothesise

that systematicity in word-formmappings will leverage referent selec-

tion, such that children associate the phonologically similar label (i.e.,

maasche) with the super-novel object from the same category (aard-

vark in the example above) as opposed to the super-novel object from

the other category (here, jet ski; see last row of Table 1).

The contrast between retention trials and leveraging trialswill allow

us to test whether children discriminate between the two labels pre-

sented, since we expect that children fixate the previously trained

objects in retention trials (where they are presented with the labels

they were previously trained on) and the super-novel semantic neigh-

bour objects in leveraging trials (where they are presented with labels

that sound similar to the original labels they were trained on). In

contrast, similar looking behaviour to the trained object (or indeed,

the similar-looking object) across both retention and leveraging tri-

als would be interpreted as a failure to discriminate either the two

similar-sounding labels from one another or the two similar-looking

objects from one another. Similarly, in leveraging trials, we can rule

out the possibility that children treat similar-sounding labels as mis-

pronunciations of the trained novel labels: If the similar-sounding

labels are treated as mispronunciations, children ought to fixate the

trained object when presented with the similar label, albeit to a lesser

extent than in retention test trials (Mani & Plunkett, 2011; Swing-

ley & Aslin, 2000; von Holzen & Bergmann, 2018). If, on the other

hand, similar-sounding labels leverage referent selection, as under

examination here, children should look preferentially at the novel

semantic neighbour object when presented with the similar-sounding

label.

Finally, our inclusion of four objects at test controls for the possi-

bility that children merely fixate any super-novel object in response
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to a novel label. Thus, children have the option to select either of the

super-novel objects as referents for the similar-sounding label. Of

interest is whether they systematically select the similar-looking tar-

get, that is, the object that looks similar to the trained object whose

label also sounds similar to the test label, or the different-looking

object, that is, the object that looks similar to the object whose label

does not sound similar to the test label. The former pattern of results

would suggest that systematicity leverages referent selection while

the latter would suggest that systematicity is not preferred in referent

selection.

2 METHODS

2.1 Participants

Werecruited 108 children through our database. Six of these recruited

children did not provide any eye-tracking data: fussiness (3) or tech-

nical problems (3). One child was excluded from the analysis because

she was identified as a bilingual. Of the remaining 101 children, one

was excluded from the analysis because the eye-tracker could track

less than 20% of the child’s eye-gaze, another seven children were

excluded for not providing data for at least two retention trials and

two leveraging trials (see Data analysis for details). The final sam-

ple size was 93 monolingual German children (48 boys, 45 girls),

whose mean age was 22.4 months old (range: 20–28 months). This

includes five children more than pre-registered, based on simulation

of data from a study examining children’s responding in a task sim-

ilar to that planned (Schmid et al., 2019; see sample size calculation

section for details). We chose to test 24-month-olds based on previ-

ous findings of semantic leveraging effects in word learning at this age

(Borovsky et al., 2016) and suggestions that systematic form-meaning

relations facilitate lexical acquisition in younger children (Monaghan

et al., 2014).

As we presented visual and auditory stimuli to children, we only

recruited typically-developing children who are born full-term and

do not report having any vision or hearing problem. In order to

control for vocabulary size, we measured children’s linguistic expe-

rience using an adapted, computerized version (Mayor & Mani,

2019) of the German vocabulary checklist (FRAKIS; Szagun et al.,

2009).

As the novel objects used in the present study were real-world

objects, we checked whether children had any previous knowledge

about these objects by asking caregivers to fill in a short question-

naire where they indicate whether their child is familiar with these

novel objects. To control for the effect of vocabulary size and seman-

tic neighbourhood size on children’s performance, we also requested

caregivers to complete an adapted version of the German vocabu-

lary checklist (Mayor & Mani, 2019) to indicate which words their

child produces. Following Ackermann et al. (2020) and Borovsky et al.

(2016), neighbourhood size was measured by calculating the absolute

number of known members within each semantic category. We have

obtained ethics approval from the ethics committee of University of

Göttingen.

2.2 Stimuli

Four rare members from each of the semantic categories ANIMAL

and VEHICLE were used as novel objects in the current study. These

categories were selected because they were reported to be common

and familiar to 2-year-old children (Borovsky et al., 2016). Of the four

members from each category, we chose pairs of objects that share

visual features, such that children saw four pairs of similar-looking

novel objects. In particular, aardvark—pangolin and flying fox—flying

squirrelwere used for the category ANIMAL and hovercraft—jet ski and

rickshaw—tuk-tuk were used for the category VEHICLE. Each object

image was placed on a white background and had a resolution of

1024 × 768 pixel. We specifically ensured that the visual features of

the novel object pairs are highly similar to emphasise the semantic rela-

tion between the object pairs, due to the findings that perceptually

dissimilar objects activate taxonomic relations more slowly in children

(Chow et al., 2017; although toddlers do understand that objects of the

same semantic category need not necessarily share similar features,

Arias-Trejo & Plunkett, 2010).

Eight novel labels were used in the present study, all of which

are bi-syllabic and in keeping with German phonotactic rules. These

novel labels formed four pairs of phonological neighbours (schufi—

schuri, maacke—maasche, gissel—gibbel, and peto—pewo). We examined

the number of phonological neighbours known to children at this age

usingWordbank (Frank et al., 2016; Szagun et al., 2009), an online open

repository for vocabulary data of children between 18 and 30 months

of age. We did not find any words known to be familiar to children at

this age thatwere phonologically related to thewords presented in the

study.

All novel labels were referred to using the German neutral article,

das. As the novel objects were labelled six times in each trial of the

training phase, six different carrier sentences were used in the training

phase: “That is an X! Wow, an X! Do you see the X? Look, an X! Oh,

what a fantastic X! I see an X!”. In the retention trials, novel labels were

embedded in the sentence “You know that now! Now, where is the X?

The X!”, whereas in the leveraging trials, novel labels were embedded

in the sentence “And now something new! Where is probably the X?

The X!” (see Appendix A). Carrier phrases in the leveraging trials were

specifically chosen to ensure that children know that they are being

asked something different across retention and leveraging trials. The

primary purpose of the study was to examine whether systematicity

leverages referent selection—where we expect them to look at the

super-novel semantic neighbour—or whether systematicity is avoided

in referent selection—whereweexpect them to look at the super-novel

semantic non-neighbour. While the biasing sentences ensured that

children are made aware of the phonological difference between

the trained labels and the similar-sounding labels, they do not bias

children with regard to the role of systematicity in referent selection.

 14677687, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/desc.13444 by U

niversitätsbibliothek D
er, W

iley O
nline L

ibrary on [03/09/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6 of 18 SIA ET AL.

All sentences were recorded by a female native German speaker in an

enthusiastic, infant-directedmanner.

2.3 Design

Stimuli presentation were split into two blocks, where each block

trained children on two distinct novel word-objectmappings (onemap-

ping fromeach category) aswell as presented themwith a set of related

retention test and leveraging test (see Table 1). After the first block,

children were presented with the second block following the same

phase order but with different stimuli. Hence, at the end of the exper-

iment, children would have received a total of four novel word-object

mappings over two blocks of training phase. The fixed phase order

within each block allowed us to first train children on novel word-

object mappings (see first row of Table 1) before testing whether they

have retained these novel word-object associations (see second row

of Table 1) and how they use this newly-acquired knowledge to lever-

age referent selection for similar-sounding novel labels (see final row

of Table 1).

In every trial of the training phase, a novel object appeared at the

centre of the screen for 20 seconds (see Appendix A). The auditory

stimulus began around 200 ms after the image onset. The novel object

was labelled six times in different carrier phrases, with an interval of

about 1000msbetween carrier phrases. Therewere four training trials

in every block, such that each novel object from each semantic cat-

egory will be presented in two trials, labelled for a total of 12 times.

Based on previous studies (e.g., Ackermann et al., 2020; Borovsky et al.,

2016; Dautriche et al., 2015) showing successful word learning in 18-

and 30-months-old using a similar design (where each novel object

was labelled 10 times across two trials), we anticipated the number of

training trials to be sufficient for the toddlers to learn the novel word-

object associations. The order of object presentation (i.e., whether the

novel object is presented in the training phase of the first or second

block), phase of object presentation (i.e., whether the novel object was

presented as a trained object or a super-novel object) and the pairing

between the novel labels and the novel objects were counter-balanced

across children.

In each trial of retention and leveraging test phases, four object

images appeared on the screen (one object in each corner of the

screen) for 8000 ms before the next trial began (see Appendix A). The

four objects were the two previously-presented novel objects and two

perceptually-similar super-novel objects (see Table 1). The position of

these images were counter-balanced across trials. One thousand ms

after the onset of the images, toddlers were asked to locate the ref-

erent of a particular label, such that the toddlers heard the target

word at approximately 4000 ms after the onset of images. The target

word was repeated 1000 ms after the offset of the previous sentence

to boost the naming effect as toddlers’ attention is reportedly cap-

tured by super-novel objects (Horst et al., 2011; Mather & Plunkett,

2012).

Following Chow et al. (2017) and Mather and Plunkett (2011), the

targetword onset split each test trial into pre-naming and post-naming

phases. Importantly, children were presented with the previously-

trained novel label in the retention test phase, and the novel similar-

sounding labels in the leveraging test phase (see Table 1). Each novel

label was presented once, thereby providing children with two reten-

tion and two leveraging test trials in each block (i.e., four retention and

leveraging trials each across blocks). As the data were analysed by col-

lapsing blocks and aggregating all trials within each test phase, each

child contributed four trials per test phase. The number of test trials

presented was in accordance with previous studies (e.g., Ackermann

et al., 2020; Arias-Trejo & Plunkett, 2009; Kucker et al., 2020; Pomper

& Saffran, 2019).

2.4 Procedure

Caregivers and toddlers were invited into the waiting room where the

researcher explained the aim and procedure of the study to the care-

givers. Once the caregivers agreed to participate in the study, they

were given two questionnaires to complete, one that asked them if

their child knew thenovel objects usedandanother thatmeasured chil-

dren’s vocabulary knowledge. After that, both the caregiver and the

child were led to the eye-tracking room.

The child was seated comfortably in a high chair in front of a TV

screen with the Tobii X 120 eye-tracker (sampling rate of 40 Hz) posi-

tioned below the screen. Auditory stimuli were played through two

loud-speakers placed above the TV screen. Caregivers were asked to

be seated silently behind the child while keeping their eyes closed1 so

that their eyemovements are not captured by the eye-tracker.

We used a 5-point calibration, where a red dot moved in random

directions across the screenwhile the researcher encouraged the child

to follow the movement of the red dot. When calibration was success-

ful, the experimenter started the study by presenting the first training

trial of the first block. Asweonlymeasured toddlers’ looking behaviour

and did not require them tomake behavioural responses, each trial was

presented for a fixed duration (see design section for details) before the

next trial began. Every child received the same order of trials shown in

Table 1, that is, first the training phase followed by the retention test

phase and finally the leveraging test phase. The study ended with the

last leveraging test trial of the second set of stimuli. The experiment

took about 5min.

At the end of the experiment, the child and caregiver were thanked

for their participation and given a book as compensation.

2.5 Data analyses

We first pre-processed data by removing trials where children looked

at visual stimuli for less than 20% of the trial or where children’s eye-

gaze could be tracked for less than 20% of the trial. We then excluded

children who fail to provide data for at least two trials for each type of

test trial. For the remaining data, we computed the proportion of tar-

get looking (PTL) separately for pre- and post-naming phases for each

participant in each test phase. This was done by dividing toddlers’ total
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looking time at only the target by their total looking time at the target

and three other distractor objects (see Table 1 for predicted targets in

each test trial).

In order to examine whether systematicity in word form-meaning

mappings leveraged referent selection of similar-sounding labels, pri-

mary analyses used generalized linear mixed models (GLMM, Baayen

et al., 2008, see model specification below). As the blocks followed the

same pattern with merely a different set of stimuli, looking behaviour

during retention and leveraging trials from both blocks were aggre-

gated prior to data analyses. Test (retention, leveraging test) and Phase

(pre-, post-naming) were included as predictors and vocabulary size,

neighbourhood size and sex (child) as control predictors. The full model

was compared to a null model excluding Phase to examine whether

adding this factor improved model fit. The model that was fitted com-

prised random intercept effects for child ID, the target object and all

theoretically identifiable random slopes (Barr et al., 2013; Schielzeth &

Forstmeier, 2009). We added one further random intercept when fit-

ting the model, namely, trial, which is crucial because children’s looking

behaviour in pre- and post-naming phases differs from trial to trial. The

random slopes of test, phase and sexwere manually dummy-coded and

then centred so that the model output is not dependent on the refer-

ence level of the factors. As slight changes to our models’ specification

(e.g., whether we centre the random slopes of factors) may cause con-

vergence problems, we always fitted two models, one with all random

slopes of factors centred and one without. Provided that both mod-

els converged, we compared their log-likelihood and used the model

with a higher log-likelihood as an index of better data fit. We also z-

transformed the covariates, that is, vocabulary size andneighbourhood

size, to help alleviate themodel convergence issue.

Hence, themodel was (in lme4 notation for brevity):

Modelbeta = glmmTMB(PTL ∼ Test ∗ Phase + vocabulary_size

+ neighbourhood_size + sex + (1 + Test ∗ Phase||id)

+ (1 + Phase||trial_id) + (1 + Test ∗ Phase

+ vocabulary_size + neighbourhood_size + sex||Object),

Data = data, family = beta_family,

weights = total.looking.time)

We did not include correlations among random intercepts and ran-

dom slopes because the beta model did not converge otherwise. We

also weighted the contribution of the individual data points by their

respective total looking time for amore accuratemeasure of children’s

looking behaviour.

A significant interaction between Test and Phase would be fur-

ther broken down across test trials to examine whether there is an

effect of phase in different test trials. In particular, we would split the

data by trial (i.e., retention or leveraging) and fit the same model as

above but excluding Test from the fixed and random effects part, sep-

arately for the two subsets. Exploratory analyses included the PTL in

retention test trials as a covariate into a model examining whether

children’s performance in retention test trials influences their per-

formance in leveraging test trials. Details regarding the models are

provided in Appendix B. All study materials, anonymised data (https://

doi.org/10.17605/OSF.IO/DWGPT), analyses scripts as well as regis-

tered protocol (https://osf.io/u8vzh) are publicly available at https://

osf.io/7mbsh/

2.6 Determination of sample size

Wedetermined sample size using a power analysis whichwas based on

simulated data. We simulated data sets comprising 40–96 individuals

(increment: 8), and simulated 1000 data sets per sample size.We simu-

lated a beta distributed response (i.e., one that is bound between zero

and one) and originally analysed it with a corresponding beta regres-

sion mixed model, as we will be measuring PTL, where our response

measure ranges from zero to one.

Power analysis revealed that the probability of our model converg-

ingwas less than 0.05 and notmuch affected by sample size. Therefore,

we conducted a simulation in which we fitted a Gaussian model as

specified in Appendix B instead (with PTL being arcsine transformed),

where we obtained 100% model convergence. Based on the results of

the power analysis for this model, we decided to recruit 88 children to

achieve a power of 0.90. Further details are provided in Appendix B.

3 RESULTS

For the main beta model, we retained the full model with all random

slopes of factors centred because the log-likelihood value was higher

(2LLcentred = 810.32; 2LLnot centred = 801.10). We evaluated model sta-

bility for the retained full model by dropping levels of random effects

one at a time, fitting the full model to each of the subsets, and compar-

ing the estimates of these models with those obtained for the full data

set. The full model was found to be stable, that is, we did not find any

influential level of any of the random effects in the model which may

affect themodel output.

The full-null model comparison was significant, suggesting that

adding Phase to the model improved model fit (χ2 (2) = 10.76,

p = 0.005). Drop1 tests revealed a significant interaction between Test

and Phase, and a significant main effect of neighbourhood size (see

Table 2). As shown inTable 2 andFigure 1, therewas a significant differ-

ence in PTL between retention and leveraging trials in the post-naming

phase (reference level). Furthermore, the significant effect of Phase

suggests increased looking to the distractor in the post-naming phase

relative to the pre-naming phase in leveraging trials (reference level:

post-naming phase, leveraging trials).

To further analyse the interaction between Test and Phase, we fit-

ted the full model separately for retention and leveraging trials, such

that Testwas removed from the fixed and random effects part of these

models. For the retention trials, the fullmodelwith all random slopes of

factors centred has a higher log-likelihood value (2LLcentred = 345.37;

2LLnot centred = 338.06) and was retained. The null model was exactly
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F IGURE 1 Baseline-corrected PTL in retention and leveraging trials. Note. Horizontal line at 0 indicates no preference in looking at either the
target or any of the three distractors. A positive baseline-corrected proportion indicates a preference for the target whereas a negative
baseline-corrected proportion indicates a preference for the distractors.

TABLE 2 Estimates, standard errors and P-values of predictor
variables included in the full main registeredmodel.

Terms Estimates

Standard

error P-value

Intercept −1.335 0.094 <0.001

Test (reference level: leveraging) 0.468 0.120 <0.001

Phase (reference level: post-naming) 0.279 0.103 0.007

Vocabulary size −0.023 0.050 0.650

Neighbourhood size 0.122 0.050 0.014

Sex (reference level: female) −0.069 0.081 0.397

Interaction (test*phase) −0.520 0.136 <0.001

Note. All covariates have been z-transformed. All random slopes of fac-

tors have been centred. The reference level of factors was determined

alphabetically by default in R.

the same as the full model except that Phase was removed. The full-

null model comparison was significant, suggesting that adding Phase

improved model fit (χ2 (1) = 4.45, p = 0.035, see Table 3). Specifically,

children were more target-oriented in the post-naming phase than

the pre-naming phase (see Table 3). There were no other significant

effects.

For the leveraging trials, we fitted a slightly different model in

that we included the PTL of retention trials as a covariate. Here,

we matched leveraging and retention trials based on the perceptual

TABLE 3 Estimates, standard errors and P-values of predictor
variables included in the full retention-only model.

Items Estimates

Standard

error P-value

Intercept −0.829 0.109 <0.001

Phase (reference level: post-naming) −0.271 0.112 0.016

Vocabulary size 0.028 0.077 0.718

Neighbourhood size 0.107 0.076 0.163

Sex (reference level: female) −0.107 0.147 0.246

Note. All covariates have been z-transformed. All random slopes of fac-

tors have been centred. The reference level of factors was determined

alphabetically by default in R.

similarity of the target objects (see Stimuli for details). The inclu-

sion of PTL of the associated retention trials allows us to examine

whether children’s retention of the trained novel word-object associa-

tions (e.g.,maacke-pangolin) affects their reliance on the systematicity

information (e.g., maasche-aardvark) during referent selection in the

leveraging trials. The full model of the leveraging trials is thus specified

as:

Modelleveraging = glmmTMB(PTL ∼ Phase + vocabulary_size

+ neighbourhood_size + sex + retention_PTL
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TABLE 4 Estimates, standard errors and P-values of predictor
variables included in the full leveraging-only model.

Items Estimates

Standard

error P-value

Intercept −1.345 0.116 <0.001

Phase (reference level: post-naming) 0.279 0.103 0.007

Vocabulary size −0.100 0.070 0.154

Neighbourhood size 0.174 0.069 0.012

Sex (reference level: female) 0.055 0.104 0.595

PTL in retention trials 0.056 0.057 0.327

Note. All covariates have been z-transformed. All random slopes of fac-

tors have been centred. The reference level of factors was determined

alphabetically by default in R.

+ (1 + Phase + retention_PTL||id) + (1 + Phase

+ retention_PTL||trial_id) + (1 + Phase

+ vocabulary_size + neighbourhood_size + sex

+ retention_PTL||Object) ,Data = leveraging_trials,

family = beta_family,weights = total.looking.time )

The full model without centring the random slopes of factors did not

converge, hence, we retained the model with all random slopes of fac-

tors centred. The null model was the same as the full model but with

Phase removed. The full-nullmodel comparisonwas significant, indicat-

ing that adding Phase to the model improved model fit (χ2 (1) = 6.80,

p=0.009). A breakdownof the fullmodel revealed that children looked

more at one of the distractors in the post-naming phase relative to the

pre-naming phase (see Table 4, Figures 1 and 2).

3.1 Exploratory analyses

Post-hoc exploratory analyses examined which of the three distrac-

tors children were fixating in leveraging trials. In particular, we fitted

two more models on a subset of data to examine whether children

fixated the trained semantic neighbour and whether they fixated the

super-novel dissimilar-looking object.

First, we compared looking behaviour towards the trained objects

and their respective super-novel semantic neighbour in the retention

and leveraging trials. As explained earlier, if children discriminated

between two phonologically similar labels and two perceptually sim-

ilar objects, they would fixate the corresponding trained objects to

a lesser extent in leveraging trials relative to retention trials. Oth-

erwise, there should be no difference in their looking behaviour. To

test this hypothesis, we computed a new PTL which only compares

the semantic neighbour object pairs, that is, we divided the amount

of time children spent looking at the trained object by the amount

of time children spent looking at the trained object and its super-

TABLE 5 Estimates, standard errors and P-values of predictor
variables included in the full mispronunciationmodel.

Items Estimates

Standard

error P-value

Intercept 0.127 0.088 0.149

Test (reference level: leveraging) 0.279 0.106 0.009

Phase (reference level: post-naming) −0.150 0.104 0.149

Vocabulary size 0.039 0.051 0.445

Neighbourhood size 0.015 0.051 0.774

Sex (reference level: female) −0.120 0.085 0.159

Interaction (test*phase) −0.258 0.145 0.076

Note. All covariates have been z-transformed. The random slopes of fac-

tors were not centred. The reference level of factors was determined

alphabetically by default in R.

novel semantic neighbour. We then fitted the same full model as

the main beta model. The full model with all random slopes of fac-

tors centred had a higher log-likelihood. However, as the null model

did not converge, we retained the model without centring random

slopes of factors. Since we were predominantly interested in whether

there was a difference between retention and leveraging trials in

this analysis, we dropped Test in the null model. The full-null model

comparison was significant, suggesting that adding Test significantly

improved model fit (χ2 (2) = 6.82, p = 0.033). Specifically, children

fixated the trained object more in retention trials relative to leverag-

ing trials, suggesting that they were able to discriminate between two

similar-sounding labels and two similar-lookingobjects (seeTable 5 and

Figure 3).

Next, we examined whether children preferred to look at the

similar-looking super-novel object (i.e., the intended target) or the

dissimilar-looking super-novel object (i.e., the intended distractor) in

leveraging trials. This examines whether children employ or avoid

systematicity between word form and meaning during referent selec-

tion. To achieve this comparison, we computed a new value of PTL,

where we divided the amount of time children spent looking at the

target by the amount of time they spent looking at the target and the

distractor. Test was not included in the model because we analysed

only leveraging trials. The full model with all random slopes of factors

centred was retained because the full model without centring random

slopes of factors did not converge. Neither could we compare the full

model to a null model excluding Phase, since the null model did not

converge. Nonetheless, we obtained a summary of estimates of the

predictor variables. As shown in Table 6, children were not biased to

either the target or the distractor during the post-naming phase (see

also Figure 4). However, children’s looking behaviour was significantly

influenced by their vocabulary size and neighbourhood size, such that

relianceon systematicity, that is, increased looking towards the similar-

looking super-novel object uponhearing the similar-sounding labelwas

associated with a lower vocabulary size but a higher neighbourhood

size.
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10 of 18 SIA ET AL.

F IGURE 2 PTL in pre-naming and post-naming phases in retention and leveraging trials of the fitted registeredmainmodel. Note. Each
translucent point represents one data point. The horizontal solid lines represent the fittedmodel with sex dummy coded and centred. The error
bars represent 95% confidence interval of the fittedmodel. The horizontal dotted line indicates chance level at 0.25.

F IGURE 3 Baseline-corrected proportion of looking at the trained objects as opposed to their respective super-novel semantic neighbours in
retention and leveraging trials. Note. The trained objects are identified as targets in the retention trials but as semantic neighbours in the
leveraging trials. Horizontal line at 0 indicates no preference in looking at either the trained object or the super-novel semantic neighbour. A
positive baseline-corrected proportion indicates a preference for the trained object whereas a negative baseline-corrected proportion indicates a
preference for the super-novel semantic neighbour.
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SIA ET AL. 11 of 18

F IGURE 4 Baseline-corrected proportion of looking at the target as opposed to its distractor in retention and leveraging trials.Note. The
target-distractor pairs are the two trained objects in the retention trials and the two super-novel objects in the leveraging trials. Horizontal line at
0 indicates no preference towards either of the two objects. A positive baseline-corrected proportion indicates a preference for the target
whereas a negative baseline-corrected proportion indicates a preference for the distractor.

TABLE 6 Estimates, standard errors and P-values of predictor
variables included in the full systematicity model.

Items Estimates

Standard

error P-value

Intercept 0.053 0.111 0.630

Phase (reference level: post-naming) −0.131 0.112 0.242

Vocabulary size −0.158 0.074 0.033

Neighbourhood size 0.149 0.073 0.042

Sex (reference level: female) 0.104 0.110 0.347

Note: All covariates have been z-transformed. All random slopes of fac-

tors have been centred. The reference level of factors was determined

alphabetically by default in R.

4 DISCUSSION

In the current study, we examined the extent to which systematic-

ity guided referent selection in early development. In particular, we

examined whether children were more likely to assume that the ref-

erents of two words which sound similar to one another also overlap

in meaning, here, look similar to one another. To examine this, we first

trained children on two novel word-object associations (e.g., maacke-

pangolin). We then presented children with four images at test, two

of which they had seen before during training, and two of which were

super-novel semantic neighbours of these trained objects. In reten-

tion trials, we examined whether children fixated the labelled trained

object when presentedwith the label. In leveraging trials, we examined

whether children relied on word form-meaning systematicity during

referent selection, that is, when presented with a novel phonolog-

ical neighbour of one of the trained labels (e.g., maasche), whether

children fixated the super-novel object that overlapped perceptually

with the trained object with the similar-sounding label (e.g., aard-

vark). Children showed robust evidence for learning of the trained

word-object associations. However, they neither favoured nor avoided

form-meaning systematicity in leveraging trials. Exploratory analyses

suggested that children were sensitive to the phonological differences

between similar-sounding labels and to the perceptual differences

between similar-looking objects.

With regard to the retention trials, we note that children suc-

cessfully identified the target upon hearing the trained label. This is

despite the fact that our design, presenting children with two newly-

learned objects and two perceptually overlapping super-novel objects,

is arguably more difficult than other word-learning tasks (e.g., Bion

et al., 2013; Diesendruck & Markson, 2001; Pomiechowska & Gliga

et al., 2019). While adding to the bulk of evidence that young children

show robust evidence of word-object association learning (e.g., Wojcik

& Saffran, 2013), this finding allows us to examine our critical hypothe-

sis, namely, that children leverage this newly learnedmapping in future

referent selection.

In leveraging trials, children saw two trained objects and two super-

novel objects while hearing a novel phonological neighbour of one

of the trained labels. We assumed that were children to rely on
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form-meaning systematicity, they would fixate the super-novel object

which looks similar to the trained object whose label is similar to the

test label (e.g., fixate the aardvark for the test labelmaasche when the

trained word-object association was maacke-pangolin). However, we

found no evidence that systematicity influenced referent selection in

leveraging trials. In particular, children tended to fixate one or more of

the distractors, rather than the target in leveraging trials (see Table 4).

Exploratory analyses further examined which of the distractors

children fixated in leveraging trials. On the one hand, children may

fixate the trained similar-looking object in leveraging trials, as an

index of their difficulty in discriminating the similar-sounding labels

and/or similar-looking objects. Alternatively, children may fixate the

super-novel semantic neighbour of the other trained objects, thereby

showing a preference for arbitrariness in early referent selection.

With regard to the first option, we found no statistical evidence

that children looked at the trained object upon hearing the similar-

sounding label in the leveraging trials. Furthermore, we obtained a

significant difference in children’s fixations to the trained object in the

post-naming phase of retention and leveraging trials. Thus, children

were sensitive to differences between two similar-sounding labels and

two similar-looking objects. However, we note that the time course

plot in Figure 3 suggests that there were brief windows where chil-

dren did gaze at the trained object in leveraging trials, suggesting

that children may overlook such sensitivity in order to find the near-

est possible match in more ambiguous contexts. Such a finding is in

keeping with previous findings suggesting that very young toddlers

have difficulties learning similar-sounding labels (Mather & Plunkett,

2011; Swingley & Aslin, 2007). Nevertheless, our findings suggest

that children were sensitive to the distinction between the similar-

sounding labels and similar-looking objects—there was a difference

between fixations to the trained object across retention and leverag-

ing trials—but that they may have a non-significant tendency towards

considering the trained object as a referent of the similar-sounding

label. This does, however, raise doubt with regard to the role that

systematicity may play in early referent selection inasmuch as sys-

tematic word pairs, that is, word pairs that sound similar and mean

similar things, may be mistaken for one another in early development.

At the very least, this result suggests that there was no clear pref-

erence for the super-novel semantic neighbour, that is, there was no

evidence for systematicity in children’s referent selection in leveraging

trials.

Regarding the second option, that is, whether children showed a

tendency to avoid word form-meaning systematicity, we found no evi-

dence to support this claim either. In other words, children in the

present study did not actively fixate the dissimilar-looking super-novel

object in leveraging trials. However, we did find that children’s looking

behaviour was modulated by both vocabulary size and neighbour-

hood size. We found that children with larger vocabularies looked

more towards the dissimilar-looking super novel object, that is, there

was a bias towards systematicity in children with smaller vocabular-

ies. We speculate that children with larger vocabularies may have

greater exposure to arbitrary word-formmeaning relations, given that

systematicity does not increase proportionally with vocabulary size.

Thus, with greater lexical maturity, children may be more biased to

expect arbitrariness in new mappings. At the same time, larger vocab-

ulary sizes are likely to also increase neighbourhood sizes, which

we found to be positively associated with systematicity. The positive

association between neighbourhood size and the systematicity effect

reported may be explained by the suggestion that children who knew

more semantic neighbours were able to leverage their greater seman-

tic knowledge about the objects in the service of learning (Barabasi

& Albert, 1999; Mani & Ackermann, 2018 for a review), while also

being able to better discriminate the semantically similar objects. Thus,

there appears to be nuances with regard to how systematicity and

arbitrariness are impacted by and impact lexical development.

Importantly, unlike iconicity, which appears early in vocabulary

development, that is, around 10–12 months (Laing, 2014), we did not

find supporting or contradicting evidence for form-meaning system-

aticity during referent selection. Our finding appears to contrast with

most previous studies that words which are acquired early (i.e., around

18–24 months) tend to be more iconic (Monaghan et al., 2014; Perry

et al., 2015, 2018), giving children a basis to guide early referent selec-

tion (Cassani & Limacher, 2022; Cassani et al., 2020). Currently, we

cannot ascertain when—and if—children will demonstrate a system-

aticity bias in early referent selection. On the one hand, our findings

above suggest that greater lexical maturity—in terms of vocabulary

size—may be associated with a bias towards arbitrariness. This would

suggest that systematicity may indeed arise early in development, ear-

lier than the ages tested in the current study. On the other hand,

across different analyses, more dense semantic neighbourhoods were

robustly associated with a bias towards systematicity, suggesting that

the structure of the vocabulary may be linked to greater systematicity.

Indeed, similar changes to vocabulary structure appear to be impli-

cated in the word recognition literature. Thus, older children with

more dense networks and larger vocabularies show greater interfer-

ence effects in semantic and phonological priming studies (Arias-Trejo

et al., 2022; Avila-Varela et al., 2021). In line with this developmen-

tal trajectory, the reliance on form-meaning systematicity may emerge

later, with greater lexicalmaturity andmore complex vocabulary struc-

ture. In other words, once a particular word-object association is well

consolidated in the child’s lexicon, information such as semantic cat-

egory and phonology similarity may be extracted fairly automatically

(as in adults; Gatti et al., 2023), allowing children to start exploiting

systematicity in the service of learning.

Crucially, we note that the absence of a systematicity effect in the

current study is unlikely tobedue to a lackof power sinceour final sam-

ple size was 93 children and the power analysis showed that we need

88 children in order to achieve a power of 90%. It is also unlikely that

the null effect is due to a poor fitting model, given the stability of our

main registered betamodel, that is, therewere no outlierswhich signif-

icantly influenced model output. Instead, we argue that the absence of

a systematicity effect may arise from the complex mechanisms behind

word form-meaning systematicity. For instance, wemay bemore likely

to find an effect of systematicity had the trained similar-looking object

not been simultaneously presented, or were the super-novel labels to

sound similar to words that children are already familiar with. Such
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manipulations may enable us to tap into potentially weaker effects of

systematicity in early referent selection. Ongoing studies in our lab are

currently exploring these possibilities. In conclusion, therefore, while

the current study finds that children were reliably able to learn the

trained novel word-object associations and to discriminate between

two similar-sounding labels and two similar-looking objects, children

did not rely on form-meaning systematicity in early referent selection.

We found no evidence that children were more likely to assume that

the referents of two words which sound similar to one another also

overlap inmeaning, here, look similar to one another.
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APPENDIX A

List of stimuli in every trial (for one counterbalanced condition)

Block Phase Trial Visual stimuli Auditory stimuli

1 Training 1 That is a shufi!Wow, a shufi! Do you see the shufi? Look, a shufi! Oh, what a

fantastic shufi! I see a shufi!
(Das ist ein X!Wow, ein X! Siehst du das X? Schaumal, ein X! Oh, was für ein tolles
X! Ich sehe ein X!)

2 That is a peto!Wow, a peto! Do you see the peto? Look, a peto! Oh, what a

fantastic peto! I see a peto!

3 That is a shufi!Wow, a shufi! Do you see the shufi? Look, a shufi! Oh, what a

fantastic shufi! I see a shufi!

4 That is a peto!Wow, a peto! Do you see the peto? Look, a peto! Oh, what a

fantastic peto! I see a peto!

Retention 1 You know that now! Now, where is the shufi? The shufi!
(Das weißt du jetzt!Wo ist nun das X? Das X!)

2 You know that too! Now, where is the peto? The peto!

Leveraging 1 And now something new!Where is probably the shuri? The shuri!
(Und jetzt etwas Neues!Wo ist wohl das X? Das X!)

2 And now another new thing!Where is probably the pewo? The pewo!

2 Training 1 That is a gibbel!Wow, a gibbel! Do you see the gibbel? Look, a gibbel! Oh, what

a fantastic gibbel! I see a gibbel!

2 That is amaacke!Wow, amaacke! Do you see themaacke? Look, amaacke! Oh,

what a fantasticmaacke! I see amaacke!
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Block Phase Trial Visual stimuli Auditory stimuli

3 That is amaacke!Wow, amaacke! Do you see themaacke? Look, amaacke! Oh,

what a fantasticmaacke! I see amaacke!

4 That is a gibbel!Wow, a gibbel! Do you see the gibbel? Look, a gibbel! Oh, what

a fantastic gibbel! I see a gibbel!

Retention 1 You know that now! Now, where is the gibbel? The gibbel!

2 You know that too! Now, where is themaacke? Themaacke!

Leveraging 1 And now something new!Where is probably themaasche? Themaasche!

2 And now another new thing!Where is probably the gissel? The gissel!

APPENDIX B: Detai ls on model specif ication and data

simulation to determine the sample size

The models used to analyse the results will be fitted in R (v4.1.1

or higher; R Core Team, 2021) using the function glmmTMB of the

identically-named package (v1.1.1 or higher; Brooks et al., 2017) for

beta models or lmer of the package lme4 (v1.1-27.1 or higher; Bates

et al., 2015) for Gaussian models. For beta models, we shall determine

the significance of each fixed effect using likelihood ratio tests, in that

we compare the full model with a reduced model lacking the effects

in question (R function drop1), whereas for Gaussian models, we shall

determine the significance of each fixed effect using the Satterthwaite

approximation (Luke, 2017), as implemented in the function lmer of

the package lmerTest (v3.1-3 or higher; Kuznetsova et al., 2017). Con-

fidence intervals of fixed effects’ estimates and fitted values will be

determined by means of a parametric bootstrap (functions simulate or

bootMer of the packages glmmTMB and lme4, respectively). In cases

where the response comprises values being exactly 0 or 1 when a beta

model is used, we shall transform the response as recommended in

Smithson and Verkuilen (2006).

Power analysis was conducted by simulating the dataset from

Schmid et al. (2019) based on the model just described. We deter-

mined the random effects (intercepts and slopes) associated with child

ID and also the precision parameter phi to be simulated based on

a model fitted to the dataset of Experiment 1b in Schmid (2019)

where 5-year-olds were presented with an array of four objects during

test (see https://ediss.uni-goettingen.de/handle/21.11130/00-1735-

0000-0005-12B5-A for details and data of the study). Data used for

the power simulation were from 2-year-olds taking part in the same

study. As the dataset from Schmid et al. (2019) comprises only two

targets, the standard deviation of the target’s random intercepts (in

link space) was set in a way that the expected average of absolute dif-

ference between mean responses for each target is equal to the fixed

effect of the target in the model. For all random slopes within the

target, we simulated the effects to be zero.

We determined the coefficients to be simulated for the fixed effects

based on the following; we assumed average PTL to be 0.25 (for pre-

naming phase in retention and leveraging tests), 0.35 (for post-naming

phase in retention test), and 0.30 (for post-naming phase in leveraging

test) in our simulation. For all other fixed effects,we simulated aneffect

of zero.

To simulate the vocabulary size and the neighbourhood size for cat-

egories ANIMAL and VEHICLE, we first sampled children’s age from
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a uniform distribution with a minimum of 21 months and a maximum

of 27 months (rounded to the nearest integer). Using this sampling

method, a child is randomly selected from the full child-by-word data

downloaded from www.wordbank.com to get a proportion of known

words for the full vocabulary list and for the semantic categories ANI-

MAL and VEHICLE. These proportions were then used to assess the

vocabulary size and neighbourhood size of our participants by sam-

pling from a binomial distribution with a sampling size of 25, 45 and

14 for the general vocabulary and the semantic categories ANIMAL

and VEHICLE, respectively. The resulting proportions were added as

predictors to the simulated data set.

We then simulated the response with regard to the fixed and ran-

dom effects in link space and then logit-transformed it to proportions.

Numbers from a beta distribution were then randomly sampled with

a respective mean and phi to generate the response (i.e., one that is

bound between zero and one). Following this, we fitted a correspond-

ing beta regression mixed model with logit link function (as we will

be measuring PTL), such that our response measure ranged from zero

to one. However, if this does not converge, we shall arcsine trans-

form the response (i.e., PTL of children) and use a Gaussian model

instead:

ModelGaussian = lmer (PTL ∼ Test*Phase+ vocabulary_size+ neigh-

bourhood_size + sex + (Test*Phase || id) + (Test*Phase + vocabu-

lary_size+neighbourhood_size+ sex |Object), Data=data, REML=F,

control= contr, weights= total.looking.time)

As convergence is unlikely to be an issue with Gaussian models,

in this latter model we could include parameters for the correlations

among random intercepts and slopes within Object. We determined

power as the proportion of simulated data sets which revealed a

significant (p< 0.05) full-null model comparison.
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