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Abstract

This thesis contributes to the theory of compact quantum groups, more specifically to
the theory of quantum symmetries of graphs as well as quantum groups defined by tensor
categories of partitions.

In the first part, we study quantum symmetries of hypergraphs by introducing a corre-
sponding quantum automorphism group. We show that this quantum group generalizes
the quantum automorphism group of Bichon for classical simple and directed graphs, as
well as a quantum automorphism group of Goswami and Hossain for multigraphs. Addi-
tionally, we prove that our quantum automorphism group of hypergraphs acts maximally
on hypergraph C∗-algebras recently introduced by Trieb, Weber and Zenner. This gener-
alizes a result by Schmidt and Weber, where the quantum automorphism group of a graph
acts maximally on the corresponding graph C∗-algebra.

In the second part, we study categories of spatial partitions and their associated spa-
tial partition quantum groups in the sense of Cébron and Weber. We show that natural
problems about categories of partitions are algorithmically undecidable and generalize cat-
egories of spatial partitions by introducing new base partitions. These new base partitions
allow us to construct additional examples of free orthogonal quantum groups, but turn
out to yield the same class of spatial partition quantum groups as before. Moreover, using
our new base partitions, we are able to show that the class of spatial partition quantum
groups is closed under taking projective versions, which allows us to give explicit descrip-
tions of the projective versions of certain easy quantum groups in the sense of Banica and
Speicher.

This thesis contains results from the articles [33, 32, 37] by the author.
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Zusammenfassung

Diese Dissertation leistet einen Beitrag zur Theorie der kompakten Quantengruppen,
genauer zur Theorie der Quantensymmetrien von Graphen und zu Quantengruppen, die
durch Tensorkategorien von Partitionen definiert sind.

Im ersten Teil untersuchen wir Quantensymmetrien von Hypergraphen, indem wir eine
entsprechende Quantenautomorphismengruppe definieren. Wir zeigen, dass diese Quan-
tengruppe die Quantenautomorphismengruppe von Bichon für klassische einfache und
gerichtete Graphen, sowie die Quantenautomorphismengruppe von Goswami und Hossain
für Multigraphen verallgemeinert. Darüber hinaus beweisen wir, dass unsere Quantenau-
tomorphismengruppe maximal auf den kürzlich von Trieb, Weber und Zenner eingeführten
Hypergraph-C∗-Algebren wirkt. Dies verallgemeinert ein Ergebnis von Schmidt und We-
ber, wonach die Quantenautomorphismengruppe eines Graphen maximal auf der entsprechen-
den Graph-C∗-Algebra wirkt.

Im zweiten Teil untersuchen wir Kategorien von räumlichen Partitionen und die dadurch
definierten Quantengruppen im Sinne von Cébron und Weber. Wir zeigen, dass natürliche
Probleme in Kategorien von Partitionen algorithmisch unentscheidbar sind und verallge-
meinern Kategorien von räumlichen Partitionen, indem wir neue Basispartitionen einführen.
Diese Basispartitionen ermöglichen die Konstruktion freier orthogonaler Quantengruppen,
liefern jedoch dieselbe Klasse von Quantengruppen wie zuvor. Darüber hinaus zeigen wir,
dass die Klasse der auf räumlichen Partitionen basierenden Quantengruppen unter der Bil-
dung projektiver Versionen abgeschlossen ist. Dies ermöglicht uns die explizite Beschrei-
bung projektiver Versionen bestimmter einfacher Quantengruppen im Sinne von Banica
und Speicher.

Diese Dissertation enthält Ergebnisse aus den Artikeln [33, 32, 37] des Autors.
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1. Introduction

In the following, we briefly introduce quantum permutations and motivate compact quan-
tum groups, before we present our main results. These results fall into the two areas of
quantum symmetries of graphs and quantum groups obtained from categories of partitions.
Finally, we provide an overview of the structure of the thesis.

This thesis contains results from the articles [33, 32, 37] by the author. The additional
work [34, 44, 38, 35, 36] and the Bachelor’s thesis [87] supervised by the author are
mentioned in the margin.

Motivation: Quantum permutation groups

Compact quantum groups were introduced by Woronowicz [95, 97] as a generalization of
classical compact groups and provide a framework for describing symmetries in the setting
of operator algebras and noncommutative geometry. A main example is the quantum
permutation group S+

n , which was introduced by Wang [89] as the quantum symmetry
group of Cn. It can be defined by the universal unital C∗-algebra

C(S+
n ) := C∗(uij | u is a quantum permutation),

where a matrix u := (uij)
n

i,j=1
is called quantum permutation if

(uij)
2 = (uij)

∗
= uij ,

n∑
k=1

uik =
n∑

k=1

ukj = 1 (1 ≤ i, j ≤ n).

Note that quantum permutations with entries in C are precisely classical permutations
matrices, which justifies the name quantum permutation group.

Although the quantum permutation group S+
n is not a group in the usual sense, we can

think of the algebra C(S+
n ) as the algebra of continuous functions on some underlying

matrix group, where the group multiplication is encoded by the unital ∗-homomorphism

∆: C(S+
n )→ C(S+

n )⊗ C(S+
n ), uij 7→

n∑
k=1

uik ⊗ ukj (1 ≤ i, j ≤ n).

For n ≤ 3, the C∗-algebra C(S+
n ) is commutative, and the Gelfand-Naimark theorem

implies that it is isomorphic to the algebra of functions on the classical permutation group
Sn. However, if n ≥ 4, then the algebra C(S+

n ) becomes noncommutative, and there
exists no underlying classical group. Still, it is useful to consider C(S+

n ) as algebra of
“noncommutative functions” on a virtual quantum group, and we can recover C(Sn) as
the abelianization of C(S+

n ).
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In addition to describing symmetries in the context of noncommutative geometry [89],
quantum permutations appear in the formulation of noncommutative de Finetti theorems
in free probability [56] and provide a characterization of perfect quantum strategies in non-
local games in quantum information theory [64]. Moreover, so-called easy quantum groups
naturally extend classical Schur-Weyl duality to more general partition algebras [10]. Fi-
nally, compact quantum groups generalize classical Pontryagin duality to arbitrary discrete
groups, leading to the theory of locally compact quantum groups [55].

We refer to [93] for a more detailed motivation of compact quantum groups and to
Chapter 2 for their definition and further examples. See also the recent survey [94] for
more information on quantum permutations and the quantum permutation group S+

n in
an operator-algebraic framework.

1.1. Quantum symmetries of graphs

Building on Wang’s work, Bichon [13] and Banica [5] introduced two versions of a quantum
automorphism group of a finite graph. These quantum groups generalize the classical
automorphism group of a graph and are obtained by imposing the additional relation
Au = uA on a quantum permutation u, see Definition 4.1.1 and Definition 4.1.4. Here, A
denotes the adjacency matrix of the graph, which requires the magic unitary u to respect
the graph’s structure. Quantum automorphism groups of graphs provide a large class of
examples of compact quantum groups and have for example been studied in [21, 75, 57,
28]. In particular, these quantum automorphism groups have been further generalized
to different structures such as multigraphs [45], Hadamard matrices [49] and quantum
graphs [16, 17].

Quantum automorphism groups of hypergraphs

In this thesis, we present a definition for the quantum automorphism group of a hyper-
graph. Hypergraphs generalize classical graphs by allowing an edge to connect not only
two but an arbitrary number of vertices. This makes hypergraphs quite general and gives
them many applications in discrete mathematics and computer science, see [12, 2, 43] for
further details. In the following, we focus on directed hypergraphs defined as follows.

Definition 1 (Definition 3.1.6). A (directed) hypergraph Γ := (V,E) consists of a finite
set of vertices V , a finite set of edges E, and two maps s : E → 2V and r : E → 2V , where
2V denotes the power set of V .

An edge e ∈ E can be depicted by an arrow from the set of source vertices s(e) to the
set of range vertices r(e). Thus, classical directed edges correspond exactly to hyperedges
with |s(e)| = |r(e)| = 1. In this context, our quantum automorphism group Aut+(Γ) of a
hypergraph Γ is given by the following compact matrix quantum group.

Definition 2 (Definition 3.2.5). Let Γ := (V,E) be a hypergraph and A be the universal
unital C∗-algebra generated by elements uvw for all v, w ∈ V and uef for all e, f ∈ E such
that

2



1. uV := (uvw)v,w∈V and uE := (uef )
e,f∈E are quantum permutations,

2. AsuE = uVAs and AruE = uVAr, where Ar, As ∈ B(CE ,CV ) are defined by

(As)
v
e =

{
1 if v ∈ s(e),
0 otherwise,

(Ar)
v
e =

{
1 if v ∈ r(e),
0 otherwise,

for all v ∈ V and e ∈ E.

Then Aut+(Γ) := (A, uV ⊕ uE) is the quantum automorphism group of Γ.

Intuitively, Aut+(Γ) consists of a quantum permutation uV on the vertices and a quan-
tum permutation uE on the edges, which are compatible by intertwining the incidence
matrices As and Ar. If uV and uE are classical permutation matrices, this definition
recovers the classical automorphism group of a hypergraph, see Section 3.2.

In contrast to the quantum automorphism groups of Bichon and Banica, our definition
includes a second magic unitary for the edges. This is necessary to capture quantum sym-
metries between multiple edges, which are allowed in our definition of a hypergraph. See
Section 3.3 for an example of the quantum symmetries of a concrete family of hypergraphs
with multiple edges. However, if a hypergraph Γ or its dual Γ∗ contains no multiple edges,
our definition reduces to only a single quantum permutation.

Theorem 3 (Definition 3.5.4, Definition 3.5.5). Let Γ := (V,E) be a hypergraph.

1. If Γ has no multiple edges, then Aut+(Γ) ⊆ S+
V .

2. If Γ∗ has no multiple edges, then Aut+(Γ) ⊆ S+
E .

Link to quantum symmetries of classical graphs

Since hypergraphs generalize classical graphs and multigraphs, it is natural to ask how
our quantum automorphism group relates to the quantum automorphism groups of Bi-
chon [13], Banica [5], and Goswami and Hossain [45]. Denote by Aut+Bic(Γ) the quantum
automorphism group of Bichon, and denote by Aut+GH,Bic(Γ) the quantum automorphism
group of Goswami and Hossain in the sense of Bichon. Then the following theorem shows
that we obtain both quantum groups as special case when representing classical graphs
and multigraphs as hypergraphs.

Theorem 4 (Definition 4.2.3, Definition 4.3.4, Definition 4.4.4).

1. Let Γ := (V,E) be a directed graph as in Definition 3.1.2. Define source and range
maps by

s(v, w) = {v}, r(v, w) = {w} ∀(v, w) ∈ E.

Then Γ is a hypergraph with Aut+(Γ) = Aut+Bic(Γ).

3



2. Let Γ := (V,E) be a simple graph as in Definition 3.1.1. Define source and range
maps by

s({v, w}) = {v, w}, r({v, w}) = {v, w} ∀{v, w} ∈ E.

Then Γ is a hypergraph with Aut+(Γ) = Aut+Bic(Γ).

3. Let Γ := (V,E) be a multigraph as in Definition 3.1.4 with source map s′ and range
map r′. Define new source and range maps by

s(e) = {s′(e)}, r(e) = {r′(e)} ∀e ∈ E.

Then Γ is a hypergraph with Aut+(Γ) = Aut+GH,Bic(Γ).

Note that the previous theorem can be used to construct many concrete examples of
quantum automorphism groups of hypergraphs.

Actions on hypergraph C∗-algebras

Related to quantum automorphism groups of classical graphs is the study of quantum
symmetries of graph C∗-algebras in [77, 52]. These C∗-algebras are defined in terms of
an underlying graph and have been studied since the 1980s. They include many concrete
examples such as matrix algebras, the algebra of continuous functions on the circle and
the Cuntz algebras, see [70] for further details. Recently, Trieb, Weber and Zenner [84]
introduced hypergraph C∗-algebras, a generalization of graph C∗-algebras to the setting
hypergraphs. This new class includes all graph C∗-algebras, as well as additional examples
of non-nuclear C∗-algebras. See the work of Schäfer and Weber [78] for a characterization of
the nuclearity of hypergraph C∗-algebras in terms of minors of the underlying hypergraph.

In [77], Schmidt and Weber showed that Banica’s quantum automorphism group of a
graph acts maximally on the corresponding graph C∗-algebra. In this thesis, we generalize
this result to hypergraphs by showing that our quantum automorphism group Aut+(Γ)
acts on the corresponding hypergraph C∗-algebra C∗(Γ). Similar to graph C∗-algebras,
hypergraph C∗-algebras are generated by a family of projections {pv}v∈V and a family of
partial isometries {se}e∈E , see Definition 5.1.2. In this context, our action is defined by
permuting these generators using the magic unitaries uV and uE , i.e.

α(pv) =
∑
w∈V

pw ⊗ uwv , α(se) =
∑
f∈E

sf ⊗ ufe ∀v ∈ V, e ∈ E.

This action coincides with the action of Schmidt and Weber in the case of classical
graphs, but our quantum automorphism group is no longer maximal with respect to it.
However, maximality is obtained under the additional assumption that Aut+(Γ) also acts
on C∗(Γ′), where Γ′ is obtained by reversing all edge directions and interchanging the
vertices and edges of Γ.

Theorem 5 (Definition 5.2.3, Definition 5.3.4). Let Γ := (V,E) be a hypergraph and
define Γ′ := (Γ∗)op. Then Aut+(Γ) is the largest compact matrix quantum group that acts
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faithfully on both C∗(Γ) and C∗(Γ′) via the actions

α1 : C∗(Γ)→ C∗(Γ)⊗ C(Aut+(Γ)),

α2 : C∗(Γ′)→ C∗(Γ′)⊗ C(Aut+(Γ))

defined by

α1(pv) =
∑
w∈V

pw ⊗ uwv , α1(se) =
∑
f∈E

sf ⊗ ufe ∀v ∈ V, e ∈ E,

α2(pe) =
∑
f∈E

pf ⊗ ufe , α2(sv) =
∑
w∈V

sw ⊗ uwv ∀v ∈ V, e ∈ E.

1.2. Quantum groups based on partitions

In addition to quantum automorphism groups, compact quantum groups can be obtained
from tensor categories via Woronowicz’s Tannaka-Krein duality [96]. A special class of
such quantum groups are easy quantum groups [10, 80], where the corresponding tensor
categories are defined by colored set partitions. Since easy quantum groups are based
on partitions, they form a concrete class of quantum groups that can be studied and
classified using combinatorial methods [8, 90, 71, 42, 50, 41]. In the case of orthogonal easy
quantum groups, the classification has been completed in [73], whereas the classification
in the unitary case is still ongoing. See for example [81, 46, 39] and the more recent work
by Mang [60, 61, 62, 63].

Spatial partition quantum groups

In [25], Cébron and Weber introduced spatial partition quantum groups, which generalize
easy quantum groups by replacing two-dimensional partitions with three-dimensional spa-
tial partitions. A spatial partition on m levels p ∈ P(m) consists of k ·m upper points and
ℓ ·m lower points that are partitioned into disjoint subsets by strings. Additionally, we
allow both upper and lower points to be uniformly colored along the levels. For example,
we have

∈ P(1), ∈ P(2), ∈ P(3).

Given spatial partitions on the same number of levels, we can construct new spatial
partitions by taking their tensor product, involution and composition. A category of
spatial partitions in the sense of Cébron and Weber is a set of spatial partitions closed
under these operations and containing the base partitions (m), (m), (m) and (m). Here,

p(m) ∈ P(m) denotes the spatial partition obtained by placing m copies of the partition p
along each level.

By representing spatial partitions as linear operators, categories of spatial partitions give
rise to concrete C∗-tensor categories, which then correspond to spatial partition quantum
groups via Woronowicz’s Tannaka-Krein duality [96]. In the case of partitions on one
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level, these quantum groups are precisely unitary easy quantum groups [10, 80] and in-
clude for example the free orthogonal and free unitary quantum groups [88], the quantum
permutation group [89] and the hyperoctahedral quantum group [7].

Spatial partition quantum groups have been studied in [25, 31]. In [25], Cébron and
Weber showed that these quantum groups are closed under glued products, implying
that the class of spatial partition quantum groups is strictly larger than the class of
easy quantum groups. Furthermore, they provided a partial classification of categories of
spatial pair partitions on two levels and discuss links to the quantum symmetries of finite-

dimensional C∗-algebras. In [31], the author showed that the category P
(2)
2 of all spatial

pair partitions on two levels gives rise to the classical projective orthogonal group POn,
yielding a simpler example of a non-easy spatial partition quantum group. Additionally,
an explicit description of the category of spatial partitions corresponding to the quantum
symmetry group of Mn(C)⊗ Cm is given.

Generalizing spatial base partitions

In [25], Cébron and Weber raised the question of generalizing the base partitions (m)

and (m) while still allowing the construction of compact matrix quantum groups from
categories of spatial partitions. In this thesis, we answer this question by showing that
the previous two base partitions can be replaced with any pairs of spatial partitions r and
s satisfying the conjugate equations[

r∗ ⊗
(m)
]
·
[

(m)

⊗ s
]

=
(m)

,

[
s∗ ⊗

(m)
]
·
[

(m)

⊗ r
]

=
(m)

.

In the case of one level, the partitions r = and s = are the unique solutions to these
equations. However, for m ≥ 2, we obtain not only the previous base partitions r = (m)

and s = (m) but also twisted versions such as

r = , s = and r = , s = .

See Definition 6.3.2 for a characterization of all possible solutions to these conjugate equa-
tions in the context of spatial partitions.

Using our new base partitions, we can construct additional examples of free orthogonal
quantum groups in the sense of Van Daele and Wang [85]. Following the notation in [3],
these quantum groups are denoted by O+(Fσ) and with parameters

Fσ : (Cn)⊗m → (Cn)⊗m, Fσ(ei1 ⊗ · · · ⊗ eim) = eiσ−1(1)
⊗ · · · ⊗ eiσ−1(m)

for all n ∈ N and σ ∈ Sm. See Definition 7.2.5 for further details and the precise statement
in full generality.

Although we can construct new examples of spatial partition quantum groups, our new
base partitions yield the same class of quantum groups as defined by Cébron and Weber.
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Theorem 6 (Definition 7.3.3). Let G be a spatial partition quantum group defined by any
pair of spatial base partitions satisfying the conjugate equations. Then G is equivalent to
a spatial partition quantum group in the sense of Cébron and Weber defined by the base
partitions (m) and (m).

More generally, we show in Section 7.3 that permuting the points of any category of
spatial partitions along the levels leaves the corresponding quantum group invariant, which
allows us to reduce any base partitions to the case of (m) and (m). Still, our new base
partitions are useful from a combinatorial perspective and allow us to show that the class
of spatial partition quantum groups is closed under taking projective versions.

Projective spatial partition quantum groups

Consider a compact matrix quantum group G with fundamental representation u, and
assume that u is unitary. Then its projective version PG is the compact matrix quantum
group defined by the representation u ⊤ u. If G is a classical group, then PG corresponds
exactly to the quotient

PG = G/(G ∩ {λI | λ ∈ C}).

Furthermore, in the case quantum groups, projective versions have been studied for ex-
ample in [4, 8, 11, 48]. In this context, our main result can be formulated as follows.

Theorem 7 (Definition 8.1.9). Let G be a spatial partition quantum group. Then PG is a
spatial partition quantum group. Its category of spatial partitions is given by Flat−1

m,◦•(C),
where C ⊆ P(m) is the category of spatial partitions corresponding to G, and Flatm,◦• is
the functor defined in Section 6.4.

Note that this result applies not only to projective versions PG, but also to any compact
matrix quantum group defined by a tensor product of the fundamental representation u
and a unitary conjugate representation u•. See Section 8.1 for further details.

As an application, we consider the category P(m)
2 of all spatial pair partitions on m

levels. In [10, 31], it is shown that P(1)
2 corresponds to the classical orthogonal group On

and that P(2)
2 corresponds to its projective version POn. Using the previous theorem, we

generalize these results to all m ∈ N and obtain in Section 8.2 that

P(m)
2 ←→

{
POn if m is even,

On if m is odd.

Finally, we consider projective versions of easy quantum groups. Because easy quantum
groups are a subclass of spatial partition quantum groups, our main result implies that
their projective versions are also spatial partition quantum groups. Using a result of
Gromada [48], we derive sets of spatial partitions that generate the categories of the
projective versions of orthogonal easy quantum groups with degree of reflection two. This
allows us to explicitly describe these quantum groups as universal C∗-algebras defined by
a finite set of relations, see Section 8.3.

7



Algorithmic problems in categories of partitions

In addition to spatial partition quantum groups, we also study general algorithmic prob-
lems arising from partitions. First, we present efficient data structures and algorithms for
partitions and their basic operations, which have been developed in [87] and subsequently
implemented by Volz and the author in the computer algebra system [69].

Second, we study algorithmic problems arising from categories of partitions such as
determining membership of a given partition p ∈ P. While enumerating the elements of a
category C eventually yields the partition p, it is not immediately clear how to determine
whether p /∈ C. We answer this question by showing that it is generally not possible to
decide if p /∈ C and to solve the related problem of counting partitions of a given size.

Theorem 8 (Definition 6.6.9, Definition 6.6.10). There exists a recursively enumerable
category of partitions C such that the following problems are algorithmically undecidable:

1. Decide if p ∈ C for a given partition p ∈ P.

2. Determine the number of partitions |C(k, ℓ)| for given k, ℓ ∈ N.

Here, a category of partitions is recursively enumerable if its elements can be enumerated
by a Turing machine, and a problem is algorithmically undecidable if no Turing machine
can solve the problem for all possible input values in finite time.

1.3. Structure of the thesis

We start in Chapter 2 with preliminaries about compact matrix quantum groups. This
includes the necessary background on C∗-algebras, actions of quantum groups on C∗-
algebras and Woronowicz’s Tannaka-Krein duality.

In Chapter 3, we introduce our quantum automorphism groups of hypergraphs and
study their basic properties. We provide first examples of such quantum groups and
show in Chapter 4 that our definition generalizes the quantum automorphism groups in
these sense of Bichon for classical graphs and multigraphs. Furthermore, in Chapter 5,
we construct an action of our quantum automorphism group on hypergraph C∗-algebras,
generalizing a result of Schmidt and Weber for graph C∗-algebras.

The second part of the thesis begins in Chapter 6, where we consider the combinatorics
of spatial partitions. This includes the definition of our new base partitions and the study
of algorithmic problems in the context of partitions. In Chapter 7, we construct quantum
groups using our new base partitions, which turn out to coincide with the class of spatial
partition quantum groups in the sense of Cébron and Weber. This allows us to show
in Chapter 8 that the class of spatial partition quantum groups is closed under taking
projective versions. In particular, we can give concrete descriptions of the projective
versions of certain easy quantum groups.

Finally, Chapter 9 contains remaining open questions about quantum automorphism
groups of hypergraphs and quantum groups based on partitions.
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2. Preliminaries

In this chapter, we present the necessary preliminaries on the theory of compact quan-
tum groups that are used throughout the thesis. We begin by introducing C∗-algebras,
before we define compact matrix quantum groups, including first examples and various
basic notions. Moreover, we discuss actions of quantum groups on C∗-algebras and for-
mulate Woronowicz’s Tannaka-Krein duality, which are used in Chapter 5 and Chapter 7
respectively.

2.1. C∗-algebras

C∗-algebras are a class of operator algebras on Hilbert spaces that appear for example
in the mathematical formulation of quantum mechanics [20], in Connes’ noncommutative
geometry [22] and in the context of compact quantum groups [95]. In the following, we
present only basic definitions and constructions that are used throughout this thesis. For
more details on the theory of C∗-algebras, we refer to [65, 26, 15, 19].

We begin with the axiomatic definition of a C∗-algebra, before we come to concrete
examples and the characterization of C∗-algebras as algebras of bounded operators on
Hilbert spaces.

Definition 2.1.1. A C∗-algebra A is a complex associative algebra equipped with a norm
∥·∥ and an involution ∗ : A → A satisfying the following properties:

1. A is complete with respect to the norm, and ∥xy∥ ≤ ∥x∥ · ∥y∥ for all x, y ∈ A.

2. The involution is anti-linear and anti-multiplicative, i.e.

(αx+ βy)∗ = αx∗ + βy∗, (x · y)∗ = y∗ · x∗ ∀x, y ∈ A, α, β ∈ C.

3. The C∗-identity ∥x∥2 = ∥x∗x∥ holds for all x ∈ A.

Additionally, A is unital if it contains a unit element 1 ∈ A making it a unital algebra.

Let A and B be C∗-algebras. Then an algebra homomorphism ϕ : A → B is called
∗-homomorphism if ϕ(a∗) = ϕ(a)∗ for all a ∈ A. If ϕ is bijective, it is a ∗-isomorphism.
Note that ∗-homomorphisms between C∗-algebras are automatically continuous. Similarly,
B ⊆ A is a C∗-subalgebra if B ⊆ A is subalgebra that is closed under the involution and
with respect to the norm. A ∗-homomorphism or C∗-subalgebra is called unital if its
underlying algebra homomorphism or subalgebra is unital.

Next, we present several examples of C∗-algebras.
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Example 2.1.2. Let X be a compact Hausdorff space. Then the set

C(X) := {f : X → C | f is continuous}

with point-wise addition, point-wise multiplication, and norm and involution defined by

∥f∥ := sup
x∈X
|f(x)|, f∗(x) := f(x) ∀x ∈ X

is a unital commutative C∗-algebra.

Example 2.1.3. Let X be a finite set. If we equip X with the discrete topology, the
previous example shows that the set CX := C(X) of all C-valued functions on X is a
C∗-algebra. In the special case of X = {1, . . . , n}, we identify CX with Cn.

Example 2.1.4. Let V be a Hilbert space. Then the set B(V ) of all bounded linear
operators on V is a unital C∗-algebra with respect to point-wise addition, composition,
and operator norm and adjoint defined by

∥T∥ := sup
∥v∥=1

∥Tv∥, ⟨Tv,w⟩ = ⟨v, T ∗w⟩ ∀v, w ∈ V.

Furthermore, the set K(V ) of compact operators on V is a non-unital C∗-subalgebra of
B(V ).

If we fix an orthonormal basis (vi)i∈I of V , we can identify B(V ) with the set of matrices
with rows and columns indexed by I. In this case, the multiplication and adjoint are
explicitly defined by

(a · b)ij =
∑
k∈I

aik · bkj , (a∗)ij = (aji ) ∀i, j ∈ I,

for all matrices a := (aij)i,j∈I , b := (bij)i,j∈I ∈ B(V ).

Motivated by the previous example of bounded operators on a Hilbert space, we define
the following types of elements in arbitrary C∗-algebras.

Definition 2.1.5. Let A be a (unital) C∗-algebra and a ∈ A.

• If a∗ = a, then a is called self-adjoint.

• If a2 = a∗ = a, then a is called a projection.

• If aa∗a = a, then a is called a partial isometry.

• If a∗a = aa∗ = 1, then a is called a unitary.

In addition to the previous elements, there exists also a notion of positive elements in
general C∗-algebras.
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Definition 2.1.6. Let A be a C∗-algebra. An element a ∈ A is called positive, and we
write a ≥ 0, if there exists an element b ∈ A such that a = b∗b. Positive elements induce
a partial order ≤ on A, where a ≤ b if and only if b− a ≥ 0.

Note that positive elements are necessarily self-adjoint. Furthermore, it can be shown
that positive elements in C(X) are precisely real-valued functions with f(x) ≥ 0 for
all x ∈ X and that positive operators in B(H) are precisely self-adjoint operators with
spectrum σ(a) ⊆ [0,∞).

In Definition 2.1.2, we introduced the C∗-algebras C(X) as examples of unital commuta-
tive C∗-algebras. The following theorem shows that every commutative unital C∗-algebra
is of this form. We refer to [65, Chapter 2] for further details and a proof of the statement.

Theorem 2.1.7 (Gelfand-Naimark). Let A be a commutative unital C∗-algebra. Then
A is ∗-isomorphic to C(X) for a compact Hausdorff space X. Moreover, X is explicitly
given by

SpecA := {ϕ : A → C | ϕ is a ∗-homomorphism}

with the topology of point-wise convergence.

Remark 2.1.8. The previous theorem can be extended by showing that unital ∗-homomorphisms
between commutative C∗-algebras correspond precisely to continuous mappings between
their underlying spaces. This establishes a duality between the category of compact Haus-
dorff spaces with continuous maps and the category of commutative unital C∗-algebras
with unital ∗-homomorphisms. In analogy to this duality, it is often useful to view gen-
eral noncommutative C∗-algebras as algebras of “noncommutative functions” on some
underlying space, although such a space does technically not exist. This point of view
also underlies the theory of compact quantum groups and will be used throughout the
following sections.

In addition to the previous theorem, every C∗-algebras can be represented as a concrete
algebra of operators on a Hilbert space. Therefore, C∗-algebras can alternatively be defined
as norm-closed ∗-subalgebras of B(H) for some Hilbert space H.

Theorem 2.1.9 (GNS representation). Let A be a C∗-algebra. Then there exists a Hilbert
space H and an injective ∗-homomorphism π : A → B(H).

Next, we introduce several constructions that will be used throughout this thesis and
yield additional examples of C∗-algebras. We begin with universal C∗-algebra, which allow
us to define C∗-algebras in terms of generators and relations.

Let X = {x1, . . . , xn} be a set of variables. Then we denote by C⟨X,X∗⟩ the set of
noncommutative ∗-polynomials in X. In the following, we identify elements r ∈ C⟨X,X∗⟩
with the relations r = 0, and we write r(a1, . . . , an) ∈ A for the element obtained by
substituting each xi with ai ∈ A in a ∗-algebra A. Moreover, if R ⊆ C⟨X,X∗⟩ is a set of
relations, then (R) denotes the two-sided ∗-ideal generated by R. Finally, a seminorm p
on a ∗-algebra is a C∗-seminorm if it satisfies all norm axioms in Definition 2.1.1.
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Definition 2.1.10. Let X := {x1, . . . , xn} be a set of variables and R ⊆ C⟨X,X∗⟩ be a
set of relations. If

sup
{
p(x) | p is a C∗-seminorm on C⟨X,X∗⟩/(R)

}
<∞ ∀x ∈ X,

then the universal unital C∗-algebra C∗(X | R) with generators X and relations R exists.
It is uniquely determined by the following universal property: If A is a unital C∗-algebra
with elements a1, . . . , an ∈ A satisfying r(a1, . . . , an) = 0 for all r ∈ R, then there exists a
unital ∗-homomorphism

ϕ : C∗(X | R)→ A, xi 7→ ai (1 ≤ i ≤ n).

Remark 2.1.11. Note that the precondition in the previous definition is necessary. For
example, the universal unital C∗-algebra C∗(a | a∗ = a) generated by a single self-adjoint
element does not exist, since bounded self-adjoint operators on a Hilbert space can have
arbitrarily large operator norms. However, throughout this thesis, we will only consider
universal C∗-algebras generated by projections, partial isometries or entries of unitary
matrices. In these cases, the C∗-norm will always be bounded.

Example 2.1.12. Let X be a finite set. Then the C∗-algebra CX form Definition 2.1.3
is ∗-isomorphic to the universal unital C∗-algebra

C∗(ei | e2i = e∗i = ei,
∑
i∈X

ei = 1
)
,

where the generators (ei)i∈X correspond to the indicator functions defined by

ei(j) =

{
1 if i = j,

0 otherwise,
∀j ∈ X.

Next, we introduce two product constructions that allow the construction of additional
examples of C∗-algebras from existing ones. We begin with the minimal tensor product
of C∗-algebras, which can be defined using the GNS representation in Definition 2.1.9.

Definition 2.1.13. Let A and B be C∗-algebras with GNS representations

π1 : A → B(H1), π2 : B → B(H2),

and denote by π the ∗-homomorphism

π : A⊗alg B → B(H1 ⊗H2), a⊗ b 7→ π1(a)⊗ π2(b) ∀a ∈ A, b ∈ B.

Then the (minimal) tensor product A⊗B is the completion of the algebraic tensor product
A⊗alg B with respect to the C∗-norm ∥·∥ := ∥π(·)∥.

Note that multiple C∗-completions on the algebraic tensor product A⊗alg B may exist.
However, the minimal tensor product is uniquely determined and satisfies ∥a · b∥ = ∥a∥·∥b∥
for all a ∈ A and b ∈ B. Furthermore, in the unital case, both A and B are contained in
A⊗B as the C∗-subalgebras A⊗ 1 and 1⊗B respectively. Next, we give two examples of
C∗-algebras constructed from tensor products.
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Example 2.1.14. Let A be a unital C∗-algebra and V be a finite dimensional Hilbert
space with orthonormal basis (vi)i∈I . Then every element a ∈ A⊗B(V ) can be uniquely
written as

a =
∑
i,j∈I

aij ⊗ eij ,

for some aij ∈ A, where eij are the standard matrix units defined by (eij)
k

ℓ
:= δikδjℓ for all

i, j, k, ℓ ∈ I. Thus, we can identify the element a ∈ A ⊗ B(V ) with the A-valued matrix
a = (aij)i,j∈I .

Example 2.1.15. Let X, Y be compact Hausdorff spaces. Then the map

f ⊗ g ∈ C(X)⊗ C(Y ) 7−→
(
(x, y) 7→ f(x)g(y)

)
∈ C(X × Y )

extends to a ∗-isomorphism between the tensor product C(X)⊗ C(Y ) and C(X × Y ).

In addition to the previous examples, we will need the following proposition about
positive elements in tensor products in Chapter 5.

Proposition 2.1.16. Let A be a C∗-algebra and x, y, z ∈ A. If x ≤ y and z ≥ 0, then
x⊗ z ≤ y ⊗ z.

Proof. Let x, y, z ∈ A with x ≤ y and z ≥ 0. Then there exist a, b ∈ A such that
y − x = a∗a and z = b∗b. Thus,

y ⊗ z − x⊗ z = (y − x)⊗ z = a∗a⊗ b∗b = (a⊗ b)∗(a⊗ b) ≥ 0,

which yields x⊗ z ≤ y ⊗ z.

Finally, we introduce the unital free product A ∗ B of two unital C∗-algebras A and
B, which is a noncommutative analogue of the tensor product of C∗-algebras. Intuitively,
the unital free product is generated by two noncommuting copies of A and B that are
embedded into A ∗ B via canonical inclusions

ι1 : A ↪→ A ∗ B, ι2 : B ↪→ A ∗ B,

where the units ofA and B are identified via ι1(1) = ι2(1). In the following, we characterize
the unital free product via its universal property. See [86, Chapter 1] for more details on
its concrete construction.

Proposition 2.1.17. Let A and B be unital C∗-algebras. Then the unital free product
A ∗ B satisfies the following universal property: For every unital C∗-algebra C and unital
∗-homomorphisms

ϕ1 : A → C, ϕ2 : B → C,

there exists a unique unital ∗-homomorphism

ϕ : A ∗ B → C, a 7→ ϕ1(a), b 7→ ϕ2(b), ∀a ∈ A, b ∈ B

where A,B ⊆ A ∗ B via the canonical inclusions.
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2.2. Compact matrix quantum groups

Compact quantum groups were first introduced by Woronowicz in [95, 97] and are a
generalization of classical compact groups used to describe symmetries in the setting of
C∗-algebras. In the following, we introduce compact matrix quantum groups, a subclass
of compact quantum groups analogous to classical matrix groups. We refer to [92, 40]
for more information on compact matrix quantum groups and to [83, 67] for the general
theory of compact quantum groups.

Before we can define compact matrix quantum groups, we first must introduce two
operations on matrices with entries in a C∗-algebra.

Definition 2.2.1. Let A be a unital C∗-algebra and V be a Hilbert space. The conjugate
map is the anti-linear map · : A⊗B(V )→ A⊗B(V ) defined on pure tensors by

(a⊗ T ) = a∗ ⊗ T ∀a ∈ A, T ∈ B(V ),

where V denotes the conjugate Hilbert space of V , and T ∈ B(V ) is defined by T (v) = T (v)
for all v ∈ V .

Definition 2.2.2. Let A be a unital C∗-algebra and V be a Hilbert space. The Woronow-
icz tensor product ⊤ is the bilinear map

⊥ :
(
A⊗B(V )

)
×
(
A⊗B(V )

)
→ A⊗A⊗B(V )

defined on pure tensors by

(a⊗ T ) ⊥(b⊗ S) = a⊗ b⊗ TS

for all a, b ∈ A and S, T ∈ B(V ).

Using these operations, we can now define compact matrix quantum groups as follows.

Definition 2.2.3. Let V be a finite-dimensional Hilbert space, A be a unital C∗-algebra
and u ∈ A⊗B(V ). Then G := (A, u) is a compact matrix quantum group if the following
conditions hold:

1. The C∗-algebra A is generated by the matrix coefficients

{(idA⊗φ)(u) | φ ∈ V ∗} ,

where V ∗ := B(V,C) denotes the linear dual of V .

2. The element u is unitary, and its conjugate u is invertible,

3. There exists a ∗-homomorphism ∆: A → A⊗A satisfying(
∆⊗ idB(V )

)
(u) = u ⊥ u.
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The element u is called the fundamental representation of G. Furthermore, we denote the
C∗-algebra A by C(G) and the dense ∗-algebra generated by the matrix coefficients by
O(G).

Remark 2.2.4. Following the philosophy of Definition 2.1.8 by viewing C∗-algebras as
algebras of “noncommutative functions”, the C∗-algebra A in the previous definition is
denoted by C(G). However, in general, no underlying classical space G exists. Still, we will
show below that for a compact matrix quantum group the C∗-algebra A is commutative
if and only if it is of the form C(G) for some classical compact matrix groups G.

Remark 2.2.5. We have chosen a basis-independent definition of compact matrix quan-
tum groups, which allows us to keep track of any tensor product structure of the underlying
Hilbert space V . If we choose an orthonormal basis (vi)i∈I of V , we can identify the fun-
damental representation u with a matrix (uij)i,j∈I , and the axioms of a compact matrix

quantum groups can be expressed in coordinates as follows:

1. The C∗-algebra A is generated by the matrix coefficients uij for all i, j ∈ I.

2. The matrix u is unitary, and its conjugate u =
(
(uij)

∗)
i,j∈I is invertible.

3. There exists a unital ∗-homomorphism ∆: A → A⊗A with

∆(uij) =
∑
k∈I

uik ⊗ ukj ∀i, j ∈ I.

Next, we present several examples of compact matrix quantum groups, starting with
the special case of classical compact matrix groups.

Example 2.2.6. Let G ⊆ Un be a closed subgroup of the group unitary matrices. Define
A := C(G) as the C∗-algebra of continuous functions on G and u := (uij)

n

i,j=1
as the

matrix with entries uij ∈ A defined by (uij)(g) = gij for all 1 ≤ i, j ≤ n and g ∈ G. Then
(A, u) is a compact matrix quantum group.

First, the matrix entries uij separate the points of G, i.e. for any distinct g, h ∈ G there

exists an entry uij such that uij(g) ̸= uij(h). Thus, the elements uij generate the C∗-algebra
C(G) by the Stone-Weierstrass theorem. Furthermore, since G ⊆ Un, the matrix u is

unitary and its conjugate u is invertible with inverse given by (u−1)
i
j = uji . Finally, the

multiplication on G defines a unital ∗-homomorphism

∆: C(G)→ C(G×G),
[
∆(f)

]
(g, h) = f(g · h) ∀g, h ∈ G.

For the matrix entries uij , we have

[
∆(uij)

]
(g, h) = uij(g · h) =

n∑
k=1

uik(g) · ukj (h).

Thus, using the isomorphism C(G×G) = C(G)⊗C(G) from Definition 2.1.15, we obtain

∆(uij) =

n∑
k=1

uik ⊗ ukj .
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The previous example shows that compact matrix quantum groups generalize classical
groups of unitary matrices. Moreover, we can use Definition 2.1.7 to characterize all
compact matrix quantum groups that arise from classical matrix groups.

Proposition 2.2.7. Let (A, u) be a compact matrix quantum group with fundamental
representation on Cn. Then A is commutative if and only if A is ∗-isomorphic to C(G)
for some classical closed subgroup G ⊆ Un. In this case, the group G is explicitly given by

G =
{

(ϕ⊗ idCn)(u) | ϕ ∈ SpecA
}
.

Proof. See [83, Proposition 6.1.11]

Examples of non-classical compact matrix quantum groups include Wang’s free orthog-
onal and free unitary quantum groups [88] and their deformations in the sense of Van
Daele and Wang [85]. Using the notation of Banica [3], these quantum groups are defined
as follows.

Definition 2.2.8. Let n ∈ N, F ∈ B(Cn) be invertible, and denote by ι : Cn → Cn the
linear isomorphism defined by ι(ei) = ei for all 1 ≤ i ≤ n. Define the universal unital
C∗-algebras

Ao(F ) := C∗(uij | u is unitary and u = (Fι)u (Fι)−1),
Au(F ) := C∗(uij | u and (Fι)u (Fι)−1 are unitary

)
generated by the entries of a matrix u := (uij)

n

i,j=1
. Then

O+(F ) := (Ao(F ), u), U+(F ) := (Au(F ), u)

are the free orthogonal and the free unitary quantum groups with parameter F .

Remark 2.2.9. Note that both quantum groups O+(F ) and U+(F ) in the previous def-
inition are well-defined. By definition, their corresponding C∗-algebras are generated by
the matrix coefficients uij , and the matrices u and u are unitary and invertible respec-
tively. Furthermore, the unital ∗-homomorphism ∆ can directly be constructed using the
universal property of their C∗-algebras.

Example 2.2.10. Let n ∈ N. For F := idCn , we define

O+
n := O+(idCn), U+

n := U+(idCn).

In this case, the relations making both u and u unitary can be written in coordinates as

n∑
k=1

uik(ujk)
∗

= 1,

n∑
k=1

(uki )
∗
ukj = 1 (1 ≤ i, j ≤ n),

n∑
k=1

(uik)
∗
ujk = 1,

n∑
k=1

uki (ukj )
∗

= 1 (1 ≤ i, j ≤ n).

Moreover, the relation u = ιuι−1 reduces to uij = (uij)
∗
.
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Next, we introduce magic unitaries before defining the quantum permutation group S+
n .

It was first introduced by Wang [89] as the quantum automorphism group of the finite
set X := {1, . . . , n}. However, we will consider arbitrary finite sets X and denote the
corresponding quantum permutation group by S+

X .

Definition 2.2.11. Let X be a finite set and A be a unital C∗-algebra. An element
u := (uij)i,j∈X ∈ A⊗B(CX) is a magic unitary if

(uij)
2

= (uij)
∗

= uij ,
∑
k∈I

uik =
∑
k∈I

uki = 1 ∀i, j ∈ X.

Magic unitaries with entries in C are precisely classical permutation matrices, which
gives magic unitaries also the name quantum permutation matrices. These matrices have
applications in quantum information in the context non-local games [58], and concrete
magic unitaries have been recently studied for example in [34, 66]. For further details and
open problems related to magic unitaries, see [94].

The quantum permutation group S+
X is the compact matrix quantum group with a

universal magic unitary as its fundamental representation.

Definition 2.2.12. Let X be a finite set and A be the universal unital C∗-algebra with
generators uij for all i, j ∈ X such that u := (uij)i,j∈X is a magic unitary. Then S+

X := (A, u)

is the quantum permutation group on X.

As in the case of the free orthogonal quantum group O+
n and the free unitary quantum

group U+
n , on can directly verify that the quantum permutation group S+

n is well-defined,
i.e. all axioms of a compact matrix quantum group are satisfied.

Additional examples of compact matrix quantum groups include the hyperoctahedral
quantum group H+

n [7], and more generally (unitary) easy quantum groups [10, 80] and
spatial partition quantum groups [25]. We introduce spatial partition quantum groups in
Chapter 6 and Chapter 7, which includes easy quantum groups as a special case. For a
more detailed introduction to easy quantum groups, see [91, 92, 40].

Moreover, one can generalize S+
n as quantum automorphism group of n points and

obtain quantum automorphism groups of various discrete structures such as graphs [5,
13], multigraphs [45], Hadamard matrices [49] and quantum graphs [16, 17]. For further
information, see Chapter 3 and Chapter 4, as well as [76].

2.3. Basic notions for quantum groups

As in the case of classical compact groups, various notions like homomorphisms, subgroups
and quotients can be generalized to the setting of compact matrix quantum groups.

Definition 2.3.1. Let G and H be compact matrix quantum groups.

1. A morphism of compact quantum groups is a unital ∗-homomorphism ϕ : C(G) →
C(H) satisfying

(ϕ⊗ ϕ) ◦∆G = ∆H ◦ ϕ.
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2. G and H are isomorphic if there exists a morphism of compact quantum groups
ϕ : C(G) → C(H) that is a ∗-isomorphism. In this case, ϕ−1 is also a morphism of
compact quantum groups.

3. H is a subgroup of G, and we write H ⊆ G, if there exists a surjective morphism of
compact quantum groups ϕ : C(G)→ C(H).

4. H is a quotient of G if there exists an injective morphism of compact quantum
groups ϕ : C(H)→ C(G). In this case, C(H) can be identified with a C∗-subalgebra
of C(G).

Example 2.3.2. Consider the free orthogonal quantum groups O+
n and O+

n+1 with fun-
damental representations u and v respectively. Then O+

n ⊆ O+
n+1 via the unital ∗-

homomorphism

ϕ : C(O+
n+1)→ C(O+

n ), v 7→
(
u 0
0 1

)
.

Note that the notion of an isomorphism between compact quantum groups is quite
general and does not necessarily preserve the fundamental representations of a compact
matrix quantum group. In particular, it allows us to relate quantum groups with funda-
mental representations of different dimensions. However, we will also use the following
stronger notions of isomorphism and subgroup between compact matrix quantum groups
that preserve their fundamental representations.

Definition 2.3.3. Let G and H be compact matrix quantum groups with fundamental
representations u and w on Hilbert spaces V and W respectively.

1. H is a subgroup (as a compact matrix quantum group) of G if there exists a unitary
Q : W → V and a unital ∗-homomorphism ϕ : C(G)→ C(H) such that

ϕ(u) = QwQ−1.

In this case, ϕ is automatically a morphism of compact quantum groups.

2. G and H are isomorphic (as compact matrix quantum) groups if the previous ∗-
homomorphism ϕ is a ∗-isomorphism.

Example 2.3.4. Consider the free orthogonal quantum group O+
n with fundamental rep-

resentations u and the quantum permutation group S+
n with fundamental representations

v. Since v is orthogonal, there exists a unital ∗-homomorphism

ϕ : C(O+
n )→ C(S+

n ), u 7→ v.

Thus, S+
n is a subgroup of O+

n as compact matrix quantum groups.

In addition to the previous notions, various products exist for compact matrix quantum
groups. In the following, we introduce the free product for compact matrix quantum
groups [88], which will be used in Chapter 3 in the context of quantum symmetries of
hypergraphs.
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Definition 2.3.5. Let G := (A, u) and H := (B, v) be compact matrix quantum groups.
Then their free product G ∗H is the compact matrix quantum group

G ∗H := (A ∗ B, u⊕ v),

where A ∗ B denotes the unital free product of the C∗-algebras A and B, and the funda-
mental representations u and v are identified with A∗B-valued matrices via the canonical
inclusions A,B ↪→ A ∗ B.

Example 2.3.6. Consider finite sets X and Y with corresponding quantum permutation
groups S+

X and S+
Y . Their free product S+

X ∗S
+
Y is given by the universal unital C∗-algebra

C(S+
X ∗ S

+
Y ) = C∗(uij , v

k
ℓ | u and v are magic unitaries)

generated by the entries of the matrices u := (uij)i,j∈X and v := (vkℓ )k,ℓ∈Y . Furthermore,

the comultiplication is given by

∆(uij) =
∑
k∈X

uik ⊗ ukj ∀i, j ∈ X,

∆(vij) =
∑
k∈Y

vik ⊗ vkj ∀i, j ∈ Y.

2.4. Actions on C∗-algebras

As classical group actions describe the symmetries of classical objects, we can define actions
of compact matrix quantum groups on C∗-algebras to describe their quantum symmetries.

In the following, we adopt an algebraic approach to quantum group actions and consider
the ∗-algebra O(G) generated by the matrix coefficients uij of a fundamental representation
u indexed by i, j ∈ I. While the map

∆: C(G)→ C(G)⊗ C(G), uij 7→
∑
k∈I

uik ⊗ ukj i, j ∈ I

generalizes the multiplication of a classical group, there exists further structure on the
∗-algebra O(G) that corresponds to the neutral element and the inverse mapping in the
classical case. This structure is given by a unital ∗-homomorphism ε : O(G) → C called
the counit and a unital anti-homomorphism S : O(G)→ O(G) called the antipode, which
are defined by

ε(uij) = δij , S(uij) = (uji )
∗ ∀i, j ∈ I.

These additional homomorphisms make O(G) a Hopf ∗-algebra, see [83] for further details.
Using the Hopf ∗-algebra structure on O(G), we can define actions of compact matrix

quantum groups as in [89] and [13].

Definition 2.4.1. Let G be a compact matrix quantum group and A be a unital C∗-
algebra. An action of G on A is a unital ∗-homomorphism α : A → A ⊗ C(G) such
that
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1. (α⊗ id) ◦ α = (id⊗∆) ◦ α,

2. there exists a dense ∗-subalgebra B ⊆ A with α(B) ⊆ B ⊗O(G),

3. (id⊗ε) ◦ α|B = id.

Alternatively, the second and third conditions can be replaced by the more analytic
condition that (1⊗C(G))α(A) is linearly dense in A⊗C(G), see for example [77]. However,
Definition 2.4.1 will be easier to verify in our case.

Definition 2.4.2. Let α be an action of a compact matrix quantum groups G on a C∗-
algebra A. Then α is faithful if, for any quotient H of G such that α|C(H) is an action on
A, we have C(H) = C(G).

In [89], Wang showed that the quantum permutation group S+
X acts on CX in the

following sense.

Proposition 2.4.3. Let X be a finite set. Then S+
X acts faithfully on CX via

α : CX → CX ⊗ C(S+
X), α(ei) =

∑
j∈X

ej ⊗ uji ∀i ∈ X,

where u denotes the fundamental representation of S+
X and (ei)i∈X is the standard basis

of CX .

Moreover, Wang showed that this action is maximal in the following sense, making S+
X

the largest compact matrix quantum group acting in CX as before. Thus, we can consider
S+
X as the quantum automorphism group of CX or equivalently of the underlying set X.

Proposition 2.4.4. Let X be a finite set and G be a compact matrix quantum group
acting faithfully on CX via α : CX → CX ⊗ C(G) such that

α(ei) =
∑
j∈X

ej ⊗ uji ∀i ∈ X

for some uij ∈ C(G). Then G is a subgroup of S+
X via the map

ϕ : C(S+
X)→ C(G), vij 7→ uij ∀i, j ∈ X,

where v denotes the fundamental representation of S+
X .

Additional examples of actions of compact matrix quantum groups include the action
of the free orthogonal quantum group on the free sphere [9] and the action of the quantum
automorphism group of a graph on its corresponding graph C∗-algebra [77]. See Chapter 5
for further information on the second case.
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2.5. Representation categories and Tannaka-Krein duality

Finally, we introduce representation categories and formulate Woronowicz’s Tannaka-
Krein duality for compact matrix quantum groups, which allows us to construction of
quantum groups from categories of partitions in Chapter 7. We begin with the definition
of representations of compact matrix quantum groups.

Definition 2.5.1. Let G be a compact matrix quantum group. A representation of G on
a finite-dimensional Hilbert space V is an invertible element v ∈ C(G)⊗B(V ) satisfying

(∆⊗ idB(V ))(v) = v ⊥ v.

Additionally, a representation is called unitary if the element v is unitary.

Remark 2.5.2. Let V be a finite-dimensional Hilbert space with an orthonormal basis
indexed by I. Then a representation of a compact matrix quantum group G on V is given
by an invertible matrix v := (vij)i,j∈I ∈ C(G)⊗B(V ) satisfying

∆(vij) =
∑
k∈I

vik ⊗ vkj ∀i, j ∈ I.

Next, we present several examples of representations of compact matrix quantum groups.

Example 2.5.3. Let ρ : G → B(V ) be a continuous unitary representation of a classical
compact matrix group G on a finite-dimensional Hilbert space V . Then ρ ∈ C(G,B(V ))
and ρ corresponds precisely to a representation of G in the compact matrix quantum group
sense after identifying C(G,B(V )) with C(G)⊗B(V ). Thus, Definition 2.5.1 generalizes
classical representations of compact groups to the quantum group setting.

Example 2.5.4. Let G be a compact matrix quantum group with fundamental represen-
tation u.

1. The trivial representation 1 ∈ C(G)⊗B(C) is a representation of G.

2. The fundamental representation u is a representation of G.

3. If v ∈ C(G)⊗B(V ) is a representation of G, then its conjugate v ∈ C(G)⊗B(V ) is
a representation of G.

In addition to the previous examples, it is always possible to form direct sums and tensor
products of representations. In the following, we focus mainly on tensor products of rep-
resentations. For further details on direct sums and the decomposition of representations
into irreducible representations, see [83, 67].

Definition 2.5.5. Let G be a compact matrix quantum group. Assume v is a represen-
tation of G on a Hilbert space V and w is a representation of G on a Hilbert space W .
Then their tensor product v ⊤ w is defined by the bilinear operator

⊤ :
(
C(G)⊗B(V )

)
×
(
C(G)⊗B(W )

)
→ C(G)⊗B(V ⊗W )

21



given on pure tensors by

(a⊗ S) ⊤(b⊗ T ) = ab⊗ (S ⊗ T )

for all a, b ∈ C(G), S ∈ B(V ) and T ∈ B(W ).

Remark 2.5.6. Let v and w be representations of a compact matrix quantum group as in
the previous definition. Fix an orthonormal bases of V indexed by I and an orthonormal
basis of W indexed by J . Then v ⊤ w is given by

(v ⊤ w)i1j1i2j2
= vi1i2 · w

j1
j2

∀i1, i2 ∈ I, j1, j2 ∈ J,

where the coordinates are with respect to the induced basis of V ⊗W indexed by I × J .
In particular, the tensor product for representations of compact matrix quantum groups
generalizes the tensor product for representations of classical groups.

Next, we show that the representations of a compact matrix quantum group form a
tensor category, which allows us to formulate Woronowicz’s Tannaka-Krein duality. We
refer to [96, 83, 67, 47] for more details on the representation theory of compact matrix
quantum groups and to [30] for tensor categories in general.

We begin by introducing intertwiners between representations.

Definition 2.5.7. Let G be a compact matrix quantum group with representations v and
w on Hilbert spaces V and W respectively. Then the space of intertwiners between v and
w is defined by

Hom(v, w) := {T ∈ B(V,W ) | Tv = wT} .

Let G be a compact matrix quantum group. Then we can construct a category Rep(G),
where the objects are the finite-dimensional unitary representations of G and the mor-
phisms Hom(v, w) are intertwiners between representations v and w. Furthermore, using
the ⊤ -operator and the adjoint T ∗ of intertwiners, we can define a monoidal and a ∗-
structure on this category. The following proposition summarizes its most important
properties.

Proposition 2.5.8. The finite-dimensional unitary representations of a compact matrix
quantum group form a concrete monoidal ∗-category in the following sense:

1. idV ∈ Hom(v, v) for every representation v on a Hilbert space V .

2. Hom(v, w) is a linear subspace of B(V,W ) for all representations v and w on Hilbert
spaces V and W respectively.

3. If S ∈ Hom(w, x) and T ∈ Hom(v, w), then ST ∈ Hom(v, x).

4. If T ∈ Hom(v, w), then T ∗ ∈ Hom(w, v).

5. If S ∈ Hom(v, w) and T ∈ Hom(x, y), then S ⊗ T ∈ Hom(v ⊤ x,w ⊤ y).
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In addition to the previous properties, the representation category of a compact matrix
quantum group is rigid in the sense that every unitary representation has a conjugate
representation. However, before we define conjugate representations, we first introduce
colors.

Definition 2.5.9. Let ◦ and • be two colors. Then

{◦, •}∗ := {1, ◦, •, ◦◦, ◦•, •◦, ••, ◦◦◦, . . .}

denotes the free monoid generated by {◦, •}. It is the set of all finite words over {◦, •}
with concatenation as multiplication and the empty word 1 as the identity element. For
x ∈ {◦, •}∗, we denote by |x| the length of the word x ∈ {◦, •}∗ and by xi ∈ {◦, •} its i-th
color. Furthermore, let · : {◦, •}∗ → {◦, •}∗ be the anti-homomorphism defined by

◦ = •, • = ◦, x · y = y · x ∀x, y ∈ {◦, •}∗.

Throughout this thesis, we will use the color • to denote the conjugate of an object with
the color ◦. In particular, we introduce the following notation for Hilbert spaces.

Definition 2.5.10. Let V be a Hilbert space. Then we define V ◦ := V and V • := V , as
well as v◦ := v and v• := v for all v ∈ V , where V denote the conjugate Hilbert space
of V and v the conjugate of a vector v. Furthermore, we extend this notation to tensor
products by defining V 1 := C and

V ⊗x := V x1 ⊗ · · · ⊗ V xk ∀x ∈ {◦, •}∗, k := |x| > 1.

If T : V →W is a linear operator, we additionally write T 1 := idC, T ◦ := T , T • := T and

T⊗x := T x1 ⊗ · · · ⊗ T xk ∀x ∈ {◦, •}∗, k := |x| > 1,

where the conjugate operator T : V →W is defined by T (v) = T (v) for all v ∈ V .

Using the previous colors, we can also define conjugate representations.

Definition 2.5.11. Let u◦ and u• be representations of a compact matrix quantum group
on Hilbert spaces V and W respectively. Then u• is conjugate to u◦ if there exist inter-
twiners R ∈ Hom(1, u◦ ⊤ u•) and S ∈ Hom(1, u• ⊤ u◦) satisfying the conjugate equations

(R∗ ⊗ idV ) · (idV ⊗S) = idV , (S∗ ⊗ idW ) · (idW ⊗R) = idW .

Note that the representation u• is also called a dual of u◦ and the intertwiners R and
S are called duality morphisms. We refer to [30] and [67] for the definition of rigidity in
a more general context.

In [96], it is shown that the representation category of a compact matrix quantum
groups is generated by tensor powers of its fundamental representation u and a corre-
sponding conjugate representation. Therefore, it suffices to consider only the fundamental
representation u◦ := u and its conjugate u• in the following. Furthermore, we introduce
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the notation ux := ux1 ⊤ . . . ⊤ uxk for all x ∈ {◦, •}∗ with k := |x| > 0. In the case x = 1,
we define u1 := 1 as the trivial representation. In particular, if u is defined on a Hilbert
space V , then ux is defined on V x.

Note that the conjugate of a representation is not unique but is determined only up
to unitary equivalence, i.e. conjugation by a unitary. Furthermore, the representation u◦

is not conjugate to u◦ in general because it is not necessarily unitary. However, in the
following, we show that any conjugate representation u• is equivalent to u◦ and that this
equivalence is defined by the solutions R and S of the conjugate equations.

Proposition 2.5.12. Consider a compact matrix quantum group with fundamental rep-
resentation u◦ on a Hilbert space V . Let F ∈ B(V ) be an invertible operator such that
u• := Fu◦F−1 is unitary. Then u◦ and u• are conjugate with duality morphisms R and S
defined by

Rij = F j
i , Sij = (F

−1
)
j

i ∀i, j ∈ I,

where the coordinates are with respect to any orthonormal basis of V index by I and its
conjugate basis of V .

Proof. A detailed proof is given in [47]. One verifies directly that

u◦(u◦)∗ = 1 ⇐⇒ R ∈ Hom(1, u◦ ⊤ u•),

u•(u•)∗ = 1 ⇐⇒ S ∈ Hom(1, u• ⊤ u◦).

Hence, R and S are intertwiners. Furthermore, they satisfy the conjugate equations be-
cause

(R∗ ⊗ idV ) · (idV ⊗S) = F
−1
F , (S∗ ⊗ idV ) · (idV ⊗R) = FF−1.

Proposition 2.5.13. Let G be a compact matrix quantum group with unitary representa-
tion u◦ on a Hilbert space V . Assume u• is a unitary representation on V that is conjugate
to u◦ via duality morphisms R and S. Then u• = Fu◦F−1, where F ∈ B(V ) is defined by
F i
j = Rji for all i, j ∈ I with respect to any orthonormal basis of V indexed by I and its

conjugate basis of V .

Proof. The representation u◦ is equivalent to a unitary representation that is conjugate to
u◦, see [67, Example 2.2.3]. Furthermore, conjugates are unique up to equivalence by [67,
Proposition 2.2.4]. Hence, there exists an invertible F̃ ∈ B(V ) such that u• = F̃ u◦F̃−1.
The previous proposition implies that

R̃ ∈ Hom(1, u◦ ⊤ u•), S̃ ∈ Hom(1, u• ⊤ u◦),

where R̃ and S̃ are the solutions to the conjugate equations defined by F̃ . As in [46,
Theorem 3.4.6], we compute

(S̃∗ ⊗ idV ) · (idV ⊗R) = FF̃−1 ∈ Hom(u•, u•),
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which yields
u• = FF̃−1u•F̃F−1 = Fu◦F−1.

In the case of classical groups, Tannaka-Krein duality [29] allows the reconstruction of a
compact group from an abstract category of representations. A similar result for compact
matrix quantum groups was first proven by Woronowicz in [96].

There exist multiple proofs of Woronowicz’s Tannaka-Krein duality at various levels of
abstraction, see for example [96, 67, 59, 47]. In the following, we choose the approach of
Gromada [47], which is most suitable for the setting of categories defined by partitions.
Thus, we begin by introducing abstract two-colored representation categories that capture
the properties of the representation category of a compact matrix quantum group discussed
earlier.

Definition 2.5.14. Let V be a finite-dimensional Hilbert space. A two-colored repre-
sentation category C is a collection of linear subspaces C(x, y) ⊆ B(V ⊗x, V ⊗y) for all
x, y ∈ {◦, •}∗ satisfying the following properties:

1. idV ⊗x ∈ C(x, x) for all x ∈ {◦, •}∗.

2. If S ∈ C(y, z) and T ∈ C(x, y), then ST ∈ C(x, z).

3. If T ∈ C(x, y), then T ∗ ∈ C(y, x).

4. If S ∈ C(w, x) and T ∈ C(y, z), then S ⊗ T ∈ C(wy, xz).

5. There exist R ∈ C(1, ◦•) and S ∈ C(1, •◦) satisfying the conjugate equations

(R∗ ⊗ idV ) · (idV ⊗S) = idV , (S∗ ⊗ idV ) · (idV ⊗R) = idV .

Woronowicz’s Tannaka-Krein duality states that given any two-colored representation
category C, there exists a unique compact matrix quantum group whose representation
category Rep(G) is given by C.

Theorem 2.5.15 (Woronowicz’s Tannaka-Krein duality). Let C be a two-colored represen-
tation category on a Hilbert space V . Then there exists a unique compact matrix quantum
group G with fundamental representation u◦ on V and unitary representation u• on V ,
such that

Hom(ux, uy) = C(x, y) ∀x, y ∈ {◦, •}∗.

First, let us comment on the uniqueness of the unitary representation u• in the previous
theorem. Since C contains a pair of morphisms R and S satisfying the conjugate equations,
the representations u◦ and u• are conjugate. Definition 2.5.13 then implies that u• =
Fu◦F−1 with F i

j = Rji. Therefore, the representation u• is uniquely determined by the
category C.
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Next, we consider the uniqueness of the quantum group G. The proof of Woronowicz’s
Tannaka-Krein duality in [47] shows that all relations of the dense ∗-algebra O(G) are
spanned by the intertwiner relations

Tux = uyT ∀x, y ∈ {◦, •}∗, T ∈ C(x, y).

Hence, O(G) is uniquely determined by the category C up to ∗-isomorphism. In contrast,
the C∗-algebra C(G) is not unique. However, it is always possible to choose C(G) as
the maximal C∗-completion of O(G). In this case, G is uniquely defined by the following
universal property.

Proposition 2.5.16. Consider the compact matrix quantum group G defined in Defini-
tion 2.5.15. Let H be a compact matrix quantum group with fundamental representation
w◦ on a Hilbert space W and unitary representation w• on W . If there exists a unitary
Q : V →W such that

Hom(ux, uy) ⊆ (Q−1)
⊗y ·Hom(wx, wy) ·Q⊗x ∀x, y ∈ {◦, •}∗,

then H is a subgroup G via the map u 7→ QwQ−1.

Motivated by Woronowicz’s Tannaka-Krein duality and the previous proposition, we
introduce the following notion of equivalence between compact matrix quantum groups.

Definition 2.5.17. Let G be a compact matrix quantum group with fundamental rep-
resentation u◦ on a Hilbert space V and conjugate representation u• on V . A compact
matrix quantum group H with fundamental representation w◦ on a Hilbert space W and
unitary representation w• on W is equivalent to G if there exists a unitary Q : V → W
such that

Hom(ux, uy) = (Q−1)
⊗y ·Hom(wx, wy) ·Q⊗x ∀x, y ∈ {◦, •}∗.

One verifies that the previous definition indeed defines an equivalence relation on com-
pact matrix quantum groups. Furthermore, Woronowicz’s Tannaka-Krein duality and the
previous discussion show that two compact matrix quantum groups G and H are equiv-
alent if and only if O(G) and O(H) are ∗-isomorphic. Moreover, this ∗-isomorphism is
given by u = Q−1wQ, where u and w are the fundamental representations of G and H
respectively.
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Part I.

Quantum groups from
hypergraphs

27



3. Quantum symmetries of hypergraphs

As classical groups often arise as symmetries of objects, many compact quantum groups
can be constructed as quantum automorphism groups of classical structures. In the sim-
plest case of n points, Wang [89] introduced the quantum permutation group S+

n as a
generalization of the classical symmetric group Sn. Building on this work, Bichon [13]
and Banica [5] defined two versions of quantum automorphism groups of finite graphs,
yielding a large class of examples of compact matrix quantum groups. Recently, these
quantum automorphism groups have been further generalized to different structures such
as multigraphs [45], Hadamard matrices [49] and quantum graphs [16, 17].

In this chapter, we introduce a quantum automorphism group for hypergraphs and
study its basic properties. In particular, we construct a family of hypergraphs with max-
imal quantum symmetries and compute the quantum symmetries of opposite and dual
hypergraphs. Moreover, we consider hypergraphs without multiple edges and show that
in this case quantum automorphisms reduce to a single quantum permutation on the
vertices of the underlying hypergraph.

For more information on the quantum automorphism groups of classical graphs and a
comparison of those quantum groups to our quantum automorphism group of hypergraphs,
see Chapter 4.

3.1. Graphs and hypergraphs

Before introducing quantum automorphism groups of hypergraphs, we first recall the def-
inition of various types of graphs and hypergraphs. These are combinatorial objects con-
sisting of a set of vertices that are connected by edges. We begin with the definition of
simple and directed graphs before proceeding to multigraphs and directed hypergraphs.
See [27, 12, 2] for further details on graphs and hypergraphs. In the following, we denote
the power set of a set X by 2X .

Definition 3.1.1. A simple graph Γ := (V,E) consists of a finite set of vertices V and a
finite set of edges E ⊆ 2V satisfying |e| = 2 for all e ∈ E.

Definition 3.1.2. A directed graph Γ := (V,E) consists of a finite set of vertices V and
a finite set of edges E ⊆ V × V .

As shown in Figure 3.1, an edge {v, w} in a simple graph can be visualized by an
undirected line from v to w, whereas an edge (v, w) in a directed graph can be visualized
by an arrow from v to w. Furthermore, directed graphs may contain self-loops (v, v),
which are excluded in our definition of simple graphs.
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v w
(v, w)

(w,w) v w
{v, w}

Figure 3.1.: Examples of directed and undirected edges.

Although the previous definitions model edges differently, we can uniformly describe the
edge structure of simple and directed graphs using an adjacency matrix.

Definition 3.1.3. Let Γ := (V,E) be a simple or directed graph. Then two vertices
v, w ∈ V are adjacent, denoted by v ∼ w, if {v, w} ∈ E or (v, w) ∈ E respectively.
Furthermore, we define the adjacency matrix A ∈ B(CV ) by

Av
w =

{
1 if v ∼ w,

0 otherwise,
∀v, w ∈ V.

By allowing multiple edges between each pair of vertices, we can generalize directed
graphs to multigraphs.

Definition 3.1.4. A (directed) multigraph Γ := (V,E) consists of a finite set of vertices
V , a finite set of edges E, and two maps s : E → V and r : E → V .

As shown in Figure 3.2, an edge e ∈ E in a multigraph can be depicted by a directed
arrow from its source vertex s(e) to its range vertex r(e) similar to the case of directed
graphs. Furthermore, in the context of multigraphs, we will be interested in vertices with
only incoming or outgoing edges.

Definition 3.1.5. Let Γ := (V,E) be a multigraph. Then a vertex v ∈ V is

1. a source if v ̸= r(e) for all e ∈ E,

2. a sink if v ̸= s(e) for all e ∈ E,

3. isolated if it is a source and a sink.

By replacing the vertices s(e) and r(e) in the definition of a multigraph with arbitrary
subsets of vertices, we arrive at the definition of a hypergraph.

Definition 3.1.6. A (directed) hypergraph Γ := (V,E) consists of a finite set of vertices
V , a finite set of edges E, and two maps s : E → 2V and r : E → 2V .

As shown in Figure 3.2, an edge e ∈ E can be depicted by an arrow from the set of source
vertices s(e) to the set of range vertices r(e). Thus, classical directed edges correspond to
hyperedges with |s(e)| = |r(e)| = 1, see also Definition 3.1.11 and Definition 3.1.12 below.
Note that we allow both s(e) and r(e) to be empty sets.

Similar to the adjacency matrix of classical graphs, the edge structure of a hypergraph
can be described by incidence matrices.
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s(e) r(e)
e

s(e) r(e)

e

Figure 3.2.: Examples of directed edges and hyperedges.

Definition 3.1.7. Let Γ := (V,E) be a hypergraph. The incidence matrices As, Ar ∈
B(CE ,CV ) are defined by

(As)
v
e =

{
1 if v ∈ s(e),
0 otherwise,

(Ar)
v
e =

{
1 if v ∈ r(e),
0 otherwise,

∀v ∈ V, e ∈ E.

Additionally, the notations of sources and sinks can be generalized from multigraphs to
hypergraphs.

Definition 3.1.8. Let Γ := (V,E) be a hypergraph. Then a vertex v ∈ V is

1. a source if v /∈ r(e) for all e ∈ E,

2. a sink if v /∈ s(e) for all e ∈ E,

3. isolated if it is a source and a sink.

Furthermore, the following properties can be used to describe hypergraphs with special
structure.

Definition 3.1.9. Let Γ := (V,E) be a hypergraph. Then

1. Γ has no multiple edges if s(e1) = s(e2) and r(e1) = r(e2) implies e1 = e2 for all
e1, e2 ∈ E,

2. Γ is undirected if s(e) = r(e) for all e ∈ E,

3. Γ is k-uniform if |s(e)| = |r(e)| = k for all e ∈ E.

Given a simple graph, a directed graph or a multi-graph, it can naturally be regarded
as a hypergraph. Moreover, the resulting hypergraphs can be characterized using the
previous properties.

Example 3.1.10. Let Γ := (V,E) be a simple graph. Then Γ can be regarded as a
hypergraph with source and range maps defined by

s({v, w}) = {v, w}, r({v, w}) = {v, w} ∀{v, w} ∈ E.

Conversely, 2-uniform undirected hypergraphs without multiple edges correspond exactly
to simple graphs in this way.
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Example 3.1.11. Let Γ := (V,E) be a directed graph. Then Γ can be regarded as a
hypergraph with source and range maps defined by

s(v, w) = {v}, r(v, w) = {w} ∀(v, w) ∈ E.

Conversely, 1-uniform hypergraphs without multiple edges correspond exactly to directed
graphs in this way.

Example 3.1.12. Let Γ := (V,E) be a multigraph with source map s′ : E → V and range
map r′ : E → V . Then Γ can be regarded as a hypergraph with new source and range
maps defined by

s(e) = {s′(e)}, r(e) = {r′(e)} ∀e ∈ E.

Conversely, 1-uniform hypergraphs correspond exactly to multigraphs in this way.

Given a hypergraph, it is always possible to obtain a new hypergraph by interchanging
the source and range map or by interchanging the vertices and edges.

Definition 3.1.13. Let Γ = (V,E) be a hypergraph. The opposite hypergraph Γop is the
hypergraph (V,E) with source and range maps sop and rop defined by

sop(e) = r(e), rop(e) = s(e) ∀e ∈ E.

Definition 3.1.14. Let Γ = (V,E) be a hypergraph. The dual hypergraph Γ∗ is the
hypergraph (E, V ) with source and range maps s∗ and r∗ defined by

s∗(v) = {e ∈ E | v ∈ s(e)}, r∗(v) = {e ∈ E | v ∈ r(e)} ∀e ∈ E.

Note that the dual source and range maps s∗ and r∗ can be expressed in terms of the
source and range maps s and r as follows:

s(e) = {v ∈ V | e ∈ s∗(v)}, r(e) = {v ∈ V | e ∈ r∗(v)} ∀e ∈ E.

Therefore, we have (Γ∗)∗ = Γ.

3.2. Quantum automorphism groups of hypergraphs

We begin by recalling the definition of the classical automorphism group of a hypergraph
and characterize it in terms of permutation matrices, before we introduce the quantum
automorphism group of a hypergraph. Let X be a finite set. Then SX denotes the classical
permutation group of X consisting of all bijections from X to itself.

Definition 3.2.1. Let Γ := (V,E) be a hypergraph. Then its automorphism group Aut(Γ)
consists of all pairs of permutations (σ, τ) ∈ SV × SE satisfying

σ(s(e)) = s(τ(e)), σ(r(e)) = r(τ(e)) ∀e ∈ E,

where σ ∈ SV acts on subsets {v1, . . . vk} ⊆ V by

σ({v1, . . . vk}) = {σ(v1), . . . , σ(vk)}.
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Thus, a hypergraph automorphism is given by a permutation of the vertices and a per-
mutation of the edges, which are compatible by respecting the source and range maps.
Next, we show how these compatibility conditions can be reformulated when both permu-
tations are represented as permutation matrices.

Definition 3.2.2. Let X be a finite set. The permutation representation of the symmetric
group SX is given by the map SX → B(CX), σ 7→ Pσ, where

(Pσ)ij = δiσ(j) ∀i, j ∈ X.

Note that the permutation representation is faithful, such that we have an embedding
SX ↪→ B(CX) given by permutation matrices.

Lemma 3.2.3. Let X and Y be finite sets, σ ∈ SX , τ ∈ SY and A ∈ B(CY ,CX). Then

APτ = PσA if and only if Ai
τ(j) = A

σ−1(i)
j for all i ∈ X and j ∈ Y .

Proof. Using the definition of Pσ and Pτ , we compute

(APτ )ij =
∑
k∈Y

Ai
k(Pτ )kj =

∑
k∈Y

δkτ(j)A
i
k = Ai

τ(j) ∀i ∈ X, j ∈ Y,

(PσA)ij =
∑
k∈X

(Pσ)ikA
k
j =

∑
k∈X

δiσ(k)A
k
j = A

σ−1(i)
j ∀i ∈ X, j ∈ Y.

Thus,

APτ = PσA ⇐⇒ Ai
τ(j) = A

σ−1(i)
j ∀i ∈ X, j ∈ Y.

By applying the previous proposition to the incidence matrices of a hypergraph, we
obtain precisely the compatibility conditions in Definition 3.2.1.

Proposition 3.2.4. Let Γ := (V,E) be a hypergraph and (σ, τ) ∈ SV × SE. Then

1. σ(s(e)) = s(τ(e)) for all e ∈ E if and only if AsPτ = PσAs,

2. σ(r(e)) = r(τ(e)) for all e ∈ E if and only if ArPτ = PσAr,

where As and Ar are the incidence matrices of Γ.

Proof. We only prove the first statement about the source map s. The second statement
about the range map r follows similarly. According to Definition 3.2.3, we have

AsPτ = PσAs ⇐⇒ (As)
v
τ(e) = (As)

σ−1(v)
e ∀v ∈ V, e ∈ E.

By the definition of As, the right-hand side is equivalent to

v ∈ s(τ(e)) ⇐⇒ σ−1(v) ∈ s(e) ∀v ∈ V, e ∈ E.
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Furthermore, σ−1(v) ∈ s(e) can be replaced by v ∈ σs(e). Thus, we obtain

v ∈ s(τ(e)) ⇐⇒ v ∈ σs(e) ∀v ∈ V, e ∈ E,

which is equivalent to
s(τ(e)) = σ(s(e)) ∀e ∈ E.

Using the characterization of classical hypergraph automorphisms in terms of permuta-
tions matrices, we can now define the quantum automorphism group of a hypergraph.

Definition 3.2.5. Let Γ := (V,E) be a hypergraph and denote by A the universal unital
C∗-algebra generated by elements uvw for all v, w ∈ V and elements uef for all e, f ∈ E
such that:

1. uV := (uvw)v,w∈V and uE := (uef )
e,f∈E are magic unitaries.

2. AsuE = uVAs and AruE = uVAr, where As, Ar ∈ B(CE ,CV ) are the incidence
matrices of Γ.

Then Aut+(Γ) := (A, u) is the quantum automorphism group of Γ, where the fundamental
representation u defined by

u := uV ⊕ uE =

(
uV 0
0 uE

)
∈ A⊗B(CV ⊔E).

Intuitively, we have replaced the permutations σ ∈ SV and τ ∈ SE in the definition of
the classical automorphism group with quantum permutation matrices uV and uE . The
compatibility conditions between these matrices are now expressed by the intertwining
relations from above.

Before we show that the definition of Aut+(Γ) generalizes the classical automorphism
group Aut(Γ), we first comment on the relations in Definition 3.2.5.

Remark 3.2.6. Let Γ := (V,E) be a hypergraph and denote by A the C∗-algebra
C(Aut+(Γ)). For Aut+(Γ) to be a well-defined compact matrix quantum group, the magic
unitary relations and intertwiner relations must be compatible with the comultiplication.
This means that there exists a unital ∗-homomorphism ∆: A → A⊗A defined by

∆(uv1v2) =
∑
w∈V

uv1w ⊗ uwv2 ∀v1, v2 ∈ V,

∆(ue1e2) =
∑
f∈E

ue1f ⊗ u
f
e2 ∀e1, e2 ∈ E.

However, this follows directly from the existence of S+
n and the fact that additional inter-

twiner relations always compatible with the comultiplication, see [89, 96].
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Remark 3.2.7. The magic unitary relations for the matrix uV are given by

(uvw)2 = (uvw)∗ = uvw,
∑
x∈V

uvx =
∑
x∈V

uxv = 1 ∀v, w ∈ V.

Similarly, the magic unitary relations for the matrix uE are given by

(uef )2 = (uef )∗ = uef ,
∑
g∈E

ueg =
∑
g∈e

uge = 1 ∀e, f ∈ E,

and the intertwiner relations AsuE = uVAs and AruE = uVAr are equivalent to∑
f∈E

v∈s(f)

ufe =
∑
w∈V
w∈s(e)

uvw,
∑
f∈E

v∈r(f)

ufe =
∑
w∈V
w∈r(e)

uvw ∀v ∈ V, e ∈ E.

Since uV and uE are unitary representations, Definition 2.5.8 implies that A∗
s and A∗

r are
also intertwiners. Thus, we have the additional relations A∗

suV = uEA
∗
s and A∗

ruV = uEA
∗
r ,

which are equivalent to∑
w∈V
w∈s(e)

uwv =
∑
f∈E

v∈s(f)

uef ,
∑
w∈V
w∈r(e)

uwv =
∑
f∈E

v∈r(f)

uef ∀v ∈ V, e ∈ E.

Note that the intertwiner relations for A∗
s and A∗

r in the previous remark are not only
additional relations, but they are equivalent to the original intertwiner relations for As and
Ar. This fact is a direct consequence of the next proposition and will be used throughout
the following sections in the computation of quantum automorphism groups of hyper-
graphs.

Proposition 3.2.8. Let V and W be finite dimensional Hilbert spaces and A be a unital
C∗-algebra. Consider two unitaries u ∈ A⊗B(V ) and v ∈ A⊗B(W ). Then

Tu = vT ⇐⇒ T ∗v = uT ∗ ∀T ∈ B(V,W ).

Proof. Let T ∈ B(V,W ) with Tu = vT . Since T has scalar coefficients with respect to
any orthonormal bases of V and W , we have

u∗T ∗ = (Tu)∗ = (vT )∗ = T ∗v∗.

Therefore, multiplying on the left by u and on the right by v yields T ∗v = uT ∗. The
converse direction follows by replacing T with T ∗.

As a first consequence, we obtain that the quantum automorphism group Aut+(Γ) can
alternatively be defined by a single intertwiner relation.
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Remark 3.2.9. Consider a quantum automorphism group Aut+(Γ) with fundamental
representation u := uV ⊕ uE , and define the block matrix

A :=

(
0 As

A∗
r 0

)
∈ B(CV ⊔E).

Then Au = uA is equivalent to AsuE = uVAs and A∗
ruV = uEA

∗
r , where the second

equation is equivalent to AruE = uVAr by Definition 3.2.8. Therefore, the relations
AsuE = uVAs and AruE = uVAr in Definition 3.2.5 can be expressed as the single
intertwiner relation Au = uA.

The following proposition finally shows that the quantum automorphism group Aut+(Γ)
generalizes the classical automorphism group Aut(Γ) in the sense of compact matrix quan-
tum groups.

Proposition 3.2.10. Let Γ be a hypergraph. Then SpecC(Aut+(Γ)) = Aut(Γ) as finite
groups.

Proof. Let Γ := (V,E) and denote by A the C∗-algebra C(Aut+(Γ)). Then Spec(A) is a
group with multiplication given by

φ ∗ ψ := (φ⊗ ψ) ◦∆ ∀φ,ψ ∈ SpecA,

and it is isomorphic to a subgroup of unitary matrices G ⊆ B(CV ⊔E) via the correspon-
dence

φ ∈ SpecA ←→ φ(u) := (φ(uij))i,j∈V ⊔E ∈ B(CV ⊔E),

see [83, Proposition 6.1.11]. Furthermore, we have the decomposition u = uE ⊕ uV , such
that φ(u) = φ(uE) ⊕ φ(uV ) is given by a pair of matrices φ(uE) and φ(uV ). Since uV
and uE are magic unitaries, φ(uE) and φ(uV ) are precisely permutation matrices, which
correspond to a pair of permutations (σ, τ) ∈ SV ×SE via the permutation representation
in Definition 3.2.2. Definition 3.2.4 then implies that (σ, τ) are precisely automorphisms
of Γ.

3.3. Hypergraphs with maximal quantum symmetry

Before presenting examples of quantum automorphism groups of hypergraphs, we show
that these quantum groups are always subgroups of S+

V ∗ S
+
E .

Proposition 3.3.1. Let Γ := (V,E) be a hypergraph. Then Aut+(Γ) ⊆ S+
V ∗ S

+
E .

Proof. Let u denote the fundamental representation of Aut+(Γ) and û denote the funda-
mental representation of S+

V ∗ S
+
E . Since uV and uE are magic unitaries, the universal

property of C(S+
V ∗ S

+
E ) implies the existence of a unital ∗-homomorphism

ϕ : C(S+
V ∗ S

+
E )→ C(Aut+(Γ)),
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1 m· · ·

1 · · · n

Figure 3.3.: The hypergraph Γn,m from Definition 3.3.2.

ûvw 7→ uvw, ûef 7→ uef ∀v, w ∈ V, e, f ∈ E.

This ∗-homomorphism is surjective because C(Aut+(Γ)) is generated by the entries of uV
and uE . Furthermore, it is a morphism of compact quantum groups because

∆
(
ϕ(ûvw)

)
= ∆(uvw) =

∑
x∈V

uvx ⊗ uxw =
∑
x∈V

ϕ(ûvx)⊗ ϕ(ûxw) = (ϕ⊗ ϕ)
(
∆(ûvw)

)
for all v, w ∈ V . Similarly, we have ∆

(
ϕ(ûef )

)
= ∆

(
ϕ(ûef )

)
for all e, f ∈ E. Thus, Aut+(Γ)

is a subgroup of S+
V ∗ S

+
E .

Next, we construct a concrete family of hypergraphs Γn,m for which the quantum au-
tomorphism group is isomorphic to S+

V ∗ S
+
E . These hypergraphs have maximal quantum

symmetries in the sense of Definition 3.2.5 and are illustrated in Figure 3.3.

Definition 3.3.2. Let n,m ∈ N. Define the hypergraph Γn,m := (V,E) with vertices
V = {1, . . . , n}, edges E = {1, . . . ,m}, and source and range maps defined by

s(e) = V, r(e) = V ∀e ∈ E.

Proposition 3.3.3. Let n,m ∈ N and Γn,m := (V,E) be the hypergraph from Defini-
tion 3.3.2. Then Aut+(Γn,m) = S+

V ∗ S
+
E .

Proof. Let u denote be the fundamental representation of Aut+(Γn,m) and û denote the
fundamental representation of S+

V ∗ S
+
E . By the proof of Definition 3.3.1, Aut+(Γn,m) is a

subgroup of S+
V ∗ S

+
E via the unital ∗-homomorphism

ϕ : C(S+
V ∗ S

+
E )→ C(Aut+(Γn,m)),

ûvw 7→ uvw, ûef 7→ uef ∀v, w ∈ V, e, f ∈ E.

To show the reverse inclusion, we construct the inverse ∗-homomorphism using the univer-
sal property of C(Aut+(Γn,m)). Thus, we must show that ûV and ûE satisfy the relations
from Definition 3.2.5. However, ûV and ûE are magic unitaries by definition, and we
compute ∑

f∈E
v∈s(f)

ûfe =
∑
f∈E

ûfe = 1 =
∑
w∈V

ûvw =
∑
w∈V
w∈s(e)

ûvw ∀v ∈ V, e ∈ E.
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This implies AsûE = ûVAs by Definition 3.2.7. Similarly, one shows ArûE = ûVAr

by replacing the source map s with the range map r. Thus, the ∗-homomorphism from
Definition 3.3.1 is invertible, which shows that Aut+(Γn,m) and S+

V ∗S
+
E are isomorphic.

3.4. Dual and opposite hypergraphs

Next, we compute the quantum automorphism groups of the opposite and dual of a hy-
pergraph. Recall from Definition 3.1.14 that the opposite hypergraph Γop is obtained by
interchanging the source and range maps of a hypergraph Γ. In the classical case, both Γ
and Γop have the same automorphism group.

Proposition 3.4.1. Let Γ := (V,E) be a hypergraph. Then Aut(Γ) = Aut(Γop).

Proof. The statement follows directly from the fact that

σ(s(e)) = s(τ(e)) ⇐⇒ σ(rop(e)) = rop(τ(e)) ∀e ∈ E,

σ(r(e)) = r(τ(e)) ⇐⇒ σ(sop(e)) = sop(τ(e)) ∀e ∈ E

for all pairs of permutations (σ, τ) ∈ SV × SE .

The previous proposition generalizes directly to the quantum setting.

Proposition 3.4.2. Let Γ be a hypergraph. Then Aut+(Γ) = Aut+(Γop).

Proof. Let Γ := (V,E). Denote by u the fundamental representation of Aut+(Γ) and by
û the fundamental representation of Aut+(Γop). By definition, we have Asop = Ar and
Arop = As, which implies the entries of u and û satisfy the same relations. Therefore, the
universal properties of C(Aut+(Γ)) and C(Aut+(Γop)) yield a ∗-isomorphism

ϕ : C(Aut+(Γ))→ C(Aut+(Γop))

uvw 7→ ûvw, uef 7→ ûef ∀v, w ∈ V, e, f ∈ E.

Furthermore, it is a morphism of compact quantum groups because

∆
(
ϕ(uvw)

)
=
∑
x∈V

ûxw ⊗ ûxw = (ϕ⊗ ϕ)
(
∆(uvw)

)
∀v, w ∈ V,

∆
(
ϕ(uef )

)
=
∑
g∈V

ûeg ⊗ û
g
f = (ϕ⊗ ϕ)

(
∆(uef )

)
∀e, f ∈ E.

Thus, Aut+(Γ) are isomorphic Aut+(Γop).

Next, we consider dual hypergraphs. Recall from Definition 3.1.14 that the dual Γ∗ of
a hypergraph Γ is obtained by interchanging the vertices and edges. As in the case of
opposite hypergraphs, a hypergraph and its dual have isomorphic classical automorphism
groups.
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Proposition 3.4.3. Let Γ be a hypergraph. Then

Aut(Γ∗) = {(τ, σ) | (σ, τ) ∈ Aut(Γ)} .

In particular, Aut(Γ) and Aut(Γ∗) are isomorphic.

Proof. Let Γ := (V,E) and (σ, τ) ∈ Aut(Γ). Then

τ(s∗(v)) = {τ(e) | e ∈ E, v ∈ s(e)} = {e ∈ E | v ∈ s(τ−1(e))}
= {e ∈ E | v ∈ σ−1(s(e))} = {e ∈ E | σ(v) ∈ s(e)} = s∗(σ(v))

for all v ∈ V . Similarly, we have τ(r∗(v)) = r∗(σ(v)) by replacing s with r. Thus, (τ, σ) ∈
Aut(Γ∗). Conversely, let (τ, σ) ∈ Aut(Γ∗). Since (Γ∗)∗ = Γ, the previous computation
directly implies that (σ, τ) ∈ Aut((Γ∗)∗) = Aut(Γ). The isomorphism Aut(Γ) between
Aut(Γ∗) is given by (σ, τ) 7→ (τ, σ).

It is also possible to generalize the previous proposition to the case of quantum groups.

Proposition 3.4.4. Let Γ be a hypergraph. Then Aut+(Γ) = Aut+(Γ∗).

Proof. Let Γ := (V,E). Denote by u the fundamental representation of Aut+(Γ) and by û
the fundamental representation of Aut+(Γ∗). We begin by constructing the ∗-isomorphism

ϕ : C(Aut+(Γ))→ C(Aut+(Γ∗)),

uvw 7→ ûvw, uef 7→ ûef ∀v, w ∈ V, e, f ∈ E

using the universal properties of C(Aut+(Γ)) and C(Aut+(Γ∗)). Hence, we must show
that entries of u and û satisfy the same relations. Since uV , uE , ûE and ûV are all magic
unitaries, it remains to show that

Asu
(1) = u(2)As ⇐⇒ As∗u

(2) = u(1)As∗ ,

Aru
(1) = u(2)Ar ⇐⇒ Ar∗u

(2) = u(1)Ar∗

for arbitrary magic unitaries u(1) and u(2) indexed by V and E respectively. However, this
follows directly from Definition 3.2.8 since

(As∗)ev =

{
1 if e ∈ s∗(v)

0 otherwise
=

{
1 if v ∈ s(e)
0 otherwise

= (As)
v
e = (AT

s )
e

v ∀v ∈ V, e ∈ E,

which implies As∗ = AT
s = A∗

s and similarly Ar∗ = A∗
r . Therefore, the ∗-isomorphism ϕ

exists, and it is an isomorphism of compact quantum groups since

∆
(
ϕ(uvw)

)
=
∑
x∈V

ûvx ⊗ ûxw =
∑
x∈V

ϕ(uvx)⊗ ϕ(uxw) = (ϕ⊗ ϕ)
(
∆(uvw)

)
for all v, w ∈ V , and ∆

(
ϕ(uef )

)
= (ϕ⊗ϕ)

(
∆(uef )

)
for all e, f ∈ E by a similar computation.
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3.5. Hypergraphs without multiple edges

In contrast to the quantum automorphism groups of graphs by Bichon and Banica in
Chapter 4, our quantum automorphism group includes an additional magic unitary uE
for the edges. This magic unitary is necessary to capture quantum symmetries involving
multiple edges, see for example the family of hypergraphs in Section 3.3. However, we
show that if a hypergraph contains no multiple edges, then the magic unitary uE becomes
redundant, and its entries can be expressed in terms of the entries of uV .

We begin with the following lemma, which relates the entries of uE with the entries of
uV .

Lemma 3.5.1. Let Γ := (V,E) be a hypergraph and X ⊆ V . Then∑
f∈E

X⊆s(f)

ufe =
∏
v∈X

∑
w∈V
w∈s(e)

uvw ∀e ∈ E.

In particular, the product on the right-hand side commutes. The statement also holds for
the range map r.

Proof. Let e ∈ E and X = {v1, . . . , vk} with all vi pairwise distinct. Then∏
v∈X

(AsuE)ve =
∏
v∈X

∑
f∈E

v∈s(f)

ufe =
∑
f1∈E

v1∈s(f1)

· · ·
∑
fk∈E

vk∈s(fk)

uf1e · · ·ufke .

Since uf1e · · ·ufke = δf1f2 · · · δf1fku
f1
e , it follows that∏

v∈X
(AsuE)ve =

∑
f∈E

v1∈s(f),...,vk∈s(f)

ufe =
∑
f∈E

X⊆s(f)

ufe .

On the other hand, applying AsuE = uVAs to the original expression yields∏
v∈X

(AsuE)ve =
∏
v∈X

(uVAs)
v
e =

∏
v∈X

∑
w∈V
w∈s(e)

uvw.

Therefore, ∑
f∈E

X⊆s(f)

ufe =
∏
v∈X

∑
w∈V
w∈s(e)

uvw.

Since the left-hand side is independent of the order of the elements in X, the product on
the right-hand side commutes. Furthermore, replacing s with r yields the analogous result
for the range map r.

By using an inclusion-exclusion argument, we can strengthen the previous lemma to
obtain the equality X = s(f) instead of the inclusion X ⊆ s(f) on the left-hand side.
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Lemma 3.5.2. Let Γ := (V,E) be a hypergraph and X ⊆ V . Then∑
f∈E

s(f)=X

ufe =
∑

X⊆Y⊆V

(−1)|Y |−|X| ∏
v∈Y

∑
w∈V
w∈s(e)

uvw ∀e ∈ E.

The statement also holds for the range map r.

Proof. Using Definition 3.5.1, we must show that∑
f∈E

s(f)=X

ufe =
∑

X⊆Y⊆V

(−1)|Y |−|X| ∑
f∈E

Y⊆s(f)

ufe ∀e ∈ E.

Consider an element ufe with X ⊆ s(f) and define k := |s(f)| − |X|. Then there are(
k
ℓ

)
subsets Y satisfying X ⊆ Y ⊆ s(f) and |Y | = |X| + ℓ. Furthermore, each subset

contributes a factor of

(−1)|Y |−|X| = (−1)(|X|+ℓ)−|X| = (−1)ℓ

on the right-hand side of the equation. Thus, by the binomial theorem, the total contri-
bution of uef to the right-hand side is

k∑
ℓ=0

(
k

ℓ

)
(−1)ℓ =

(
(−1) + 1

)k
=

{
1 if k = 0,

0 if k > 0.

Therefore, the right-hand side contains ufe precisely when k = 0, which is equivalent to
s(f) = X. The corresponding result for the range map r follows similarly.

The previous lemma can now be used to show that the elements of uE can be expressed
in terms of the elements of uV if the underlying hypergraph contains no multiple edges.

Theorem 3.5.3. Let Γ := (V,E) be a hypergraph without multiple edges. Denote by
C∗(uV ) the C∗-algebra generated by uvw for all v, w ∈ V . Then uef ∈ C∗(uV ) for all
e, f ∈ E.

Proof. Let e, f ∈ E. Then ∑
g∈E

s(g)=s(e)

ugf ,
∑
g∈E

r(g)=r(e)

ugf ∈ C
∗(uV )

by choosing X = s(e) and X = r(e) in Definition 3.5.2. This implies( ∑
g∈E

s(g)=s(e)

ugf

)( ∑
g∈E

r(g)=r(e)

ugf

)
=

∑
g1,g2∈E

s(g1)=s(e)
r(g2)=r(e)

ug1e u
g2
e︸ ︷︷ ︸

δg1g2u
g1
f

=
∑
g∈E

s(g)=s(e)
r(g)=r(e)

ugf ∈ C
∗(uV ).
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Since Γ contains no multiple edges, we have

uef =
∑
g∈E

s(g)=s(e)
r(g)=r(e)

ugf ∈ C
∗(uV ).

Translating the previous theorem to the setting of quantum groups yields the following
two corollaries.

Corollary 3.5.4. Let Γ := (V,E) be a hypergraph without multiple edges. Then Aut+(Γ)
is a subgroup of S+

V .

Proof. Denote by u the fundamental representation of Aut+(Γ) and by û the fundamental
representation of S+

V . Following the proof of Definition 3.3.1, there exists a morphism of
compact quantum groups

ϕ : C(S+
V )→ Aut+(Γ), ûvw 7→ uvw ∀v, w ∈ V.

By Definition 3.5.3, this morphism is surjective, which implies that Aut+(Γ) is a subgroup
of S+

V .

Corollary 3.5.5. Let Γ := (V,E) be a hypergraph such that Γ∗ contains no multiple edges.
Then Aut+(Γ) is a subgroup of S+

E .

Proof. By combining Definition 3.4.3 and Definition 3.5.4, we obtain

Aut+(Γ) = Aut+(Γ∗) ⊆ S+
E .
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4. Links to quantum symmetries of
classical graphs

In the case of classical graphs, there exist two different versions of quantum automor-
phism groups, which have been introduced by Bichon [13] and Banica [5]. These quantum
groups generalize the classical automorphism group of a graph Γ and are constructed by
imposing the additional relation Au = uA on a quantum permutation u, where A de-
notes the adjacency matrix of Γ. Quantum automorphism groups of graphs provide a
large class of examples of compact matrix quantum groups and have been further stud-
ied for example in [21, 75, 57, 28] and recently been generalized to multigraphs in [45].
Additionally, quantum automorphism groups of graphs have found applications in quan-
tum information theory, where Mančinska and Roberson [64] established a link between
quantum symmetries of graphs and non-local graph isomorphism games.

In this chapter, we first introduce the existing quantum automorphism groups for graphs
by Bichon and Banica, and a multigraph version by Goswami and Hossain, before compar-
ing these quantum groups to our quantum automorphism group for hypergraphs. Specifi-
cally, we show that if a hypergraph arises from a classical directed, simple or multigraph as
described in Section 3.1, then our quantum automorphism group for hypergraphs agrees
with Bichon’s quantum automorphism group or its multigraph version by Goswami and
Hossain. Therefore, our quantum automorphism group for hypergraphs can be viewed as
a generalization of Bichon’s quantum automorphism group for classical graphs.

4.1. Quantum automorphism groups of graphs

In the following, we recall the definition and basic facts about quantum automorphism
groups of classical graphs. We begin with the definition of Bichon’s quantum automor-
phism groups before discussing Banica’s version and the recent version for multigraphs
by Goswami and Hossain. For more information on quantum automorphism groups of
graphs, we refer to [76].

Definition 4.1.1. Let Γ := (V,E) be a simple or directed graph. Denote by A the uni-
versal unital C∗-algebra generated by elements uvw for all i, j ∈ V satisfying the following
relations:

1. u := (uij)i,j∈V is a magic unitary.

2. Au = uA, where A is the adjacency matrix of Γ.

3. uiku
j
ℓ = ujℓu

i
k for all i ∼ j and k ∼ ℓ.
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Then Aut+Bic(Γ) := (A, u) is Bichon’s quantum automorphism group of Γ.

Note that the second relation Au = uA was originally formulated using a different set
of relations. However, the following proposition shows that both versions are equivalent.

Proposition 4.1.2. Let Γ := (V,E) be a simple or directed graph, A be a unital C∗-algebra
and u ∈ A⊗B(CV ) be a magic unitary. Then Au = uA is equivalent to

uiku
j
ℓ = ujℓu

i
k = 0 ∀i ∼ j, k ≁ ℓ,

uiku
j
ℓ = ujℓu

i
k = 0 ∀i ≁ j, k ∼ ℓ.

Proof. See [76, Proposition 2.1.3].

Using this reformulation of the intertwiner relations Au = uA, we can now prove the
following proposition, which will be used later.

Proposition 4.1.3. Let Γ := (V,E) be a simple or directed graph. Denote by u the
fundamental representation of Aut+Bic(Γ). Then∑

k,ℓ∈V
k∼ℓ

uiku
j
ℓ =

∑
k,ℓ∈V
k∼ℓ

uki u
ℓ
j = 1 ∀i ∼ j.

Proof. Using Definition 4.1.2 and the fact that u is a magic unitary, we obtain∑
k,ℓ∈V
k∼ℓ

uiku
j
ℓ =

∑
k,ℓ∈V

uiku
j
ℓ =

(∑
k∈V

uik

)(∑
ℓ∈V

ujℓ

)
= 1 · 1 = 1

for all i, j ∈ V with i ∼ j, see [77]. The second equality follows similarly.

By dropping Relation 3 in Definition 4.1.1, we obtain of Banica’s quantum automor-
phism group, which is often studied instead of Bichon’s version.

Definition 4.1.4. Let Γ := (V,E) be a simple or directed graph. Denote by A the
universal unital C∗-algebra generated by elements uij for all i, j ∈ V satisfying the following
relations:

1. u := (uij)i,j∈V is a magic unitary.

2. Au = uA, where A is the adjacency matrix of Γ.

Then Aut+Ban(Γ) := (A, u) is Banica’s quantum automorphism group of Γ.

However, we are primarily interested in Bichon’s version and its generalization to multi-
graphs as recently defined by Goswami and Hossain [45].

Definition 4.1.5. Let Γ := (V,E) be a multigraph without isolated vertices. Denote by
A the universal unital C∗-algebra generated by elements uef for all e, f ∈ E satisfying the
following relations:
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1. The matrix u := (uef )
e,f∈E is a magic unitary.

2. Let v ∈ V and e1, e2 ∈ E. Then∑
f∈E

s(f)=v

ue1f =
∑
f∈E

s(f)=v

ue2f if s(e1) = s(e2),

∑
f∈E

r(f)=v

ue1f =
∑
f∈E

r(f)=v

ue2f if r(e1) = r(e2).

3. Let e, f ∈ E. Then uef = 0 if

• s(e) is neither a source nor a sink and s(f) is a source, or

• r(e) is neither a source nor a sink and r(f) is a sink.

4. Let v ∈ V be neither a source nor a sink and e1, e2 ∈ E such that s(e1) = r(e2) is
neither a source nor a sink. Then∑

f∈E
s(f)=v

ue1f =
∑
f∈E

r(f)=v

ue2f .

Then Aut+GH,Bic(Γ) := (A, u) is the quantum automorphism group by Goswami and Hossain
in Bichon’s sense of Γ.

Note that in contrast to the original definition in [45, Definition 4.26], we have added
the magic unitary relation (uef )2 = uef for all e, f ∈ E and interchanged the conditions in
Relation 3.

4.2. Case of directed graphs

We begin by studying the hypergraph quantum symmetries of directed graphs as defined
in Definition 3.1.2. Recall from Definition 3.1.11 that we can identify a directed graph
Γ := (V,E) with a 1-uniform hypergraph without multiple edges by defining the source
and range maps as follows:

s(v, w) = {v}, r(v, w) = {w} ∀(v, w) ∈ E.

In this way, we can apply Definition 3.2.5 to obtain a hypergraph quantum automorphism
group Aut+(Γ). In the following, we show that Aut+(Γ) coincides with Bichon’s quantum
automorphism group Aut+Bic(Γ).

We begin by reformulating the intertwiner relations AsuE = uVAs and AruE = uVAr

in the context of directed graphs.
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Lemma 4.2.1. Let Γ := (V,E) be a directed graph, A be a unital C∗-algebra and

uV ∈ A⊗B(CV ), uE ∈ A⊗B(CE).

Then the relations AsuE = uVAs and AruE = uVAr are equivalent to∑
(v2,w2)∈E

v0=v2

u
(v2,w2)
(v1,w1)

= uv0v1 ,
∑

(v2,w2)∈E
v0=w2

u
(v2,w2)
(v1,w1)

= uv0w1

for all v0 ∈ V and (v1, w1) ∈ E.

Proof. Let v0 ∈ V and e := (v1, w1) ∈ E. Then

(AsuE)v0e =
∑
f∈E

v0∈s(f)

ufe =
∑

(v2,w2)∈E
v0=v2

u
(v2,w2)
(v1,w1)

,

(AruE)v0e =
∑
f∈E

v0∈r(f)

ufe =
∑

(v2,w2)∈E
v0=w2

u
(v2,w2)
(v1,w1)

.

On the other hand, since the image of s and r contains exactly one element and there are
no multiple edges, we have

(uVAs)
v0
e =

∑
w∈V
w∈s(e)

uv0w = uv0v1 , (uVAr)
v0
e =

∑
w∈V
w∈r(e)

uv0w = uv0w1
.

Therefore, AsuE = uVAs and AruE = uVAr are equivalent to∑
(v2,w2)∈E

v0=v2

u
(v2,w2)
(v1,w1)

= uv0v1 ,
∑

(v2,w2)∈E
v0=w2

u
(v2,w2)
(v1,w1)

= uv0w1

for all v0 ∈ V and (v1, w1) ∈ E.

Using the previous lemma, the entries of uE can be expressed in terms of the entries of
uV .

Lemma 4.2.2. Let Γ := (V,E) be a directed graph. Denote by u the fundamental repre-
sentation of Aut+(Γ). Then

u
(v1,w1)
(v2,w2)

= uv1v2u
w1
w2

= uw1
w2
uv1v2 ∀(v1, w1), (v2, w2) ∈ E.

Proof. Let (v1, w1), (v2, w2) ∈ E. By Definition 4.2.1, we have

uv1v2 =
∑

(v3,w3)∈E
v1=v3

u
(v3,w3)
(v2,w2)

, uw1
w2

=
∑

(v4,w4)∈E
w1=w4

u
(v4,w4)
(v2,w2)

,
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which yields

uv1v2u
w1
w2

=
∑

(v3,w3)∈E
v1=v3

∑
(v4,w4)∈E
w1=w4

u
(v3,w3)
(v2,w2)

u
(v4,w4)
(v2,w2)︸ ︷︷ ︸

δ(v3,w3)(v4,w4)
u
(v3,w3)

(v2,w2)

=
∑

(v3,w3)∈E
v1=v3
w1=w3

u
(v3,w3)
(v2,w2)

,

uw1
w2
uv1v2 =

∑
(v4,w4)∈E
w1=w4

∑
(v3,w3)∈E

v1=v3

u
(v4,w4)
(v2,w2)

u
(v3,w3)
(v2,w2)︸ ︷︷ ︸

δ(v4,w4)(v3,w3)
u
(v3,w3)

(v2,w2)

=
∑

(v3,w3)∈E
v1=v3
w1=w3

u
(v3,w3)
(v2,w2)

.

Since Γ contains no multiple edges, we have

u
(v1,w1)
(v2,w2)

=
∑

(v3,w3)∈E
v1=v3
w1=w3

u
(v3,w3)
(v2,w2)

.

Thus,

u
(v1,w1)
(v2,w2)

= uv1v2u
w1
w2

= uw1
w2
uv1v2 .

Now, we can show that our quantum automorphism group Aut+(Γ) coincides with the
quantum automorphism group Aut+Bic(Γ) when we identify the magic unitary uV with the
fundamental representation of Aut+Bic(Γ).

Theorem 4.2.3. Let Γ be a directed graph. Then Aut+(Γ) = Aut+Bic(Γ).

Proof. Let Γ := (V,E). Denote by u the fundamental representation of Aut+(Γ) and by
û the fundamental representation of Aut+Bic(Γ). Furthermore, define the elements

û
(v1,w1)
(v2,w2)

:= ûv1v2 û
w1
w2

∀(v1, w1), (v2, w2) ∈ E,

and the matrices ûV := (ûvw)v,w∈V and ûE := (ûef )
e,f∈E .

Step 1. To prove the statement, we begin by constructing the unital ∗-homomorphism

ϕ : C(Aut+(Γ))→ C(Aut+Bic(Γ)),

uvw 7→ ûvw ∀v, w ∈ V,

u
(v1,w1)
(v2,w2)

7→ ûv1v2 û
w1
w2

∀(v1, w1), (v2, w2) ∈ E

using the universal property of C(Aut+(Γ)). Therefore, we must show that the matrices
ûV and ûE satisfy the relations from Definition 3.2.5. By Definition 4.1.1, ûV is a magic
unitary. Moreover, we have

ûv1v2 û
w1
w2

= ûw1
w2
ûv1v2 ∀(v1, w1), (v2, w2) ∈ E,

which implies
(ûv1v2 û

w1
w2

)∗ = (ûw1
w2

)∗(ûv1v2)∗ = ûw1
w2
ûv1v2 = ûv1v2 û

w1
w1
,
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(ûv1v2 û
w1
w2

)2 = ûv1v2 û
w1
w2
ûv1v2 û

w1
w2

= (ûv1v2)2(ûw1
w2

)2 = ûv1v2 û
w1
w2
.

Furthermore, the additional relations from Definition 4.1.3 yield∑
(v2,w2)∈E

ûv1v2 û
w1
w2

=
∑

v2,w2∈V
(v2,w2)∈E

ûv1v2 û
w1
w2

= 1 ∀(v1, w1) ∈ E,

∑
(v2,w2)∈E

ûv2v1 û
w2
w1

=
∑

v2,w2∈V
(v2,w2)∈E

ûv2v1 û
w2
w1

= 1 ∀(v1, w1) ∈ E.

Therefore, ûE is a magic unitary. Next, we verify the intertwiner relation AsûE = ûVAs.
Let v0 ∈ V and (v1, w1) ∈ E, and denote by A the adjacency matrix of Γ. Then∑

(v2,w2)∈E
v0=v2

ûv2v1 û
w2
w1

= ûv0v1

∑
(v2,w2)∈E

v0=v2

ûw2
w1

= ûv0v1

∑
w2∈V

Av0
w2
ûw2
w1
.

By Definition 4.1.1, we have AûV = ûVA, which implies

ûv0v1

∑
w2∈V

Av0
w2
ûw2
w1

= ûv0v1

∑
w2∈V

ûv0w2
Aw2

w1

Since ûv0v1 û
v0
w2

= δv1w2 û
v0
v1 , it follows that

ûv0v1

∑
w2∈V

ûv0w2
Aw2

w1
=
∑
w2∈V

δv1w2 û
v0
v1A

w2
w1

= ûv0v1A
v1
w1

= ûv0v1 .

Therefore, ∑
(v2,w2)∈E

v0=v2

û
(v2,w2)
(v1,w1)

=
∑

(v2,w2)∈E
v0=v2

ûv2v1 û
w2
w1

= ûv0v1 ,

which is equivalent to AsûE = ûVAs by Definition 4.2.1. Similarly, one shows ArûE =
ûVAr. Thus, the map ϕ exists.

Step 2. Next, we construct the inverse map

ψ : C(Aut+Bic(Γ))→ C(Aut+(Γ)), ûvw 7→ uvw ∀v, w ∈ V

using the universal property of C(Aut+Bic(Γ)). Thus, we must show that the matrix uV
satisfies the relations from Definition 4.1.1. First, note that uV is a magic unitary by
Definition 3.2.5. Second, we must show that AuV = uVA. Observe that A = AsA

∗
r since

(AsA
∗
r)

v
w =

∑
e∈E

(As)
v
e(Ar)

w
e =

∑
e∈E

δ(v,w)e =

{
1 if (v, w) ∈ E,
0 otherwise,

∀v, w ∈ V.

Hence,
AuV = AsA

∗
ruV = AsuEA

∗
r = uVAsA

∗
r = uVA,
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because A∗
r also intertwines uV and uE by Definition 3.2.7. Finally, we must verify that

uv1v2u
w1
w2

= uw1
w2
uv1v2 ∀(v1, w1), (v2, w2) ∈ E.

But this follows directly from Definition 4.2.2, since

uv1v2u
w1
w2

= u
(v1,w1)
(v2,w2)

= uw1
w2
uv1v2 .

Thus, the ∗-homomorphism ψ exists.

Step 3. The maps ϕ and ψ are indeed inverse because

ûvw ←→ uvw

ûv1v2 û
w1
w2
←→ uv1v2u

w1
w2

= u
(v1,w1)
(v2,w2)

by Definition 4.2.2. It remains to show that ψ respects the comultiplication and defines
an isomorphism of compact quantum groups. But this follows directly since

∆
(
ψ(ûvw)

)
=
∑
x∈V

uvx ⊗ uxw =
∑
x∈V

ψ(ûvx)⊗ ψ(ûxw) = (ψ ⊗ ψ)
(
∆(ûvw)

)
for all v, w ∈ V .

4.3. Case of simple graphs

Next, we consider simple graphs as defined in Definition 3.1.1. Recall from Definition 3.1.10
that simple graphs can be regarded as 2-uniform undirected hypergraphs without multiple
edges by defining the source and range maps as follows:

s({v, w}) = {v, w}, r({v, w}) = {v, w} ∀{v, w} ∈ E.

In the following, we show that for a simple graph Γ our quantum automorphism group
Aut+(Γ) also coincides with Bichon’s quantum automorphism group Aut+Bic(Γ).

We begin by reformulating the intertwiner relations AsuE = uVAs and AruE = uVAr

in the context of simple graphs.

Lemma 4.3.1. Let Γ := (V,E) be a simple graph, A be a unital C∗-algebra and

uV ∈ A⊗B(CV ), uE ∈ A⊗B(CE)

be two unitaries. Then the following are equivalent:

1. AsuE = uVAs and AruE = uVAr,

2.
∑
v2∈V

{v0,v2}∈E

u
{v0,v2}
{v1,w1} = uv0v1 + uv0w1

∀v0 ∈ V, {v1, w1} ∈ E,
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3.
∑
v2∈V

{v0,v2}∈E

u
{v1,w1}
{v0,v2} = uv1v0 + uw1

v0 ∀v0 ∈ V, {v1, w1} ∈ E.

Proof. Since As = Ar, we only need to consider AsuE = uVAs. Let v0 ∈ V and e :=
{v1, w1} ∈ E. Then

(AsuE)v0e =
∑
f∈E

(As)
v0
f u

f
e =

∑
f∈E
v0∈f

ufe =
∑
v2∈V

{v0,v2}∈E

u
{v0,v2}
{v1,w1},

(uVAs)
v0
e =

∑
w∈V

uv0w (As)
w
e =

∑
w∈V
w∈e

uv0w = uv0v1 + uv0w1
.

Hence, AsuE = uVAs is equivalent to∑
v2∈V

{v0,v2}∈E

u
{v0,v2}
{v1,w1} = uv0v1 + uv0w1

∀v0 ∈ V, {v1, w1} ∈ E.

Similarly, we compute

(uEA
∗
s)

e
v0

=
∑
f∈E

uef (A∗
s)

f
v0

=
∑
f∈E
v0∈f

uef =
∑
v2∈V

{v0,v2}∈E

u
{v1,w1}
{v0,v2} ,

(A∗
suV )ev0 =

∑
w∈V

(As)
e
wu

w
v0 =

∑
w∈V
w∈e

uwv0 = uv1v0 + uw1
v0 .

Thus, uEA
∗
s = A∗

suV is equivalent to∑
v2∈V

{v0,v2}∈E

u
{v1,w1}
{v0,v2} = uv1v0 + uw1

v0 ∀v0 ∈ V, {v1, w1} ∈ E,

which is equivalent to AsuE = uVAs by Definition 3.2.8.

As in the case of directed graphs, we can use the previous lemma to express the entries
of the magic unitary uE in terms of the entries of uV .

Lemma 4.3.2. Let Γ := (V,E) be a simple graph. Denote by u the fundamental repre-
sentation of Aut+(Γ). Then

u
{v1,w1}
{v2,w2} = uv1v2u

w1
w2

+ uv1w2
uw1
v2 = uv1v2u

w1
w2

+ uw1
v2 u

v1
w2

for all {v1, w1}, {v2, w2} ∈ E.
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Proof. Let {v1, w1}, {v2, w2} ∈ E. Since Γ a simple graph, we have v1 ̸= w1, which implies

(uv1v2 + uv1w2
)(uw1

v2 + uw1
w2

) = uv1v2u
w1
v2︸ ︷︷ ︸

0

+uv1v2u
w1
w2

+ uv1w2
uw1
v2 + uv1w2

uw1
w2︸ ︷︷ ︸

0

= uv1v2u
w1
w2

+ uv1w2
uw1
v2 .

On the other hand, Definition 4.3.1 yields

(uv1v2 + uv1w2
)(uw1

v2 + uw1
w2

) =
∑
v3∈V

{v1,v3}∈E

u
{v1,v3}
{v2,w2}

∑
v4∈V

{w1,v4}∈E

u
{w1,v4}
{v2,w2}

=
∑

v3,v4∈V
{v1,v3},{w1,v4}∈E

u
{v1,v3}
{v2,w2}u

{w1,v4}
{v2,w2}︸ ︷︷ ︸

δ{v1,v3}{w1,v4}u
{v1,v3}
{v2,w2}

= u
{v1,w1}
{v2,w2},

where {v1, v3} = {w1, v4} and v1 ̸= w1 implies v3 = w1 in the last step. Thus,

u
{v1,w1}
{v2,w2} = (uv1v2 + uv1w2

)(uw1
v2 + uw1

w2
) = uv1v2u

w1
w2

+ uv1w2
uw1
v2 .

Similarly, we compute

(uv1v2 + uw1
v2 )(uv1w2

+ uw1
w2

) = uv1v2u
w1
w2

+ uw1
v2 u

v1
w2

and
(uv1v2 + uw1

v2 )(uv1w2
+ uw1

w2
) =

∑
v3,v4∈V

{v1,v3},{v2,v4}∈E

u
{v1,w1}
{v2,v3} u

{v1,w1}
{w2,v4}︸ ︷︷ ︸

δ{v2,v3}{w2,v4}u
{v1,w1}
{v2,v3}

= u
{v1,w1}
{v2,w2}

using v2 ̸= w2 and Definition 4.3.1. Therefore,

u
{v1,w1}
{v2,w2} = (uv1v2 + uw1

v2 )(uv1w2
+ uw1

w2
) = uv1v2u

w1
w2

+ uw1
v2 u

v1
w2
.

In addition to the previous lemmas, we need the following proposition for general hyper-
graphs. It states that uvw = 0 if the vertices v and w are contained in a different number
of edges. This proposition will also be used in Section 4.4 when computing the quantum
automorphism groups of multigraphs.

Note that this type of relation seems to be useful when computing quantum symmetries
of concrete hypergraphs. For example, the similar relation uiju

k
ℓ = 0 for d(i, k) ̸= d(j, ℓ)

was used in [74, 75] to compute quantum symmetries of classical graphs, where d denotes
the distance between vertices.

Proposition 4.3.3. Let Γ := (V,E) be a hypergraph, and denote by u the fundamental
representation of Aut+(Γ). Define

Ns(v) := |{e ∈ E | v ∈ s(e)}| ∀v ∈ V.
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Then
Ns(v) · uvw = uvw ·Ns(w) ∀v, w ∈ V.

In particular, if Ns(v) ̸= Ns(w), then uvw = 0. The statement also holds for the range map
r.

Proof. Let v ∈ V . By summing both sides of (AsuE)ve = (uVAs)
v
e over all e ∈ E, we obtain

∑
e∈E

∑
f∈E

(As)
v
fu

f
e =

∑
f∈E

(As)
v
f

(∑
e∈E

ufe

)
︸ ︷︷ ︸

1

=
∑
f∈E

(As)
v
f = Ns(v),

∑
e∈E

∑
w∈V

uvw(As)
w
e =

∑
w∈V

uvw

(∑
e∈E

(As)
w
e

)
=
∑
w∈V

uvw ·Ns(w).

Thus,

Ns(v) =
∑
w∈V

uvw ·Ns(w),

which implies

Ns(v) · uvw = uvw ·Ns(v) =
∑
x∈V

uvwu
v
x︸ ︷︷ ︸

δwxuv
w

·Ns(x) = uvw ·Ns(w) ∀v, w ∈ V.

In particular, if Ns(v) ̸= Ns(w), then

Ns(v) · uvw = uvw ·Ns(w) ⇐⇒ (Ns(v)−Ns(w)) · uvw = 0 ⇐⇒ uvw = 0.

The corresponding statement and the proof for the range map r are obtained by replacing
s with r.

We can now show that in the case of simple graphs, our quantum automorphism group
coincides with Bichon’s quantum automorphism group when we identify the magic unitary
uV with the fundamental representation of Aut+Bic(Γ).

Theorem 4.3.4. Let Γ be a simple graph. Then Aut+(Γ) = Aut+Bic(Γ).

Proof. Denote by u the fundamental representation of Aut+(Γ) and by û the fundamental
representation of Aut+Bic(Γ). Furthermore, we define the elements

û
{v1,w1}
{v2,w2} := ûv1v2 û

w1
w2

+ ûv1w2
ûw1
v2 ∀{v1, w1}, {v2, w2} ∈ E,

and the corresponding matrices ûV := (ûvw)v,w∈V and ûE := (ûef )
e,f∈E . Note that the

elements û
{v1,w1}
{v2,w2} is well-defined because

ûv1v2 û
w1
w2

= ûw1
w2
ûv1v2 ∀{v1, w1}, {v2, w2} ∈ E
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by Definition 4.1.1.

Step 1. First, we construct the unital ∗-homomorphism

ϕ : C(Aut+(Γ))→ C(Aut+Bic(Γ)),

uvw 7→ ûvw ∀v, w ∈ V,
uef 7→ ûef ∀e, f ∈ E

using the universal property of C(Aut+(Γ)). Therefore, we must show that ûV and ûE
are magic unitaries that are intertwined by As = Ar. By Definition 4.1.1, the matrix ûV
is a magic unitary, and we compute(

û
{v1,w1}
{v2,w2}

)∗
= (ûv1v2 û

w1
w2

)∗ + (ûv1w2
ûw1
v2 )∗

= ûw1
w2
ûv1v2 + ûw1

v2 û
v1
w2

= ûv1v2 û
w1
w2

+ ûv1w2
ûw1
v2 = û

{v1,w1}
{v2,w2}

for all {v1, w1}, {v2, w2} ∈ E. Similarly, we compute(
û
{v1,w1}
{v2,w2}

)2
= (ûv1v2 û

w1
w2

+ ûv1w2
ûw1
v2 )(ûv1v2 û

w1
w2

+ ûv1w2
ûw1
v2 )

= ûv1v2 û
w1
w2
ûv1v2 û

w1
w2

+ ûv1w2
ûw1
v2 û

v1
w2
ûw1
v2

= (ûv1v2)2(ûw1
w2

)2 + (ûv1w2
)2(ûw1

v2 )2

= ûv1v2 û
w1
w2

+ ûv1w2
ûw1
v2

= û
{v1,w1}
{v2,w2}

for all {v1, w1}, {v2, w2} ∈ E, where we additionally use the fact that

ûw1
w2
ûv1w2

= 0, ûw1
v2 û

v1
v2 = 0,

since v1 ̸= w1. Next, show that the rows and columns of ûE sum to 1. Observe that∑
{v1,w1}∈E

ûv1v2 û
w1
w2

=
1

2

∑
v1,w1∈V

{v1,w1}∈V

ûv1v2 û
w1
w2

=
1

2
∀{v2, w2} ∈ E

by Definition 4.1.3. Therefore,∑
{v1,w1}∈E

û
{v1,w1}
{v2,w2} =

∑
{v1,w1}∈E

ûv1v2 û
w1
w2

+
∑

{v1,w1}∈E

ûv1w2
ûw1
v2 =

1

2
+

1

2
= 1

for all {v2, w2} ∈ E. Similarly,∑
{v2,w2}∈E

û
{v1,w1}
{v2,w2} =

1

2
+

1

2
= 1 ∀{v1, w1} ∈ E.
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Hence, ûE is a magic unitary. It remains to show that AsûE = ûVAs. But this follows
from Definition 4.3.1 and AûV = ûVA because∑

v2∈V
{v0,v2}∈E

û
{v0,v2}
{v1,w1} =

∑
v2∈V

{v0,v2}∈E

(
ûv0v1 û

v2
w1

+ ûv0w1
ûv2v1
)

= ûv0v1

∑
v2∈V

{v0,v2}∈E

ûv2w1
+ ûv0w1

∑
v2∈V

{v0,v2}∈E

ûv2v1

= ûv0v1

∑
v2∈V

Av0
v2 û

v2
w1

+ ûv0w1

∑
v2∈V

Av0
v2 û

v2
v1

= ûv0v1

∑
v2∈V

ûv0v2A
v2
w1

+ ûv0w1

∑
v2∈V

ûv0v2A
v2
v1

=
∑
v2∈V

ûv0v1 û
v0
v2︸ ︷︷ ︸

δv1v2 û
v0
v1

Av2w1 +
∑
v2∈V

ûv0w1
ûv0v2︸ ︷︷ ︸

δw1v2 û
v0
w1

Av2v1

= ûv0v1 + ûv0w1

for all v0 ∈ V and {v1, w1} ∈ E. Hence, the map ϕ exists.

Step 2. Next, we construct the inverse map

ψ : C(Aut+Bic(Γ))→ C(Aut+(Γ)), ûvw 7→ uvw ∀v, w ∈ V

using the universal property of C(Aut+Bic(Γ)). We must show that uV satisfies the relations
from Definition 4.1.1. By Definition 3.2.5, uV is a magic unitary. To show that AuV =
uVA, observe that

(AsA
∗
s)

v
w =

∑
e∈E

(As)
v
e(As)

w
e = |{e ∈ E | v ∈ s(e) ∧ w ∈ s(e)}| ∀v, w ∈ V.

Since Γ is a simple graph, each e ∈ E contains exactly two elements, such that

(AsA
∗
s)

v
w =


0 if v ̸= w, {v, w} /∈ E,
1 if v ̸= w, {v, w} ∈ E,
Ns(v) if v = w,

where
Ns(v) := |{e ∈ E | v ∈ s(e)}|

as in Definition 4.3.3. Thus, AsA
∗
s = A+ T with T ∈ B(CV ) defined by

T v
w =

{
0 if v ̸= w,

Ns(v) if v = w,
∀v, w ∈ V.

Definition 4.3.3 shows that TuV = uV T , which implies

AuV = AsA
∗
suV − TuV = AsuEA

∗
s − uV T = uVAsA

∗
s − uV T = uVA.
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Finally, we must show that

uv1v2u
w1
w2

= uw1
w2
uv1v2 ∀{v1, w1}, {v2, w2} ∈ E.

But this follows directly from Definition 4.3.2 since

uv1v2u
w1
w2

= u
{v1,w1}
{v2,w2} − u

v1
w2
uw1
v2

= u
{w1,v1}
{w2,v2} − u

v1
w2
uw1
v2 = uw1

w2
uv1v2 + uv1w2

uw1
v2 − u

v1
w2
uw1
v2 = uw1

w2
uv1v2 .

Thus, the ∗-homomorphism ψ exists.

Step 3. By definition of ϕ and ψ, we have

uvw ←→ ûvw

u
{v1,w1}
{v2,w2} = uv1v2u

w1
w2

+ uv1w2
uw1
v2 ←→ ûv1v2 û

w1
w2

+ ûv1w2
ûw1
v2

for all v, w ∈ V and {v1, w1}, {v2, w2} ∈ E, showing that both maps are indeed inverse.
Furthermore, ψ is a morphism compact quantum group since

∆
(
ψ(ûvw)

)
=
∑
x∈V

uvx ⊗ uxw =
∑
x∈V

ψ(ûvx)⊗ ψ(ûxw) = (ψ ⊗ ψ)
(
∆(ûvw)

)
for all v, w ∈ V . Hence, ψ is an isomorphism of compact quantum groups, which shows
that Aut+(Γ) and Aut+Bic(Γ) are isomorphic.

4.4. Case of multigraphs

Finally, we consider the case of multigraphs as defined in Definition 3.1.4. Recall from
Definition 3.1.12 that we can identify a multigraph Γ := (V,E) with source map s′ : E → V
and range maps r′ : E → V with a 1-uniform hypergraphs by defining new source and range
maps s : E → 2V and r : E → 2V by

s(e) = {s′(e)}, r(e) = {r′(e)} ∀e ∈ E.

Throughout the rest of this section, we identify the maps s′ and r′ with the maps s and

r. In particular, we write u
s(e)
v instead of u

s′(e)
v for an edge e ∈ E and a vertex v ∈ V .

The goal of this section is to show that our quantum automorphism group Aut+(Γ)
coincides with the quantum automorphism group Aut+GH,Bic(Γ) by Goswami and Hossain
for multigraphs without isolated vertices. We begin by reformulating the intertwiner
relations AsuE = uVAs and AruE = uVAr in the context of multigraphs.

Lemma 4.4.1. Let Γ := (V,E) be a multigraph and u denote the fundamental represen-
tation of Aut+(Γ). Then the relations AsuE = uVAs and AruE = uVAr are equivalent
to ∑

f∈E
s(f)=v

uef = us(e)v ,
∑
f∈E

r(f)=v

uef = ur(e)v ∀v ∈ V, e ∈ E.
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Proof. Consider the equation AsuE = uVAs, which is equivalent to A∗
suV = uEA

∗
s by

Definition 3.2.8. Let e ∈ E and v ∈ V . Then a direct computation yields

(uEA
∗
s)

e
v =

∑
f∈E

s(f)=v

uef , (A∗
suV )ev =

∑
w∈V

s(e)=w

uwv = us(e)v

Therefore, A∗
suV = uEA

∗
s is equivalent to∑

f∈E
s(f)=v

uef = us(e)v ∀v ∈ V, e ∈ E.

The corresponding statement for the range map r follows by replacing s with r in the
previous computation.

To show that our quantum automorphism group coincides with Aut+GH,Bic(Γ), we will

identify the magic unitary uE with the fundamental representation of Aut+GH,Bic(Γ). How-

ever, we need to construct additional elements in C(Aut+GH,Bic(Γ)) corresponding to the
magic unitary uV .

Definition 4.4.2. Let Γ := (V,E) be a multigraph without isolated vertices, and denote
by u the fundamental representation of Aut+GH,Bic(Γ). Define the elements uvw for all
v, w ∈ V as follows:

uvw =



∑
f∈E

s(f)=w

uef if there exists e ∈ E with s(e) = v,

∑
f∈E

r(f)=w

uef if there exists e ∈ E with r(e) = v.

Next, we show that these elements are well-defined and define a quantum permutation
of the vertices.

Lemma 4.4.3. Let Γ := (V,E) be a multigraph without isolated vertices. Then the ele-
ments uvw in Definition 4.4.2 are well-defined. Furthermore, the matrix uV := (uvw)v,w∈V
is a magic unitary.

Proof. First, note that at least one case in Definition 4.4.2 applies to each vertex v ∈ V
since Γ has no isolated vertices. Furthermore, each case is independent of the choice of
edge e ∈ E by Relation 2 in Definition 4.1.5. To show that overlapping cases are well-
defined, consider v, w ∈ V such that v is neither a source nor a sink. If w is neither a
source nor a sink, then both cases agree by Relation 4. On the other hand, if w is a source
or a sink, then both cases yield uvw = 0 because the sum is empty in one case, while each
uef = 0 by Relation 3 in the other case. Thus, the elements uvw are well-defined.
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Next, we show that the matrix uV := (uvw)v,w∈V is a magic unitary. Let v, w ∈ V , and
assume without loss of generality that there exists an edge e ∈ E with v = s(e). Using
Definition 4.4.1 and the fact that (uef )

e,f∈E is a magic unitary, we compute

(uvw)∗ =
∑
f∈E

s(f)=w

(uef )∗ =
∑
f∈E

s(f)=w

uef = uvw,

(uvw)2 =
∑
f1∈E

s(f1)=w

∑
f2∈E

s(f2)=w

uef1u
e
f2︸ ︷︷ ︸

δf1f2u
e
f1

=
∑
f∈E

s(f)=w

uef = uvw

and ∑
x∈V

uvx =
∑
x∈V

∑
f∈E

s(f)=x

uef =
∑
f∈E

∑
x∈V

s(f)=x

uef

︸ ︷︷ ︸
ue
f

=
∑
f∈E

uef = 1.

To show that the rows of uV sum to 1, we use an argument from the proof of [89, Theorem
3.1]. By our previous computation, we have

(uV u
∗
V )vw =

∑
x∈V

uvx(uwx )∗︸ ︷︷ ︸
δvwuv

x

= δvw
∑
x∈V

uvx = δvw ∀v, w ∈ V.

Hence, uV is right-invertible with uV u
∗
V = 1. If we show that uV is a representation of

Aut+GH,Bic(Γ), i.e.

∆(uvw) =
∑
x∈V

uvx ⊗ uxw ∀v, w ∈ V,

then [95, Proposition 3.2] implies that uV is also left-invertibe with u∗V uV = 1. Thus,

1 = (u∗V uV )vv =
∑
x∈V

(uxv)∗uxv =
∑
x∈V

uxv ∀v ∈ V.

Therefore, it remains to show that uV is a representation of Aut+GH,Bic(Γ). Let v, w ∈ V ,
and assume without loss of generality that there exists an edge e ∈ E with v = s(e). Then

∆(uvw) =
∑
f∈E

s(f)=w

∆(uef ) =
∑
f∈E

s(f)=w

∑
g∈E

ueg ⊗ u
g
f =

∑
g∈E

ueg ⊗
( ∑

f∈E
s(f)=w

ugf

)

=
∑
g∈E

ueg ⊗ us(g)w ,

and on the other hand∑
x∈V

uvx ⊗ uxw =
∑
x∈V

∑
f∈E

s(f)=x

uef ⊗ uxw =
∑
f∈E

∑
x∈V

s(f)=x

uef ⊗ uxw =
∑
f∈E

uef ⊗ us(f)w .
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Thus,

∆(uvw) =
∑
x∈V

uvx ⊗ uxw ∀v, w ∈ V.

Using the previous lemmas, we can show that our quantum automorphism group agrees
coincides with the quantum automorphism group of Goswami and Hossain for multigraphs
without isolated vertices.

Theorem 4.4.4. Let Γ be a multigraph without isolated vertices. Then Aut+(Γ) =
Aut+GH,Bic(Γ).

Proof. Let Γ := (V,E). Denote by u the fundamental representation of Aut+(Γ) and by
û the fundamental representation of Aut+GH,Bic(Γ). Furthermore, define the elements ûvw
for all v, w ∈ V as in Definition 4.4.2:

ûvw =



∑
f∈E

s(f)=w

ûef if there exists e ∈ E with s(e) = v,

∑
f∈E

r(f)=w

ûef if there exists e ∈ E with r(e) = v.

We begin by constructing the unital ∗-homomorphism

ϕ : C(Aut+(Γ))→ C(Aut+GH,Bic(Γ)),

uvw 7→ ûvw ∀v, w ∈ V,
uef 7→ ûef ∀e, f ∈ E

using the universal property of C(Aut+(Γ)). Therefore, we must show that the matrices

ûV := (ûvw)v,w∈V , ûE := (ûef )
e,f∈E

satisfy the relations of Definition 3.2.5. The matrix ûE is a magic unitary by Relation 1 of
Definition 4.1.5, and ûV is a magic unitary by Definition 4.4.3. Next, consider the relation
AsûE = ûVAs, which is equivalent to A∗

sûV = ûEA
∗
s by Definition 3.2.8. This relation

follows directly since

(A∗
sûV )ev =

∑
w∈V

(A∗
s)

e
wû

w
v = ûs(e)v =

∑
f∈E

s(f)=v

ûef =
∑
f∈E

ûef (A∗
s)

f
v = (ûEA

∗
s)

e
v

for all e ∈ E and v ∈ V . Similarly, one shows that ArûE = ûVAr. Thus, the ∗-
homomorphism ϕ exists. Next, we construct the inverse ∗-homomorphism

ψ : C(Aut+GH,Bic(Γ))→ C(Aut+(Γ)), ûef 7→ uef ∀e, f ∈ E
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using the universal property of C(Aut+GH,Bic(Γ)). Thus, we must show that the entries
of uE satisfy the relations in Relation 4.1.5. By Definition 3.2.5, uE is a magic unitary.
Furthermore, we can use Definition 4.4.1 to compute∑

f∈E
s(f)=v

ue1f = us(e1)v = us(e2)v =
∑
f∈E

s(f)=v

ue2f ,

∑
f∈E

r(f)=v

ue1f = ur(e1)v = ur(e2)v =
∑
f∈E

r(f)=v

ue2f

for all v ∈ V and e1, e2 ∈ E with s(e1) = s(e2) or r(e1) = r(e2) respectively. Thus,
Relation 2 is satisfied. Next, consider Relation 3, and let e, f ∈ E. If s(e) is neither a
source nor a sink, and s(f) is a source, then Nr(s(e)) > 0 and Nr(s(f)) = 0 in the notation

of Definition 4.3.3. Therefore, Definition 4.3.3 implies that u
s(e)
s(f) = 0, which yields

0 = u
s(e)
s(f)u

e
f =

∑
g∈E

s(g)=s(f)

uegu
e
f︸ ︷︷ ︸

δgfu
e
f

= uef .

Similarly, one shows that u
s(e)
s(f) = 0 if r(f) is a sink. Hence, Relation 3 is satisfied. Finally,

Definition 4.4.1 implies ∑
f∈E

s(f)=v

ue1f = us(e1)v = ur(e2)v =
∑
f∈E

r(f)=v

ue2f

for all v ∈ V and e1, e2 ∈ E with s(e1) = r(e2). Thus, Relation 4 holds, and the ∗-
homomorphism ϕ exists. The ∗-homomorphisms ϕ and ψ are indeed inverse since

uef ←→ ûef ∀e, f ∈ E,
uvw ←→ ûvw ∀v, w ∈ V

by Definition 4.4.1 and Definition 4.4.2. Furthermore, ψ is a morphism of compact quan-
tum groups because

∆
(
ψ(ûef )

)
=
∑
g∈E

ueg ⊗ u
g
f =

∑
g∈E

ψ(ûeg)⊗ ψ(ûgf ) = (ψ ⊗ ψ)
(
∆(ûef )

)
for all e, f ∈ E. Hence, Aut+(Γ) = Aut+GH,Bic(Γ).
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5. Actions on hypergraph C∗-algebras

Classical graph C∗-algebras are a well-studied class of C∗-algebras that includes many
concrete examples such as matrix algebras, the algebra of continuous functions on the
circle and the Cuntz algebras. They are defined in terms of an underlying graph Γ and
generalize Cuntz-Krieger algebras from [24]. In this context, Schmidt and Weber [77]
showed that Banica’s quantum automorphism group Aut+Ban(Γ) of a finite graph Γ acts
maximally on the corresponding graph C∗-algebra C∗(Γ).

Recently, Trieb, Weber and Zenner [84] introduced hypergraph C∗-algebras by replacing
the graph in the definition of a graph C∗-algebra with a hypergraph. In this chapter, we
generalize the result of Schmidt and Weber to this new class of C∗-algebras by showing
that our quantum automorphism group Aut+(Γ) acts naturally on the corresponding hy-
pergraph C∗-algebra C∗(Γ). In particular, we recover the action of Schmidt and Weber
as special case. Although our action is generally not maximal in the sense of Schmidt and
Weber, we are still able to obtain maximality when additionally considering the action
of our quantum automorphism group on the opposite and dual hypergraph C∗-algebras
C∗(Γop) and C∗(Γ∗).

5.1. Graph and hypergraph C∗-algebras

We begin by defining graph C∗-algebras for finite directed graphs. See [70] for further
information on graph C∗-algebras and the more general case of infinite graphs.

Definition 5.1.1. Let Γ := (V,E) be a directed graph. The graph C∗-algebra C∗(Γ) is
the universal C∗-algebra generated by mutually orthogonal projections pv for all v ∈ V
and partial isometries se with orthogonal ranges for all e ∈ E such that

1. s∗(v,w)s(v,w) = pw for all (v, w) ∈ E,

2. s(v,w)s
∗
(v,w) ≤ pv for all (v, w) ∈ E,

3. pv ≤
∑

(v,w)∈E

s(v,w)s
∗
(v,w) for all v ∈ V that are not sinks.

By replacing the underlying graph in the previous definition with a hypergraph, Trieb,
Weber and Zenner [84] arrived at the following definition of a hypergraph C∗-algebra.

Definition 5.1.2. Let Γ := (V,E) be a hypergraph. The hypergraph C∗-algebra C∗(Γ)
is the universal C∗-algebra generated by mutually orthogonal projections pv for all v ∈ V
and partial isometries se for all e ∈ E such that
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1. s∗esf = δef
∑
v∈V
v∈r(e)

pv for all e, f ∈ E,

2. ses
∗
e ≤

∑
v∈V
v∈s(e)

pv for all e ∈ E,

3. pv ≤
∑
e∈E

v∈s(e)

ses
∗
e for all v ∈ V that are not sinks.

If a directed graph is regarded as a hypergraph as in Definition 3.1.11, then the corre-
sponding hypergraph C∗-algebra coincides with the classical graph C∗-algebra. However,
hypergraph C∗-algebras also include new examples of non-nuclear C∗-algebras. For fur-
ther details on the nuclearity of hypergraph C∗-algebras, see the recent work by Schäfer
and Weber [78] where the nuclearity of hypergraph C∗-algebras is characterized in terms
of minors of the underlying hypergraph.

5.2. Construction of the action

In [77], Schmidt and Weber showed that Banica’s quantum automorphism group Aut+Ban(Γ)
acts maximally on the corresponding graph C∗-algebra C∗(Γ) as follows.

Proposition 5.2.1. Let Γ := (V,E) be a directed graph. Then Aut+Ban(Γ) acts maximally
on C∗(Γ) via the action

α : C∗(Γ)→ C∗(Γ)⊗ C(Aut+Ban(Γ))

defined by

α(pv) =
∑
w∈V

uvw ⊗ pw ∀v ∈ V,

α(s(v1,w1)) =
∑

(v2,w2)∈E

uv1v2u
w1
w2
⊗ s(v2,w2) ∀(v1, w1) ∈ E.

Note that we have reversed the order of the tensor legs in the previous proposition to
be consistent with the notation in [89] and our definition of an action on a C∗-algebra.
See also [52] for further discussions on actions of quantum groups on graph C∗-algebra.

In the following, we generalize this result to hypergraphs by showing that the quantum
automorphism group Aut+(Γ) of a hypergraph Γ acts faithfully on the hypergraph C∗-
algebra C∗(Γ) from Definition 5.1.2. Here, the action is given by

α(pv) =
∑
w∈V

pw ⊗ uwv α(se) =
∑
f∈E

sf ⊗ ufe ∀v ∈ V, e ∈ E.

We first construct the underlying ∗-homomorphism α, before we show in Definition 5.2.3
that it defines an action of Aut+(Γ) on C∗(Γ).
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Lemma 5.2.2. Let Γ := (V,E) be a hypergraph. Denote by u the fundamental represen-
tation of Aut+(Γ). Then there exists a unital ∗-homomorphism

α : C∗(Γ)→ C∗(Γ)⊗ C(Aut+(Γ))

defined by

α(pv) =
∑
w∈V

pw ⊗ uwv α(se) =
∑
f∈E

sf ⊗ ufe ∀v ∈ V, e ∈ E.

Proof. We use the universal property of C∗(Γ) to construct the map α. Thus, we must
show that α(pv) are orthogonal projections, α(se) are partial isometries and both satisfy
the relations from Definition 5.1.2. Recall the magic unitary relations of uV and uE , and
the intertwiner relations of As and Ar from Definition 3.2.7. Then the elements α(pv) are
orthogonal projections because

α(pv1)α(pv2) =
∑

w1,w2∈V
pw1pw2︸ ︷︷ ︸
δw1w2pw1

⊗uw1
v1 u

w2
v2

=
∑
w∈V

pw ⊗ uwv1u
w
v2︸ ︷︷ ︸

δv1v2u
w
v1

= δv1v2
∑
w∈V

pw ⊗ uwv1 = δv1v2 α(pv1)

for all v1, v2 ∈ V and

α(pv)∗ =
∑
w∈V

p∗w ⊗ (uwv )∗ =
∑
w∈V

pw ⊗ uwv = α(pv)

for all v ∈ V . Similarly, we show that α(se) are partial isometries, since

α(se)α(se)
∗α(se) =

∑
f1,f2,f3∈E

sf1sf2sf3 ⊗ uf1e (uf2e )
∗
uf3e︸ ︷︷ ︸

δf1f2δf1f3u
f1
e

=
∑
f∈E

sfs
∗
fsf︸ ︷︷ ︸

sf

⊗ufe =
∑
f∈E

sf ⊗ ufe = α(se)

for all e ∈ E. Next, consider Relation 1 from Definition 5.1.2, which states that

s∗esf = δef
∑
v∈V
v∈r(e)

pv ∀e, f ∈ E.

By applying α to the left-hand side, we obtain

α(se)
∗α(sf ) =

∑
g1,g2∈E

s∗g1sg2︸ ︷︷ ︸
Rel. 1

⊗(ug1e )∗ug2f

=
∑
g∈E

∑
v∈V

v∈r(g)

pv ⊗ ugeu
g
f︸ ︷︷ ︸

δefu
g
e

= δef
∑
v∈V

∑
g∈E

v∈r(g)

pv ⊗ uge.
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Using Definition 3.2.7, we have∑
g∈E

v∈r(g)

uge =
∑
w∈V
w∈r(e)

uvw ∀v ∈ V, e ∈ E,

which allows us to rewrite α(se)
∗α(sf ) as

α(se)
∗α(sf ) = δef

∑
v∈V

∑
w∈V
w∈r(e)

pv ⊗ uvw = δef
∑
w∈V
w∈r(e)

∑
v∈V

pv ⊗ uvw

= δef
∑
w∈V
w∈r(e)

α(pw).

Thus, Relation 1 is satisfied. Next, consider Relation 2, which is given by

ses
∗
e ≤

∑
v∈V
v∈s(e)

pv ∀e ∈ E.

By applying α to the left-hand side, we obtain

α(se)α(se)
∗ =

∑
f1,f2∈E

sf1s
∗
f2 ⊗ u

f1
e (uf2e )

∗︸ ︷︷ ︸
δf1f2u

f1
e

=
∑
f∈E

sfs
∗
f ⊗ ufe .

Since each ufe ≥ 0, we can use Definition 2.1.16 with Relation 2 to obtain

α(se)α(se)
∗ ≤

∑
f∈E

( ∑
v∈V

v∈s(f)

pv

)
⊗ ufe =

∑
v∈V

∑
f∈E

v∈s(f)

pv ⊗ ufe .

By Definition 3.2.7, we have∑
f∈E

v∈s(f)

ufe =
∑
w∈V
w∈s(e)

uwv ∀v ∈ V, e ∈ E,

such that

α(se)α(se)
∗ ≤

∑
v∈V

∑
w∈V
w∈s(e)

pv ⊗ uvw =
∑
w∈V
w∈s(e)

∑
v∈V

pv ⊗ uvw =
∑
w∈V
w∈s(e)

α(pw).

Hence, Relation 2 is satisfied. Finally, consider Relation 3, which states that

pv ≤
∑
e∈E

v∈s(e)

ses
∗
e
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for all v ∈ V that are not sinks. Let v ∈ V be not a sink. By Definition 4.3.3, we have
uvw = 0 for all w ∈ V that are a sink, since Ns(v) > 0 if v is not a sink and Ns(w) = 0 if
w is a sink. Therefore,

α(pv) =
∑
w∈V

pw ⊗ uwv =
∑
w∈V

w ̸= sink

pw ⊗ uwv .

Applying Definition 2.1.16 with Relation 3 yields

α(pv) ≤
∑
w∈V

w ̸= sink

( ∑
e∈E

w∈s(e)

ses
∗
e

)
⊗ uwv =

∑
e∈E

∑
w∈V
w∈s(e)

ses
∗
e ⊗ uwv ,

where we used the fact that uvw = 0 if w is a sink. On the other hand, we have∑
f∈E

v∈s(f)

α(sf )α(sf )∗ =
∑

e1,e2∈E

∑
f∈E

v∈s(f)

se1s
∗
e2 ⊗ u

e1
f (ue2f )∗︸ ︷︷ ︸
δe1e2u

e1
f

=
∑
e∈E

∑
f∈E

v∈s(f)

ses
∗
e ⊗ uef .

By Definition 3.2.7, we have∑
w∈V
w∈s(e)

uwv =
∑
f∈E

v∈s(f)

uef ∀v ∈ V, e ∈ E,

which implies

α(pv) ≤
∑
e∈E

∑
w∈V
w∈s(e)

ses
∗
e ⊗ uwv =

∑
e∈E

∑
f∈E

v∈s(f)

ses
∗
e ⊗ uef =

∑
f∈E

v∈s(f)

α(sf )α(sf )∗.

Next, we show that the previous ∗-homomorphism α defines a faithful action in the
sense of Definition 2.4.1 and Definition 2.4.2.

Theorem 5.2.3. Let Γ be a hypergraph. Then Aut+(Γ) acts faithfully on C∗(Γ) via the
map α from Definition 5.2.2.

Proof. Let Γ := (V,E). Define B ⊆ C∗(Γ) as the ∗-subalgebra generated by pv for all
v ∈ V and pe for all e ∈ E. Then B is dense in C∗(Γ), and

α(B) ⊆ B ⊗O(Aut+(Γ))

by the definition of α. Next, let v ∈ V . Then

(α⊗ id)(α(pv)) = (id⊗∆)(α(pv))
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since ∑
w∈V

α(pw)⊗ uwv =
∑

w1,w2∈V
pw2 ⊗ uw2

w1
⊗ uw1

v =
∑
w2∈V

pw2 ⊗∆(uw2
v ).

Furthermore, we compute

(id⊗ε)(α(pv)) = (id⊗ε)
(∑

w∈V
pw ⊗ uwv

)
=
∑
w∈V

pw · δwv = pv.

The previous computations also show that

(α⊗ id)(α(se)) = (id⊗∆)(α(se)) ∀e ∈ E,
(id⊗ε)(α(se)) = se ∀e ∈ E

by replacing pv with se. Hence,

(id⊗α) ◦ α = (∆⊗ id) ◦ α, (ε⊗ id) ◦ α|B = id .

Thus, α defines an action of Aut+(Γ) on C∗(Γ). To show that α is faithful, assume there
exists a quotient G of Aut+(Γ) such that α|C(G) is also an action on C∗(Γ). Then

α|C(G)(pv) =
∑
w∈V

pw ⊗ uwv ∈ C∗(Γ)⊗ C(G) ∀v ∈ V,

α|C(G)(se) =
∑
f∈E

sf ⊗ ufe ∈ C∗(Γ)⊗ C(G) ∀e ∈ E.

The representation of α|C(G)(pv) in terms of pv is unique since the pv are linearly indepen-
dent as orthogonal projections. Thus, uwv ∈ C(G) for all v, w ∈ V . Similarly, uef ∈ C(G)
for all e, f ∈ E since the se are linearly independent as partial isometries with orthogonal
ranges. Hence, C(G) = C(Aut+(Γ)), which shows that α is faithful.

While our action appears to differ from the action of Schmidt and Weber, the following
remark shows that it reduces to their action in the special case of classical directed graphs.
In particular, this justifies the form of their action retrospectively since the action appears
to be non-canonical from the perspective of classical directed graphs.

Remark 5.2.4. Let Γ := (V,E) be a directed graph. By the proof of Definition 4.2.3, we
have Aut+(Γ) = Aut+Bic(Γ) via the isomorphism

uvw 7→ ûvw ∀v ∈ V,

u
(v1,v2)
(w1,w2)

7→ ûv1w1
ûv2w2

∀(v1, v2), (w1, w2) ∈ E,

where u denotes the fundamental representation of Aut+(Γ) and û denotes the fundamental
representation of Aut+Bic(Γ). Under this isomorphism, the action α from Definition 5.2.3
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takes the form

α(pv) =
∑
w∈V

pw ⊗ ûwv ∀v ∈ V,

α(s(v1,w1)) =
∑

(v2,w2)∈E

s(v2,w2) ⊗ û
v2
v1 û

w2
w1

∀(v1, w1) ∈ E.

This coincides with the action in [77]. Therefore, we obtain the action of Schmidt and
Weber for Aut+Bic(Γ) as a special case. Note that Joardar and Mandal [52] already showed
that Aut+Bic(Γ) acts on C∗(Γ) via this action.

5.3. Maximality of the action

In [77], Schmidt and Weber showed that their action is maximal in the sense that Aut+Ban(Γ)
is the largest quantum groups acting on the graph C∗-algebra C∗(Γ) via the map α de-
scribed previously. However, if Γ is a classical directed graph, then our quantum auto-
morphism group coincides with Aut+Bic(Γ) by Definition 4.2.3, and our action α in Def-
inition 5.2.3 coincides with the action of Schmidt and Weber by Definition 5.2.4. Since
Aut+Bic(Γ) is a proper subgroup of Aut+Ban(Γ) for some directed graphs, our action on
hypergraph C∗-algebras is not maximal, even in the special case of directed graphs.

In the following, we show that we obtain maximality of our action by additionally
considering a dual action on C∗(Γ′) defined by

α′(pe) =
∑
f∈E

pf ⊗ ufe , α′(sv) =
∑
w∈V

sw ⊗ uwv ∀v ∈ V, e ∈ E,

where Γ′ is defined as follows.

Definition 5.3.1. Let Γ := (V,E) be a hypergraph. Denote by Γ′ := (E, V ) the hyper-
graph with source and range maps defined by

s′(e) = {v ∈ V | v ∈ r(e)}, r′(e) = {v ∈ V | v ∈ s(e)} ∀e ∈ E.

Note that Γ′ = (Γop)∗ = (Γ∗)op, where Γop and Γ∗ are the opposite and dual hypergraphs
defined in Definition 3.1.13 and Definition 3.1.14. From the results in Section 3.4, it follows
directly that Aut+(Γ) acts naturally not only on C∗(Γ) but also on C∗(Γ′).

Proposition 5.3.2. Let Γ := (V,E) be a hypergraph. Then Aut+(Γ) acts faithfully on
C∗(Γ′) via the action

α : C∗(Γ′)→ C∗(Γ′)⊗ C(Aut+(Γ))

defined by

α(pe) =
∑
f∈E

pf ⊗ ufe , α(sv) =
∑
w∈V

sw ⊗ uwv ∀v ∈ V, e ∈ E.
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Proof. Denote by u the fundamental representation of Aut+(Γ) and by û the fundamental
representation Aut+(Γ). By Definition 3.4.2 and Definition 3.4.3, we have

Aut+(Γ′) = Aut+
(
(Γ∗)op

)
= Aut+(Γ∗) = Aut+(Γ)

via the correspondence
ûV ←→ uE , ûE ←→ uV .

The statement follows by applying this isomorphism to the action of Aut+(Γ′) on C∗(Γ′)
described in Definition 5.2.3.

The main observation for proving maximality is the following lemma, which shows that
at least some relations in Definition 3.2.5 can be recovered from the action on C∗(Γ).

Lemma 5.3.3. Let Γ := (V,E) be a hypergraph and G be a compact matrix quantum
group acting on C∗(Γ) via an action

α : C∗(Γ)→ C∗(Γ)⊗ C(G)

defined by

α(pv) =
∑
w∈V

pw ⊗ uwv , α(se) =
∑
f∈E

sf ⊗ ufe ∀v ∈ V, e ∈ E

for some elements uvw, u
e
f ∈ C(G). Then uV := (uvw)v,w∈V is a magic unitary. If addition-

ally uE := (uef )
e,f∈E is a magic unitary, then AruE = uVAr.

Proof. The proof that uV is a magic unitary is contained in the proof of [89, Theorem
3.1], since the elements pv are orthogonal projections that sum to 1. For the second part
of the statement, assume that uE is also a magic unitary and consider the relation

s∗ese =
∑
v∈V
v∈r(e)

pv ∀e ∈ E

from Definition 5.1.2. By applying α to the left-hand side and using this relation, we
obtain

α(s∗ese) =
∑

f1,f2∈E
s∗f1sf2 ⊗ (uf1e )

∗
uf2e︸ ︷︷ ︸

δf1f2u
f1
e

=
∑
f∈E

s∗fsf ⊗ ufe =
∑
f∈E

∑
v∈V

v∈r(f)

pv ⊗ ufe .

This can be rewritten as

α(s∗ese) =
∑
v∈V

∑
f∈E

(Ar)
v
f pv ⊗ u

f
e =

∑
v∈V

pv ⊗
(∑

f∈E
(Ar)

v
f u

f
e

)
.
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Similarly, by applying α to the right-hand side of the original equation, we obtain∑
v∈V
v∈r(e)

α(pv) =
∑
v∈V
v∈r(e)

∑
w∈V

pw ⊗ uwv =
∑

v,w∈V
(Ar)

v
e pw ⊗ u

w
v

=
∑
w∈V

pw ⊗
(∑

v∈V
uwv (Ar)

v
e

)
.

Therefore,

(AruE)ve =
∑
f∈E

(Ar)
v
f u

f
e =

∑
w∈V

uwv (Ar)
v
e = (AruV )ve ∀v ∈ V, e ∈ E

by the linear independence of the orthogonal projections pv, which allows us to compare
the terms in the previous sums. This shows AruE = uVAr.

By combining the previous lemma with the actions on C∗(Γ) and C∗(Γ′), we can now
show that Aut+(Γ) is the largest quantum group that acts on both C∗(Γ) and C∗(Γ′) in
the sense of Definition 5.2.3 and Definition 5.3.2.

Theorem 5.3.4. Let Γ := (V,E) be a hypergraph and G be a compact matrix quantum
group acting faithfully on C∗(Γ) and C∗(Γ′) via actions

α1 : C∗(Γ)→ C∗(Γ)⊗ C(G), α2 : C∗(Γ′)→ C∗(Γ′)⊗ C(G),

defined by

α1(pv) =
∑
w∈V

pw ⊗ uwv , α1(se) =
∑
f∈E

sf ⊗ ufe ∀v ∈ V, e ∈ E,

α2(pe) =
∑
f∈E

pf ⊗ ufe , α2(sv) =
∑
w∈V

sw ⊗ uwv ∀v ∈ V, e ∈ E

for some elements uvw, u
e
f ∈ C(G). Then G ⊆ Aut+(Γ).

Proof. By applying the first part of Definition 5.3.3 to α1 and α2, we obtain that the
matrices uV := (uvw)v,w∈V and uE := (uef )

e,f∈E are magic unitaries. Therefore, the second

part of Definition 5.3.3 yields

AruE = uVAr, Ar′uV = uEAr′ .

Since Ar′ = A∗
s, we have A∗

suV = uEA
∗
s, which implies AsuE = uVAs by Definition 3.2.8.

This shows that the elements uvw and uef satisfy the relations from Definition 3.2.5. Hence,

by the universal property of C(Aut+(Γ)), there exists a unital ∗-homomorphism

ϕ : C(Aut+(Γ))→ C(G)
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mapping the generators of C(Aut+(Γ)) to the entries of uV and uE . Next, we show that
ϕ is a morphism of compact quantum groups. Let w ∈ V . Then

(α1 ⊗ id)(α1(w)) =
∑
x∈V

α1(px)⊗ uxw =
∑
x∈V

∑
v∈V

pv ⊗ uvx ⊗ uxw

=
∑
v∈V

pv ⊗
(∑

x∈V
uvx ⊗ uxw

)
and

(id⊗∆)(α1(w)) =
∑
v∈V

pv ⊗∆(uvw).

Since α1 is an action, we have (α1 ⊗ id) ◦ α1 = (id⊗∆) ◦ α1. Furthermore, the elements
pv are linearly independent as orthogonal projections, which implies

∆(uvw) =
∑
w∈V

uvx ⊗ uxw ∀v, w ∈ V.

Denote by û the fundamental representation of Aut+(Γ). Then the previous equation
yields

∆
(
ϕ(ûvw)

)
=
∑
x∈V

uvx ⊗ uxw =
∑
x∈V

ϕ(ûvx)⊗ ϕ(ûxw),= (ϕ⊗ ϕ)
(
∆(ûvw)

)
for all v, w ∈ V . Similarly, we show that

∆
(
ϕ(ûef )

)
= (ϕ⊗ ϕ)

(
∆(ûef )

)
∀e, f ∈ E

using the action α2. Thus, ϕ is a morphism of compact quantum groups. Furthermore,
ϕ is surjective because α1 and α2 are faithful. Otherwise, the image of ϕ would define a
proper quotient quantum group of G acting on C∗(Γ) and C∗(Γ′) in the same way, which
is a contradiction. Therefore, G ⊆ Aut+(Γ).

Note that if Γ is an undirected hypergraph, then Γ′ = Γ∗. In this case, Aut+(Γ) is
the maximal quantum group that acts faithfully on both C∗(Γ) and C∗(Γ∗) in a compat-
ible way. Furthermore, because Aut+(Γ) acts maximally, we can regard Aut+(Γ) as the
quantum symmetry group of C∗(Γ) in the sense of Definition 5.3.4.
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Part II.

Quantum groups from spatial
partitions
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6. Combinatorics of spatial partitions

Partitions are combinatorial objects consisting of a row of upper points and a row of
lower points that are partitioned into disjoint subsets. They are often visualized as two-
dimensional string diagrams and appear in the definition of partition algebras, such as
the Temperley-Lieb algebra [82] and the Brauer algebra [7], but are also used in the
construction of easy quantum groups by Banica and Speicher [10].

In this chapter, we study the combinatorics of spatial partitions, a generalization of
partitions to three dimensions first introduced by Cébron and Weber in [25]. In particu-
lar, we generalize their notion of categories of spatial partitions by introducing new base
partitions, and we construct various combinatorial functors between categories of spatial
partitions that are used in the Chapter 7 and Chapter 8.

Additionally, we present data structures and algorithms for spatial partitions and their
basic operations, which were developed in [87] and subsequently implemented in the com-
puter algebra system OSCAR [69] by Volz and the author. In this context, we also prove
that natural problems, such as deciding membership in a category of partitions, are algo-
rithmically undecidable in general.

For further information on easy quantum groups and the construction of quantum groups
from categories of partitions, see Chapter 7.

6.1. Spatial partitions

We begin by introducing spatial partitions, which are the main combinatorial objects used
to define categories of spatial partitions in Section 6.2. In contrast to [25], we focus not
only on spatial partitions with white points, but we consider colored partitions as briefly
described in [25, Remark 2.7]. In this context, we use the notation from Definition 2.5.9
and denote by {◦, •}∗ the set of all finite words in the colors ◦ and •.

Definition 6.1.1. Let m ∈ N. A spatial partition on m levels is a tuple (x, y, {Bi}),
where x, y ∈ {◦, •}∗ and {Bi} is a decomposition of the points

{1, . . . , |x|+ |y|} × {1, . . . ,m}

into non-empty disjoint subsets called blocks. We call x the upper colors and y the lower
colors of the partition.

Given a spatial partition, we can visualize it as a colored string diagram as follows.
First, we draw an upper layer consisting of the points (i, j) with 1 ≤ i ≤ |x| and a lower
layer consisting of the points (i, j) with |x| < i ≤ |y|. In both layers, i increases from
the left to the right and j from the front to the back. Then, we connect all points in the
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same blocks with lines and assign each upper point (i, j) the color xi and each lower point
(|x|+ i, j) the color yi.

Example 6.1.2. Consider a spatial partition on two levels with upper colors x = ◦•,
lower colors y = ◦◦• and blocks given by

{(1, 1), (3, 2)}, {(1, 2), (3, 1)}, {(2, 1), (4, 1)}, {(2, 2), (4, 2), (5, 2)}, {(5, 1)}.

Visualizing it as a string diagram yields

(1,1)
(1,2)

(2,1)
(2,2)

(3,1)
(3,2)

(4,1)
(4,2)

(5,1)
(5,2)

−→ (1,1)
(1,2)

(2,1)
(2,2)

(3,1)
(3,2)

(4,1)
(4,2)

(5,1)
(5,2)

−→ .

Note that spatial partitions on a single level and with only white points are precisely
the usual partitions appearing for example in the definition of diagram algebras, such as
the Temperley-Lieb algebra [82] and the Brauer algebra [18], and more generally in the
definition of orthogonal easy quantum groups [7].

In the following, we denote by P(m) the set of all spatial partitions on m levels and
by P(m)(x, y) the set of all spatial partitions on m levels with upper colors x and lower
colors y. Furthermore, we introduce the following spatial partitions, which will be used
throughout the rest of the thesis.

Definition 6.1.3.

1. Let x ∈ {◦, •}∗. Then we denote by idx ∈ P(1)(x, x) the identity partition on x. It
is the spatial partition on a single level with upper and lower colors x, where each
upper point is directly connected to the corresponding lower point, e.g.

id◦ = , id• = , id◦•◦ = .

2. Let p ∈ P(1)(x, y) be a spatial partition. Then we denote by p(k) ∈ P(k)(x, y) the
k-fold amplification of p. It is obtained by placing k copies of p along the levels, e.g.

id
(2)
◦ = , (3) = .

3. Let x, y ∈ {◦, •} and σ ∈ Sm be a permutation on {1, . . . ,m}. Then we denote
by σxy ∈ P(m)(1, xy) the spatial partition with lower colors xy and blocks given by
{(1, i), (2, σ(i))} for all 1 ≤ i ≤ m. For example, we have

(1)(2)◦• = , (12)◦• = , (132)◦◦ = ,

where the corresponding permutations are written in cycle notation. Similarly, we
denote by σxy ∈ P(m)(x, y) the spatial partition obtained by rotating σxy such that
the upper color is x and the lower color is y, e.g.

(1)(2)◦• = , (12)◦• = , (132)◦◦ = .
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Given spatial partitions on a fixed number of levels m, we can construct new spatial
partitions using the following operations.

Definition 6.1.4.

1. Let p ∈ P(m)(x, y) and q ∈ P(m)(w, z). The tensor product p ⊗ q ∈ P(m)(xw, yz) is
obtained by placing p and q side by side, e.g.

⊗ = .

2. Let p ∈ P(m)(x, y). The involution p∗ ∈ P(m)(y, x) is obtained by swapping the
upper and lower points, e.g. ( )∗

= .

3. Let p ∈ P(m)(y, z) and q ∈ P(m)(x, y). The composition pq ∈ P(m)(x, z) is obtained
by placing q on top of p and identifying the lower points of q with the upper points
of p. Then these points are removed and the resulting blocks are simplified, e.g.

· = = .

We refer to [73] for additional operations and further information on the combinatorics
of partitions in the special case of a single level. Finally, we introduce the following
properties of spatial partitions, which will be used later.

Definition 6.1.5. Let p ∈ P(m)(x, y) be a spatial partition. Then p is called

1. invertible if there exists a spatial partition p−1 ∈ P (m)(y, x) such that p−1p = idx

and pp−1 = idy.

2. n-graded for some n := (n1, . . . , nm) ∈ Nm if nk = nℓ for all points (i, k) and (j, ℓ)
that belong to the same block in p.

3. pair partition if every block of p has size two.

Note that the inverse of a spatial partition p ∈ P (m)(x, y) is always given by p−1 = p∗.
In this case, p and p∗ are both pair partitions whose blocks form a bijection between the
corresponding upper and lower points. For example

p = , p−1 = .

In particular, if p is invertible, then |x| = |y|. In the following, we present a proof of this
statement in the case |x| = |y| = 1, which will be relevant later.
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Lemma 6.1.6. Let p ∈ P(m)(x, y) be invertible with |x| = |y| = 1. Then p = σxy and

p−1 = (σ−1)
y
x for some permutation σ ∈ Sm.

Proof. Following [42], we denote by t(p) the number of through-blocks of p, i.e. the number
of blocks of p that contain both an upper and a lower point. Then t(p) ≤ m with equality
if and only if p = σxy for some permutation σ ∈ Sm. Furthermore,

t(qp) ≤ min(t(q), t(p))

for any q ∈ P(m)(y, x), see [42, Remark 2.6]. Thus, if p is invertible, then

m = t(id(m)
x ) = t(p−1 · p) ≤ min(t(p−1), t(p)) ≤ t(p) ≤ m.

This shows t(p) = m. Similarly, one obtains t(p−1) = m. Therefore, both p and p−1 are
of the form σxy and (σ−1)

y
x for some permutation σ ∈ Sm.

6.2. Categories of spatial partitions

Next, we introduce categories of spatial partitions as purely combinatorial objects. These
will be used in Section 7.1, where we interpret categories of spatial partitions as represen-
tation categories of compact matrix quantum groups.

Definition 6.2.1. A category of spatial partitions on m levels is a subset C ⊆ P(m) that

1. is closed under composition, tensor product and involution,

2. contains id◦ and id•.

If C ⊆ P(m) is a category of spatial partitions, then we denote by C(x, y) the set of all
spatial partitions in C with upper colors x and lower colors y.

Remark 6.2.2. In contrast to [25], we do not include the base partitions (m) and (m)

in the definition. This makes our definition more general and includes all categories of
spatial partitions in the sense of Cébron and Weber as special cases. We will come back
to the role of these base partitions in Section 6.3.

Remark 6.2.3. Denote by P ⊆ P(1) the subset of all spatial partitions on a single level
with only white points. A subset C ⊆ P is a category of partitions in the sense of [73] if
it is closed under composition, involution and tensor product, and contains the uncolored
base partitions and . Throughout this thesis, we are mostly interested in categories
of partitions in the sense of Definition 6.2.1. However, we consider this original notion
of categories of partitions in Section 6.5 and Section 6.6. In particular, we will use the
notation C(k, ℓ) := C(◦k, ◦ℓ) in this context.

Example 6.2.4. Examples of categories of spatial partitions include:

1. The set P(m) of all spatial partitions on m levels.
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2. The set P(m)
2 of all spatial pair partitions on m levels.

3. The set NC ⊆ P(1) of all non-crossing partitions, i.e. partitions that can be drawn
without crossing lines in two dimensions.

Additional examples of categories of spatial partitions can be found in [73, 81, 25].

As in the previous examples, categories of spatial partitions are often defined by speci-
fying a property. However, it is also possible to define categories of spatial partition using
a generating set.

Definition 6.2.5. Let C0 be a set of spatial partitions. Then we denote by C := ⟨C0⟩
the category of spatial partitions generated by C0. It is the smallest category of spatial
partitions containing C0 and consists of all finite combinations of elements in C0 and the
base partitions id◦ and id•.

Example 6.2.6. Consider the categories of spatial partitions from Definition 6.2.4. Using
generators, we can express these categories as

P(1) =
〈

, ,
〉
, P(1)

2 =
〈

,
〉
, NC =

〈
,

〉
,

see [73] for further details. Moreover, generators for the general cases P(m) and P(m)
2 can

be found in [25].

Remark 6.2.7. Interest in easy quantum groups initiated the classification of categories
of partitions C ⊆ P in [10, 8, 90] and has led to a full classification in [73]. In the case
of colored partitions, the classification remains ongoing. See for example [81, 39, 46] and
the more recent work by Mang [60, 61, 62, 63]. Similarly, the classification of categories
of spatial partitions started in [25, 31] and is still ongoing.

6.3. Duality partitions and rigidity

In the original definition of spatial partition quantum groups in [25], Cébron and Weber
included the additional base partitions (m) and (m). These partitions were used in the
construction of spatial partitions quantum groups and guaranteed that the representation
u is unitary. However, as discussed in Section 2.5, it is only required that a conjugate
representation u• exists that is not necessarily given by u. This is equivalent to the
existence of solutions to the conjugate equations in the sense of Definition 2.5.11. Thus,
translating the conjugate equations into the setting of spatial partitions yields the following
definition.

Definition 6.3.1. Let C ⊆ P(m) be a category of spatial partitions. Then C is rigid if
it contains a pair of duality partitions r ∈ C(1, ◦•) and s ∈ C(1, •◦), which satisfy the
following conjugate equations:

(r∗ ⊗ id◦) · (id◦⊗s) = id◦, (s∗ ⊗ id•) · (id•⊗r) = id• .
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In the case of spatial partitions on a single level, the conjugate equations can be visu-
alized diagrammatically as follows:

r∗

s

= ,

s∗

r

= .

In particular, this shows that r = and s = are the only solutions in the case m = 1.
Furthermore, one verifies that the duality partitions r = (m) and s = (m) introduced by
Cébron and Weber satisfy the conjugate equations. This implies that categories of spatial
partitions in the sense of [25] are always rigid. However, for m ≥ 2, there exist additional
solutions given by spatial partitions such as

r = , s = and r = , s = .

The following proposition characterizes all possible solutions of the conjugate equations
in the context of spatial partitions.

Proposition 6.3.2. Duality partitions in the sense of Definition 6.3.1 are precisely of the
form r = σ◦• and s = σ−1

•◦ for some permutation σ ∈ Sm.

Proof. Fix a number of levels m and assume that r ∈ P(m)(1, ◦•) and s ∈ P(m)(1, •◦)
form a pair of duality partitions. Define new partitions r′ ∈ P(m)(◦, •) and s′ ∈ P (m)(•, ◦)
by moving the lower points (1, i) for 1 ≤ i ≤ m to the upper layer. Then the conjugate
equations (visualized here only for one level) yield

s′

r′

=

r∗

s

= ,
r′

s′

=

s∗

r

= .

Thus, r′ and s′ are a pair of inverse partitions, and Definition 6.1.6 implies that they are
of the form r′ = σ◦• and s′ = (σ−1)

•
◦ for some permutation σ ∈ Sm. Hence, we obtain

r = σ◦• and s = σ−1
•◦ by moving the upper points (1, i) for 1 ≤ i ≤ m back to the lower

layer.
Conversely, let σ ∈ Sm and define the partitions r = σ◦• and s = σ−1

•◦ . By tracing the
blocks in the first conjugate equation, one verifies that each point (1, i) in r is connected to
(2, σ(i)), which is then connected to (2, σ−1(σ(i))) = (2, i) in s. Thus, the first conjugate
equation

(r∗ ⊗ id◦) · (id◦⊗s) = id◦

is satisfied. Similarly, one verifies that the second conjugate equation is satisfied as well,
which shows that r and s form a pair of duality partitions.

So far, we have only considered categories of spatial partitions C as purely combinatorial
objects. However, we can also regard them as categories in the usual sense by defining the
set of objects Ob(C) := {◦, •}∗ and the set of morphisms

Hom(x, y) := C(x, y) = C ∩ P(m)(x, y) ∀x, y ∈ {◦, •}∗.
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Moreover, using the language of categories, the tensor product and involution give cate-
gories of spatial partitions the structure of strict monoidal †-categories. See [30] for precise
definitions of these terms.

Using this framework, we can now show that the duality of the objects ◦ and • in the
sense of Definition 6.3.1 implies the duality of x and x for all objects x ∈ {◦, •}∗. Thus,
our notion of rigidity agrees with the general notion of rigidity for example defined in [30]
and [67].

Proposition 6.3.3. Let C ⊆ P(m) be a rigid category of spatial partitions and x ∈ {◦, •}∗.
Then C contains a pair of duality partitions r ∈ C(1, xx) and s ∈ C(1, xx) satisfying the
conjugate equations for x and x, i.e.

(r∗ ⊗ idx) · (idx⊗s) = idx, (s∗ ⊗ idx) · (idx⊗r) = idx .

Proof. The statement follows directly by inductively applying [30, Proposition 1.10.7] in
the context of spatial partitions. Alternatively, the duality partitions r and s can be
explicitly constructed by nesting the duality partitions for ◦ and •.

6.4. Spatial partition functors

Next, we introduce functors between categories of spatial partitions, which allow us to
transform spatial partitions while preserving their basic operations. Moreover, we con-
struct two concrete examples that will be used in the proof of our main results in Chapter 7
and Chapter 8.

Definition 6.4.1. Let C ⊆ P(n) andD ⊆ P(m) be categories of spatial partitions. A spatial
partition functor F : C → D consists of a function F : {◦, •}∗ → {◦, •}∗ and functions
F : C(x, y)→ D(F (x), F (y)) for all x, y ∈ {◦, •}∗ satisfying the following properties:

1. F (1) = 1 and F (xy) = F (x)F (y) for all x, y ∈ {◦, •}∗.

2. F preserves the category operators, i.e.

F (p · q) = F (p) · F (q), F (p∗) = F (p)∗, F (p⊗ q) = F (p)⊗ F (q)

for all (composable) p, q ∈ C.

3. F (idx) = idF (x) for all x ∈ {◦, •}∗.

Note that a spatial partition functor does not necessarily preserve the number of levels of
spatial partitions. Using the language of categories, we additionally introduce the notion
of a fully faithful functor.

Definition 6.4.2. Let F : C → D be a spatial partition functor. Then F is fully faithful
if the functions F : C(x, y)→ D(F (x), F (y)) are bijections for all x, y ∈ {◦, •}∗.
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A simple example of a spatial partition functor can be obtained by decoloring spatial
partitions. Formally, we define F : P(m) → P(m) by

F (x) := ◦|x| ∀x ∈ {◦, •}∗,
F (p) := (◦|x|, ◦|y|, {Bi}) ∀p := (x, y, {Bi}) ∈ P(m).

Since F preserves the block structure of spatial partitions, one can verify directly that it
satisfies all the properties in Definition 6.4.1 and that F is fully faithful. However, F is not

surjective in the sense that its image does not contain
(m)

. In particular, this shows that
the image of a spatial partition functor is not necessarily a category of spatial partitions
in the sense of Definition 6.2.1.

Next, we present two additional examples of spatial partition functors that will be used
in the context of spatial partition quantum groups in Chapter 7 and Chapter 8.

Permuting levels

Let σ, τ ∈ Sm be permutations. Then the functor Permσ,τ : P(m) → P(m) is obtained
by permuting the levels of white points using σ and the levels of black points using τ .
Consider for example σ = (12) and τ = (1)(2). Then

Permσ,τ

−−−−−→ .

Using the permutation partitions introduced in Definition 6.1.3, we can alternatively define
Permσ,τ as follows.

Definition 6.4.3. Let σ, τ ∈ Sm. Define

q◦σ,τ := σ◦◦, q•σ,τ := τ•• , qxyσ,τ := qxσ,τ ⊗ qyσ,τ ∀x, y ∈ {◦, •}∗, |xy| > 1.

Then the permutation functor Permσ,τ : P(m) → P(m) is defined by

Permσ,τ (x) = x ∀x ∈ {◦, •}∗,
Permσ,τ (p) = qyσ,τ · p · (qxσ,τ )−1 ∀p ∈ P(m)(x, y).

Example 6.4.4. Consider the spatial partition from the initial example with σ = (12)
and τ = (1)(2). Then

q•◦σ,τ = , q◦◦•σ,τ = ,

which yields

Permσ,τ

−−−−−→ = .
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Next, we verify that the permutation functor Permσ,τ is indeed a spatial partition functor
in the sense of Definition 6.4.1 and that it is additionally fully faithful.

Proposition 6.4.5. Permσ,τ is a fully faithful spatial partition functor.

Proof. Since Permσ,τ preserves colors, it follows immediately that it respects the concate-
nation of colors. Furthermore, Definition 6.1.6 implies q∗σ,τ = q−1

σ,τ , which yields

Permσ,τ (p)∗ = ((qxσ,τ )−1)
∗ · p∗ · (qyσ,τ )∗ = Permσ,τ (p∗) ∀p ∈ P(m)(x, y).

Similarly, one can verify directly that

Permσ,τ (p1 · p2) = Permσ,τ (p1) · Permσ,τ (p2),

Permσ,τ (p1 ⊗ p2) = Permσ,τ (p1)⊗ Permσ,τ (p2)

for all (composable) p1, p2 ∈ P(m). Hence, Permσ,τ respects the category operations.
Additionally, we have

Permσ,τ (idx) = qxσ,τ · idx ·(qxσ,τ )−1 = idx ∀x ∈ {◦, •}∗,

which shows that Permσ,τ is spatial partition functor. Finally, one can verify that

Permσ,τ (Permσ−1,τ−1(p)) = Permσ−1,τ−1(Permσ,τ (p)) = p ∀p ∈ P(m),

which implies that Permσ,τ is bijective on the sets P(m)(x, y). Thus, it is fully faithful.

Finally, we introduce n-graded permutations and show that Permσ,τ maps categories of
spatial partitions to categories of spatial partitions while preserving rigidity.

Definition 6.4.6. Let n := (n1, . . . , nm) ∈ Nm. A permutation σ ∈ Sm is called n-graded
if ni = nσ(i) for all 1 ≤ i ≤ m.

Proposition 6.4.7. Let σ, τ ∈ Sm be n-graded permutations and C ⊆ P(m) be a n-graded
rigid category of spatial partitions. Then Permσ,τ (C) is a n-graded rigid category of spatial
partitions.

Proof. Define D := Permσ,τ (C). Since Permσ,τ respects the category operations, it follows
directly that D is closed under composition, tensor product and involution. Furthermore,
Permσ,τ (idx) = idx ∈ D for all x ∈ {◦, •}∗, which shows that D is a category of spatial
partitions. Since C is rigid, there exists a pair of duality partitions r ∈ C(1, ◦•) and
s ∈ C(1, •◦) satisfying the conjugate equations. Then

Permσ,τ (r) ∈ D(1, ◦•), Permσ,τ (s) ∈ D(1, •◦)

also satisfy the conjugate equations, which implies that D is rigid. Finally, observe that
permuting the levels of a n-graded spatial partition by a n-graded permutation yields a
n-graded spatial partition. Thus, D is also a n-graded category of spatial partitions.
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Flattening partitions

Next, we construct the functor Flatm,z that flattens spatial partitions along the levels and
is used in Chapter 8 in the context of projective versions of spatial partition quantum
groups. It is motivated by [25, Remark 2.4 & 2.8], where Cébron and Weber consider the
bijection

{1, . . . , k + ℓ} × {1, . . . ,m} ∼= {1, . . . ,m · (k + ℓ)}

that identifies a point (i, j) with the point m · (i−1)+ j. This bijection induces a bijection
between the sets of spatial partitions P(m)(◦k, ◦ℓ) and P(1)(◦mk, ◦mℓ) by rearranging the
points accordingly, e.g.

∈ P(3)(◦1, ◦2) ∼= ∈ P(1)(◦3, ◦6).

It respects the composition, tensor product and involution of spatial partitions, but it
fails to preserve the base partitions as defined in [25] when applied to categories of spatial
partitions.

Next, we generalize the previous bijection to the case of m levels and colored spatial
partitions. Note that we reverse the order of black points in the following definition, since
in the context of quantum groups, the representation u ⊤ w is equivalent to w ⊤ u. See
Chapter 8 for further information.

Definition 6.4.8. Let m, d ≥ 1 and x, y ∈ {◦, •}∗ with k := |x| and ℓ := |y|. Define the
bijections

φx,y
m,d : {1, . . . , k + ℓ} × {1, . . . ,m · d} → {1, . . . , (k + ℓ) · d} × {1, . . . ,m}

(i, j + k ·m) 7→

{
(i · d− d+ k + 1, j) if (xy)i = ◦,
(i · d− k, j) if (xy)i = •,

for all 1 ≤ i ≤ k + ℓ, 1 ≤ j ≤ m and 0 ≤ k < d.

In the special case where x = ◦k, y = ◦ℓ and m = 1, we obtain exactly the bijection
of Cébron and Weber introduced at the beginning of this section. A more general case
involving four levels is shown in the following example.

Example 6.4.9. Consider four levels of points with upper colors x = ◦ and lower colors
y = ◦•. Applying φ := φx,y

2,2 to these points yields

(1,1)
(1,2)

(1,3)
(1,4)

(2,1)
(2,2)

(2,3)
(2,4)

(3,1)
(3,2)

(3,3)
(3,4)

φ

−−−→ (1,1)
(1,2)

(2,1)
(2,2)

(3,1)
(3,2)

(4,1)
(4,2)

(6,1)
(6,2)

(5,1)
(5,2)

∼=
(1,1)

(1,2)
(2,1)

(2,2)

(3,1)
(3,2)

(4,1)
(4,2)

(5,1)
(5,2)

(6,1)
(6,2)

where the relabeled points are rearranged according to our usual convention.
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By extending this bijection to the blocks of spatial partitions, we obtain for example

φ

−−−→ .

In particular, note that the black points are flattened in reverse order. Using these bijec-
tions φx,y

m,d from Definition 6.4.8, we can define the functor Flatm,z.

Definition 6.4.10. Let m ∈ N and z ∈ {◦, •}∗ with d := |z| > 1. The spatial partition
functor Flatm,z : P(m·d) → P(m) is defined by

Flatm,z(◦) = z, Flatm,z(•) = z = zd · · · z1

Flatm,z(p) =
(

Flatm,z(x),Flatm,z(y), {φx,y
m,d(Bi)}

)
for all spatial partitions p := (x, y, {Bi}) ∈ P(m·d).

If z = ◦ · · · ◦, then Flatm,z preserves colors and only applies the permutations φx,y
m,|z| as

in the previous example. However, in the general case, we obtain for example

Flat2,◦•
−−−−−→ ,

Flat1,◦◦•
−−−−−→ .

It remains to verify that Flatm,z indeed satisfies all axioms of a spatial partition functor.

Proposition 6.4.11. Flatm,z is a fully faithful spatial partition functor.

Proof. By definition, Flatm,z respects the concatenation of colors. Furthermore, Flatm,z

respects compositions and involutions since it permutes the points of a spatial partition
only based on the upper colors x and the lower colors y. Moreover, Flatm,z moves points
at back levels in consecutive groups of size m to the front, which implies that it respects
tensor products. Finally,

Flatm,z(id
(m·|z|)
◦ ) = id(m)

z , Flatm,z(id
(m·|z|)
• ) = id

(m)
z

shows that Flatm,z maps identity partitions to identity partitions. Thus, Flatm,z is a spatial
partition functor. Additionally, it is fully faithful since the maps φx,y

m,d are bijections.

The following proposition shows that the preimage under Flatm,z preserves categories of
spatial partitions, including rigidity and gradings. This result will be used in Chapter 8,
where it allows us to relate the category of a spatial partition quantum group to the
category of its projective versions. Note that the proof relies on our generalization of base
partitions and the statement would not hold in the context of spatial partition quantum
groups defined by Cébron and Weber.
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Proposition 6.4.12. Let n := (n1, . . . , nm) ∈ Nm and z ∈ {◦, •}∗ with d := |z| ≥ 1. If
C ⊆ P(m) is a n-graded rigid category of spatial partitions, then

Flat−1
m,z(C) := {p ∈ P(m·d) | Flatm,z(p) ∈ C}

is a (n · · ·n)-graded rigid category of spatial partitions, where

(n · · ·n) := (n1, . . . , nm, . . . , n1, . . . , nm) ∈ Nm·d.

Proof. Define D := Flat−1
m,z(C). Since Flatm,z respects all spatial partition operations,

it follows that D is closed under composition, involution and tensor product. Similarly,
Flatm,z maps identity partitions to identity partitions, which implies idx ∈ D for all
x ∈ {◦, •}∗. Thus, D is a category of spatial partitions. Assume C is rigid. Then Defini-
tion 6.3.3 shows that there exist spatial partitions r ∈ C(1, zz) and s ∈ C(1, zz) satisfying
the conjugate equations for z and z. Since Flatm,z is fully faithful, there exist r̃ ∈ D(1, ◦•)
and s̃ ∈ D(1, •◦) such that Flatm,z(r̃) = r and Flatm,z(s̃) = s. These partitions satisfy
the conjugate equations for ◦ and •, which shows that D is rigid. Finally, assume C is
n-graded. Since Flatm,z only moves levels in consecutive groups of size m to the front, it
follows immediately that D is (n · · ·n)-graded.

6.5. Implementation of partitions

In the following, we present efficient algorithms and data structures for partitions and their
basic operators. These have been developed by Volz in [87] under the author’s supervision
and have been implemented in the computer algebra system OSCAR [69] by Volz and the
author. We initially focus on the case of partitions on a single level with only white points,
and we discuss how these algorithms and data structures can be generalized to colored
partitions and multiple levels at the end of the section.

As in Definition 6.2.3, we denote by P ⊆ P(1) the set of all partitions on a single level
with only white points.

Definition 6.5.1. A partition p ∈ P is represented by a tuple (k, ℓ, b), where k is the
number of upper points, ℓ is the number of lower points and b ∈ Nk+ℓ encodes the block
structure such that two points 1 ≤ i, j ≤ k+ ℓ are in the same block if and only if bi = bj .

Example 6.5.2. Consider the partition p ∈ P represented by the tuple(
3, 4, (1, 1, 2, 1, 3, 3, 2)

)
.

Then p corresponds to the string diagram

1 3 3 2

1 1 2

.
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In the following, we identify partitions p ∈ P with a corresponding representation
(k, ℓ, b). In particular, we write p := (k, ℓ, b) ∈ P and denote by |p| := k + ℓ the size of p.

Note that two different representations in the sense of Definition 6.5.1 can correspond to
the same partition as string diagram. However, this is precisely the case if both partitions
are equivalent in the following sense.

Definition 6.5.3. Let p := (k, ℓ, a), q := (m,n, b) ∈ P be two partitions. Then p and q
are equivalent if k = m, ℓ = n and there exists a bijection

ϕ : {a1, . . . , ak+ℓ} → {b1, . . . , bk+ℓ}

such that ϕ(ai) = bi for all 1 ≤ i ≤ k + ℓ.

Given a partition, it is always possible to normalize its block structure such that the
following condition is satisfied.

Definition 6.5.4. Let p := (k, ℓ, b) ∈ P be a partition. Then p is normalized if b1 = 1
and aj ≤ ai + 1 for all 1 ≤ i < j ≤ k.

The following algorithm computes the normalization of a given partition using a map
data structure. In particular, this allows us to efficiently compare partitions since two
partitions are equivalent if and only if their normalized versions agree.

Algorithm 1 Normalize p.

Input: p = (k, ℓ, b)
Output: an equivalent partition satisfying Definition 6.5.4

1: m← 1
2: r ← empty map structure
3: a← (b1, . . . , bk+ℓ)
4: for i = 1, . . . , k + ℓ do
5: if r(ai) not defined then
6: r(ai)← m
7: m← m+ 1

8: ai ← r(ai)

9: return (k, ℓ, a)

Proposition 6.5.5. Let p ∈ P be a partition. Then Algorithm 1 computes an equivalent
partition that is normalized in the sense of Definition 6.5.4 using O(|p|) accesses to a map
structure.

Proof. First, the result is equivalent to p since it has k upper points, ℓ lower points and
its block structure is related to p via the bijection r. Moreover, the result is normalized
because r(a1) = 1 and r(ai) ≥ r(aj) + 1 for all 1 ≤ j < i ≤ k+ ℓ by construction. Finally,
Algorithm 1 requires 2·(k+ℓ) = O(|p|) accesses to the map structure in the worst case.
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Remark 6.5.6. By implementing the map structure in Algorithm 1 as a balanced search
tree, we obtain a worst-case time complexity of O(n log n) for n := |p|. This can be
improved to an average complexity of O(n) by using a hash map.

Example 6.5.7. Consider the partition

p :=
(
2, 3, (1, 3, 1, 5, 5, 3)

)
∈ P.

Then p is not normalized since b2 = 3 > b1 + 1. However, Algorithm 1 computes the map

r(1) = 1, r(3) = 2, r(5) = 3,

which yields the normalized partition(
2, 3, (1, 2, 1, 3, 3, 2)

)
.

In particular, this shows that p is equivalent to the partition from Definition 6.5.2.

Next, we consider the basic operations of partitions. In the case of the tensor product
and composition, we will need the following auxiliary procedure to ensure that the blocks
of the two input partitions p := (k, ℓ, a) and q := (m,n, b) are disjoint, i.e.

{a1, . . . , ak+ℓ} ∩ {b1, . . . , bn+m} = ∅.

Algorithm 2 Make the blocks of p disjoint from the blocks of q.

Input: p = (k, ℓ, a), q = (m,n, b)
Output: a partition equivalent to p with blocks disjoint from q

1: t← 1 + max{bi | 1 ≤ i ≤ n+m}
2: c← (a1 + t, . . . , ak+ℓ + t)
3: return (k, ℓ, c)

Proposition 6.5.8. Let p, q ∈ P be partitions. Then Algorithm 2 computes a partition
equivalent to p with blocks disjoint from q in time O(|p|+ |q|).

Proof. The result is equivalent to p since it has the same number of upper and lower points,
and their blocks are related by the bijection x 7→ x+ t. Moreover, the resulting blocks are
disjoint from q since ci = ai + t > ai + bj ≥ bj for all 1 ≤ i ≤ |p| and 1 ≤ j ≤ |q|.

In the following, we assume that without loss of generality the input partitions to our
algorithms always have disjoint blocks. This allows us to directly compute the involution
and tensor product of partitions by rearranging and merging the corresponding block
structures.

Proposition 6.5.9. Let p, q ∈ P be partitions with disjoint blocks. Then

1. Algorithm 3 computes the involution p∗ in time O(|p|),
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Algorithm 3 Involution p∗.

Input: p = (k, ℓ, b)
Output: p∗

1: a← (bk+1, . . . , bk+ℓ, b1, . . . , bk)
2: return (ℓ, k, a)

Algorithm 4 Tensor product p⊗ q.
Input: p = (k, ℓ, a), q = (m,n, b)
Output: p⊗ q

1: c← (a1, . . . , ak, b1, . . . , bm, ak+1, . . . , ak+ℓ, bm+1, . . . , bm+n)
2: return (k +m, ℓ+ n, c)

2. Algorithm 4 computes the tensor product p⊗ q in time O(|p|+ |q|).

Proof. This follows immediately.

Next, we consider the composition of partitions. However, we first need to introduce an
additional data structure.

Definition 6.5.10. A union-find structure U is a data structure representing an equiva-
lence relation on N that supports the following operations:

1. unionU (i, j): Merge the equivalence classes [i] and [j].

2. findU (i): Return a canonical representative of the class [i] such that

[i] = [j] ⇐⇒ findU (i) = findU (j) ∀i, j ∈ N.

Initially, an empty union-find structure represents the equivalence relations given by the
singletons [i] := {i} for all i ∈ N.

Remark 6.5.11. A union-find structure can be efficiently implemented using a disjoint-
set forest [23], which has a time complexity of O(n log n) for n subsequent union and find
operations when performing path compression. This can be further improved to O(nα(n))
when additionally performing union by rank, where α denotes the inverse Ackerman func-
tion [79].

Using a union-find structure, we can implement the composition of two partitions. As
before, we assume that both partitions have disjoint blocks.

Proposition 6.5.12. Let p, q ∈ P be partitions with disjoint blocks that are composable.
Then Algorithm 5 computes the composition p · q using O(|p|+ |q|) union and find opera-
tions.
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Algorithm 5 Composition p · q.
Input: p = (ℓ,m, a), q = (k, ℓ, b)
Output: p · q

1: U ← empty union-find structure
2: for i = 1, . . . , ℓ do
3: unionU (ai, bk+i)

4: c← (b1, . . . , bk, aℓ+1, . . . , aℓ+m)
5: for i = 1, . . . , k +m do
6: ci ← findU (ci)

7: return (k,m, c)

Proof. Since the blocks of p and q are disjoint, we can compute the composition by first
identify the lower labels of q with the corresponding upper labels of p using union oper-
ations. We then relabel the upper points of q and lower points of p with new canonical
labels using find . The runtime of the algorithm is determined by the ℓ = O(|p|+ |q|) union
operations and the k +m = O(|p|+ |q|) find operations.

Remark 6.5.13. When implementing the union-find structure as a disjoint-set forest us-
ing path-compression (see Definition 6.5.11), then Algorithm 5 has a worst-case time com-
plexity of O(n log n) for n := |p|+ |q|. Note that it is also possible to achieve a time com-
plexity of O(n) by first constructing a graph with O(n) vertices {a1, . . . , aℓ+m, b1, . . . , bk+ℓ}
and adding the O(n) edges (ai, bk+i) for 1 ≤ i ≤ ℓ during the union operations. Then, we
can use a depth-first search to compute all connected components in time O(n) and select
a canonical vertex per component as a final label that is returned during find .

Finally, we discuss how the previous algorithms can be extended to colored and spatial
partitions. In the case of colored partitions, we can modify Definition 6.5.1 by storing a
string of upper and lower colors instead of the corresponding number of points.

Definition 6.5.14. A colored partition p ∈ P(1) is represented by a tuple (x, y, b), where
x, y ∈ {◦, •}∗ represent the upper and lower colors, and b ∈ N|x|+|y| encodes the block
structure as in Definition 6.5.1.

Given a colored partition of this form, all previous algorithms can be applied after
replacing the number of upper points k and the number of lower points ℓ with |x| and
|y| respectively. Moreover, in the precondition of the composition, it no longer suffices to
compare only the number of points, but we need to compare their complete color strings.

In the case of spatial partitions, we can use the functor Flat1,m from Section 6.4 to
reduce this case to the case of colored partitions on a single level.

Definition 6.5.15. A spatial partition p ∈ P(m) is represented by a pair (m, q), where
m ∈ N denotes the number of levels and q ∈ P(1) represents the colored partition q :=
Flat1,m(p).
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Since Flat1,m is fully faithful, we can represent any spatial partition by such a pair.
Moreover, Flat1,m respects all category operations, which allows us to reduce all operations
to the case of colored partitions after verifying that the number of levels m coincides.

6.6. Undecidability of partition problems

Consider a category of partitions C ⊆ P in the sense of Definition 6.2.3. The following
algorithmic problems arise naturally when studying C or its corresponding quantum group
introduced in Chapter 7:

1. Is p ∈ C for a partition p ∈ P?

2. What is the number of partitions in C(k, ℓ)?

In this section, we show that there exists a recursively enumerable category of partitions
C for which these problems are undecidable, i.e. there is no Turing machine that solves
any of the previous problems for all possible input values.

Here, a category of partitions C is called recursively enumerable if there exists a Turing
machine that enumerates all partitions p ∈ C. Note that if we omit this requirement,
the previous statement follows directly from [72], where it is shown that the set of all
categories of partitions is uncountable while the set of all Turing machines in countable.
However, in this case, it may not even be possible to explicitly describe the category C or
enumerate all its elements.

Our proof of the initial statement relies on a result by Raum and Weber [72] that allows
us to perform a reduction from the identity problem for varieties of groups, which was
shown to be undecidable by Kleiman in [54]. Thus, we begin by introducing varieties of
groups and their corresponding identity problem. See [68] for further information on the
general theory of varieties of groups and [53] for algorithmic problems in this context.

In the following, all groups are considered to be multiplicative with 1 as the identity
element. Denote by F∞ the free group on countably many generators x1, x2, . . . . If
w ∈ F∞ is a word in the variables x1, . . . , xn, then w is an identity in a group G if
w(g1, . . . , gn) = 1 for all g1, . . . , gn ∈ G, where w(g1, . . . , gn) ∈ G denotes the element
obtained by substituting each generator xi with gi. Using this notation, we can define
varieties of groups as follows.

Definition 6.6.1. Let W ⊆ F∞. The variety of groups V(W ) defined by W is the class
of all groups G such that w is an identity in G for all w ∈W .

If V is a variety of groups, then a word w ∈ F∞ is an identity in V if it is an identity
in all G ∈ V. Moreover, we say that a variety of groups V(W ) is finitely based if the set
W is finite. In this context, Kleiman [54] showed that the identity problem for varieties
of groups is undecidable in the following sense.

Proposition 6.6.2. There exists a finitely based variety of groups V(W ) such that the
problem of determining whether a word w ∈ F∞ is an identity in V(W ) is undecidable.

86



Proof. See [54] or the proof sketch in [53]. An alternate proof can be found in [1].

Next, we recall a general result from the theory of varieties of groups that establishes a
bijection between varieties of groups and fully invariant subgroups of F∞. Here, a subgroup
H ⊆ G is fully invariant if ϕ(H) ⊆ H for every endomorphism ϕ ∈ End(G).

Proposition 6.6.3. There exists a bijection between varieties of groups V and fully in-
variant subgroups H ⊆ F∞ such that

H = {w ∈ F∞ | w is an identity in V}.

Proof. See [68, Theorem 14.31].

Remark 6.6.4. Consider a variety of groups V(W ). By [68, 12.31], the corresponding
subgroup H ⊆ F∞ in the previous proposition consists of all words that can be obtained
by applying a finite number of the following operations to elements of W :

v 7→ v−1, (v, w) 7→ vw, v 7→ v(u1, . . . , uk) ∀u1, . . . , uk ∈ F∞.

In particular, this implies that if a variety of groups is finitely based, then the correspond-
ing subgroup H is recursively enumerable.

In [72], Raum and Weber constructed an embedding of varieties of groups into categories
of partitions. It is based on a bijection between certain categories of partitions and sS∞-
invariant normal subgroups of Z∗∞

2 . Here, Z∗∞
2 denotes the countably infinite free product

of Z2 with canonical generators a1, a2, . . . in each factor. Moreover, a subgroup H ⊆ Z∗∞
2

is called sS∞-invariant if it is invariant under all endomorphisms ϕ ∈ End(Z∗∞
2 ) of the

form ϕ(ai) = af(i) for some function f : N→ N.

Proposition 6.6.5. There exists a bijection between sS∞-invariant normal subgroups
H ⊆ Z∗∞

2 and categories of partitions C ⊆ P containing such that

C(0, n) = {p(i1, . . . , in) | i1, . . . , in ∈ Nn, ai1 · · · ain ∈ H} ∀n ∈ N.

Here, p(i1, . . . , in) denotes the partition with n lower points, where two points k, ℓ ∈
{1, . . . , n} are in the same block if and only if ik = iℓ.

Proof. See [72, Theorem 4.4 & 4.6].

Now, consider the subgroup E ⊆ Z∗∞
2 of all words of even length defined by

E := {ai1 · · · ai2k | k ∈ N, i1, . . . , i2k ∈ N}.

It can be verified that E is isomorphic to F∞ via the map

Φ: F∞ → E, xn 7→ a1an+1 ∀n ∈ N.

The following proposition shows that fully invariant subgroups of E yield sS∞-invariant
normal subgroups of Z∗∞

2 under this isomorphism. In particular, this proposition corrects
the original version in [72], which does not hold in full generality.
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Proposition 6.6.6. The subgroup E ⊆ Z∗∞
2 is sS∞-invariant and normal. In particular,

every fully invariant subgroup H ⊆ E is sS∞-invariant and normal in Z∗∞
2 .

Proof. Let a = ai1 . . . ai2k ∈ E and ϕ ∈ End(Z∗∞
2 ) of the form ϕ(ai) = af(i1) . . . af(i) for

some function f : N→ N. Then ϕ(a) = af(i1) . . . af(i2k) ∈ E such that E is sS∞-invariant.
Similarly, let ϕ ∈ End(Z∗∞

2 ) be an inner automorphism of the form ϕ(x) = bxb−1 for some
b ∈ Z∗∞

2 . Then, we have ϕ(a) = bab−1 ∈ E since both a and bb−1 have even length. Since
a subgroup is normal if and only if it is invariant under inner automorphism, it follows
that E is a normal subgroup.

In particular, this shows that any of the previous endomorphisms restricts to an endo-
morphism ϕ|E ∈ End(E). Thus, any fully invariant subgroup H ⊆ E is also invariant
under these endomorphisms and is therefore sS∞-invariant and normal in Z∗∞

2 .

Therefore, by combining the previous proposition with Definition 6.6.3 and Defini-
tion 6.6.5, we obtain an embedding of varieties of groups into the set of categories of
partitions.

In particular, we can associate to each word w ∈ F∞ a partition p(w) by first applying
the isomorphism F∞ ∼= E to obtain an element ai1 . . . ain ∈ E and then constructing the
partition p(i1, . . . , in) as defined in Definition 6.6.5.

Example 6.6.7. Consider the word w := x1x2x
−1
1 x−1

3 x2x3 ∈ F∞, which corresponds to
the element

a1a2a1a3a2a1a4a1a1a3a1a4 ∈ Z∗∞
2

under the isomorphism F∞ ∼= E. Then the corresponding partition p(w) is given by

p(w) =

1 2 1 3 2 1 4 1 1 3 1 4

.

Using the previous embedding of varieties of groups into categories of partitions, we
can reduce the identity problem for varieties to the membership problem for categories of
partitions.

Lemma 6.6.8. Let V be a finitely based variety of groups. Then there exists a recursively
enumerable category of partitions C ⊆ P such that

w is an identity in V ⇐⇒ p(w) ∈ C ∀w ∈ F∞.

Proof. By Definition 6.6.3, V corresponds to a fully invariant subgroup H ⊆ F∞ that can
be identified with a sS∞-invariant normal subgroup of Z∗∞

2 using the isomorphism F∞ ∼= E
and Definition 6.6.6. Moreover, this subgroup corresponds to a category of partitions C
by Definition 6.6.5. Following this identification, every identity w ∈ H yields a partition
p(w) ∈ C. Conversely, if p(w) ∈ C for some w ∈ F∞, then w ∈ H since the mapping in
Definition 6.6.5 is bijective.
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It remains to show that the category C is recursively enumerable. Let w ∈ H and denote
by a(w) the corresponding element in E. Then the sets

{(i1, . . . , in) | n ∈ N, i1, . . . , in ∈ Nn, ai1 · · · ain = a(w)}

can be enumerated by generating all words ai1 · · · ain and checking for equality. Since
the set H is recursively enumerable by Definition 6.6.4, we can interleave the elements
of the previous sets such that their union and the set

⋃
n∈N C(0, n) are also recursively

enumerable. Because partitions in C(k, ℓ) are precisely the rotated version of partitions in
C(0, k + ℓ), it follows that the category C is recursively enumerable.

Using the previous lemma, we can finally transfer the undecidability of the identity
problem for varieties of groups to the membership problem for categories of partitions.

Theorem 6.6.9. There exists a recursively enumerable category of partitions C ⊆ P such
that the problem of determining whether p ∈ C for a partition p ∈ P is undecidable.

Proof. Let V be the variety of groups from Definition 6.6.2 for which the word problem is
undecidable, and let C be the category of partitions obtained from Definition 6.6.8. Then
any Turing machine that decides whether p ∈ C for arbitrary p ∈ P could be used to solve
the identity problem for V. Thus, the membership problem for C is also undecidable.

Additionally, we obtain as an immediate consequence that the problem of counting
partitions of a given size is also undecidable.

Corollary 6.6.10. There exists a recursively enumerable category of partitions C ⊆ P
such that there is no Turing machine that computes |C(k, ℓ)| for all k, ℓ ∈ N.

Proof. Let C be the category of partitions from Definition 6.6.9. Assume that there exists
a Turing machine T that computes |C(·, ·)| and that we are given a partition p ∈ P. We
show that T allows us to determine if p ∈ C, contradicting Definition 6.6.9. First, we use
T to compute the number of partitions m := |C(k, ℓ)|, where k, ℓ ∈ N are the numbers of
upper and lower points of p. Next, we start enumerating all possible partitions in C until
we find m distinct partitions p1, . . . , pm ∈ C(k, ℓ) after a finite amount time. Then, we
stop the enumeration and decide if p ∈ {p1, . . . , pm} = C(k, ℓ).

Remark 6.6.11. Note that we have only shown that the category C in the previous
theorem is recursively enumerable, while the initial variety of groups is finitely based. It
remains open if the category C is finitely generated and if Definition 6.6.9 holds more
generally for finitely generated categories. Using the previous approach, one could try to
show that if H ⊆ Z∗∞

2 is a finitely generated a fully invariant subgroup of E, then H is a
finitely generated as sS∞-invariant normal subgroup of Z∗∞

2 .
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7. Quantum groups based on spatial
partitions

Given a category of spatial partitions in the sense of Cébron and Weber [25], we can
construct a corresponding compact matrix quantum group by first realizing each spatial
partition as a linear operator and then applying Woronowicz’s Tannaka-Krein duality to
the resulting tensor category. In the case of spatial partitions on one level, this yields
precisely unitary easy quantum groups [10, 80], including for example the free orthogonal
and free unitary quantum groups [88] and the quantum permutation group [89].

In this chapter, we show that quantum groups can be constructed from categories of
spatial partitions containing our new base partitions introduced in Chapter 6. We then
describe these quantum groups in terms of universal C∗-algebras and show that the free
orthogonal quantum groups O+(Fσ) can be obtained form our new base partitions. Finally,
we show that all resulting quantum groups are invariant under permuting levels, which
implies that our new base partitions yield the same class of quantum groups as in [25].

Our construction of spatial partition quantum groups follows that in [25]. However,
we address additional technicalities that arise from combining colors with our new base
partitions.

7.1. Spatial partition quantum groups

Let n ∈ N. In the following, we use the notation [n] := {1, . . . , n} and more generally
[n] := [n1] × · · · × [nm] for all n := (n1, . . . , nm) ∈ Nm. Additionally, we introduce the
Hilbert spaces Cn := Cn1 ⊗ · · · ⊗ Cnm with canonical bases given by

ei := ei1 ⊗ · · · ⊗ eim ∀i := (i1, . . . , im) ∈ [n].

Moreover, recall from Definition 2.5.9 and Definition 2.5.10 the set {◦, •}∗, consisting of
all finite words in the colors ◦ and •, and its use in the context of Hilbert spaces.

To define spatial partition quantum groups, we need to associate a linear operator T
(n)
p

to each spatial partition p ∈ P(m). This requires the following additional notation.

Definition 7.1.1. Let p ∈ P(m)(x, y) be a spatial partition and i1, . . . , i|x| ∈ Nm, j1, . . . , j|y| ∈
Nm be multi-indices of the form

ik = (ik,1, . . . , ik,m), jk = (jk,1, . . . , jk,m)
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for all 1 ≤ k ≤ |x| and 1 ≤ k ≤ |y| respectively. Label each upper point (k, ℓ) of p with
the index ik,ℓ and each lower point (|x|+ k, ℓ) with the index jk,ℓ. Then define

(δp)
i1,...,i|x|
j1,...,j|y|

:=

{
1 if all points in each block have the same labels,

0 otherwise.

Example 7.1.2. Consider the spatial partition p := ∈ P(2)(◦, ◦•) and the indices

i1 := (i1,1, i1,2), j1 := (j1,1, j1,2), j2 := (j2,1, j2,2) ∈ N2. Then

(δp)
i1
j1,j2

=

j1,1
j1,2
j2,1
j2,2

i1,1
i1,2

= δi1,1j1,2δi1,2j1,1δj2,1j2,2 ,

where δkℓ denotes the Kronecker delta.

We can now assign linear operators to spatial partitions as follows.

Definition 7.1.3. Let p ∈ P(m)(x, y) be a n-graded spatial partition. Define the linear
operator

T (n)
p : (Cn)⊗x → (Cn)⊗y,

(
T (n)
p

)i1,...,iℓ
j1,...,jk

=
(
δp
)j1,...,jk
i1,...,iℓ

,

where k := |x|, ℓ := |y| and the coordinates are with respect to the canonical bases

(ex1
j1
⊗ · · · ⊗ exk

jk
)
j1,...,jk∈[n]

, (ey1i1 ⊗ · · · ⊗ e
yℓ
iℓ

)
i1,...,iℓ∈[n]

of (Cn)⊗x and (Cn)⊗y respectively.

A spatial partition quantum group is a compact matrix quantum group whose inter-
twiner spaces between tensor powers of its fundamental representation u◦ and its conjugate
representation u• are spanned by linear operators associated with a category of spatial
partitions.

In contrast to [25], the conjugate representation u• will not necessarily be given by u◦ but
depend on the corresponding category of spatial partitions. Furthermore, we incorporate a
possible change of basis in the definition such that the notion of spatial partition quantum
group is compatible with isomorphisms of compact matrix quantum groups.

Definition 7.1.4. Let G be a compact matrix quantum group with fundamental rep-
resentation u◦ on a Hilbert spaces V and a unitary representation u• on V . Then G
is a spatial partition quantum group if there exists a n-graded rigid category of spatial
partitions C ⊆ P(m) and a unitary Q : Cn → V such that

Hom(ux, uy) = span
{
Q⊗y · T (n)

p · (Q−1)
⊗x | p ∈ C(x, y)

}
∀x, y ∈ {◦, •}∗.

Since the category C contains a pair of spatial partitions satisfying the conjugate equa-
tions, it follows that u• is conjugate to u◦. Before discussing how this conjugate represen-
tation u• depends on C, we first show that for every rigid category of spatial partitions,
there exists a corresponding spatial partition quantum group. This requires the following

proposition, which states that the mapping p 7→ T
(n)
p is almost functorial.
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Proposition 7.1.5. Let n := (n1, . . . , nm) ∈ Nm and p, q ∈ P(m) be n-graded spatial
partitions. Then

1. T
(n)
p ⊗ T (n)

q = T
(n)
p⊗q,

2.
(
T
(n)
p

)∗
= T

(n)
p∗ ,

3. T
(n)
p · T (n)

q = Nα · T (n)
pq , where N := n1 · · ·nm and α ∈ N denotes the number of

removed loops when composing p and q (if the composition is defined).

Proof. See [25, Proposition 3.7].

Using the previous proposition, we can show the existence of spatial partition quantum
groups using Woronowicz’s Tannaka-Krein duality.

Theorem 7.1.6. Let C ⊆ P(m) be a n-graded rigid category of spatial partitions. Then
there exists a unique compact matrix quantum group Gn(C) with fundamental representa-
tion u◦ on V := Cn and a unitary representation u• on V such that

Hom(ux, uy) = span
{
T (n)
p | p ∈ C(x, y)

}
∀x, y ∈ {◦, •}∗.

Proof. Define the linear subspaces

Ĉ(x, y) := span
{
T (n)
p | p ∈ C(x, y)

}
⊆ B(V ⊗x, V ⊗y) ∀x, y ∈ {◦, •}∗

Then Definition 7.1.5 implies that Ĉ is closed under composition, involution and tensor

product as in Definition 2.5.14. Furthermore, one verifies that T
(n)
idx

= idV ⊗x ∈ Ĉ(x, x)
for all x ∈ {◦, •}∗. Since C is rigid, there exists a pair of spatial partitions r ∈ C(1, ◦•)
and s ∈ C(1, •◦) satisfying the conjugate equations. By Definition 7.1.5, the operators

R := T
(n)
r and S := T

(n)
s also satisfy the conjugate equations for u◦ and u• because no

closed loops are removed when composing r and s. Therefore, the subspaces Ĉ(x, y) form
a two-colored representation category in the sense of Definition 2.5.14, and the statement
follows by applying Definition 2.5.15.

Remark 7.1.7. As discussed in Section 2.5, the quantum group Gn(C) from the previous
theorem is uniquely determined by the following universal property. Let H be a compact
matrix quantum group with fundamental representation w◦ on a Hilbert space W and a
unitary representation w• on W . If there exists a unitary Q : Cn →W such that

Hom(ux, uy) ⊆ (Q−1)
⊗y ·Hom(wx, wy) ·Q⊗x ∀x, y ∈ {◦, •}∗,

then H is a subgroup of G via the map u◦ 7→ Q−1w◦Q.

Remark 7.1.8. It follows directly from the definition that a compact matrix quantum
group is a spatial partition quantum group if and only if it is equivalent to Gn(C) for some
n-graded rigid category of spatial partitions C.
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Example 7.1.9. By applying Definition 7.1.6 to rigid categories of spatial partition C ⊆
P(1), we obtain precisely unitary easy quantum groups. These include for example all
orthogonal easy quantum groups such as the quantum permutation group S+

n and the free
orthogonal quantum group O+

n , but also further examples such as the free unitary quantum
group U+

n . We refer to [10, 73, 80] for further information and additional examples of
quantum groups obtained from categories of partitions on one level.

Examples of more general non-easy quantum groups can be found in [25, 31]. These
include various product constructions, as well as the projective orthogonal group POn

corresponding to the category P(2)
2 of all spatial pair partitions on two levels. Moreover,

we will construct new examples of spatial partition quantum groups in Section 7.2 and
Chapter 8.

Next, we return to the conjugate representations u• of spatial partition quantum groups

and show that u• can be expressed in terms of u◦ and the following unitaries F
(n)
σ .

Definition 7.1.10. Let σ ∈ Sm be a n-graded permutation. Define the linear map

F (n)
σ : Cn → Cn,

F (n)
σ (ei1 ⊗ · · · ⊗ eim) = eiσ−1(1)

⊗ · · · ⊗ eiσ−1(m)
∀(i1, . . . , im) ∈ [n].

Note that the mapping σ 7→ F
(n)
σ defines a unitary representation of n-graded permu-

tations on Cn, i.e. we have

F (n)
σ · F (n)

τ = F (n)
στ ,

(
F (n)
σ

)∗
=
(
F (n)
σ

)−1
= F

(n)
σ−1

for all n-graded σ, τ ∈ Sm. Additionally, we denote by F
(n)
σ the corresponding conjugate

operator.

Using the linear maps F
(n)
σ , we can describe the conjugate representation u• of spatial

partition quantum groups of the form Gn(C).

Proposition 7.1.11. Let C ⊆ P(m) be a n-graded rigid category of spatial partitions con-
taining duality partitions σ◦• and σ

−1
•◦ for some σ ∈ Sm. Then the conjugate representation

u• of Gn(C) is given by u• = F
(n)
σ u◦

(
F

(n)
σ

)−1
.

Proof. Let u◦ denote the fundamental representation of Gn(C). Define r := σ◦• and s :=

σ−1
•◦ . Since r and s form a pair of duality partitions, Definition 7.1.5 implies that R := T

(n)
r

and S := T
(n)
s satisfy the conjugate equations for u◦ and u•. Hence, Definition 2.5.13 yields

u• = Fu◦F−1, where F is defined by F i
j = Rj,i for all i, j ∈ [n]. We now compute

F i
j =

(
T (n)
r

)j,i
= (δr)j,i = δj1iσ(1)

· · · δjmiσ(m)
=
(
F (n)
σ

)i
j

for all i := (i1, . . . , im), j := (i1, . . . , jm) ∈ [n]. Therefore, F = F
(n)
σ .
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The previous proposition shows that the conjugate representation u• ofGn(C) is uniquely
determined by the category C. Since any spatial partition quantum group is equivalent
to a quantum group of the form Gn(C), it follows that the conjugate representation u• of
a general spatial partition quantum group is uniquely determined by the corresponding
category C and the change of basis Q.

Since the linear maps F
(n)
σ are unitary, the previous proposition additionally implies that

the representation u◦ =
(
F

(n)
σ

)−1
u•F

(n)
σ is also unitary. This shows that u◦ is a conjugate

representation of u◦ and that every spatial partition quantum group is a subgroup of U+
n .

We will return to this fact in Section 7.3, where we show that the intertwiner spaces of a
spatial partition quantum group are still spanned by spatial partitions when replacing u•

by u◦.

7.2. Presentations of spatial partition quantum groups

Next, we describe the C∗-algebras C(Gn(C)) from the previous section as universal C∗-
algebras. If the category of spatial partitions C is generated by a finite set of spatial
partitions, then we obtain a universal C∗-algebra defined by a finite set of relations. In

particular, this allows us to show that the quantum groups O+(F
(n)
σ ) are spatial partition

quantum groups.
We begin by extending the notation Gn(C) to arbitrary sets of spatial partitions that

generate a rigid category of spatial partitions.

Definition 7.2.1. Let C0 ⊆ P(m) be a set of n-graded spatial partitions with duality
partitions σ◦•, σ

−1
•◦ ∈ ⟨C0⟩. Denote by A the universal unital C∗-algebra generated by the

entries of a matrix u := (uij)
i,j∈[n]

satisfying the following relations:

1. u◦ := u and u• := F
(n)
σ u

(
F

(n)
σ

)−1
are unitary.

2. T
(n)
p ux = uy T

(n)
p for all x, y ∈ {◦, •}∗ and p ∈ C0 ∩ P(m)(x, y).

Then Gn(C0) := (A, u) is the spatial partition quantum group defined by C0.

First, note that the compact matrix quantum group Gn(C0) from the previous definition
is well-defined. Indeed, A is generated by the elements uij , and u is unitary and u is in-
vertible by the first relations. Furthermore, one verifies that both relations are compatible
with the comultiplication, see also Definition 2.2.9 and [96].

Next, we show that the C∗-algebra C(Gn(C0)), and thus the quantum group Gn(C0),
does not depend on the particular choice of duality partitions σ◦•, σ

−1
•◦ ∈ ⟨C0⟩. However,

we first need the following lemma.

Lemma 7.2.2. Let C0 ⊆ P(m) be a set of n-graded spatial partitions generating a rigid
category of spatial partitions C := ⟨C0⟩. Consider the quantum group Gn(C0). Then

span
{
T (n)
p | p ∈ C(x, y)

}
⊆ Hom(ux, uy) ∀x, y ∈ {◦, •}∗.
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Proof. Definition 2.5.8 and Definition 7.1.5 imply that T
(n)
p⊗q, T

(n)
p∗ and T

(n)
pq are also in-

tertwiners of Gn(C0) for all (composable) p, q ∈ C0. Therefore, we obtain inductively

that T
(n)
p is an intertwiner for all p ∈ C. The statement follows by the linearity of the

intertwiner spaces, see Definition 2.5.8.

Consider the quantum group Gn(C0) and assume that C := ⟨C0⟩ contains a different
pair of duality partitions r := τ◦• and s := τ−1

•◦ for τ ∈ Sm. Then the linear maps

R := T
(n)
r and S := T

(n)
s are intertwiners by the previous proposition, and the proof

of Definition 7.1.11 shows that u• = F
(n)
τ u

(
F

(n)
τ

)−1
. Therefore, u• and the C∗-algebra

C(Gn(C0)) are independent of the particular choice of duality partitions in Definition 7.2.1.
If C0 = C is already a category of spatial partitions, then the notation Gn(C0) of the pre-

vious definition and Gn(C) of Definition 7.1.6 overlap. However, the following proposition
shows that these quantum group coincide in this case and that more generally Gn(⟨C0⟩)
and Gn(C0) define the same quantum group.

Proposition 7.2.3. Let C0 ⊆ P(m) be a set of n-graded spatial partitions generating a
rigid category of spatial partitions C := ⟨C0⟩. Then the compact matrix quantum groups
Gn(C) and Gn(C0) from Definition 7.1.6 and Definition 7.2.1 are isomorphic.

Proof. Denote by u and w the fundamental representations of Gn(C0) and Gn(C) respec-
tively. Then Definition 7.2.2 and the universal property of Gn(C) imply the inclusion
Gn(C0) ⊆ Gn(C) via the map w 7→ u. Conversely, C0 ⊆ C and Definition 7.1.11 show that
w satisfies all the defining relations of u. Thus, the universal property of C(Gn(C0)) yields
the inverse inclusion Gn(C) ⊆ Gn(C0) via the map u 7→ w. Therefore, the two quantum
groups are isomorphic.

Using the description of spatial partition quantum groups as universal C∗-algebras,
we can extend Definition 2.2.8 to Cn and construct the free orthogonal quantum groups

O+(F
(n)
σ ) from spatial partitions.

Definition 7.2.4. Let n ∈ Nm and F ∈ B(Cn) be an invertible operator. Denote by
ι : Cn → Cn the linear isomorphism defined by ι(ei) = ei for all i ∈ [n], and define the
universal unital C∗-algebra

Ao(F ) := C∗(uij | u is unitary and u = (Fι)u (Fι)−1)

generated by the entries of a matrix u := (uij)
i,j∈[n]. Then O+(F ) := (Ao(F ), u) is the

free orthogonal quantum group with parameter F .

Proposition 7.2.5. Let σ ∈ Sm be a n-graded permutation and C :=
〈
σ◦•, σ

−1
•◦ ,

(m)〉
.

Then Gn(C) and O+(F
(n)
σ ) are isomorphic.

Proof. Denote by u =: u◦ the fundamental representation of Gn(C) and by w =: w◦ the

fundamental representation of O+(F
(n)
σ ). Furthermore, let ι : Cn → Cn be the linear

isomorphism defined by ι(ei) = ei for all i ∈ [n]. Then u is unitary, and Definition 7.1.11
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implies that its conjugate representation u• is given by u• = F
(n)
σ u

(
F

(n)
σ

)−1
. Since

ι = T
(n)
(m) ∈ Hom(u•, u◦), we have ιu• = u◦ι, which implies

u = u◦ = ιu•ι−1 =
(
ιF

(n)
σ

)
u
(
ιF

(n)
σ

)−1
=
(
F (n)
σ ι

)
u
(
F (n)
σ ι

)−1
.

Thus, the universal property of C(O+(F
(n)
σ )) yields the inclusion Gn(C) ⊆ O+(F

(n)
σ ) via

the map w 7→ u.
Conversely, define w• := ι−1wι, which is unitary since both w and ι are unitary. Fur-

thermore, ιw• = ιι−1wι = w◦ι, which shows T
(n)
(m) = ι ∈ Hom(w•, w◦). By the definition

of O+(F
(n)
σ ) and the previous argument, we also have

w• = ι−1wι =
(
ι−1F (n)

σ ι
)
w
(
ι−1F (n)

σ ι
)−1

= F
(n)
σ w◦

(
F

(n)
σ

)−1
.

Hence, Definition 2.5.12 shows that w◦ and w• are conjugate via the intertwiners R ∈
Hom(1, w◦•) and S ∈ Hom(1, w•◦) defined by

Ri,j = (F
(n)
σ )

j

i , Si,j = (F
(n)
σ−1)

j

i
∀i, j ∈ [n].

As in proof of Definition 7.1.11, this is equivalent to R = T
(n)
σ◦• and S = T

(n)

σ−1
•◦

. Therefore, w

satisfies all the defining relations of C(Gn(C0)) with C0 := {σ◦•, σ−1
•◦ ,

(m)}. Since Gn(C0) =
Gn(C) by Definition 7.2.3, the universal property of C(Gn(C0)) yields the inverse inclusion

O+(F
(n)
σ ) ⊆ Gn(C) via the map u 7→ w.

Note that O+(F ) and O+(QFQT ) are isomorphic for any unitary Q, see for exam-

ple [83, Proposition 6.4.7]. Since F
(n)
τ F

(n)
σ

(
F

(n)
τ

)T
= F

(n)
τστ−1 , it follows that O+(F

(n)
σ )

and O+(F
(n)
τστ−1) are isomorphic for all σ, τ ∈ Sm. Therefore, O+(F

(n)
σ ) depends only on

the conjugacy class of σ.

7.3. Permuting levels

In Section 6.4, we introduced the functor Permσ,τ that permutes the levels of a spatial
partition depending on the color of its points. In the following, we show that Permσ,τ

leaves the quantum groups Gn(C) invariant. This implies that our new duality partitions
yield the same class of spatial partition quantum groups as defined by Cébron and Weber
in [25].

The main work to prove this result is contained in the following technical lemma about

the linear maps T
(n)
Permσ,τ (p)

.

Lemma 7.3.1. Let σ, τ ∈ Sm be n-graded permutations. Consider a compact matrix
quantum group with fundamental representation u◦ on Cn and unitary representation u•

on Cn. Define the unitary representations û◦ := u◦ and û• :=
(
F

(n)
τσ−1

)−1
u• F

(n)
τσ−1. Then

T
(n)
Permσ,τ (p)

∈ Hom(ux, uy) ⇐⇒
(
F (n)
σ

)⊗y
T (n)
p

((
F (n)
σ

)−1)⊗x
∈ Hom(ûx, ûy)
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for all p ∈ P(m)(x, y).

Proof. Let p ∈ P(m)(x, y) and recall from Definition 6.4.3 that

Permτ,ρ(p) := qyσ,τ · p · (qxσ,τ )−1.

Define the linear operators Qz
σ,τ := T

(n)
qzσ,τ

for all z ∈ {◦, •}∗. Then

(Q◦
σ,τ )i

j
= (δq◦σ,τ )j

i
= δj1iσ(1)

. . . δjmiσ(m)
= (F (n)

σ )
i

j

for all i := (i1, . . . , im), j := (j1, . . . , jm) ∈ [n]. Hence, Q◦
σ,τ = F

(n)
σ , and similarly one

shows that Q•
σ,τ = F

(n)
τ . Since F

(n)
σ and F

(n)
τ come from a unitary representation, it

follows inductively that Qz
σ,τ defines a unitary representation of n-graded permutations in

Sm × Sm. Thus, we can write

T
(n)
Permτ,ρ(p)

= Qy
σ,τ · T (n)

p · (Qx
σ,τ )−1 = (Qy

id,τσ−1 ·Qy
σ,σ) · T (n)

p · (Qx
id,τσ−1 ·Qx

σ,σ)−1.

Therefore, T
(n)
Permτ,ρ(p)

∈ Hom(ux, uy) if and only if

(Qy
id,τσ−1 ·Qy

σ,σ) · T (n)
p · (Qx

id,τσ−1 ·Qx
σ,σ)−1 · ux

= uy · (Qy
id,τσ−1 ·Qy

σ,σ) · T (n)
p (Qx

id,τσ−1 ·Qx
σ,σ)−1,

which is equivalent to

Qy
σ,σ · T (n)

p · (Qx
σ,σ)−1 · (Qx

id,τσ−1)−1 · ux ·Qx
id,τσ−1

= (Qy
id,τσ−1)

−1 · uy ·Qy
id,τσ−1 ·Qy

σ,σ · T (n)
p · (Qx

σ,σ)−1.

Since
(F (n)

σ )
⊗z

= Qz
σ,σ, ûz = (Qz

id,τσ−1)−1uzQz
id,τσ−1 ∀z ∈ {◦, •}∗,

we conclude that

T
(n)
Permσ,τ (p)

∈ Hom(ux, uy) ⇐⇒
(
F (n)
σ

)⊗y
T (n)
p

((
F (n)
σ

)−1)⊗x
∈ Hom(ûx, ûy).

Using the previous lemma, we can show that the spatial partition functor Permσ,τ leaves
the quantum groups Gn(C) invariant.

Theorem 7.3.2. Let C ⊆ P(m) be a n-graded rigid category of spatial partitions and
σ, τ ∈ Sm be n-graded permutations. Then Gn(C) and Gn(Permσ,τ (C)) are isomorphic.
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Proof. Let D := Permσ,τ (C). Denote by u◦ and u• the fundamental and conjugate repre-
sentations of Gn(C), and by w◦ and w• the fundamental and conjugate representations of
Gn(D). Since the functor Permσ,τ is fully faithful and color-preserving, we have

Hom(wx, wy) = span
{
T (n)
p | p ∈ D(x, y)

}
= span

{
T
(n)
Permσ,τ (p)

| p ∈ C(x, y)
}

for all x, y ∈ {◦, •}∗. Define ŵ◦ := w◦ and ŵ• :=
(
F

(n)
τσ−1

)−1
w• F

(n)
τσ−1 . Then Defini-

tion 7.3.1 yields

span
{(
F (n)
σ

)⊗y
T (n)
p

((
F (n)
σ

)−1)⊗x
| p ∈ C(x, y)

}
⊆ Hom(ŵx, ŵy),

which is equivalent to

Hom(ux, uy) ⊆
((
F (n)
σ

)−1)⊗y
·Hom(ŵx, ŵy) ·

(
F (n)
σ

)⊗x
.

Thus, the universal property of Gn(C) and ŵ◦ = w◦ yield the inclusion

Gn(D) ⊆ Gn(C), u◦ 7→
(
F (n)
σ

)−1
w◦F (n)

σ .

Since C = Permσ−1,τ−1(D), the same argument yields the inverse inclusion

Gn(C) ⊆ Gn(D), w◦ 7→
(
F

(n)
σ−1

)−1
u◦F

(n)
σ−1 .

Therefore, Gn(C) and Gn(D) are isomorphic.

The previous theorem can be useful for determining the quantum groups associated
with concrete categories of spatial partitions. However, as an immediate consequence, we
obtain that the class of spatial partition quantum groups defined with our new duality
partitions coincides with the class of spatial partition quantum groups defined by Cébron
and Weber in [25].

Corollary 7.3.3. Let G be a spatial partition quantum group. Then G is equivalent to
Gn(C) for some n-graded rigid category of spatial partitions C ⊆ P(m) containing the
duality partitions (m) and (m).

Proof. As discussed in Definition 7.1.8, any spatial partition quantum group G is equiv-
alent to Gn(D) for a n-graded rigid category of spatial partitions D ⊆ P(m) containing
some duality partitions σ◦• and σ−1

•◦ . By the previous theorem, this quantum group is
equivalent to Gn(C), where C := Permid,σ−1(D) contains the duality partitions

Permid,σ−1(σ◦•) = (m), Permid,σ−1(σ−1
•◦ ) = (m).
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In Section 7.1, we showed that for every spatial partition quantum group, the represen-
tation u is unitary and conjugate to u. However, it remained an open question whether
we could choose u• = u and still obtain a spatial partition quantum group. The previ-
ous corollary answers this positively. Since (m) = (idSm)◦•, the previous corollary and
Definition 7.1.11 show that any spatial partition quantum group is equivalent to a spatial
partition quantum group with

u• = F
(n)
idSm

· u ·
(
F

(n)
idSm

)−1
= u.

Therefore, in the context of spatial partition quantum groups, we can always choose u• = u
without loss of generality.
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8. Projective spatial partition quantum
groups

Consider a compact matrix quantum group G with fundamental representation u and
assume that u is unitary. Then u ⊤ u is a unitary representation of G that defines a new
compact matrix quantum group PG called the projective version of G. If G ⊆ Un is a
classical matrix group, then PG corresponds exactly to the classical projective version

PG := G/(G ∩ {λ idCn | λ ∈ C}).

See [11, 48, 6] for further information on the projective versions of compact matrix quantum
groups.

In this chapter, we show that the class of spatial partition quantum groups is closed
under taking projective versions and more generally under taking tensor powers of their
fundamental representation u◦ and their unitary conjugate representation u•. We then
use this result to compute the spatial partition quantum groups corresponding to the

categories P
(m)
2 of spatial pair partitions on m levels. Furthermore, it follows that all

projective versions of easy quantum groups are spatial partition quantum groups. A result
of Gromada [48] then allows us to describe these projective versions explicitly in terms of
generators and relations if the underlying quantum group has a degree of reflection two.

8.1. Closure under tensor powers

Before showing that spatial partition quantum groups are closed under projective ver-
sions or more generally under tensor powers of their fundamental representation, we first
introduce some notation for quantum groups of this form.

Definition 8.1.1. Let z ∈ {◦, •}∗ with |z| ≥ 1 and G be a compact matrix quantum
group with fundamental representation u◦ and a unitary representation u•. We define
the compact matrix quantum group Gz := (A,w), where A ⊆ C(G) is the C∗-algebra
generated by the matrix coefficients of w := uz.

Note that if u• = u◦, then the projective version PG is precisely G◦•. Furthermore,
we showed in previous sections that u◦ is unitary for all spatial partition quantum groups
and that we can choose u• = u◦ without loss of generality. Thus, the projective version of
every spatial partition quantum group G is well-defined and given by G◦•.

In the following, we show that if G is a spatial partition quantum group with correspond-
ing category C ⊆ P(m), then Gz is also a spatial partition quantum group for all z ∈ {◦, •}∗
with |z| ≥ 1. Moreover, the corresponding category of Gz is given by Flat−1

m,z(C), where
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Flatm,z is the functor from Section 6.4. Here, the fact that Flat−1
m,z(C) is a rigid category

of spatial partition relies on our new duality partitions, see Definition 6.4.12.
Since the functor Flat−1

m,z does not preserve colors, our first step is to show that the

representations wx and uFlatm,z(x) are equivalent for all x ∈ {◦, •}∗, where w◦ := uz and
w• := uz.

Lemma 8.1.2. Let z ∈ {◦, •}∗ with d := |z| ≥ 1. Consider a compact matrix quantum
group with fundamental representation u◦ on a Hilbert space V and a unitary representa-
tion u• on V . Define w◦ := uz and w• := uz, and the unitaries

Q◦ : V ⊗z → V ⊗z, v1 ⊗ · · · ⊗ vd 7→ v1 ⊗ · · · ⊗ vd ∀v1, . . . , vd ∈ V,
Q• : V ⊗z → V ⊗z, v1 ⊗ · · · ⊗ vd 7→ vd ⊗ · · · ⊗ v1 ∀v1, . . . , vd ∈ V.

Then

Qx :=

|x|⊗
i=1

Qxi ∈ Hom
(
wx, uFlatm,z(x)

)
for all x ∈ {◦, •}∗ and m ∈ N.

Proof. First, consider the case x = ◦. Then w◦ = uz = uFlatm,z(◦) and Q◦ = id⊗z
V ∈

Hom(uz, uz). Next, consider the case x = •. Choose an orthonormal basis (vi)i∈I of V ,

which induces canonical bases on V ⊗z and V ⊗z indexed by i1, . . . , id ∈ I. With respect to
these bases, the matrix entries of w• = uz are given by

(uz)
i1,...,id
j1,...,jd

=
(
(uz)i1,...,idj1,...,jd

)∗
=
(
(uz1)i1j1 · · · (u

zd)idjd
)∗

= (uzd)
id
jd
· · · (uz1)

i1
j1

for all i1, . . . , id, j1, . . . , jd ∈ I. On the other hand, we have uFlatm,z(•) = uz and

(uz)
i1,...,id
j1,...,jd

= (uzd)
i1
j1
· · · (uzd)

id
jd
.

Thus, performing a change of basis using Q• yields uz = Q−1
• · uz ·Q•, which is equivalent

to Q• ∈ Hom(w•, uFlatm,z(•)).
Finally, consider an arbitrary x ∈ {◦, •}∗. The previous computations show that Qxi ∈

Hom(wxi , uFlatm,z(xi)) for all 1 ≤ i ≤ |x|. Since intertwiner spaces are closed under tensor
products and Flatm,z is a functor, this implies

Qx :=

|x|⊗
i=1

Qxi ∈ Hom
(
⊤
|x|
i=1w

xi , ⊤
|x|
i=1 u

Flatm,z(xi)
)

= Hom
(
wx, uFlatm,z(x)

)
.

Remark 8.1.3. Let z ∈ {◦, •}∗ with |z| ≥ 1. Consider a compact matrix quantum group
G with fundamental representation u◦ and unitary representation u•. Since both uz and
Q• are unitary, the previous lemma implies that

w• := uz = Q−1
• · uz ·Q•

is unitary. Therefore, by Definition 2.5.12, w• = uz is conjugate to the fundamental
representation w◦ = uz of Gz.
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Remark 8.1.4. Let u and v be unitary representations of a compact matrix quantum
group G. Assume there exists a unitary intertwiner Q ∈ Hom(u, v). Then u = Q−1vQ,
and we have

Hom(u,w) = Hom(v, w) ·Q, Hom(w, u) = Q−1 ·Hom(w, v)

for any unitary representation w of G.

Next, we show that for any spatial partition p the linear maps T
(n)
Flatm,z(p)

and T
(n···n)
p

agree up to a change of basis. Here, n · · ·n denotes the d-fold repetition of n as in
Definition 6.4.12.

Lemma 8.1.5. Let n ∈ Nm and x, y, z ∈ {◦, •}∗ with d := |z| ≥ 1. Then

Q−1
y · T

(n)
Flatm,z(p)

·Qx = (S−1)
⊗y · T (n···n)

p · S⊗x

for all p ∈ P(m·d)(x, y), where Qx and Qy are defined in Definition 8.1.2 using V = Cn

and
S : (Cn)⊗z → Cn···n,

ez1i1 ⊗ · · · ⊗ e
zd
jd
7→ ei1 ⊗ · · · ⊗ eid ∀i1, . . . , id ∈ [n].

Proof. Let p ∈ P(m·d)(x, y). Define k := |x|, ℓ := |y|, and let i1, . . . , iℓ, j1, . . . , jk ∈
[n · · ·n] be of the form

iα := (iα,1,1, . . . , iα,1,m, . . . , iα,d,1, . . . , iα,d,m),

jα := (jα,1,1, . . . , jα,1,m, . . . , jα,d,1, . . . , jα,d,m).

For 1 ≤ β ≤ d, define the slices

i(β)α :=

{
(iα,β,1, . . . , iα,β,m) if xα = ◦,
(iα,β,m, . . . , iα,β,1) if xα = •,

j(β)α :=

{
(jα,β,1, . . . , jα,β,m) if yα = ◦,
(jα,β,m, . . . , jα,β,1) if yα = •.

Then, by the definition of S, we have(
(S−1)

⊗y · T (n···n)
p · S⊗x

)i1,...,iℓ
j1,...,jk

=
(
T (n···n)
p

)i1,...,iℓ
j1,...,jk

= (δp)
j1,...,jk
i1,...,iℓ

.

On the other hand, the definition of Qx and Qy yields(
Q−1

y · T
(n)
Flatm,z(p)

·Qx

)i1,...,iℓ
j1,...,jk

=
(
T
(n)
Flatm,z(p)

)i(1)1 ,...,i
(d)
1 ,...,i

(1)
ℓ ,...,i

(d)
ℓ

j
(1)
1 ,...,j

(d)
1 ,...,j

(1)
k ,...,j

(d)
k

,

where the right-hand side of this equation is given by(
T
(n)
Flatm,z(p)

)i(1)1 ,...,i
(d)
1 ,...,i

(1)
ℓ ,...,i

(d)
ℓ

j
(1)
1 ,...,j

(d)
1 ,...,j

(1)
k ,...,j

(d)
k

= (δFlatm,z(p))
j
(1)
1 ,...,j

(d)
1 ,...,j

(1)
k ,...,j

(d)
k

i
(1)
1 ,...,i

(d)
1 ,...,i

(1)
ℓ ,...,i

(d)
ℓ

.

The statement of the lemma follows, since

(δp)
j1,...,jk
i1,...,iℓ

= (δFlatm,z(p))
j
(1)
1 ,...,j

(d)
1 ,...,j

(1)
k ,...,j

(d)
k

i
(1)
1 ,...,i

(d)
1 ,...,i

(1)
ℓ ,...,i

(d)
ℓ

by the definition of Flatm,z.
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Using the previous two lemmas, we can prove our main theorem and show that quantum
groups of the form Gn(C)z are spatial partition quantum groups.

Theorem 8.1.6. Let C ⊆ P(m) be a n-graded rigid category of spatial partitions and
z ∈ {◦, •}∗ with |z| ≥ 1. Then Gn(C)z is equivalent to Gn···n(D) with D := Flat−1

m,z(C).
Proof. Let u◦ and u• be the fundamental and conjugate representations of Gn(C) and
ŵ◦ and ŵ• be the fundamental and conjugate representations of Gn···n(D). Furthermore,
denote by w◦ := (u◦)z the fundamental representation of Gz with conjugate representa-
tion defined by w• := (u◦)z, see Definition 8.1.3. Then Definition 8.1.2, combined with
Definition 8.1.4 and the fact that Flatm,z is fully faithful, implies that

Hom(wx, wy) = Q−1
y ·Hom(uFlatm,z(x), uFlatm,z(y)) ·Qx

= span
{
Q−1

y · T (n)
p ·Qx | p ∈ C(Flatm,z(x),Flatm,z(y))

}
= span

{
Q−1

y · T
(n)
Flatm,z(p)

·Qx | p ∈ D
}

for all x, y ∈ {◦, •}∗. By Definition 8.1.5, we have

Q−1
y · T

(n)
Flatm,z(p)

·Qx = (S−1)
⊗y · T (n···n)

p · S⊗x

for a unitary S : (Cn)⊗z → Cn...n, which yields

Hom(wx, wy) = span
{

(S−1)
⊗y · T (n···n)

p · S⊗x | p ∈ D(x, y)
}

= (S−1)
⊗y ·Hom(ŵx, ŵy) · S⊗x.

Therefore, Gn(C)z and Gn...n(D) are equivalent.

Since every spatial partition quantum group is equivalent to a quantum group of the
form Gn(C), we can use the following proposition to extend the previous theorem to all
spatial partition quantum groups.

Proposition 8.1.7. Let G and H be compact matrix quantum groups with fundamental
representations u◦ and û◦, and conjugate representations u• and û• respectively. If G and
H are equivalent, then Gz and Hz are equivalent for all z ∈ {◦, •}∗ with |z| ≥ 1.

Proof. Assume that G and H are equivalent. Then there exists a unitary S such that

Hom(ux, uy) = S⊗y ·Hom(ûx, ûy) · (S−1)
⊗x ∀x, y ∈ {◦, •}∗.

Denote by w◦ := (u◦)z and ŵ◦ := (û◦)z the fundamental representations of Gz and Hz

respectively. Then Definition 8.1.3 implies that w• := (u◦)z and ŵ• := (û◦)z are the
corresponding conjugate representations. Let x, y ∈ {◦, •}∗ and define x̃ := Flat1,z(x) and
ỹ := Flat1,z(y). Then, by Definition 8.1.2 and Definition 8.1.4, we have

Hom(wx, wy) = Q−1
y ·Hom(ux̃, uỹ) ·Qx

= Q−1
y · S⊗ỹ ·Hom(ûx̃, ûỹ) · (S−1)

⊗x̃ ·Qx

= Q−1
y · S⊗ỹ ·Qỹ ·Hom(ŵx, ŵy) ·Q−1

x̃ · (S
−1)

⊗x̃ ·Qx.

Therefore, Gz and Hz are equivalent.
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Corollary 8.1.8. Let G be a spatial partition quantum group and z ∈ {◦, •}∗ with |z| ≥ 1.
Then Gz is a spatial partition quantum group.

Proof. Since G is a spatial partition quantum group, it is equivalent to Gn(C) for some
n-graded rigid category of spatial partitions C ⊆ P(m). Then the previous proposition
shows that Gz is equivalent to Gn(C)z, which is a spatial partition quantum group by
Definition 8.1.6.

As a special case, it follows that the class of spatial partition quantum groups is closed
under taking projective versions.

Corollary 8.1.9. Let G be a spatial partition quantum group. Then PG is a spatial
partition quantum group.

Proof. By Definition 7.3.3 and the discussion at the end of Section 7.3, we can assume
that the conjugate representation of G is given by u• = u◦. In this case, PG = G◦•, which
a spatial partition quantum group by Definition 8.1.8.

8.2. Categories of all spatial pair partitions

As a first application of the previous theorem, we consider the quantum groups associated

with the categories P(m)
2 of spatial pair partitions on m levels, i.e. spatial partitions on m

levels with every block of size two.

It was shown in [10] that the category P(1)
2 of pair partitions on one level corresponds

to the classical orthogonal group On. Furthermore, the author showed in [31] that the

category P(2)
2 of spatial pair partitions on two levels corresponds to the classical projective

orthogonal group POn. In the following, we determine quantum groups for the remaining

cases m ≥ 3 and show that G(n,...,n)(P
(m)
2 ) is equivalent to O◦···◦

n .
Note that, in contrast to our definition, the categories in [10, 31] are defined in terms

of colorless partitions. However, in our setting, P(m)
2 contains the spatial partition (m)

that corresponds to the C∗-algebraic relations uij = (uij)
∗
, making the generators self-

adjoint. Therefore, our quantum groups G(n,...,n)(P
(m)
2 ) coincides with the corresponding

orthogonal quantum groups in [10, 31]. See also [80] for further details on the relationship
between orthogonal and unitary easy quantum groups.

Proposition 8.2.1. Let m ≥ 1 and n ∈ N. Then G(n,...,n)(P
(m)
2 ) is equivalent to Oz

n with
z := ◦m.

Proof. Since the functor Flat1,z does not change the size of blocks, pair partitions are
mapped to pair partitions, and we have

Flat−1
1,z(P

(1)
2 ) = P(m)

2 .

Since Gn(P(1)
2 ) = On, Definition 8.1.6 implies that G(n,...,n)(P

(m)
2 ) is equivalent to Oz

n.
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By relaxing our notion of isomorphism of compact matrix quantum groups, we can
provide a more explicit description of the resulting quantum groups O◦···◦

n .

Proposition 8.2.2. Let n ∈ N and z := ◦m with m ≥ 1. Then

Oz
n =

{
On if m is odd,

POn if m is even,

as compact quantum groups.

Proof. Denote by u the fundamental representation of On. First, assume that m is odd,
i.e. m = 2k+1 for some k ∈ N. Consider the inclusion C(Oz

n) ↪→ C(On), which is injective
and respects the comultiplication. Since u is orthogonal, we compute

∑
j1,...,jk∈[n]

ui0j0u
1
j1u

1
j1 . . . u

1
jk
u1jk = ui0j0

( n∑
j1=1

u1j1u
1
j1

)
︸ ︷︷ ︸

=1

. . .

( n∑
jk=1

u1jku
1
jk

)
︸ ︷︷ ︸

=1

= ui0j0 ∈ C(Oz
n)

for all i0, j0 ∈ [n]. Therefore, the inclusion is surjective and defines an isomorphism of
compact quantum groups.

Next, assume that m is even, i.e. m = 2k for some k ∈ N. Then we have an inclusion
C(Oz

n) ↪→ C(POn), and we compute

∑
j2,...,jk∈[n]

ui0j0u
i1
j1
u1j2u

1
j2 . . . u

1
jk
u1jk = ui0j0u

i1
j1

( n∑
j2=1

u1j2u
1
j2

)
︸ ︷︷ ︸

=1

. . .

( n∑
jk=1

u1jku
1
jk

)
︸ ︷︷ ︸

=1

= ui0j0u
i1
j1
∈ C(Oz

n)

for all i0, j0, i1, j1 ∈ [n]. Therefore, the inclusion is surjective and defines an isomorphism
of compact quantum groups.

8.3. Projective easy quantum groups

Consider an easy quantum group G. Then its projective version PG may not be an easy
quantum group in general. However, since easy quantum groups form a subclass of spatial
partition quantum groups, it follows from Definition 8.1.6 that projective versions of easy
quantum groups are spatial partition quantum groups. Therefore, it is always possible to
describe projective versions of easy quantum groups in terms of spatial partitions.

If G corresponds to a category of partitions C, then the proof of Definition 8.1.6 shows
the category of its projective version PG is given by Flat−1

1,◦•(C). This is particularly useful
if the category C can be characterized by an abstract property as in the case of spatial
pair partitions in the previous section. On the other hand, if the category C is only given
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by a set of generators, then obtaining a generating set for the category of its projective
version may be difficult in general.

However, in the special case of an orthogonal quantum group with degree of reflection
two, Gromada [48] provides a result that allows the conversion of generators of C to
generators of its projective version.

Proposition 8.3.1 ([48]). Let G ⊆ O+(F ) be orthogonal compact matrix quantum group
with fundamental representation on Cn and degree of reflection two. Consider an admis-
sible generating set S of Rep(G) containing the duality morphisms. Then Rep(PG) is
generated by S and idCn ⊗S ⊗ idCn.

Here, an orthogonal compact matrix quantum group with fundamental representation
u has degree of reflection two if

Hom(u⊤ k, u⊤ ℓ) = {0} ∀k, ℓ ∈ N, k + ℓ even.

Furthermore, a linear map T ∈ S is called admissible if T is of the form T : (Cn)⊗k →
(Cn)⊗ℓ with k and ℓ even. Note that we can always use the duality morphisms to bring
any intertwiner of a degree of reflection two quantum group into admissible form. See [48]
or [67] for further details.

Next, we reformulate Definition 8.3.1 in the context of spatial partition quantum groups
before applying it to concrete examples of easy quantum groups.

Proposition 8.3.2. Let n ∈ N and C ⊆ P(1) be a category of spatial partitions generated
by and a set C0 ⊆ P(1) such that

1. C0 contains the partition ,

2. every p ∈ C0 has only white points,

3. if p ∈ C0 has upper colors x and lower colors y, then |x| and |y| are even.

Then PGn(C) is equivalent to G(n,n)(D), where D ⊆ P(2) is generated by
(2)

, Flat−1
1,◦•(C0)

and Flat−1
1,◦•(id◦⊗C0 ⊗ id◦).

Proof. Since C contains the partitions and , it follows that C also contains the parti-
tions and . Thus, Definition 7.2.5 implies that Gn(C) ⊆ O+

n is an orthogonal quantum
group, and we have u = u after identifying Cn with Cn. Moreover, it follows from Defini-

tion 7.2.1 that the intertwiners S := {T (n)
p | p ∈ C0} generate the category Rep(G) in the

sense of [48]. Therefore, we can apply Definition 8.3.1 and obtain that the representation
category Rep(PG) is generated by S and idCn ⊗S⊗idCn in the sense of [48]. The proof Def-
inition 8.1.6, and in particular Definition 8.1.5, shows that we can use the functor Flat1,◦•
to translate these new generators back to spatial partitions. Furthermore, we must add the

spatial partition
(2)

to obtain an orthogonal quantum group. Thus, PGn(C) is equivalent

to G(n,n)(D), where D is generated by
(2)

, Flat−1
1,◦•(C0) and Flat−1

1,◦•(id◦⊗C0 ⊗ id◦).
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Now, we can apply the previous proposition to easy quantum groups with degree of
reflection two. Figure 8.1 presents the results for easy quantum groups described in [73]
and the appendix of [87]. It contains the generators for the corresponding categories of
spatial partitions, as well as their projective versions. Note that the spatial partitions

and
(2)

are included implicitly.
Figure 8.1 does not include the quantum groups Sn, Bn, S+

n and B+
n because these do

not have a degree of reflection two. However, their projective versions depend only on
the even part of their respective categories of spatial partitions, which are exactly the
categories of S′

n, B′
n, S′+

n and B′+
n .

We can now use Figure 8.1 and Definition 7.2.1 to describe the C∗-algebras A :=
C(G(n,n)(D)) of the previous projective quantum groups as universal unital C∗-algebras
generated by a finite set of relations. Since the fundamental representation of a projective
easy quantum group is defined on Cn⊗Cn, it follows that A is generated by the entries of
a matrix u :=

(
ui1i2j1j2

)
with i1, i2, j1, j2 ∈ [n]. Furthermore, one can verify that the category

D always contains = (12)◦◦ such that the duality partitions of D are given by (12)◦•,

(12)•◦ Thus, we have u• := F (12)uF
−1
(12), which can be written using matrix coefficients as

(u•)i1i2j1j2
= (ui2i1j2j1

)
∗
. The C∗-algebra A then satisfies the relations

uu∗ = u∗u = 1, u•(u•)∗ = (u•)∗u• = 1

making both u and u• unitary. Furthermore, the intertwiner T
(n,n)
(2) yields the relation

T
(n,n)
(2) u• = uT

(n,n)
(2) or equivalently (ui2i1j2j1

)
∗

= ui1i2j1j2
. Finally, the C∗-algebra A satisfies the

relations T
(n,n)
p u⊤ k = u⊤ ℓT

(n,n)
p for all p ∈ D0. For the partitions given in Figure 8.1,

these relations can be explicitly written as follows, where all indices are quantified over
[n].

: 1 =
∑
ℓ1,ℓ2

ui1i2ℓ1ℓ2
: ui1i4j1j2

=
∑
ℓ1,ℓ2

ui1i2j1ℓ1
ui3i4ℓ2j2

: δi1i2 =
∑
ℓ

ui1i2ℓℓ : δi2i3u
i1i4
j1j2

=
∑
ℓ

ui1i2j1ℓ
ui3i4ℓj2

: ui2i1j1j2
= ui1i2j2j1

: ui1i3j1j2
ui2i4j3j4

= ui3i4j1j3
ui1i2j2j4

: δi1i2u
i1i1
j1j2

= δj1j2u
i1i2
j1j1

: δi2i3u
i1i2
j1j2

ui2i4j3j4
= δj2j3u

i1i2
j1j2

ui3i4j2j4

:
∑
k

ui2kj1j2
=
∑
ℓ

ui1i2ℓj1
:
∑
k

ui1i3j1j2
uki4j3j4

=
∑
ℓ

ui1i2j1ℓ
ui3i4j2j4

: δi1i4u
i3i2
j1j2

=
∑
ℓ

ui1i2ℓj2
ui3i4j1ℓ

: δi2i5u
i1i4
j1j2

ui3i6j3j4
=
∑
ℓ

ui1i2j1ℓ
ui3i4j3j2

ui5i6ℓj4
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easy quantum group generators C0 projective generators D0

On , , , ,

O∗
n , , , ,

O+
n ,

Hn , , , , , , ,

H∗
n , , , , , , ,

H+
n , , , ,

S′
n , , , , , , , , , ,

S′+
n , , , , , , ,

B′
n , , , , , , ,

B′+
n , , , ,

B#∗
n , , , , , , ,

B#+
n , , , ,

Figure 8.1.: Generators for categories of easy quantum groups and their projective version.

The spatial partitions and
(2)

are omitted.
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9. Open questions

In this final chapter, we present some remaining open questions related to quantum auto-
morphism groups of hypergraphs and quantum groups based on partitions.

9.1. Quantum symmetries of hypergraphs

In Chapter 3, we constructed a family of hypergraphs with maximal quantum symmetries
and determined the quantum automorphism group of opposite and dual hypergraphs.
However, it would be interesting to compute the quantum automorphism groups of further
examples of hypergraphs. Consider for example a complete hypergraph in the following
sense.

Definition 9.1.1. Let V be a finite set. The complete hypergraph on V is given by
Γ := (V, 2V × 2V ) with source and range maps defined by

s(X,Y ) = X, r(X,Y ) = Y ∀X,Y ⊆ V.

Since Γ contains no multiple edges, we know that Aut+(Γ) ⊆ S+
V by Corollary 3.5.4.

However, it remains an open question whether this inclusion is proper or whether Aut+(Γ) =
S+
V holds.

Question 9.1.2. What is the quantum automorphism group of a complete hypergraph?

Additionally, we showed in Chapter 4 that our quantum automorphism group generalizes
Bichon’s quantum automorphism group of classical graphs. However, it remains possible
that every quantum automorphism group of a hypergraph can be realized as the quantum
automorphism group of a possibly larger classical graph.

Question 9.1.3. Let Γ be a hypergraph. Is it possible to construct a classical graph Γ′

such that Aut+(Γ) = Aut+Bic(Γ
′)?

It also remains an open question whether there exists a Banica-type version for the
quantum automorphism group of hypergraphs in the following sense.

Question 9.1.4. Does there exist an alternative definition of the quantum automorphism
group of hypergraphs that reduces to Aut+Ban(Γ) in the case of classical directed graphs
and that acts naturally on C∗(Γ)?

Finally, Hahn [51] characterized hypergraphs for which the classical automorphism group
of their product is given by the wreath product of their automorphism groups. It might
be possible to generalize this result to the setting of quantum automorphism groups.

Question 9.1.5. Can Hahn’s result [51] be generalized to the quantum group setting
using the free wreath product of Bichon [14]?
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9.2. Quantum groups based on partitions

Next, we consider categories of partitions and their corresponding quantum groups. In
Section 6.6, we constructed a category of partitions C ⊆ P for which the problem of
determining if p ∈ C for a given partition p ∈ P is algorithmically undecidable. While the
variety of groups underlying our proof is finitely presented, we were only able to show that
the category C is recursively enumerable. Therefore, it remains an open question whether
C is finite generated as discussed in Definition 6.6.11.

Question 9.2.1. Does there exist a finitely generated category of partitions C ⊆ P such
that the problem of determining whether p ∈ C for a given partition p ∈ P is algorithmi-
cally undecidable?

In addition to the previous question, the membership problem for categories of parti-
tions naturally generalizes to a membership problem for intertwiners of the corresponding
quantum groups. In this case, the undecidability still remains an open problem.

Question 9.2.2. Does there exist a category of partitions C ⊆ P and a number n ∈ N
such that determining if

T ∈ span
{
T (n)
p | p ∈ C(k, ℓ)

}
for a given T ∈ Znℓ×nk

is algorithmically undecidable?

While the linear maps T
(n)
p are linearly independent for non-crossing partitions p ∈ NC

when n is sufficiently large, this does not hold in general. Therefore, a direct reduction
of the previous problem for categories of partitions is not possible, since p /∈ C does not

automatically imply that the map T
(n)
p is not an intertwiner.

Besides algorithmic problems, the classification of categories of spatial partitions is still
ongoing. Since the notion of non-crossing partitions does not directly generalize to spatial
partitions, the simplest case appears to be the classification of all categories of spatial pair
partition on two levels. In [25], Cébron and Weber started this classification, while the
author provided additional examples of such categories in [31]. Moreover, it was shown

that the quantum group corresponding to P(2)
2 is given by the projective orthogonal group

POn. However, it remains an open problem to determine all possible categories and to
provide simple descriptions of their corresponding quantum groups.

Question 9.2.3. Determine all categories of spatial partitions C ⊆ P(2)
2 and describe their

corresponding quantum groups G(n,n)(C).

In addition to classifying categories of spatial partitions, it would be interesting to
generalize the result of Gromada [48] to the setting of colored partitions. This would allow
us to construct spatial partition quantum groups corresponding to projective versions of
unitary easy quantum groups using the approach in Section 8.3.

Question 9.2.4. Can the main result of Gromada in [48] be generalized to the context
of unitary easy quantum groups with degree of reflection two?
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Finally, the author showed in [31] that that category of spatial partitions corresponding
to the quantum automorphism groups of the finite quantum space Cn ⊗MN (C) can be

obtained as the graph of a functor F : NC → P(2)
2 . It would be interesting to study this

construction in more detail and use it to obtain additional examples of spatial partition
quantum groups.

Question 9.2.5. Given a spatial partition functor F : C → D. Can the quantum group
corresponding to the graph ΓF in the sense of [31] be described in terms of Gn(C) and
Gn(D)? Moreover, what additional examples of spatial partition quantum groups can be
constructed in this way?
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