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Abstract

For comprehension to be successful, readers and listeners need to understand the
meaning of individual words and sentences, but also have to know how these words
and sentences are related to each other. That is, comprehenders need to establish a
coherent mental representation of the discourse (Sanders et al., 1992; Zwaan & Rapp,
2006; Van den Broek, 2010). Discourse relations, which refer to the relations between
segments in a text (Hobbs, 1979; Sanders et al., 1992; Zufferey & Degand, 2024), are an
important part of such a mental representation. Readers and listeners can infer these
relations based on linguistic information (e.g. connectives) as well as extra-linguistic
information (e.g. world knowledge). This dissertation set out to investigate to what
extent readers use these different types of information. Specifically, we examined
four factors that could influence how readers exploit linguistic signals for discourse
relations: characteristics of the linguistic signal, of the discourse relation, of the reader
and of the language.

Connectives, such as because or but, are the most salient linguistic signals for
discourse relations and have been shown to help readers to process the discourse
relation (e.g. Cozijn et al., 2011; Kleijn et al., 2019; Köhne-Fuetterer et al., 2021).
However, most relations are signaled by linguistic cues other than connectives (cf.
Das & Taboada, 2018b) and much less is known about whether readers exploit these
signals. We discuss five features in which connective and non-connective cues differ
and argue that readers’ sensitivity to linguistic signals depends on the salience and
informativeness of the cue. Furthermore, we extend previous research on the role of
linguistic cues in discourse relation processing, by investigating a non-lexical signal of
discourse relations, showing that such a cue can influence readers’ off-line expectations
about upcoming discourse relations.

Secondly, to what extent readers rely on linguistic information may depend on the
discourse relation. Discourse relations have been shown differ with respect to their
processing difficulty (e.g. Sanders & Noordman, 2000). In line with the causality-by-
default hypothesis (Sanders, 2005), we find evidence that the presence of a connective
facilitates reading more in non-causal than in causal relations. In addition, we show
that the processing difficulty of a relation is dependent on how predictable the relation
type and its content is. However, we do not find evidence that predictability of the
relation influences whether readers rely on the presence of a connective.

Thirdly, we provide evidence that readers draw on their domain knowledge when
inferring discourse relations. The availability of domain knowledge was also found to



influence whether readers can exploit non-connective signals for discourse relations,
since these signals sometimes require domain knowledge. Finally, we explored whether
the use of non-linguistic signals depends on language typology. We hypothesized that
speakers of synthetic languages would rely more on the presence of linguistic signals
for discourse relations than speakers of analytic languages, but find no evidence for
this.

In sum, readers draw on both linguistic and non-linguistic information to establish
a coherent mental representation. In addition, the research in this dissertation shows
that the extent to which readers exploit linguistic cues depends on characteristics
of the signal, the discourse relation and the reader. By investigating the processes
involved in establishing coherence, this research provides theoretical insights into
language understanding and human cognition, but can also inform research on how
to improve readers’ text comprehension as well as the readability of texts.



Summary

Language is a central aspect of everyday life. We use language to tell jokes to our
loved ones, listen to a friend’s ideas, read a news item about recent elections and reply
to an email from a coworker. These processes often seem effortless, but producing
and understanding language is a complex process, which is an ability that is unique
to humans. To illustrate, to comprehend this written sentence, one does not only
need to decode the sequences of black symbols (i.e. letters) into meaningful words,
but also needs to understand how these words are structured to form a meaningful
sentence. In addition, in longer excerpts of a text, also referred to as a discourse,
comprehenders have to understand how the different sentences are related to each
other and how the concepts described in the text are related to existing knowledge.
Only then does the discourse make sense.

Theories of discourse comprehension assume that readers and listeners construct
a mental representation of the text (Zwaan & Rapp, 2006; Van den Broek, 2010).
For comprehension to be successful, this mental representation needs to be coherent
(Hobbs, 1979; Sanders et al., 1992; Kehler, 2006). That is, the parts of the mental
representation should be connected in a meaningful way. Even when the parts of a
text are seemingly unrelated, readers still try to establish coherence (Hobbs, 1979).
Consider the following discourse: Mary is cycling to work. She loves pizza. At first
sight, this does not make sense, but comprehenders will still try to understand this
text. They might assume that Mary’s love of pizza has resulted in her eating a lot
lately and that she now tries to compensate for these calories by cycling to work. They
have now established coherence by inferring how these sentences are related: Mary’s
love for pizza provides the reason for why she is cycling to work. These relations
between sentences in a discourse, or their mental representations, are referred to as
discourse relations (Sanders et al., 1992; Zufferey & Degand, 2024) and the parts of
the discourse relation are called arguments. Discourse relations are the focus of the
research in this dissertation.

How do readers establish coherence? One way in which readers do this is by using
linguistic signals. The most salient signals for discourse relations are connectives, such
as because, but, and therefore. They have been researched extensively, with prior work
showing that they help readers to process the discourse relation (e.g. Cozijn et al.,
2011), predict upcoming material (e.g. Köhne-Fuetterer et al., 2021) and understand
the text better (e.g. Kleijn et al., 2019). However, there are also other cues that
can help readers to infer what relation holds between sentences. To illustrate, in the



discourse Mary loves pizza. John hates it., the verbs are antonyms, signaling that
the two sentences are in contrast to each other. Compared to connectives, much less
is known about the role of these non-connective signals in discourse processing and
comprehension. Furthermore, readers could rely on their background knowledge to
understand the relation. For example, in the discourse Mary got very tanned. She
went on vacation to Greece., the causal relation between tanning and going to the
Greece can be derived based on world knowledge that Greece is generally very sunny.

Comprehenders can thus use linguistic and extra-linguistic sources of information
to infer how the parts of a discourse are related. However, it is still unclear whether
readers always do so. For example, do speakers of different languages rely simi-
larly on connectives as cues for the discourse relation? And do readers also exploit
non-connective signals when establishing coherence? This dissertation set out to in-
vestigate which factors influence readers’ sensitivity to linguistic signals of
discourse relations. More specifically, we explored four factors that could influence
how readers use linguistic information when inferring discourse relations: character-
istics of the signal, of the discourse relation, of the reader and of the language. We
present a review of earlier work as well as four empirical studies to investigate these
factors.

Chapter 3 reviews previous literature on the nature of linguistic signals and their
role in the representation and processing to investigate how characteristics of the
signal influence readers’ sensitivity to a discourse cue. We define a discourse relation
signal (or a discourse cue) as any linguistic element that provides information about
the discourse relation. We show that these signals differ with respect to various fea-
tures. Firstly, some discourse cues, such as connectives, are specialized for signaling
discourse relations and do not contribute to the truth-conditions of the arguments.
Others, such as antonyms, do not only provide information about the discourse rela-
tion, but also have propositional meaning. Secondly, some cues are more informative
about which discourse relation is signaled than others. For example, because is only
used in result relations, whereas while can be used in both synchronous as well
as contrast relations. Third, discourse cues differ in whether their form is context-
dependent. Connectives are grammaticalized and are thus immutable, but this is not
the case for cue phrases like for this reason, due to the weather or antonyms. Fourth,
the examples of discourse cues so far are all lexical. However, this does not need to
be the case. Syntactic structure (Crible & Pickering, 2020) and prosody (Hu et al.,
2023) have also been argued to signal differences between relation types. Finally, lin-
guistic cues that are not specialized in signaling the discourse relation have a different



primary meaning. This meaning may be similar to that of the discourse relation, such
as negation in the case of contrast relations, but it may also be unrelated, as in the
case of certain syntactic structures. Based on findings from previous literature, we
argue that these features influence how sensitive comprehenders are to the linguistic
signal. The more salient and informative the discourse cue, the stronger its effect on
discourse processing and representation.

This hypothesis is supported by the findings from two empirical studies presented
in this dissertation. In Chapter 6, we examine readers’ sensitivity to a non-specialized,
non-lexical cue for discourse relations: gerund free adjuncts. Gerund free adjuncts
are subordinate clauses that start with a present participle, as in Painting his house,
Mo wore an old sweater. A corpus investigation showed that gerund free adjuncts
often occur in result relations. In addition, readers expected more result relations
when provided with a gerund free adjunct in a continuation task. However, we did
not find evidence that readers are sensitive to this type of cue in other tasks. In a
paraphrase selection task, readers’ preference for gerund free adjuncts was not found
to depend on the type of relation (i.e. result or specification). In addition, a
self-paced reading experiment did not show facilitation of the presence of a gerund
free adjunct when reading result relations. This finding contrasts with those from
Chapter 5, which shows that the presence of a connective does lead to faster processing
of result relations. However, compared to gerund free adjuncts, connectives are more
informative and more specialized cues that are also immutable and lexical.

In Chapter 4, we investigated how readers’ sensitivity to connectives depends on
characteristics of the discourse relation. More specifically, we conducted two
self-paced reading experiments comparing the facilitating effect of the presence of
a connective in result relations with contrast relations (Experiment 1) and with
concession relations (Experiment 2). Contrary to our expectations based on earlier
work, we found no effect of the presence of a connective in either relation in Ex-
periment 1, possibly due to methodological limitations. In Experiment 2, however,
the relation was read faster when a connective was present compared to when it was
absent. This effect interacted with relation type. More specifically, the connective fa-
cilitated reading in concession relations, but not in result relations. This suggests
that readers rely more on the connective when the relation is more difficult to infer
without it. For result relations, readers might arrive at this interpretation regardless
of whether there is a connective (cf. causality-by-default hypothesis Sanders, 2005).

The experiments in Chapter 4 also investigated whether the effect of the connective
on reading was dependent on characteristics of the language, by comparing native



speakers of English and German. Synthetic languages, such as German, have more in-
flectional morphology and a higher morpheme-to-word ratio than analytic languages,
such as English. To illustrate, German, but not English, encodes differences between
first and second person in verbs and case in nouns. In synthetic languages, meaning
is more often encoded in the linguistic signal, whereas speakers of analytic languages
more often have to infer the meaning from the context. We therefore hypothesized
that speakers of German would be more sensitive to the presence of a connective than
speakers of English (cf. Blumenthal-Dramé, 2021). However, we found no evidence
for this hypothesis in either of the two experiments.

In Chapter 5, we investigated whether readers’ sensitivity to the presence of a
connective depends on another characteristic of the relation: the predictability
of the relation. Previous research has shown that comprehenders continuously make
predictions during language processing (e.g. Altmann & Kamide, 1999; Heilbron et al.,
2022) and that the processing difficulty of a word is proportional to its unexpectedness
(cf. Levy, 2008; Wilcox et al., 2023). We investigated whether this also applies to
the processing of discourse relations. More specifically, we examined two types of
unexpectedness: that of the relation type (i.e. whether the relation was a result or
not) and that of the content of the relation. To illustrate, when hearing Angela hadn’t
paid rent for months, readers might have expectations about whether the speaker is
next going to talk about why Angela hadn’t paid rent (i.e. a reason relation) or
about what the consequences of these payment arrears are (i.e. a result relation).
In other words, they predict the relation type. In addition, comprehenders might
predict what such consequences might be (e.g. a visit from an angry landlord or being
evicted). This is a prediction about the content. We hypothesized that the difficulty
of processing Angela was evicted would be proportional to the unexpectedness of the
relation type and of the content given the context. In addition, we aimed to investigate
whether this would explain the facilitating effect of the connective: the connective
might reduce the unexpectedness of the upcoming relation type and content and as
such reduce processing difficulty.

In a continuation pretest, we indeed show that result relation types are more
expected when a connective is present and that this helps readers to make more
accurate predictions about the content. In a subsequent self-paced reading and eye-
tracking-while-reading experiment, we found evidence that more predictable content
is read faster. Also, when the result relation was more expected, the relation was
also read faster, but only when this allowed for more accurate predictions about
the content. Surprisingly, we found that first-pass reading times were longer for



more predictable result relations, when controlling for other types of unexpectedness
(e.g. about the content of the relation). Possibly, readers confirm their relation type
prediction when their content prediction is not borne out. In addition, the facilitating
effect of the connective was independent from effects of unexpectedness. In other
words, we did not find evidence that readers’ sensitivity to the presence of a connective
depends on how predictable the relation type or content is.

How characteristics of the reader influence whether readers exploit linguistic
signals was examined in Chapter 7. More specifically, the goal of this chapter was
to investigate whether domain knowledge affects readers’ interpretation of discourse
relations and their reliance on linguistic signals. Experts in the fields of biomedical
sciences or economics were asked to insert connectives in texts from their own domain
(e.g. biomedical experts reading biomedical research papers) as well as the other do-
main (e.g. biomedical experts reading financial newspapers). These connectives were
categorized into relation classes to examine readers’ accuracy in inferring the target
relation. Biomedical experts were more accurate than economics experts on inferring
relations in the biomedical texts, showing that readers use their domain knowledge
to infer discourse relations. No such difference was found for the interpretation of
relations in the financial newspapers, probably because these are aimed at a broader
audience than biomedical research papers. When the relation cannot be inferred
based on existing knowledge, readers make underspecified interpretations. Further-
more, we show that readers exploit linguistic signals for discourse relations, but that
such cues sometimes require domain knowledge. For example, to understand that two
concepts are antonyms, readers first need to know what those concepts are. However,
even when these cues only require general knowledge, low-knowledge readers did not
always take advantage of them. This suggests that non-connective cues might only
be used to confirm discourse relation interpretation.

The research in this dissertation provides valuable insights into various theories of
language processing. First of all, with respect to discourse processing, the findings
reveal that readers exploit both linguistic (connectives and non-connective cues) and
extra-linguistic (background knowledge) sources of information to establish coher-
ence. We also show that readers’ sensitivity to signals of discourse relations depends
on characteristics of the signal, the relation and the reader. More specifically, the
effect of a linguistic cue is argued to be stronger when the signal is more salient
and more informative, the relation is non-causal and the reader can rely on exist-
ing knowledge to confirm the signal’s meaning. Second, the research presented here
contributes to information-theoretic accounts of language processing by showing that



the unexpectedness of semantic content and discourse structure influence process-
ing difficulty, but do not explain the facilitating effect of the connective. Third, we
contribute to research on statistical learning by revealing that readers are aware of
correlations between syntactic structure and discourse-level meaning. Fourth, with
respect to research on individual differences, the work in this dissertation shows that
the interpretation of discourse relations, and the use of linguistic signals, depends
on the readers’ background knowledge. Fifth, we extend cross-linguistic research on
language processing and find that there are cross-linguistic similarities in the use of
connectives for discourse relation processing. Finally, this dissertation highlights the
importance of converging evidence, by showing that combining evidence from various
methodologies can facilitate theory building.



Zusammenfassung

Sprache ist ein zentraler Aspekt des täglichen Lebens. Wir verwenden Sprache, um
unseren Freunden Witze zu erzählen, den Ideen eines Freundes zuzuhören, einen Ar-
tikel über die letzten Wahlen zu lesen und eine E-Mail von einem Kollegen zu beant-
worten. Diese Vorgänge scheinen uns oft mühelos, aber Sprache zu produzieren und
zu verstehen ist ein komplizierter Prozess, und eine Fähigkeit, die nur dem Menschen
eigen ist. Um zum Beispiel einen geschriebenen Satz zu verstehen, muss man nicht
nur eine Abfolge an Buchstaben in sinnvolle Wörter entschlüsseln, sondern auch ver-
stehen, wie diese Wörter strukturiert sind, um einen sinnvollen Satz zu bilden. Bei
längeren Textausschnitten, die auch als Diskurs bezeichnet werden, müssen die Leser
außerdem verstehen, wie die verschiedenen Sätze miteinander in Relation stehen und
wie die im Text beschriebenen Konzepte mit dem vorhandenen Weltwissen zusam-
menhängen. Erst dann ergibt der Diskurs einen Sinn.

Theorien des Diskursverständnisses gehen davon aus, dass Leser und Hörer eine
mentale Repräsentation des Textes aufbauen. Damit das Verstehen erfolgreich ist,
muss diese mentale Repräsentation kohärent sein (Hobbs, 1979; Sanders et al., 1992;
Kehler, 2006). Dies bedeutet dass die Teilaspekte der mentalen Repräsentation auf
sinnvolle Weise miteinander verbunden sein sollten. Selbst wenn die Teilaspekte eines
Textes scheinbar nicht miteinander verbunden sind, versuchen die Leser dennoch, Ko-
härenz herzustellen (Hobbs, 1979). Betrachten Sie den folgenden Diskurs: Anna fährt
mit dem Fahrrad zur Arbeit. Sie liebt Pizza. Auf den ersten Blick ergibt das keinen
Sinn, aber der Leser wird trotzdem versuchen, diesen Text zu verstehen. Er könnte
annehmen, dass Annas Vorliebe für Pizza dazu geführt hat, dass sie in letzter Zeit
sehr viel gegessen hat und nun versucht, diese Kalorien auszugleichen, indem sie mit
dem Fahrrad zur Arbeit fährt. So hat er Kohärenz hergestellt, indem er hergeleitet
hat, wie diese Sätze zusammenhängen: Annas Liebe zu Pizza ist der Grund, warum
sie mit dem Fahrrad zur Arbeit fährt. Diese Relationen zwischen Sätzen in einem
Diskurs bzw. ihre mentalen Repräsentationen werden als Diskursrelationen bezeich-
net (Sanders et al., 1992; Zufferey & Degand, 2024) und die Teile der Diskursrelation
werden Argumente genannt. Diskursrelationen sind der Schwerpunkt der Forschung
in dieser Dissertation.

Wie stellen die Leser Kohärenz her? Eine Möglichkeit, wie Leser dies tun, ist
die Verwendung sprachlicher Signale. Die auffälligsten Signale für Diskursrelatio-
nen sind Konnektive wie weil, aber und deshalb. Sie wurden ausgiebig erforscht und
frühere Arbeiten haben gezeigt, dass sie Lesern helfen, die Diskursrelation zu ve-



rarbeiten (z.B., Cozijn et al., 2011), bevorstehendes Material vorherzusagen (z.B.,
Köhne-Fuetterer et al., 2021) und einen Text besser zu verstehen (z.B., Kleijn et al.,
2019). Es gibt jedoch auch andere Anhaltspunkte, die dem Leser helfen können, eine
Relation zwischen den Sätzen zu erkennen. Zur Veranschaulichung: Im Diskurs Anna
liebt Pizza. John hasst sie. sind die Verben Antonyme, die signalisieren, dass die bei-
den Sätze im Gegensatz zueinander stehen. Im Vergleich zu Konnektiven ist über
die Rolle dieser nicht-konnektiven Signale bei der Verarbeitung und dem Verständnis
von Diskurs weit weniger bekannt. Schließlich könnten die Leser auf ihr Hintergrund-
wissen zurückgreifen, um die Relation zu verstehen. Zum Beispiel in dem Diskurs
Anna wurde sehr braun. Sie fuhr in den Urlaub nach Griechenland. kann die kausale
Relation zwischen Bräunung und Urlaub in Griechenland aus dem Wissen abgeleitet
werden, dass Griechenland im Allgemeinen sehr sonnig ist.

Leser können also sprachliche und außersprachliche Informationsquellen nutzen,
um daraus zu schließen, wie die Teile eines Diskurses zusammenhängen. Es ist jedoch
noch unklar, ob Menschen dies immer tun. Verlassen sich zum Beispiel Sprecher ver-
schiedener Sprachen in ähnlicher Weise auf Konnektive als Hinweise auf die Diskursre-
lation? Und nutzen Leser auch nicht-konnektive Signale, um Kohärenz herzustellen?
In dieser Dissertation wurde daher untersucht, welche Faktoren die Sensibil-
ität der Leser für sprachliche Signale von Diskursrelationen beeinflussen.
Genauer gesagt wurden vier Faktoren untersucht, die Einfluss darauf haben könnten,
wie Leser sprachliche Informationen über Diskursrelationen nutzen: Merkmale des
Signals, der Diskursrelation, des Lesers und der Sprache. Zur Untersuchung dieser
Faktoren präsentieren wir einen Überblick über frühere Arbeiten sowie vier empirische
Studien.

Kapitel 3 gibt einen Überblick über die bisherige Literatur zur Natur sprachlicher
Signale und ihrer Rolle bei der mentalen Repräsentation und Verarbeitung, um zu
untersuchen, wie die Eigenschaften des Signals die Sensibilität der Leser für das
Signal beeinflussen. Wir definieren Diskursrelationssignal als jedwedes sprachliche
Element, das Informationen über die Diskursrelation liefert. Wir zeigen, dass sich
diese Signale in Bezug auf verschiedene Merkmale unterscheiden. So sind einige
Diskurssignale, wie z.B. Konnektive, auf die Signalisierung von Diskursrelationen
spezialisiert und tragen nicht zu den Wahrheitsbedingungen der Argumente bei. An-
dere Diskurssignale, wie Antonyme, liefern nicht nur Informationen über die Diskursre-
lation, sondern haben auch propositionale Bedeutung. Zweitens sind einige Signale in-
formativer darüber, welche Diskursrelation signalisiert wird, als andere. Zum Beispiel
wird weil nur in kausalen result-Relationen verwendet, während gleichzeitig sowohl



in zeitlichen synchronous- als auch in negativen contrast-Relationen verwendet wer-
den kann. Drittens unterscheiden sich Diskurssignale darin, ob ihre Form kontextab-
hängig ist. Konnektive werden grammatikalisiert und sind daher unveränderlich,
wohingegen ganze Phrasen wie aus diesem Grund, wegen des Wetters oder Antonyme
durchaus veränderlich sind. Viertens: Die bisherigen Beispiele für Diskurssignale sind
alle lexikalisch. Dies muss jedoch nicht der Fall sein. Es ist bekannt, dass auch die
syntaktische Struktur (Crible & Pickering, 2020) und die Prosodie (Hu et al., 2023)
Unterschiede zwischen den Relationstypen signalisieren. Schließlich haben sprach-
liche Signale, die nicht auf die Signalisierung der Diskursrelation spezialisiert sind,
eine andere primäre Bedeutung. Diese Bedeutung kann der der Diskursrelation ähn-
lich sein, wie z.B. die Negation im Fall von contrast-Relationen, sie kann aber auch
unabhängig davon sein (wie im Fall bestimmter syntaktischer Strukturen). Auf der
Grundlage von Erkenntnissen aus der bisherigen Literatur argumentieren wir, dass
diese Eigenschaften beeinflussen, wie empfindlich Leser auf das sprachliche Signal
reagieren. Je auffälliger und informativer das Diskurssignal ist, desto stärker ist seine
Wirkung auf die Diskursverarbeitung und -repräsentation.

Diese Hypothese wird durch die Ergebnisse von zwei empirischen Studien gestützt.
In Kapitel 6 untersuchten wir die Sensibilität der Leser für einen nicht-spezialisierten,
nicht-lexikalischen Hinweis auf Diskursrelationen: freie Gerundien. Freie Gerundien
sind Nebensätze, die mit einem Partizip Präsens beginnen, wie in Painting his house,
Mo wore an old sweater. (Mo trug beim Streichen seines Hauses einen alten Pullover.)
Eine Korpusuntersuchung zeigt, dass freie Gerundien häufig in result-Relationen
vorkommen. Darüber hinaus erwarteten die Leser mehr result-Relationen, wenn
sie in einer Fortsetzungsaufgabe ein freies Gerundium vorfanden. Wir fanden jedoch
keine Hinweise darauf, dass die Leser bei anderen Aufgaben auf diese Art von Sig-
nalen reagieren. Bei einer Aufgabe zur Auswahl von Paraphrasen hing die Präferenz
der Leser für freie Gerundien nicht von der Art der Relation (d. h. result oder
specification) ab. Darüber hinaus zeigte ein self-paced reading Experiment nicht,
dass das Vorhandensein eines freien Gerundiums beim Lesen von result-Relationen
förderlich ist. Diese Ergebnisse stehen im Gegensatz zu denen aus Kapitel 5, die
zeigen, dass das Vorhandensein eines Konnektivs zu einer schnelleren Verarbeitung
von result-Relationen führt. Im Gegensatz zu freien Gerundien sind Konnektive je-
doch informativere und speziellere Signale, die zudem unveränderlich und lexikalisch
sind.

In Kapitel 4 haben wir untersucht, wie die Sensibilität der Leser für Konnektive von
den Eigenschaften der Diskursrelation abhängt. Genauer gesagt haben wir zwei



self-paced reading Experimente durchgeführt, in denen wir den erleichternden Effekt
des Vorhandenseins eines Konnektivs in result-Relationen mit contrast-Relationen
(Experiment 1) und mit concession-Relationen (Experiment 2) verglichen haben.
Entgegen unseren Erwartungen, die wir aus früheren Arbeiten ableiten konnten, fan-
den wir in Experiment 1 keinen Effekt des Konnektivs für eine der beiden Relationen,
was möglicherweise auf methodische Limitationen zurückzuführen ist. In Experiment
2 wurde die Relation jedoch schneller gelesen, wenn ein Konnektiv vorhanden war,
im Vergleich dazu wenn es nicht vorhanden war. Dieser Effekt hing vom Relationstyp
ab. Genauer gesagt erleichterte das Konnektiv das Lesen bei concession-Relationen,
nicht aber bei result-Relationen. Dies deutet darauf hin, dass sich die Leser mehr
auf ein Konnektiv verlassen, wenn die Relation ohne das Konnektiv schwieriger zu
erschließen ist. Bei result-Relationen könnten die Leser zu dieser Interpretation
gelangen, unabhängig davon, ob ein Konnektiv (vgl. causality-by-default hypothesis
Sanders, 2005) vorhanden ist.

In den Experimenten in Kapitel 4 wurde auch untersucht, ob die Wirkung eines
Konnektivs unterschiedlich auf das Lesen im Deutschen im Vergleich zum Englischen
ist (d. h. Eigenschaften der Sprache). Synthetische Sprachen, wie das Deutsche,
haben mehr Flexionsmorphologie und ein höheres Morphem-Wort-Verhältnis als an-
alytische Sprachen, wie das Englische. So kodiert das Deutsche, nicht aber das En-
glische, Unterschiede zwischen der ersten und zweiten Person bei Verben und dem
Kasus bei Substantiven. In synthetischen Sprachen ist die Bedeutung häufiger im
sprachlichen Signal kodiert, während Sprecher analytischer Sprachen die Bedeutung
häufiger aus dem Kontext erschließen müssen. Wir stellten daher die Hypothese
auf, dass Sprecher des Deutschen stärker auf das Vorhandensein eines Konnektivs
reagieren würden als Sprecher des Englischen (Blumenthal-Dramé, 2021). Wir fan-
den jedoch in keinem der beiden Experimente Belege für diese Hypothese.

In Kapitel 5 haben wir untersucht, ob die Sensibilität der Leser für das Vorhan-
densein eines Konnektivs von einer anderen Eigenschaft der Relation, der Vorher-
sagbarkeit der Relation, abhängt. Frühere Studien haben gezeigt, während des Ver-
stehens von Sprache ständig Vorhersagen getroffen werden (z.B. Altmann & Kamide,
1999; Heilbron et al., 2022) und dass die Verarbeitungsschwierigkeit eines Wortes
proportional zu seiner Unerwartetheit ist (vgl. Levy, 2008; Wilcox et al., 2023).
Wir untersuchten, ob dies auch für die Verarbeitung von Diskursrelationen gilt.
Genauer gesagt untersuchten wir zwei Arten von Unerwartetheit: die des Relation-
styps (d. h., ob die Relation ein result war oder nicht) und die des Inhalts der Re-
lation. Zur Veranschaulichung: Wenn man Angela hatte monatelang die Miete nicht



bezahlt liest, könnten die Leser Erwartungen darüber haben, ob der Sprecher als näch-
stes darüber sprechen wird, warum Angela die Miete nicht bezahlt hat (d. h. eine
reason-Relation) oder darüber, was die Konsequenzen dieses Zahlungsrückstands
sind (d. h. eine result-Relation). Mit anderen Worten, sie sagen den Relation-
styp voraus. Darüber hinaus könnten Leser vorhersagen, was solche Folgen sein
könnten (z.B. der Besuch eines verärgerten Vermieters oder eine Zwangsräumung).
Dabei handelt es sich um eine Vorhersage über den Inhalt der Relation. Wir stell-
ten die Hypothese auf, dass die Schwierigkeit der Verarbeitung von Angela wurde
zwangsgeräumt proportional zur Unerwartetheit des Relationstyps und des Inhalts
angesichts des Kontexts sein würde. Darüber hinaus wollten wir untersuchen, ob
dies den erleichternden Effekt des Konnektivs erklären würde: Das Konnektiv kön-
nte die Unerwartetheit des bevorstehenden Relationstyps und -inhalts verringern und
damit die Verarbeitungsschwierigkeiten reduzieren. In einem Experiment zur Satzver-
vollständigung konnten wir tatsächlich zeigen, dass result-Relationen eher erwartet
werden, wenn ein Konnektiv vorhanden ist, und dass dies den Lesern hilft, genauere
Vorhersagen über den Inhalt zu treffen. In einem anschließenden self-paced reading
Experiment und Eye-Tracking fanden wir Hinweise darauf, dass vorhersehbare Inhalte
schneller gelesen werden. Wenn die Relation result erwarteter war, wurde die Rela-
tion ebenfalls schneller gelesen, aber nur, wenn diese genauere Vorhersagen über den
Inhalt ermöglichte. Überraschenderweise stellten wir fest, dass first-pass Lesezeiten
bei vorhersehbareren result-Relationen länger waren, wenn man andere Arten von
Unerwartetheit (z.B. über die Inhalt des Relations) berücksichtigt. Möglicherweise
wollen die Leser ihre Vorhersage über die Art der Relation bestätigen, wenn sich ihre
Vorhersage über den Inhalt nicht bestätigte. Darüber hinaus war der erleichternde Ef-
fekt des Konnektivs unabhängig von den Auswirkungen der Unerwartetheit. Zusam-
mengefasst fanden wir keine Hinweise darauf, dass die Sensibilität der Leser für das
Vorhandensein eines Konnektivs davon abhängt, wie vorhersehbar der Relationstyp
oder der Inhalt ist.

In Kapitel 7 wurde untersucht, ob und wie die Eigenschaften des Lesers an
sich einen Einfluss darauf haben, ob er sprachliche Signale ausnutzt. Genauer gesagt
fragten wir ob Fachwissen die Interpretation von Diskursrelationen und die Nutzung
sprachlicher Signale durch den Leser beeinflusst. Wir baten Experten aus den Be-
reichen Biomedizin und Wirtschaft Konnektive in Texte aus ihrer eigenen Domäne
(z.B. biomedizinische Experten, die biomedizinische Forschungsarbeiten lesen) und
aus der anderen Domäne (z.B. biomedizinische Experten, die Wirtschaftszeitungen
lesen) einzufügen. Diese Konnektive wurden in Relationsklassen eingeteilt, um ihre
Genauigkeit bei der Ableitung der Zielrelation zu untersuchen. Biomedizinische Ex-



perten waren bei der Ableitung von Relationen in biomedizinischen Texten erfolgre-
icher als Wirtschaftsexperten, was zeigt, dass die Leser ihr Fachwissen nutzen, um
Diskursrelationen abzuleiten. Bei der Interpretation von Relationen in den Wirtschafts-
zeitungen wurde kein solcher Unterschied festgestellt, wahrscheinlich weil diese sich
an ein breiteres Publikum richten als biomedizinische Forschungsarbeiten. Wenn die
Relation nicht auf der Grundlage des vorhandenen Wissens abgeleitet werden kann,
nehmen die Leser unspezifizierte Interpretationen vor. Darüber hinaus zeigen wir,
dass Leser sprachliche Signale für Diskursrelationen nutzen, aber dass solche Hin-
weise manchmal Fachwissen erfordern. Um zum Beispiel zu verstehen, dass zwei Be-
griffe Antonyme sind, müssen die Leser zunächst wissen, was diese Begriffe bedeuten.
Doch selbst wenn diese Signale nur allgemeines Wissen erfordern, nutzten Leser mit
geringen Kenntnissen sie nicht immer. Dies deutet darauf hin, dass nicht-konnektive
Signale vom Leser nur genutzt werden um bereits bestehende Interpretationen von
Diskursrelationen zu bestätigen.

Die Untersuchungen in dieser Dissertation liefern wertvolle Einblicke in verschiedene
Theorien der Sprachverarbeitung. Zunächst einmal zeigen die Ergebnisse in Bezug
auf die Diskursverarbeitung, dass Leser sowohl sprachliche (Konnektive und nicht-
konnektive Signale) als auch außersprachliche Informationsquellen (Hintergrundwis-
sen) nutzen, um Kohärenz herzustellen. Wir zeigen auch, dass die Sensibilität der
Leser für Signale von Diskursrelationen von den Eigenschaften des Signals, der Rela-
tion und auch des Lesers selbst abhängt. So ist die Wirkung eines sprachlichen Signals
stärker, wenn es auffälliger und informativer ist, die Relation nicht kausal ist und der
Leser sich auf vorhandenes Wissen verlassen kann, um die Bedeutung des Signals zu
bestätigen. Zweitens leisten die hier vorgestellten Untersuchungen einen Beitrag zu in-
formationstheoretischen Konzepten der Sprachverarbeitung, indem sie zeigen, dass die
Unerwartetheit des Inhalts und der Diskursstruktur die Verarbeitungsschwierigkeiten
beeinflussen, aber nicht die erleichternde Wirkung des Konnektivs erklären. Drittens
leistet die vorliegende Dissertation einen Beitrag zur Forschung über statistisches
Lernen, indem sie aufzeigt, dass Leser sich der Korrelationen zwischen syntaktischer
Struktur und Bedeutung auf Diskursebene bewusst sind. Viertens zeigt die Arbeit im
Hinblick auf die Forschung zu individuellen Unterschieden, dass die Interpretation von
Diskursrelationen und die Verwendung von sprachlichen Signalen vom Hintergrund-
wissen der Leser abhängt. Fünftens erweitern wir die sprachübergreifende Forschung
zur Sprachverarbeitung und stellen fest, dass es sprachübergreifende Ähnlichkeiten
bei der Verwendung von Konnektiven zur Verarbeitung von Diskursrelationen gibt.
Schliesslich unterstreicht diese Dissertation auch die Bedeutung konvergenter Evi-



denz, indem sie zeigt, dass die Kombination von verschiedenen wissenschaftlichen
Methoden die Theoriebildung erleichtern kann.
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Part I

Theoretical framework



Chapter 1

Introduction

Language is a central aspect of every day life. We use language to tell jokes to our
loved ones, listen to a friend’s ideas, read a news item on recent elections and reply
to an email from a coworker. These processes often seem effortless, but producing
and understanding language is an intricate process, which is an ability that is unique
to humans (Pinker & Jackendoff, 2005).1 Thus, understanding the processes and
mechanisms involved in language production and comprehension sheds more light on
human cognition.

A key element of communication is the ability to comprehend longer excerpts of
text, whether written or spoken. Such a text is often referred to as a discourse. This
dissertation aims to contribute to understanding the processes involved in discourse
comprehension. More specifically, the research presented here focuses on how readers
make sense of a text: How do comprehenders know that a discourse is coherent?

Consider the Example in (1), taken from Alice in Wonderland by Lewis Carroll
(1993, p. 18).

(1) The rabbit-hole went straight on like a tunnel for some way, and then dipped
suddenly down, so suddenly that Alice had not a moment to think about
stopping herself before she found herself falling down a very deep well.

1Large language models (LLMs), like the GPT family (cf. Radford et al., 2018), show remarkable
linguistic competence, especially regarding the form of language (cf. Mahowald et al., 2024). Inter-
estingly, they perform considerably less well when evaluated on functional linguistic competence (i.e.
the use of language, Mahowald et al., 2024), including tasks relating to discourse coherence (Sieker
et al., 2023; Yung et al., 2024a), the topic of the present dissertation.
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To understand this excerpt, one does not only need to decode the black symbols
(i.e. letters) into meaningful words, but also needs to understand how these words
are structured to derive the meaning of each sentence and see how this relates to
the other sentences and to existing knowledge. Theories of discourse comprehension
assume that readers and listeners construct a mental representation of the text (Zwaan
& Rapp, 2006; Van den Broek, 2010). In order for comprehension to be successful,
such a mental representation needs to be coherent (Sanders et al., 1992; Kehler, 2006).
That is, the parts of the mental representation should be connected in a meaningful
way. One way in which readers do this is by understanding how different parts of
a text are related (Sanders et al., 1992). To illustrate, the first two clauses from
the excerpt in (1) above, repeated in (2) below, are related in a temporal way: The
rabbit-hole first went straight before suddenly going down.

(2) The rabbit-hole went straight on like a tunnel for some way, and then dipped
suddenly down (...) (Carroll, 1993, p. 18)

These logical links between segments in a text are referred to as discourse relations
(Sanders et al., 1992; Zufferey & Degand, 2024). To establish these relations, compre-
henders can draw on both linguistic and non-linguistic information (Zwaan & Rapp,
2006; Van den Broek, 2010). For example, the temporal relation illustrated above is
signaled by the connective phrase and then. However, such a clear lexical signal is
not present for the causal relationship that the sudden drop resulted in no time for
Alice to think about stopping herself:

(3) (...) and then dipped suddenly down, so suddenly that Alice had not a moment
to think about stopping herself (...) (Carroll, 1993, p. 18)

In this case, readers have to infer the relation using other sources of information.

Although various sources of information for inferring discourse relations have been
established in the literature (cf. Noordman et al., 1992; Das & Taboada, 2018b), it
is still unclear whether readers rely on them to establish coherence and how these
various sources of information influence the processing of discourse relations. The
studies presented in this dissertation shed more light on this issue and aim to answer
the following research question:

Which factors influence readers’ sensitivity to linguistic signals of dis-
course relations?
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In order to answer this research question, various goals for the dissertation were
formulated, which are presented in the next section. The specific contributions of
this thesis to more general theories of language processing are formulated in Section
1.2. An overview on how these goals were achieved is provided in section 1.3, which
also serves as a road map for this dissertation. Section 1.4 highlights how the findings
of the present dissertation have been disseminated.

1.1 Research goals

Readers’ sensitivity to information about the discourse relation may depend on a
variety of factors. The research in this dissertation aims to investigate four factors,
presented here as separate goals.

1 The first goal of this dissertation is to examine which characteristics of the
linguistic signal influence readers’ use of this information in processing discourse
relations. Connectives are prototypical signals of discourse relations, but there are
many other linguistic sources of information about the relation. However, it is un-
clear to what extent readers use these various types of signals when processing dis-
course relations. In Chapter 3, I therefore review previous literature on connective
and non-connective signals of discourse relations, identifying features of these signals
that influence their effect on discourse processing and representation. Furthermore,
I present an experimental investigation on the role of a non-lexical discourse signal,
namely clause structure, in discourse processing and representation in Chapter 6.
These findings are contrasted with studies examining the effect of the presence of a
connective in Chapters 4 and 5.

2 The second goal of the thesis is to investigate the role of characteristics of the
discourse relation in readers’ sensitivity to linguistic signals of discourse relations.
To this end, I examine whether the type of discourse relation as well as the pre-
dictability of the discourse relation influence the effect of the connective on discourse
processing. Some discourse relations have been argued to be more difficult to process
than other relations. In Chapter 4, I compare the facilitating effect of the connective
on reading in result relations with concession and contrast relations. Further-
more, readers’ sensitivity to the presence of a connective might be influenced by the
predictability of the discourse relation. In Chapter 5, I tease apart different ways in
which a connective can make the upcoming material more predictable and investigate
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whether the facilitating effect of the connective can be attributed to this enhanced
prediction.

3 The third goal of this dissertation is to research how characteristics of the
reader influence their sensitivity to information about discourse relations. More
specifically, I examine how differences in background knowledge affect readers’ in-
terpretation of discourse relations in Chapter 7. In addition, I investigate their use
of linguistic signals of discourse relations and other strategies for inferring discourse
relations.

4 The fourth goal is to investigate whether characteristics of the language af-
fect how sensitive readers are to lexical signals in the processing of discourse relations.
Typological differences between languages could influence how readers process a lan-
guage, which might also have consequences for processing discourse processing. In
Chapter 4, I compare the effect of the connective on processing discourse relations in
speakers of English and German.

1.2 Research contributions

The research in this thesis contributes to various theories on language processing.
Below, we discuss the main findings in this dissertation and how they relate to existing
theories and research.

Theories on processing discourse relations. Regarding models of discourse
processing, there are two main contributions. The first is that readers exploit var-
ious sources of information to establish coherence. On the one hand, readers
use linguistic cues to construct a coherent mental representation. In Chapters 4 and
5, I find that connectives facilitate the processing of subsequent material. In addi-
tion, I show that even a non-lexical linguistic cue, namely clause structure, influences
readers expectations about the upcoming discourse structure (Chapter 6). On the
other hand, readers draw on extra-linguistic sources of information to infer discourse
relations. Chapter 7 reveals that readers infer the intended discourse relation more
accurately in texts from their domain of expertise, compared to texts from a domain
in which they have little expertise. The second contribution for theories on discourse
processing is that I show that readers’ sensitivity to signals of discourse rela-
tions depends on characteristics of the signal, the discourse relation and
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the reader. Based on a review of the literature, I argue in Chapter 3 that the extent
to which readers rely on a linguistic signal of a discourse relation is determined by
five characteristics of the signal: informativity, functionality, immutability, lexicality
and agreement. Signals that adhere to these features more strongly will influence
discourse representation and processing more strongly than those that do not. This
is illustrated by the findings in Chapters 4, 5 and 6. I find strong evidence for the
effect of connectives on on-line processing in Chapters 4 and 5. However, no evidence
was found that clause structure, a non-lexical cue, influences the on-line processing
of discourse relations, nor preferences in how the discourse relation is formulated (see
Chapter 6). Furthermore, the effect of a signal depends on features of the discourse
relation it marks: Chapter 4 shows that connectives facilitate processing more in
concession relations than in result relations. In addition, Chapter 7 reveals that
readers’ use of linguistic signals for discourse relations depends on characteristics of
the reader: domain knowledge is often required to exploit non-connective cues when
inferring discourse relations. This also shows that readers need to combine informa-
tion from linguistic and extra-linguistic sources to establish coherence.

Information-theoretic accounts of language processing. Information-theoretic
accounts of language processing assume that processing difficulty is proportional to
surprisal, the negative log probability of the linguistic material in context (Levy,
2008; Demberg & Keller, 2008; Wilcox et al., 2023). Previous studies have mainly
focused on the unexpectedness of lower-level linguistic material, such as phonemes,
words and part of speech (Heilbron et al., 2022; Wilcox et al., 2023). Here, I extend
this previous research by showing that the unexpectedness of semantic content
and discourse structure influence processing difficulty, but do not explain
the facilitating effect of the connective. This suggests that readers predict up-
coming semantic content and discourse structure. On the other hand, Chapter 5 also
reveals the limits of an information-theoretic account of language processing. Various
measures of unexpectedness did not explain the facilitating effect of the connective
on processing difficulty.

Statistical learning. Identifying regularities in the linguistic signal has been ar-
gued to play an important role in language acquisition, also referred to as statistical
learning (cf. Saffran et al., 1996). However, there is little evidence on whether lan-
guage users track patterns at the discourse level (but see Johnson & Arnold, 2021).
Chapter 6 reveals that readers are aware of correlations between linguistic
structure and discourse-level meaning. To be more precise, the co-occurrence
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between clause structures and certain discourse relations influenced readers’ off-line
expectations for upcoming discourse relations. However, no evidence was found that
these predictions influence on-line processing or discourse interpretation, suggesting
that statistical learning at the discourse-level has a limited effect on discourse pro-
cessing.

Individual differences. Individuals have been shown to differ in how they pro-
cess various aspects of language (cf. Kidd et al., 2018), including at the discourse
level (e.g. Scholman et al., 2020). Here, I extend previous research by showing that
reader characteristics influence the interpretation of discourse relations.
More specifically, Chapter 7 shows that a reader’s domain knowledge influences the
accuracy and type of discourse relation inferences. Furthermore, joint work with Merel
Scholman and Vera Demberg that is not part of this dissertation also contributed to
this goal. This study focused on individual differences in connective comprehension
and showed that vocabulary size, non-verbal IQ, and cognitive reasoning style influ-
ence to what extent individuals understand the meaning of a connective (Scholman
et al., 2024a).

Cross-linguistic comparison. Coherence is assumed to be a cognitive notion that
is important across languages. However, languages differ in many respects and the
way coherence is marked linguistically might vary, which could influence processing.
Only a few studies have compared discourse processing across languages (Schwab &
Liu, 2020; Yi & Koenig, 2021). The research presented in this dissertation reveals
that there are cross-linguistic similarities in the use of connectives for dis-
course relation processing. This is explicitly tested in Chapter 4, in which I find
no evidence that the effect of the connective on processing is different in English
compared to German across two experiments. In addition, research not presented in
this dissertation examined discourse marking in Naija, a contact language spoken in
Nigeria. This showed similarities in how and when relations are marked in Pidgin
compared to English (Marchal et al., 2021b; Scholman et al., submitted).

Converging evidence. Finally, the research in this dissertation highlights that
combining evidence from various methodologies can facilitate theory build-
ing. As has been argued before (Graesser et al., 1994; Sanders & Evers-Vermeul, 2019;
Scholman et al., 2022b), different methodologies provide different insights into dis-
course processing and evidence from various sources should therefore be combined. In
the literature review on the effect of relation signals on discourse representation and
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processing (Chapter 3), I draw on findings from a large variety of methods, showing
that some signals do not consistently affect discourse relation processing across tasks.
Furthermore, I combine corpus research with off-line and on-line tasks in Chapter 6,
which provides comprehensive insights into the extent to which a signal influences
discourse processing. This study shows that the role of non-lexical cues in inferring
discourse relations might be limited. Together, these findings suggest that readers’
can use various sources of information in processing discourse relations, but that this
information does not always influence inference making.

1.3 Overview of the dissertation

The dissertation is divided into four parts. Part I, which also contains the current
chapter, provides the theoretical framework for the remainder of the dissertation. It
outlines the research questions and goals for the dissertation, gives an overview of re-
lated work, and provides a background for the experimental studies in the subsequent
parts.

More specifically, Chapter 2 elaborates on the role of discourse relations in lan-
guage processing. It discusses how discourse relations can be defined and categorized,
as well as how the processing and representation of discourse relations can be inves-
tigated experimentally. The chapter also outlines various theories on how discourse
relations are processed.

Chapter 3 discusses when and how discourse relations are signaled, and how such
signals affect discourse representation and processing. Five features are identified to
distinguish various types of discourse relation signals. Based on a review of previous
literature on the effect of signals on discourse representation and processing, I argue
that these features influence to what extent readers rely on a signal. This aligns with
Research Goal 1.

Following this theoretical framework, four experimental studies are presented. Part
II of the dissertation focuses on the role of connectives in processing discourse rela-
tions.

Chapter 4 examines whether the facilitating effect of the connective on processing
depends on language and relation type, addressing Research Goals 2 and 4. It presents
the findings from two self-paced reading experiments investigating the interaction of
the presence of a connective with language (English vs. German) and with relation
type (result vs contrast and concession). The results show that the connective
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facilitates reading of the subsequent material (but only in Experiment 2) and that this
effect is larger in concession relations than in other relations. No such interaction
was found between language and the presence of a connective in either experiment,
suggesting that the facilitating effect of the connective is not language-dependent.

Chapter 5 investigates whether the facilitating effect of the connective can be
attributed to prediction. More specifically, it is hypothesized that readers continu-
ously make predictions about the upcoming discourse relation, semantic content and
lexical-syntactic structure and that these predictions facilitate processing. Since the
presence of a connective might also influence the predictability of the upcoming ma-
terial, this could explain the facilitating effect of the connective found in previous
studies. I show that the presence of a connective indeed reduces the unexpectedness
of the discourse relation and, indirectly, of the semantic content, and that these two
factors influence reading times in both a self-paced reading and an eye-tracking-while-
reading experiment. However, these effects could not explain the facilitating effect of
the connective. This chapter contributes to Research Goal 2.

Beyond connectives, comprehenders might also make use of other sources of infor-
mation, both linguistic and non-linguistic. Part III of the dissertation presents two
experimental studies investigating readers’ use of non-connective information.

Chapter 6 explores whether readers rely on a non-lexical signal in making dis-
course relation inferences. A corpus investigation shows that gerund free adjuncts
often cooccur with result relations. This distribution of relation types is also re-
flected in readers’ off-line expectations about discourse relations, showing that they
predict more result relations after a gerund free adjunct compared to a full matrix
clause. However, these expectations did not facilitate the processing of result re-
lations in a self-paced reading task, nor did the co-occurrence between this clause
type and result relations influence readers’ preferences for the formulation of the
discourse relation. The findings in this chapter contribute to Research Goal 1.

Chapter 7 investigates the role of domain knowledge in the interpretation of dis-
course relations. Experts from biomedical sciences and economics inserted connectives
in in-domain and out-of-domain texts. High-knowledge readers were found to make
more accurate interpretations. In addition, strategies that readers use in the absence
of required domain knowledge were explored, showing that low-knowledge readers pre-
fer less precise interpretations. Furthermore, I show that the use of non-connective
cues often requires domain knowledge, suggesting that readers need to combine vari-
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ous source of information when inferring discourse relations. This chapter addresses
Research Goals 1 and 3.

The last part, Part IV, relates the findings of the various parts of the dissertation
to each other and to earlier research and presents an outlook for further research.

Chapter 8 provides an answer to the overall research question about the factors
influencing readers’ sensitivity to linguistic signals of discourse relations. It sum-
marizes the findings of the studies in this dissertation and connects them to related
work.

Chapter 9 specifies directions for future work and concludes the dissertation.

The chapters are connected by the overarching research question presented at the
beginning of this chapter, but they can all be read in isolation.

1.4 Dissemination

The work in this dissertation is (in part) also described in the following peer-reviewed
publications:

Marchal, M., Scholman, M.C.J., & Demberg, V. (2022). The effect of domain
knowledge on discourse relation inferences: Relation marking and interpreta-
tion strategies. Dialogue & Discourse, 13 (2), 49-78. doi:10.5210/dad.2022.202

(cf. Chapter 7)

Marchal, M., Scholman, M.C.J., & Demberg, V. (2023). How statistical corre-
lations influence discourse-level processing: Clause type as a cue for discourse
relations. Journal of Experimental Psychology: Learning, Memory & Cognition,
50 (5), 796-807. doi:10.1037/xlm0001270 (cf. Chapter 6)

Marchal, M., Hewett, F.2, Scholman, M.C.J., Shahmohammadi, S., Stede, M. &
Demberg, V. (submitted). The facilitating effect of the connective is dependent
on the relation, but not on language. Discourse Processes. (cf. Chapter 4)

Marchal, M., Scholman, M.C.J., Sanders, T.J.M., & Demberg, V. (2024). What
processing instructions do connectives provide? Modeling the facilitative effect

2Equal contribution.
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of the connective. In Proceedings of the 46th Annual Meeting of the Cognitive
Science Society (pp. 3435–3441). (cf. Chapter 5, Pretest and Experiment 1)

Marchal, M., Scholman, M.C.J., Sanders, T.J.M. & Demberg, V. (in prep.). Pre-
dicting discourse relations: Understanding the facilitating effect of the connec-
tive. (cf. Chapter 5)

Marchal, M., Scholman, M.C.J., Demberg, V. & Sanders, T.J.M. (in prep.). Dis-
course relation signals in discourse processing and representation: Characteris-
tics of the signal and the reader. (cf. Chapter 3)

The research in this dissertation has also been presented at a variety of conferences.
These are listed at the end of each of these chapters.

Although these papers are all co-authored, the conceptualization, methodology,
investigation, formal analysis, writing (both original draft and review and editing) as
well as visualization of these manuscripts are predominantly my own. An exception to
this is Experiment 2 in Chapter 4, which was conceptualized and conducted by Freya
Hewett, Sarah Shahmohammadi and Manfred Stede. Still, I was closely involved in
the analysis of the collected data as well as the conceptualization and investigation
of Experiment 1 and the writing of the manuscript.

Parts of research that was carried out during the dissertation but is not included
here can be found in the following publications:

Marchal, M., Scholman, M.C.J., & Demberg, V. (2021). Semi-automatic discourse
annotation in a low-resource language: Developing a connective lexicon for Nige-
rian Pidgin. Proceedings of the Second Workshop on Computational Approaches
to Discourse (CODI), 84-94.

Marchal, M., Scholman, M.C.J., Yung, F. & Demberg, V. (2022). Establishing
annotation quality in multi-label annotations. Proceedings of the 29th Interna-
tional Conference on Computational Linguistics (COLING), 3659-3668.

Scholman, M.C.J., Marchal, M. & Demberg, V. (2024). Connective comprehen-
sion in adults: The influence of connective features and individual differences.
Discourse Processes, 61 (8), 381–403.

Scholman, M.C.J., Marchal, M., Brown, A.R. & Demberg, V. (in prep.). Disco-
Naija: A discourse-annotated parallel corpus of English and Nigerian Pidgin.
Language Resources and Evaluation.



Chapter 2

Discourse relations

Successful comprehension requires constructing a coherent mental representation of a
text (Zwaan & Rapp, 2006; Van den Broek, 2010). An important aspect of this rep-
resentation are discourse relations. Discourse relations are the logical links between
segments in a text (Sanders et al., 1992; Zufferey & Degand, 2024), and have also
been referred to as coherence relations (Hobbs, 1979; Sanders et al., 1992) or rhetor-
ical relations (Asher & Lascarides, 2003; Sporleder & Lascarides, 2008). As we will
see below, they form a crucial aspect of discourse representation. This chapter will
discuss what discourse relations are and what role they play in establishing discourse
coherence.

Furthermore, this dissertation aims to investigate how discourse relations influence
processing. Discourse annotations provide insights both into the distribution of dis-
course relation types and the interpretation of these relations, which is discussed in
Section 2.3. Subsequently, Section 2.4 provides background on and the rationale for
the experimental research methods adopted in this dissertation. The chapter ends
with a review of previous literature on the role of (different types of) discourse rela-
tions in representation and processing. Gaps in the literature, which will be addressed
in the following chapters, are identified.
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2.1 Establishing a coherent mental representation

When readers process a text, they do not only try to understand the meaning of each
individual sentence, they also aim to understand how the information in different
parts of the text is related to each other (Hobbs, 1979; Sanders et al., 1992). In other
words, readers constantly aim to establish coherence (Hobbs, 1979). Consider the
following example.

(4) Mary is cycling to work. She loves pizza.

At first sight, these sentences are not related. Nevertheless, readers will try to find a
link between the two propositions, maybe that Mary has eaten a lot of pizza lately,
because she loves it, and is now trying to compensate for these calories by cycling
to work. This "desire for coherence" thus goes beyond congruity between sentences
in their topic (Hobbs, 1979, p. 67), also referred to as content coherence (Sanders
et al., 1992). Readers also tend to infer how different segments of a discourse are
related (Hobbs, 1979; Sanders et al., 1992). This is referred to as relational coherence
(Sanders et al., 1992).

Discourse coherence thus refers to the connectivity between the different aspects of
a mental representation of a text and is a crucial aspect of successful comprehension
(Sanders et al., 1992). It is a cognitive notion, rather than a linguistic one: discourse
coherence is grounded in the mental representation readers construct of a text and is
also established in the absence of linguistic markers (Sanders et al., 1992). As such, it
is different from cohesion, which refers to the links between linguistic elements whose
interpretation is dependent on that of another element, such as pronouns (Halliday &
Hasan, 1976). Cohesion is grounded in the linguistic realization of the connections in
a text, whereas coherence can only be established in the mind of the reader (Sanders
et al., 1992; Zufferey & Degand, 2024). The present chapter focuses on the cognitive
level of coherence. Linguistic signals of coherence will be discussed in the next chapter.

2.2 Defining discourse relations

A discourse relation refers to the relationship between segments in a discourse (Sanders
et al., 1992; Zufferey & Degand, 2024). It is the aspect of meaning that goes beyond
the meaning of the segments in isolation (Sanders et al., 1992). This relational surplus
is what makes a discourse coherent and the mental representation more than the sum
of the meaning of the individual segments (Sanders et al., 1992; Zufferey & Degand,
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2024). Below, I will describe how the segments of a discourse relation as well as the
different types of relations can be defined.

2.2.1 Segmenting the discourse

If a discourse relation refers to the link between discourse segments, what constitutes
such a segment? The smallest, and most common, segment of a discourse relation
is traditionally considered to be an independent clause (Mann & Thompson, 1988;
Prasad et al., 2008; Sanders et al., 1992). This is illustrated in Example 5 below, with
the two segments delineated with square brackets.

(5) [Mary is planning on going to Italy.]1 [She loves pizza.]2

These clauses can be separate sentences, as in the Example above, or two clauses
within the same sentences, as in Example 6. Note that lexical markers of the discourse
relation are not included in the argument.1

(6) [Mary is planning on going to Italy,] because [she loves pizza.]

A strict definition of the clause as the smallest unit has been relaxed in later work
(Taboada & Mann, 2006; Webber et al., 2019), because such a syntactic criterion
does not generalize well across languages (Taboada & Mann, 2006; Stede et al., 2018;
Marchal et al., 2021b) and modalities (Hoek et al., 2018). Ideally, the segments of
a discourse relations are idea units, but these are not always expressed in clauses
(Hoek et al., 2018). For example, the second segment of the Example 7 is not an
independent clause, but does constitute an idea unit.

(7) [Mary is planning on going to Italy,]1 because of [her love for pizza.]2

Discourse segmentation is usually done independently from determining the sense to
prevent circularity (Taboada & Mann, 2006). However, the criticism on a syntactic
definition of a discourse segment outlined above has led researchers to focus more on
the propositional content of the segment when defining what constitutes a segment.
For example, Stede et al. (2018) argue that the segments should represent abstract
concepts, which can, but need not be, expressed in clauses. However, annotators
might disagree on what such an abstract concept is. Hoek et al. (2018) propose using
paraphrase tests to determine whether segments could in principal be a discourse

1We follow the Penn Discourse Treebank in this respect, as discussed below in Section 2.2.2.
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relation (i.e. contain propositional meaning). To illustrate, the second argument in
Example 7 above can be paraphrased as Example 6 above. This is not the case for
the second argument in Example 8.

(8) [Mary is planning on going to Italy,]1 because of [pizza.]2

Hoek et al. (2018) argue that (parts of) predicates, rather than clauses, constitute
the smallest structural unit for a discourse segment. Following this line of reasoning,
Hoek et al. (2018) suggest that also embedded clauses, such as relative clauses, can
be part of a discourse relation (see Hoek et al., 2021a, for empirical evidence that
readers update discourse expectations based on information from relative clauses).
In Chapter 6, I contribute to this line of research by investigating a different type of
predicate, that is also not an independent clause: gerund free adjuncts.

Segments can also consist of larger units, such as multiple sentences, full para-
graphs or even chapters (Sanders et al., 1992; Mann & Thompson, 1988). Frameworks
differ in how these more global discourse relations are indicated. Some frameworks
prefer hierarchical organizations (Mann & Thompson, 1988, see also Hoek et al.,
2018), whereas others do not specify that segments can consist of discourse relations
themselves, resulting in a flat discourse structure with more local annotations (Prasad
et al., 2008). In these cases, a useful guideline is the minimality principle, which states
that only the clauses which are minimally required and sufficient for interpreting the
relation should be included (Prasad et al., 2008).

Another issue in discourse segmentation is whether all clauses or predicates are
part of the discourse structure. Hoek et al. (2018) argue that this completeness
constraint (Mann & Thompson, 1988) applies to all elements that are part of the
propositional content. Annotation efforts thus usually include all segments that occur
in the discourse, regardless of whether they are linguistically signaled or not (though
of course the definition of a segment is framework-dependent). However, discourse
segmentation sometimes favors explicitly marked segments. For example, Carlson
& Marcu (2001) include elliptical clauses only if they contain discourse marking.
Similarly, in their multilingual discourse-annotated corpus, Zeyrek et al. (2020) only
include intra-sentential discourse relations when they are signaled with a connective.
This should be taken into account when comparing distributions of relation marking
across corpora.
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2.2.2 Categorizing discourse relations

There are various ways in which segments can be related. For instance, the relation
between segments can be additive, with the content of one segment elaborating on
that of the previous one, as in (9a). In causal relations, illustrated in (9b), one seg-
ment provides the consequence of the cause in another segment. If the events in the
segments are not causally related, but can be ordered temporally, as in (9c), they are
referred to as temporal relations. In adversative relations, there is a contrast between
(the expectations raised by) the content in one segment and the other segment. Fi-
nally, in conditional relations, one segment provides a condition for the content of
another segment, see (9e).

(9) a. Mary is a nurse. She works at the local hospital. elaboration

b. Mary hadn’t had time for lunch, so she was very hungry. cause

c. When she came home from work, she immediately popped a pizza into
the oven. succession

d. Mary loves Italian food, but her sister does not. contrast

e. If she hadn’t been so hungry, she would have taken the time to cook her
favorite dish, lasagna. condition

In addition to the distinctions above, many other and more specific relation types
can be distinguished. Indeed, many different ways to classify discourse relations have
been proposed (e.g. Hobbs, 1979; Kehler, 2002; Asher & Lascarides, 2003). Although
these taxonomies, also referred to as frameworks, usually distinguish the categories
outlined above in some way, they diverge on how these categories should be labelled
and which other (sub-)relation types exist. In this dissertation, the classification
used in the Penn Discourse Treebank (PDTB, Prasad et al., 2008; Webber et al.,
2019) is adopted for discourse annotation and corpus research. However, two other
frameworks are also relevant to the work presented here. Rhetorical Structure The-
ory (RST, Mann & Thompson, 1988; Carlson & Marcu, 2001) has been used in the
largest annotation effort of non-connective signals for discourse relations, discussed
in the next chapter. The Cognitive Approach to Coherence Relations (CCR, Sanders
et al., 1992; Hoek et al., 2019a) is based on cognitive distinctions in discourse rela-
tion classification and provides useful dimensions for discussing the effect of discourse
relations on processing, as well as combining different frameworks (Sanders et al.,
2021). For this reason, these three frameworks will be introduced shortly below. For
a comprehensive overview, the interested reader is referred to Zufferey & Degand
(2024).
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The Penn Discourse Treebank framework stems from an effort of annotating the
1 million word Wall Street Journal Corpus in the Penn Treebank with discourse
relations (Prasad et al., 2008). The most recent version, PDTB-3, consists of about
40k relation annotations (Webber et al., 2019). Since its introduction, the framework
has also been used in multiple other corpora, including BioDRB (Prasad et al., 2011),
TED-MDB (Zeyrek et al., 2020) and the Disco-GEM corpora (Scholman et al., 2022c;
Yung et al., 2024b). The starting point of the Penn Discourse Treebank are lexical
signals of discourse relations, such as connectives. When these connectives are not
present in the original text (i.e. the relation is implicit), annotators insert a connective
to determine the corresponding label. Segments are referred to as arguments. In
implicit relations, the textual order determines what the first (Arg1) and second
argument (Arg2) are. For explicit relations, the second argument is always the one
containing the connective. Unless otherwise stated, we will adopt this terminology in
this dissertation.

The relational inventory of the PDTB is organized hierarchically. At the top level,
four categories, called senses, are distinguished: temporal, contingency, comparison
and expansion. These categories are into divided into 22 senses at Level-2. The third
level distinguishes the direction of the relation. To illustrate, the relation in Example
(9b) would be labeled as Contingency.Cause.Reason: a contingency relation at the
top level, cause at the second level and reason at the third level. All labels in the
PDTB-3 inventory can be found in the Appendix A. Throughout this dissertation, we
will refer to relation types mainly using their PDTB-3 Level-3 label. Not all relational
classes make a distinction at the third level (e.g. synchronous), in which case we will
refer to the Level-2 label.

Rhetorical Structure Theory was originally developed by Mann and Thompson
(1988), but has been developed further in later work (see Taboada & Mann, 2006,
for a discussion). Originally, the relational inventory consisted of 24 relations (Mann
& Thompson, 1988), but this has been expanded to 78 relations (Carlson & Marcu,
2001). RST is inherently hierarchical (unlike CCR and PDTB, but similar to Seg-
mented Discourse Representation Theory, Asher & Lascarides, 2003). The smallest
possible segment, usually an independent clause, is called an elementary discourse
unit (Carlson & Marcu, 2001; Taboada & Mann, 2006). Units are divided into a
nucleus, containing the most important information, and a satellite, which is less es-
sential. Most relations contain both a nucleus and a satellite, but they can also be
multinuclear, in that both units are a nucleus. Units are combined into relations in a
recursive manner, such that two independent clauses form a relation, which itself is a
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unit that can be combined with another unit in a new relation. As such, the frame-
work combines local and global levels of coherence. There are several corpora that
have been annotated in the RST framework (e.g. Carlson & Marcu, 2001; Hewett,
2023), the most extensive being the RST-DT corpus (Carlson & Marcu, 2001) with
about 20k relations. This corpus has been updated with a layer of annotations on
lexical and non-lexical signals of discourse relations in the RST Signalling Corpus
(Das & Taboada, 2018a), which will be discussed in more detail in the next chapter.

The RST and PDTB frameworks aim to classify all discourse relation types in
a hierarchical framework. The Cognitive Approach to Coherence relations (CCR,
Sanders et al., 1992; Hoek et al., 2019a) classifies types of discourse relations based
on features that have been shown to reflect cognitive categories. Although it can
also be used for discourse annotation (Scholman et al., 2016; Hoek et al., 2019a), its
primary goal is to provide a cognitively plausible classification of discourse relations
(Sanders et al., 1992). In fact, the original framework explicitly does not aim to
be exhaustive (Sanders et al., 1992), contrary to the RST and PDTB frameworks.
CCR classifies discourse relations using several basic primitives, which apply to all
discourse relations (Sanders et al., 1992). They are basic operation (whether the re-
lation is causal or additive), source of coherence (whether the relation exists between
the propositions (i.e. semantic) or the illocutions (i.e. pragmatic) of the segments),
order of the segments and polarity. The latter two refer to whether the order is basic
(when the first segment in the text refers to P in P & Q or P → Q) or non-basic (when
the first segment in the text refers to Q) and whether the conjunction or implication
relation holds between the positive version of the segments or their negative coun-
terparts. Further distinctions, which apply to only a subclass of the relations, have
been proposed in later work, including temporality, disjunction, volitionality, purpose
and directness (Evers-Vermeul et al., 2017; Hoek et al., 2019a). There are various
sorts of empirical findings showing that the primitives affect annotation accuracy,
language acquisition, representation and on-line processing (cf. Sanders et al., 1992;
Evers-Vermeul et al., 2017; Hoek et al., 2019a; Sanders et al., 2021; Scholman, 2019).
Some of these aspects will be discussed in the following sections, in which I will refer
to these distinctions.

2.3 Annotating discourse relations

Discourse annotations are an important method for research on how readers process
discourse relations. They can provide insights into how readers interpret the relations
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between segments of a discourse (cf. Rohde et al., 2016; Scholman & Demberg, 2017b,
see also Chapter 7) as well as which discourse relations readers expect (cf. Kehler
et al., 2008; Scholman et al., 2020, see also Chapters 5 and 6). In addition, discourse-
annotated corpora can be used to investigate when and how discourse relations are
signaled (see Chapter 3), which can inform research on how these co-occurrences in
natural language influence processing (see Chapter 6). For the interested reader, I
therefore first review how the type of discourse relation can be determined. Then,
I outline some challenges in discourse annotation, showing that discourse relation
annotation partly depends on the background knowledge of the annotator, as empir-
ically investigated in Chapter 7. This is followed by a discussion of the advantages
of crowd-sourcing discourse annotations, a method also used in Chapter 7, and how
discourse annotation efforts (such as in Chapters 5 and 6) can be evaluated.

2.3.1 Determining the relation type

Given a fixed set of discourse relation categories, how can the type of relation be
determined? The most obvious cue for the discourse relation is linguistic marking
such as connectives (Knott & Dale, 1994; Prasad et al., 2008).2 For example, the
connective nevertheless in (10) indicates the concession relation.

(10) Mary ate a whole pizza. Nevertheless, she was hungry. concession

However, there is not always a one-to-one correspondence between connectives and
labels. To illustrate, but can be used in both contrast as well as concession relations
(Asr & Demberg, 2020), as shown in (11) and (12).

(11) Mary was craving something sweet, but she ordered a pizza. concession

(12) Mary was craving something sweet, but Joe wanted a salty snack. contrast

One option is to replace the existing connective with a more specific one, also referred
to as the substitution test (Scholman et al., 2016). When but is substituted with
the concession marker nevertheless, the meaning of (11), but not of (12), remains
the same. Conversely, replacing but with in contrast works for (12) and not for
(11). Connectives can also be inserted when no linguistic marker is present, (Sanders
et al., 1992; Scholman & Demberg, 2017a), which is done in the PDTB annotation
framework (Webber et al., 2019).

2We will return to connectives and other cues for discourse relations in the next chapter.
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Connectives might not always suffice to distinguish between relational categories.
For example, English does not have causal connectives that distinguish between ob-
jective and subjective causality (i.e. whether the causal relationship is established in
the real world or in the mind of the speaker), as illustrated in (13) and (14) below.3

In these cases, paraphrase tests can be used to determine the relation (Sanders et al.,
1992; Sanders, 1997). They require the annotator to restate the information in the
segments in an (often predefined) way that distinguishes different relations and choose
which paraphrase best reflects the relation between the segments. To illustrate, Ex-
ample 13 below can be paraphrased as ‘S1 causes the fact that S2’. This does not
work for (14), which is best paraphrased as ‘S1 causes the speaker’s claim that S2’
(Sanders, 1997).

(13) Mary had pizza because she loves Italian food.

✓ The fact that Mary loves Italian food causes the fact that Mary had pizza.

✗ The fact that Mary loves Italian food causes the speaker’s claim that Mary
had pizza.

(14) Mary had pizza because there is an empty box on the table.

✗ The fact that there is an empty box on the table causes the fact that Mary
had pizza.

✓ The fact that there is an empty box on the table causes the speaker’s
claim that Mary had pizza.

Paraphrases can also be done in the form of questions. Pyatkin et al. (2020) provide
question templates to distinguish between various PDTB relations. For example, the
reason relation in (13) can be paraphrased as the following question-answer pair:

(15) What is the reason that Mary had pizza? She loves Italian food.

2.3.2 Challenges in discourse relation annotation

Annotations are often done by experts using extensive manuals (Carlson & Marcu,
2001; Webber et al., 2019). Nevertheless, even trained annotators do not always agree
on which relation holds between the segments (Spooren & Degand, 2010). This raises
questions about the reliability and validity of the annotation (Spooren & Degand,

3Subjective and objective causality has also been referred to as the distinction between causal
vs. diagnostic relations (Traxler et al., 1997), semantic vs. pragmatic (Sanders et al., 1992) and
content vs. epistemic (Sweetser, 1990).
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2010; Crible & Degand, 2019). Validity refers to whether the assigned labels reflect
the theoretical categories the annotated instances belong to (Artstein & Poesio, 2008;
Van Enschot et al., 2024). If these conceptual constructs are not well-defined (low
construct validity), only apply to specific situations (low external validity) or are
confounded with other factors (low internal validity), agreement will be low (Crible
& Degand, 2019; Van Enschot et al., 2024). Reliability refers to whether the same
label is assigned consistently, either across instances belonging to the same category,
or across different annotators (Van Enschot et al., 2024).

The extent to which annotators agree on discourse relation annotations is influ-
enced by various factors. Agreement is higher when relations are signaled explicitly
using connectives (Miltsakaki et al., 2004; Demberg et al., 2019; Hoek et al., 2021c;
Kishimoto et al., 2018). Secondly, annotators often agree on some categories, but not
on others (Spooren & Degand, 2010; Crible & Degand, 2019). For instance, subjectiv-
ity is notoriously difficult to annotate (Spooren & Degand, 2010). Similarly, contrast
and concession are often confused (Sanders et al., 1992; Robaldo & Miltsakaki, 2014;
Demberg et al., 2019).

Discourse annotation depends on the interpretation of the annotator (Spooren &
Degand, 2010). The annotator has to infer which relation is intended by the author,
since not all the information required to determine the relation type might be con-
tained in the text. This suggests that annotation partly depends on the background
knowledge of the annotator. Indeed, in Chapter 7, I show that annotators that are
experts with respect to the domain of the text achieve higher accuracy than those
that are not.

Another challenge in discourse relation annotation is that multiple relations can
hold between the segments (Scholman & Demberg, 2017a). Even in the presence
of a discourse adverbial, Rohde et al. (2016) show that often another relation can
be inferred. For example, both a connective signaling result as well as a discourse
adverbial signaling chosen-alternative can be inserted in the example below.

(16) Mary didn’t have time to make lasagna. {so, instead} She made pizza.

Similarly, Scholman & Demberg (2017a) find that instantiation and specification

relations are often interpreted as causal (see also Demberg et al., 2019). A follow-up
study (Scholman, 2019) revealed that these can be partly attributed to individual
differences in processing depth. However, traditionally, corpus annotations are done
by a single coder, often providing only a single relation sense.
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2.3.3 Crowd-sourcing discourse annotations

Annotations by a single trained expert are costly and often yield only a single interpre-
tation. Crowd-sourcing methods have helped to alleviate annotation costs (Pyatkin
et al., 2023; Scholman et al., 2022d), while also providing richer annotations. Although
crowd-workers are not linguistic experts, some of the methods described above also
work well in a crowd-sourced setting, even with little training (cf. Scholman et al.,
2022d). For example, crowd-sourcing annotations using a step-wise approach with
substitution and paraphrase tests (Scholman et al., 2016), connective insertion tasks
(Scholman & Demberg, 2017a; Yung et al., 2019) as well as question paraphrases
(Pyatkin et al., 2020) have proven to be reliable ways to obtain discourse annota-
tions (see Pyatkin et al., 2023, for a comparison of insertion and question paraphrase
methods). Connective insertion tasks have been used extensively in research regard-
ing relation interpretation (Rohde et al., 2016; Scholman & Demberg, 2017b) and
to construct corpora with implicit discourse relation annotations (Scholman et al.,
2022c; Yung et al., 2024b). This method is also used in Chapter 7 to examine the role
of domain knowledge in discourse relation inferences. Furthermore, crowd-sourcing
allows for obtaining multiple annotations per instance. These multi-label instances
also proved useful in automatic discourse relation classification (Yung et al., 2022;
Pyatkin et al., 2023). Note, however, that some sort of quality check is important
to prevent low-quality annotations (see Scholman et al., 2022d, for a discussion on
training and selecting crowd-workers).

2.3.4 Evaluating discourse annotations

In order to obtain insights from discourse relation annotations, it is important that
annotation efforts are reliable. Agreement metrics provide information about the re-
liability of the annotation. Percentage agreement reflects the percentage of instances
where annotators provide the same label. However, there are two issues with this
measure. Firstly, this raw measure does not take into account that the overlap in
labels could also occur due to chance, which is necessary for making the metric gen-
eralizable. Researchers should therefore use a chance-corrected metric of agreement
(for an overview, see Artstein & Poesio, 2008). A widely used metric in discourse
annotation is Cohen’s kappa (Cohen, 1960), which reflects the proportion of agree-
ment beyond chance. In this metric, chance is defined as the probability that an
individual annotator assigns an item to a certain category. However, this metric does
not capture agreement well when the distribution across the categories is skewed, as
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is often the case in discourse relation annotation (Spooren & Degand, 2010; Hoek &
Scholman, 2017). Hoek & Scholman (2017) therefore argue that AC1 (Gwet, 2008) is
a more informative metric for agreement in discourse annotation. AC1 assumes that
only some of the assignments are random. Contrary to Cohen’s kappa, it takes the
total probability of the occurrence of a category (rather than that of an individual
coder’s bias) and caps chance agreement at 0.5. As a result, chance agreement cor-
relates positively with task difficulty and the metric is less biased by categories that
occur only rarely (for a more extensive discussion and comparison of Cohen’s kappa
and AC1 in the context of discourse annotation, see Hoek & Scholman, 2017).

Secondly, percentage agreement, but also other agreement measures, can be mis-
leading when multiple labels are assumed to hold. The possibility of multiple inter-
pretations raises the question whether a label that does not match that of the other
annotator is truly wrong. In addition, how agreement can be evaluated when mul-
tiple labels are provided is a complex issue. One option is to assume agreement for
those instances where there is an overlap in at least one of the labels and take this
intersecting label as the final label (cf. Crible & Degand, 2019). However, this inflates
the probability of achieving agreement based on chance alone, which is not accounted
for when subsequently calculating Cohen’s kappa (Marchal et al., 2022c). Another
option is to consider the proportion of categories also assigned by the other annota-
tor or their weighted average, i.e. precision, recall and F1. However, like percentage
agreement, these methods usually do not take into account chance agreement. In a
paper not included in this dissertation, I propose a bootstrapping method to account
for chance performance on these metrices. This metric provides a more reliable and
generalizable way to compare performance on multi-label annotations (Marchal et al.,
2022c). In this dissertation, both Cohen’s kappa and Gwet’s AC1 will be reported
when evaluating annotation efforts with a single label (see Chapters 5 and 6). Anno-
tations with multiple labels (cf. Chapter 6) are evaluated with the measure proposed
in Marchal et al. (2022c).

2.4 Experimental methods in discourse research

Discourse annotated corpora can provide empirical insights into the occurrence of
various discourse relation types, but the representation and processing of discourse
relations can also be investigated experimentally (i.e. by manipulating factors that
are hypothesized to influence the representation or processing of discourse relations).
Before reviewing prior work on the representation and processing of discourse rela-
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tions in Section 2.5, I will first discuss the experimental methods adopted in this
dissertation - which have also been used in many previous studies - to provide some
background on the described findings. Specifically, I explain what the measured out-
comes are hypothesized to reflect and why these methods have been chosen. Note
that, unless stated otherwise, all studies in this dissertation were approved by the
Deutsche Gesellschaft für Sprachwissenschaft Ethics Committee and informed con-
sent was obtained from all participants.

When designing a study, three factors need to be considered. First of all, the
selected method should be valid: it should measure what it is intended to measure.
Secondly, the obtained data should be reliable. The data should not be influenced by
factors that the researcher is not interested in, as this reduces replicability. Finally,
the selected method should be feasible. These three factors usually present a trade-
off. Experiments that are easier to conduct are usually less valid. Similarly, high
ecological validity often introduces unwanted confounds, reducing the reliability of
the results. Below, I will discuss how these factors informed the methodological
choices for specific research methods in this dissertation. Following previous work,
we will distinguish between off-line tasks and on-line tasks. Off-line tasks tap into
the discourse representation, i.e. the product of reading a text. On-line tasks, on the
other hand, assess the time-course of comprehension during reading, i.e. the process
of reading a text. Both types of tasks are adopted in this dissertation, as they provide
complementary insights into discourse processing, as discussed in Section 2.4.3 below.

2.4.1 Investigating discourse representation

To investigate the interpretation of discourse relations, we use a connective in-
sertion task. In this task, participants are provided with a list of connectives and
asked to select the one that best fits the discourse relation (Scholman & Demberg,
2017a). We adopt a two-step approach, in which the free insertion in the first step de-
termines the list of connectives from which a selection can be made in the second step
connectives (Yung et al., 2019). This prevents constraining the participants interpre-
tation by the provided list of connectives, while allowing for selection from a large
range of connectives that are also relation-specific. In addition to its use in obtaining
discourse relation annotations (Scholman et al., 2022c; Yung et al., 2024b), connec-
tive insertion tasks have been used to experimentally investigate the interpretation
of discourse relations (Rohde et al., 2016; Scholman & Demberg, 2017a,b; Crible &
Demberg, 2020) as well as of connectives (Cain & Nash, 2011; Wetzel et al., 2020;
Xiao et al., 2021).
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To investigate readers’ expectations about discourse relations, sentence con-
tinuation tasks were used. This method is a variant of the cloze task, which has
traditionally been used to assess the predictability of an upcoming word (cf. Staub
et al., 2015). It has also been widely used for examining discourse expectations,
such as about referential form and resolution (Kehler et al., 2008; Johnson & Arnold,
2021; Demberg et al., 2023; Rosa & Arnold, 2017) as well as about discourse relations
(Kehler et al., 2008; Bott & Solstad, 2021; Scholman et al., 2017; Simner & Pickering,
2005; Scholman et al., 2020; Tskhovrebova et al., 2022a). Typically, in a continua-
tion task, readers are asked to provide a logical and grammatical continuation to a
prompt. These continuations are then categorized according to the factor of interest,
in our case discourse relations. Expectations elicited in off-line tasks have been found
to correlate with on-line measures, such as reading time and EEG responses (Kutas
& Hillyard, 1984; De Varda et al., 2023; Scholman et al., 2017).

In Chapter 6, we investigate readers’ preferences for how discourse relations
are expressed. Here, we used a two-alternative forced choice paradigm rather than
a numerical task, because the first has been argued to be better able to detect quanti-
tative differences between conditions (Schütze & Sprouse, 2013). This task has been
used before to examine preferences in discourse relation marking (Crible & Demberg,
2020). Numerical tasks, such as Likert scale ratings, are used in pretests for some
experiments (e.g. in Chapters 5 and 6) to establish qualitative differences between
conditions, in which we were not necessarily interested in whether there was an ef-
fect, but rather how large such an effect would be (cf. Scholman et al., 2017; Asr &
Demberg, 2020).

2.4.2 Examining on-line processing

Off-line tasks reveal what the discourse representation of the reader looks like, but
do not show how this representation comes about. On-line tasks provide insight into
the time-course of the construction of this discourse representation. An often used
methodology in on-line processing research are reading studies, measuring the time
participants spend reading a specific word or region. In general, the assumption
behind such methodologies is that higher processing difficulty will result in longer
reading times, also referred to as the effort-time link (Wilcox et al., 2023). It is derived
from a more specific hypothesis about eye fixations in reading (Just & Carpenter,
1980): the eye-mind link, which assumes that a reader’s fixation on a word reflects that
they are processing that word. Below, we discuss the two methodologies for obtaining
reading times in the present dissertation, self-paced reading and eye-tracking.



2. Discourse relations 26

In Chapters 4, 5 and 6, I use self-paced reading task to collect reading time data on
a region of interest. Specifically, I adopt the cumulative moving window paradigm.
In this paradigm, the entire text is presented on the screen, but all words are masked.
The participant reads all words one by one: A button press reveals the next word
(or couple of words, i.e. chunk) and masks the preceding one. The time between
two button presses is taken as a measure of the time needed to process the current
chunk. However, studies often find spill-over effects, meaning that effects that are
hypothesized to occur on a region of interest show up in later regions (cf. Smith
& Levy, 2013; Boyce et al., 2020). This suggests that the processing of a previous
chunk also happens after it has been masked. Furthermore, self-paced reading is less
natural than normal reading. For example, readers cannot reread earlier parts of a
text (but see Paape et al., 2022, for an adaption that allows for rereading). Finally,
self-paced reading provides a single reading time measure, which conflates various
processes (e.g. the time needed for word recognition as well as the time that would
otherwise have been spent rereading). Nevertheless, the ease of use and low cost of
the self-paced reading paradigm continue making it a popular method for collecting
reading time data, especially because it has been proven to reliably detect effects not
only in lab-based settings, but also in crowd-sourcing (cf. Enochson & Culbertson,
2015).

A more ecologically valid alternative to the self-paced reading paradigm is eye-
tracking-while-reading, which is used in Chapter 5. In this technique, eye gaze is
recorded while the participant is reading the text (see e.g. Rayner, 1998; Clifton
et al., 2007; Vasishth et al., 2013). These gaze patterns are divided into fixations,
during which gaze is relatively stable on one point, and saccades, during which the
gaze moves from one fixation to another. From this data, various reading measures
can be extracted for a word or area of interest (AoI). Measures such as first fixation
duration, first-pass reading time and skipping probability are believed to reflect early
processes, such as word recognition, whereas total reading time, rereading time and
regression probability have been argued to reflect later stages of processing like inte-
grating the information in the context (Clifton et al., 2007, but see Vasishth et al.,
2013; Von der Malsburg & Angele, 2017, for criticism on this distinction). As such,
eye-tracking-while-reading provides more information about the reading process than
self-paced reading (see Von der Malsburg & Angele, 2017, for the importance of ap-
plying corrections when analyzing multiple measures). The reading process during
eye-tracking better reflects natural reading than in self-paced reading, since partici-
pants can skip or reread parts of the text. However, eye-tracking data is much more
costly to collect than (crowd-sourced) self-paced reading data as it requires expensive
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equipment, each participant needs to be tested individually, and there is a higher
chance of data loss due to calibration issues or technical issues.

2.4.3 Converging evidence

There are various methods for investigating discourse processing, including corpus re-
search, as well as off-line and on-line experimental methods. As discussed above, each
method has its advantages and disadvantages: some methodologies are more natural,
whereas others provide more control over what is actually measured. Importantly,
each method provides a unique insight into a different aspect of discourse processing.
Rather than selecting (results from) a single method, different methods should be
seen as complementary.

Combining evidence from various sources or methods can facilitate theory build-
ing. Graesser et al. (1994) argue that theories should investigated by (a) generating
testable predictions and comparing these predictions to empirical findings from (b)
think alound protocols and (c) behavioral measures. They use this "three-pronged
method" to compare various theories on inference making. Sanders & Evers-Vermeul
(2019) draw on findings from corpus research, language acquisition and on-line and
off-line processing studies to show that the cognitive notions of causality and sub-
jectivity distinguish various discourse relations. Similarly, Scholman et al. (2022b)
argue that evidence from different modalities (production, representation, processing
and acquisition) is needed to establish whether a relational distinction that is de-
scriptively adequate is also cognitively plausible. Such an approach also reduces the
risk of drawing conclusions that are too strong based on false positives and encourage
replicability across different methods.

In this dissertation, I therefore combine various methodologies to examine which
sources of information influence the processing of discourse relations, focusing both on
on-line processing (Chapters 4, 5 and 6) as well as off-line representations (Chapters
5, 6 and 7). This method of converging evidence is most explicit in Chapter 6, in
which I combine corpus research with both off-line and on-line experimental tasks
to examine the how statistical cooccurrence between clause structure and discourse
relations affects the processing of result relations, finding different effects across
the methodologies. Furthermore, in the next chapter, I investigate what determines
whether and how a discourse relation signal influences discourse processing, drawing
on findings from various sources.
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2.4.4 Statistical analysis

An important part of empirical research is analyzing the data. There are many ways
in which experimental data can be analyzed. Here, I introduce the general method
for data analysis in this dissertation, specifying the choices in using this method.

Experimental data in psycholinguistics is often analysed with (generalized or lin-
ear) mixed-effects regression models (Baayen et al., 2008; Quené & Van den Bergh,
2008; Barr et al., 2013). These models allow for taking into account item-level and
participant-level variation in the dependent variable (i.e. random intercepts) as well
as by-participant and by-item variation in the effects of predictors (i.e. random slopes)
simultaneously (i.e. mixed-effects). This is important, since participants vary consid-
erably in factors that significantly influence the response variable, such as reading
speed or lenience in acceptability ratings, and might each be affected differently by
experimental manipulations. Likewise, there is significant variation in items in psy-
cholinguistic experiments, for instance with respect to syntactic structure, length
and content. While some of these factors, such as length and frequency, are usu-
ally accounted for with separate predictors, not all of the item-related variation can
be captured in this way. Mixed-effects regression models capture the structure of
the data, by considering this variation. In addition, mixed-effects models have been
shown to reduce Type I errors (Quené & Van den Bergh, 2008; Barr et al., 2013)
and increase power (Baayen et al., 2008; Barr et al., 2013), compared to traditional
approaches such as separate by-participant and by-item repeated measure ANOVA’s.
This approach was therefore also taken in the analysis of empirical data in this study
(see Chapters 4, 5, 6 and 7).

In all studies in this dissertation, I aimed for a maximal random effect structure (cf.
Barr et al., 2013), reducing the model in case of non-convergence. More specifically,
I removed intercept-slope correlations as well as those random effects that explained
the least variance in a step-wise manner until convergence was reached. All analyses
in this dissertation, unless specified otherwise, are conducted in R (R Core Team,
2022) with Rstudio (RStudio Team, 2020). For mixed-effects regression, we used
the lme4 package (Bates et al., 2015). Significance of the predictors was evaluated
using lmerTest (Kuznetsova et al., 2017) and post-hoc analyses of interactions were
conducted with emmeans (Lenth, 2024). Visualizations were made using ggplot2

(Wickham, 2016), effects (Fox, 2003) and xtable (Dahl et al., 2019).
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2.5 Processing discourse relations

The previous sections reviewed how discourse relations can be annotated and how the
processing of discourse relations can be investigated experimentally. Now we turn to
what findings from previous literature obtained using these approaches tell us about
the processing of discourse relations. How do readers infer discourse relations? And
how do different types of discourse relations infer processing?

2.5.1 Stages of discourse relation inferencing

To establish coherence, readers need to infer how the segments are related. This
process can be divided into two sub-processes. On the one hand, readers need to
know what the relation type between the two segments is (i.e. whether it is result,
condition, etc.). For example, in (17) below, the reader has to understand that
the two sentences are causally related. This has been referred to as propositional
integration (Cozijn et al., 2011).

(17) Mary was late to work, because there was a traffic jam.

On the other hand, the reader needs to establish the validity of this relation (does
segment A truly implicate segment B?), relating it to their prior knowledge about
the world and updating that knowledge if necessary (Noordman et al., 1992; Van den
Broek, 2010). With respect to (17), this requires activating general knowledge about
traffic jams causing delays and adding this explanation for Mary being late to the
mental representation. This process has been termed world-knowledge inference (Co-
zijn et al., 2011). In the presence of a connective, propositional integration occurs
earlier than world-knowledge inference (Cozijn et al., 2011, see Section 3.5.2). In
the absence of a discourse signal, however, world-knowledge inference has to precede
propositional integration (but see below for an alternative explanation based on cog-
nitive preferences). This suggests that world-knowledge plays an important role in
discourse relation inference (Noordman & Vonk, 1992; Noordman et al., 2015). In
Chapter 7, I will investigate the role of domain knowledge on discourse relation in-
terpretation empirically, and examine various strategies that readers have at their
disposal.

World-knowledge inferences are generally made on-line, although this depends on
the presence of discourse signaling (discussed in Section 3.5.2), the availability of the
necessary information to the reader, and the reader’s goals. For example, studies in-
vestigating the amount of inferences needed to establish the relation show that events
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that are directly causally related (e.g. John’s brother punched him. The next day, he
was covered in bruises.) are processed more easily than events that require an addi-
tional inference (e.g. John’s brother was angry with him. The next day, he was covered
in bruises.) (Keenan et al., 1984; Kuperberg et al., 2011). This causal relatedness
already influences the earliest stages of lexical processing (Kuperberg et al., 2011).
Note, however, that in this experiment, participants were asked to judge coherence
(similar to Noordman et al., 1992). In fact, Noordman et al. (1992) only find evidence
for the use of world-knowledge information in inferencing when the reader’s task is to
examine the text’s coherence (Noordman et al., 1992). Furthermore, if the required
world-knowledge inference is not (yet) part of the reader’s knowledge, such inferences
are generally not made on-line, even if the information is made available in the text
(Noordman et al., 1992). If information is available through the reader’s knowledge
base, inferences will be made during reading (Noordman et al., 1992; Noordman &
Vonk, 1992).

2.5.2 Discourse processing across relation types

Previous work has shown that some relation types are more difficult to process than
others. Sanders & Noordman (2000) compared the processing of list relations with
problem-solution relations in a self-paced reading task with Dutch native speakers
and found that reading times for the latter were shorter (see also Mulder, 2008,
Chapter 5). Xu et al. (2018) also found a processing advantage for causal relations
with Chinese speakers: In their study, concession relations are processed more slowly
than consequence-cause relations (see also Murray, 1997; Britton et al., 2024, for
similar effects in English and Italian). This aligns with ERP research showing a
similar effect: concessive relations elicit larger P600 effects than causal relations
(Xu et al., 2015). Within the class of causal relations, subjective causal relations have
been found to be read more slowly than objective causal relations in various languages
(for English: Traxler et al., 1997, for Dutch: Canestrelli et al., 2013; Noordman &
de Blijzer, 2000, for Chinese: Wei et al., 2021). Furthermore, the order of the cause
and effect influence processing effort: Noordman & de Blijzer (2000) show that result
relations are read faster than reason relations. This is similar to a more general
processing advantage of temporally related events presented in chronological order
compared to anti-chronological order (Münte et al., 1998; Politzer-Ahles et al., 2017;
Scholman et al., 2022a). In Chapter 4, we examine how these differences in processing
difficulty across relation types interact with the presence of relation marking.
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How can these differences in the processing effort of discourse relations be ex-
plained? One factor in which discourse relations vary is their cognitive complexity (cf.
Sanders, 2005; Spooren & Sanders, 2008; Evers-Vermeul & Sanders, 2009; Knoepke
et al., 2017; Hoek et al., 2017). In terms of CCR (Sanders et al., 1992; Hoek et al.,
2019a), negative relations, such as contrast and concession, are more complex
than positive relations (e.g. addition and result) and anti-chronological relations
are more complex than chronological ones (Münte et al., 1998; Evers-Vermeul &
Sanders, 2009). Similarly, subjective relations have been argued to be more complex
than objective relations, because it requires establishing a subject of consciousness
(e.g. Canestrelli et al., 2013). The cognitive complexity of discourse relation has been
shown to explain the order of acquisition of connectives (Evers-Vermeul & Sanders,
2009). It also partly explains differences in processing effort of the various relations
discussed above.

2.5.3 Cognitive biases in discourse relation expectations

Causal relations form an exception to the finding that cognitively complex relations
are processed slower. Causal relations are cognitively more complex than additive re-
lations, as an implication relation presupposes a conjunction relation (Evers-Vermeul
& Sanders, 2009; Sanders & Noordman, 2000). Nevertheless, there seems to be a
processing advantage for causal relations. In addition, clauses that are in a causal re-
lationship are remembered better than those that are not (Myers et al., 1987; Sanders
& Noordman, 2000; Trabasso & Van Den Broek, 1985). This stronger representation
of causal relations is surprising given that faster processing often leads to weaker
representations (Zwaan & Rapp, 2006), which has been referred to as the paradox
of causal complexity (Sanders, 2005): Causal relations lead to faster processing and
better representation, despite a higher cognitively complexity. As a solution to this
paradox, Sanders (2005) proposes the causality-by-default hypothesis, which states
that readers assume that consecutive discourse segments are causally related, since
this would be the most informative text representation. Indeed, readers consider
clauses that have a large number of causal connections with other clauses, and are
part of the main causal chain, to be most important (Trabasso & Van Den Broek,
1985). The causality-by-default hypothesis assumes that readers first try to relate two
clauses causally, and only consider a less informative relation when no causal relation
can be inferred or there are strong cues against such an interpretation. Since a causal
relation is always the first type of relation that is inferred, it has a processing advan-
tage compared to different types of relations. Thus, this theory explains why causal
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relations are processed so fast despite their complexity, but also why a causal relation
is often inferred in the absence of any lexical cues. In Chapter 4, we provide further
evidence for the causality-by-default hypothesis, by showing that the presence of a
connective facilitates reading less in result relations than in concession relations.

Another theory that has proposed general biases for discourse relations is the
continuity hypothesis (Segal et al., 1991; Murray, 1997). It states that readers prefer
to interpret information in a text as being temporally and causally continuous. Several
corpus-based and experimental studies have provided evidence for these hypotheses.
For example, continuous relations have been shown to be signaled less frequently by
a connective (Asr & Demberg, 2012; Jin & de Marneffe, 2015), which is argued to be
caused by the fact that these relations will be inferred regardless of coherence marking.
In addition, these hypotheses align with differences across discourse relations in their
processing effort described above: continuous and causal relations are processed faster
than non-causal and non-continuous relations.

In addition to cognitive complexity and cognitive biases for continuity and causal-
ity, a final explanation for the processing differences between relations could be that
relations differ in how predictable they are (cf. Mulder, 2008). In this case, the pro-
cessing difficulty of a relation is hypothesized to be related to its unexpectedness, in
line with an information-theoretic view of language processing (Levy, 2008; Demberg
& Keller, 2008; Wilcox et al., 2023). Readers have been shown to make predictions at
different levels of language representation (Heilbron et al., 2022; Kuperberg, 2016),
even at the discourse level (Rohde & Horton, 2014). The cognitive biases discussed
above could be seen as general expectations for specific relations. Comprehenders
have indeed been shown to have strong expectations for causality: In continuation
studies, participants provide causal continuations in the majority of the cases (Murray,
1997; Simner & Pickering, 2005; Mulder, 2008). However, if the processing difficulty
of the discourse relation depends on its unexpectedness, this should not only hold
across different relations (e.g. comparing concession with reason), but also within
the same relation across different contexts. In Chapter 5, we aim to provide further
evidence for the hypothesis that the processing effort of a discourse relation is related
to its predictability, by investigating directly how the surprisal of a discourse relation
in a specific contexts relates to reading time.
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2.6 Conclusion

Readers continuously aim to establish coherence (Hobbs, 1979; Sanders et al., 1992),
which they do by inferring how different segments of a text are related. These links
are referred to as discourse relations. Discourse relations can be classified in many
different ways (Mann & Thompson, 1988; Sanders et al., 1992; Webber et al., 2019).
In this dissertation, I follow the labels provided in the PDTB framework, but will also
refer to the dimensions proposed by CCR to distinguish cognitively plausible classes
of relations.

Discourse annotation can provide insight into the distribution of discourse rela-
tion and their signaling, as well as into discourse relation inference and processing.
However, determining the type of discourse relation that holds between segments can
be challenging, and depends on the relation type, the presence and type of linguistic
marking (see Chapter 3) and background knowledge (see Chapter 7). It is therefore
important to determine the reliability of the annotation, using metrics such as Cohen’s
kappa or Gwet’s AC1. Reliable annotation is a prerequisite for drawing conclusions
from the data.

Discourse relation inference requires integrating the two propositions and checking
the relation with existing world knowledge. Such inferences are easier with some
relations than with others: negative and non-causal relations have been show to
be more difficult to process than positive causal relations. Cognitive preferences
for continuity and causality have been argued to influence how discourse relations
are processed and represented, an issue explored further in Chapter 4. However, it
is unclear if general expectations for these types of relations also explain context-
specific differences in discourse relation processing. This will be examined in Chapter
5. The next chapter describes how signals of discourse relations influence discourse
processing.



Chapter 3

Signals of discourse relations

3.1 Introduction

Discourse relations can be signaled in various ways. Commonly, a two-way distinction
is made in how a discourse relation is marked: the relation is either expressed with a
connective or the relation is left implicit (see e.g. Asr & Demberg, 2012; Webber et al.,
2019). In recent years, studies have shown that these so-called implicit relations often
also contain cues for discourse relations (e.g. Das & Taboada, 2018a). I will define
discourse signals (used interchangeably with discourse cues) as all those linguistic
elements that provide information about the discourse relation. This definition will
be discussed in more detail below. Discourse relation signals thus include connectives
and cue phrases as well as other types of linguistic elements that can be a cue for the
discourse relation.

Discourse relation signals come in many forms, ranging from syntactic structures to
graphical information. This chapter discusses previous research on when and how dis-
course relations are signalled to provide an overview of the different types of discourse
cues and the mechanisms influencing discourse relation signaling. Based on existing
definitions and classifications of connective and non-connective cues (Schourup, 1999;
Stede et al., 2018; Hoek et al., 2019b; Asr & Demberg, 2013), I derive features that
characterize different types of discourse cues. This decomposition shows that signals
of discourse relations form a continuum on these various aspects, going beyond a
binary classification of what can or cannot constitute a discourse connective.

I then go on to show that these features correspond to the extent to which the
discourse signal influences processing and representation. Many studies have investi-



3. Signals of discourse relations 35

gated the effects of connectives on processing and representation (e.g. Millis & Just,
1994; Cozijn et al., 2011; Cain & Nash, 2011), revealing distinct mechanisms triggered
by connectives. There is much less research on the role of other discourse signals in
discourse relation inference and processing. I review the literature on the effect of
discourse signals on different levels of processing to compare how connective and
non-connective cues influence discourse processing and representation.

In sum, this chapter not only provides a more defined decomposition of discourse
relation signals into features, but also discusses how these features relate to empirical
evidence on the role of discourse cues on representation and processing. Furthermore,
it identifies gaps in the literature with respect to how discourse signals influence
processing across languages, relations and the type of cue, as well as the role of
predictability in discourse relation processing.1

3.2 Defining signals of discourse relations

There are various definitions of connectives and discourse markers (see e.g. Prasad
et al., 2008; Schourup, 1999). Here, we will use the definition of a connective provided
by Stede et al. (2018) as a starting point, which can be paraphrased as follows:

Connective A connective is a lexical item or phrase that cannot be inflected and
conveys a two-place relation, whose arguments are abstract objects.

Stede et al.’s (2018) definition first of all describes what a connective does : it
conveys a discourse relation. With respect to the discourse relation itself, restrictions
are placed on their propositional content and their number of arguments. In this way,
lexical items and phrases that do not mark a discourse relation, such as one-place
discourse adverbs, like probably and and in coordinating noun phrases, are excluded.
For a more elaborate discussion on what constitutes a discourse relation and its
segments, see Chapter 2. The requirement that a discourse signal should provide
information about a discourse relation applies to all signals of discourse relations, not
only to connectives. I will refer to this as the relation criterion.

Secondly, in order to convey a discourse relation, the connective has to provide
information about the type of discourse relation. Different connectives express dif-

1This chapter is based on (and in parts identical to) the following publication: Marchal, M.,
Scholman, M.C.J., Sanders, T.J.M. & Demberg, V. (in prep.). Discourse relation signals in discourse
processing and representation: Characteristics of the signal and the reader.
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ferent ways in which the arguments are related. Connectives can even convey fine-
grained differences between discourse relations. For example, Dutch has distinct
connectives for expressing non-volitional (doordat), objective (omdat), and subjec-
tive (want) causality (Hoek & Scholman, 2023; Canestrelli et al., 2013). In fact, the
existence of a linguistic signal can be considered as evidence for distinctions between
relational categories (Knott & Dale, 1994; Scholman et al., 2022b).

On the other hand, there are signals for discourse relations (e.g and, negation)
that can occur in many different relations. To illustrate, negation has been argued to
be a cue for chosen alternative relations (Webber, 2013; Asr & Demberg, 2015).
However, it also occurs in many other relations, without necessarily signaling that
relation. This raises the question how to determine whether a cue actually serves as
a signal or is merely an artefact of the way the message is formulated.

The information provided by a cue about a discourse relation can be quantified
as its normalized point-wise mutual information (npmi, Bouma, 2009), which is an
information-theoretic measure of association (Asr & Demberg, 2013). A negative
npmi means that the element and the discourse relation co-occur less frequently
than expected based on chance. A positive npmi reflects that the signal occurs
more often with the discourse relation than expected and could be said to signal the
discourse relation. Only if a linguistic element occurs more often with some discourse
relation compared to others, it provides information about that discourse relation.
If not, it cannot be considered a discourse relation signal. I will refer to this as
the information criterion: A discourse signal should co-occur with the discourse
relation beyond chance.

Unlike Stede et al. (2018), we remain agnostic with respect to the overt form of the
discourse signal, since we are not only interested in connectives, but in all linguistic
elements that can signal discourse relations. I will return to these characteristics of a
connective in the next section. Here, I provide a definition of discourse signals, that
includes both connective and non-connective cues for discourse relations:

Discourse relation signal A linguistic element that provides information about the
discourse relation.

I will use discourse (relation) signals, and (discourse relation) cues interchangeably.

Note that this description is solely based on a statistical definition, which can be
derived from corpus work. Indeed, corpus research provides insights on which sig-
nals co-occur with discourse relations. However, they do not reveal whether readers
are sensitive to these cues as signaling discourse relations (i.e. whether these cues
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actually function as a signal). Possibly, not all signals of discourse relation influence
processing. In addition to corpus research, we therefore need experimental evidence
to examine whether these cues influence how readers construct a mental representa-
tion of a text. We will review literature on the role of discourse signals on discourse
representation and processing in Sections 3.5 and 3.5.2. However, to investigate which
discourse signals influence processing, we first need to know what signals have typi-
cally been distinguished and how they can be characterized. This is discussed in the
next section.

3.3 Connectives and beyond: Categorizing

discourse signals

Traditionally, a distinction has been made between connectives and cue phrases
(i.e. lexical signals of discourse relations, cf. Danlos et al., 2018), on the one hand,
and other signals of discourse relations, which we will refer to here as non-connective
signals, on the other. Below, we will describe these two classes in more detail, as well
as several subcategories that have been distinguished, before discussing five features
that characterize different types of connectives and other discourse signals. These
features allow us to present the different types of signals on a continuum, rather
than adopt a binary classification of what can or cannot constitute as a discourse
connective.

3.3.1 Connectives

Connectives are prototypical signals for discourse relations (Knott & Dale, 1994;
Prasad et al., 2008). As Stede et al. (2018) suggest, they can consist of a single word
(e.g. because) or a phrase. These connective phrases can be a multi-word expression
(e.g. as a result of ), parallel connectives (e.g. if ... then), conjoined connectives
(e.g. if and when) or modified connectives (e.g. especially because, a week before)
(Prasad et al., 2008; Stede et al., 2018). Connectives exist in languages of different
typologies (e.g. Dutch, Bourgonje et al., 2018), Bangla (Das et al., 2020), Nigerian
Pidgin (Marchal et al., 2021b) and Chinese (Wan et al., 2024). For many languages,
inventories of connectives have been constructed (Stede et al., 2018). However, there
are cross-linguistic differences in the form of the connective (Zeyrek et al., 2020;
Marchal et al., 2021b). In Turkish, for example, relational meaning can be conveyed
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by suffixal subordinators in a similar way as connectives can in English (Zeyrek et al.,
2020).

Traditionally, in the PDTB framework, connectives come from three different
grammatical classes (Prasad et al., 2008): subordinating conjunctions, coordinat-
ing conjunctions and adverbs. Given the wide variation in how discourse relations
are marked cross-linguistically, such a strict definition based on grammatical class is
not feasible (Stede et al., 2018, see also Zeyrek et al., 2020; Marchal et al., 2021b)
and was therefore changed to non-inflected lexical items. Still, phrases that mark
the discourse relation lexically, but can themselves be modified, such as prepositional
phrases (e.g for that reason) and verb phrases (e.g this caused) do not adhere to this
criterion. These phrases are typically not included as connectives in corpora (e.g.
Prasad et al., 2008) or connective lexicons (e.g. Stede et al., 2018) and have been
classified as secondary connectives (Danlos et al., 2018; Stede et al., 2018) or alter-
native lexicalizations (Prasad et al., 2008). Secondary connectives come from many
different grammatical classes, such as nouns, verbs and prepositional phrases (Danlos
et al., 2018). In some cases, they contain context-specific information (Rysová &
Rysová, 2014), as in (18) below, in which case they are referred to as free connecting
phrases (Danlos et al., 2018). Contrary to primary and secondary connectives, free
connecting phrases can only occur in specific contexts.2

(18) It hadn’t stopped raining all day. Due to the weather, Mary did not cycle
to work.

Connectives do not always exclusively signal a single relation: many connectives
are ambiguous. For instance, and can be used in many different relations includ-
ing expansion and precedence and result relations (Crible, 2020; Spooren, 1997).
Similarly, but can signal both contrast as well as concession relations (Asr & Dem-
berg, 2020). In addition, while occurs in both concession and synchronous relations
(Webber et al., 2019). These connectives are sometimes also referred to as underspec-
ified (Spooren, 1997), polysemous or poly-functional (Crible, 2020; Zufferey & Gygax,
2020b; Zufferey & Degand, 2024).3

2Rysová & Rysová (2014) refer to this context independence as the universality principle.
3Zufferey & Degand (2024) distinguish polysemy (a connective can encode different relational

meanings) from polyfunctionality, which refers to fact that a lexical item can have multiple functions,
one of which can be marking a relation.
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3.3.2 Non-connective signals

Discourse relations can also be signaled by cues that are not part of the class of con-
nectives. There have been several corpus efforts to identify such non-connective cues
(e.g. Duque, 2014; Das & Taboada, 2018a; Crible, 2022). In addition, insights on
non-connective signals for discourse relations come from computational studies aim-
ing to improve automatic classification of implicit discourse relations (e.g. Sporleder
& Lascarides, 2008; Pitler et al., 2009). To date, the largest effort in annotating
non-connective cues is the RST Signalling corpus (Das & Taboada, 2018a). This
is an annotation layer on the already existing RST Discourse Treebank (Carlson &
Marcu, 2001), which consists of 176,000 words and 20,123 relations. Das & Taboada
(2018a) show that discourse cues come in many different forms. They classify these
signals according to their linguistic features. For example, their taxonomy includes
lexical, semantic, morphological, syntactic and graphical cues. A similar taxonomy
is provided by Crible (2022), who distinguishes signals operating at the semantic,
syntactic, sentence or a proposition-adjacent level. To illustrate the variety of non-
connective cues, I will shortly discuss discourse relation signals from these categories
as well as some other signals below. In the next section, I will propose a different
taxonomy of discourse signals based on features that are relevant to both connective
and non-connective cues.

Lexical cues are words or phrases that signal the discourse relation, such as con-
tingent in the example below.

(19) Mary offered to make John pizza, but that was contingent on what time he
would be home. condition

They are similar to and partly overlap with secondary connectives and alternative
lexicalizations discussed in the previous section. However, this class also comprises
cues where the primary function is not to signal the discourse relation, as in (19)
above, where the lexical item’s contingent main function is its propositional one. I
will return to this feature in the next section.

An example of a syntactic cue is parallelism, in which the syntactic structure
of the two clauses is similar, illustrated in (20). It has been argued to be a cue for
contrast relations (Das & Taboada, 2018a; Crible & Pickering, 2020).

(20) Mary always goes to Vietnamese restaurants. John usually eats at Italian
places. contrast
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Similarly, subject-auxiliary inversion is a cue for condition relations (Das & Taboada,
2018a; Webber et al., 2019). 4

(21) Had it not been for the weather, Mary would be having salad. condition

Tense has been argued to be important in signalling temporal relations (Grisot &
Blochowiak, 2021; Evers-Vermeul et al., 2017). It has been classified as a morpho-
logical (Das & Taboada, 2018a), as well as a sentence-level discourse signal (Crible,
2022). In their corpus study of English and French, Grisot & Blochowiak (2021) find
that verb tense is a significant predictor of the type of temporal relations in both
languages. For instance, relations with a pluperfect in the second clause are often
interpreted as succession relations.

(22) Mary ate the salad. John had eaten the pizza.

Semantic cues, like antonyms or meronyms, can also signal discourse relations,
as in the contrast relation in (23).

(23) Mary loved anything sweet. John preferred salty snacks. contrast

In addition, there are verbs that elicit strong expectations for certain relations. Im-
plicit causality and consequentiality verbs elicit expectations for cause and conse-
quence relations respectively (Pickering & Majid, 2007; Kehler et al., 2008), possibly
because they carry an empty slot that needs to be filled (Bott & Solstad, 2021). An
example is provided in (24).

(24) John praised Mary. She had made a delicious pizza. cause

An example of a graphical cue is punctuation, like colons as a cue for an
instantiation relation in (25), taken from Dale (1991).

(25) Many of the policemen held additional jobs: thirteen of them doubled as cab
drivers. instantiation

All of the cues discussed above are segment-internal: they occur in one of the
arguments. However, discourse relations can also be marked segment-externally. For
example, quantifiers as in (26), adapted from Scholman et al. (2020), signal upcoming
list relations.

4This syntactic construction, as well as other syntactic and lexical-syntactic discourse signals,
have been included as a new category, AltLexC, in the third version of the PDTB (Webber et al.,
2019).
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(26) The woman experienced several unfortunate events last night. She got wine
thrown at her by her dining companion. On the way home, she sprained her
ankle. list

Finally, much of the research on discourse processing, focuses on written text.
However, there are numerous sources of information beyond the written domain.
For example, pause duration, articulation rate and pitch correlate with discourse
boundaries and structure (Den Ouden et al., 2009; Tyler, 2013). Causally related
segments are read faster and with shorter pause durations (Den Ouden et al., 2009)
and prosodic cues differentiate between subjective and objective causal relations in
English (Couper-Kuhlen, 1996; Hu et al., 2022). Moreover, gestures have also been
argued to contribute to signalling discourse relations (Laparle, 2022; Scholman &
Laparle, accepted; Hinnell, 2019).

3.3.3 Features of discourse relation signals

As shown in the previous section, there is much variation in signals of discourse
relation. How can this variation be captured? Here, I propose five features that
describe various aspects in which discourse cues differ. The first two features are
derived from the function of a connective, which is to convey a discourse relation
(Stede et al., 2018). Two further features can be derived from Stede et al.’s (2018)
description of the connective itself. The final feature is specific to non-connective
cues and is derived from a classification of relation signals by Hoek et al. (2019b). In
Section 3.5, I will discuss how these features correspond with the signal’s effect on
discourse representation and processing.

Functionality

A connective’s primary function is to convey how segments are related. Conversely,
connectives do not contribute to the truth-conditions of the separate propositions,
referred to as the non-truth conditionality characteristic of connectives discussed by
Schourup (1999). We will refer to this as the functionality feature: whether a signal’s
primary function is to convey the discourse relation.

Although the function of connectives and cue phrases is exclusively to signal the
discourse relation, this is not the case for non-connective cues. Connectives and cue
phrases can be removed or modified without changing the meaning of the individual
propositions, but this is not the case for most non-connective cues. To illustrate,
modifying the tense of the Example in (41), repeated here as (27), changes not only
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the interpretation of the discourse relation, but also the meaning of the individual seg-
ments, as shown in (28). This is because tense first and foremost has a propositional
meaning.

(27) Mary ate the salad. John had eaten the pizza.

(28) Mary is eating the salad. John will eat the pizza.

Compare this to (29) and (30) in which replacing the connective after with because
does not affect the interpretation of the separate propositions.

(29) Mary ate the salad, after John had eaten the pizza.

(30) Mary ate the salad, because John had eaten the pizza.

This feature thus distinguishes the class of connectives and cue phrases from non-
connective signals of discourse relations. Non-connective cues can be defined as lin-
guistic elements, whose primary function is not to signal a discourse relation, but
nevertheless provide information about the discourse relation.

Informativity

While some connectives signal a very specific relation, other signals refer to a broader
class of relations or signal different types of relations. This illustrates a second feature
in which discourse relation signals differ, which will be referred to as the informativity
feature. It refers to the fact that the discourse signal can be more or less informative
in determining which relation holds between the arguments. In information-theoretic
terms, the informativity of connectives (and other cues) can be operationalized as
the uncertainty about the upcoming discourse relation given the connective (i.e. the
entropy). The information provided by the connective can be quantified as the reduc-
tion in uncertainty with compared to without the connective (see Asr & Demberg,
2013).5 Some connectives signal a specific relation, but many connectives are ambigu-
ous, varying in their informativity. Non-connective cues can occur in many or even
all types of relations. In other words, non-connective cues are overall less informative
than ambiguous connectives. This feature thus classifies various discourse relations
on a continuum (see also Table 3.1 in Section 3.3.4).

5Contrary to npmi, which reflects the amount of information a signal provides about a specific
relation, this measure indicates the amount of information a signal provides in general.
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Immutability

Stede et al.’s (2018) definition of a connective states that a connective cannot be in-
flected. From this, we derive the immutability feature: whether the linguistic form of
some discourse signals can be modified (cf. is grammaticalized, Danlos et al., 2018).
As discussed above, this distinguishes primary from secondary connectives. In addi-
tion, variation in the immutability of connective is also reflected cross-linguistically.
For example, the English primary connective if translates to kdyby in Czech, which
can be inflected for person and number (see Danlos et al., 2018), and would therefore
be classified as a secondary connective in Czech. This raises the question whether the
distinction between primary and secondary connectives (or connectives and alterna-
tive lexicalizations) is truly a binary one or should be seen as a continuum (Danlos
et al., 2018).

A further deviation of the immutability feature are free connecting phrases, since
they are modified to fit a specific context. However, a part of the free connecting
phrase is immutable, reflecting the connective. This does not hold for non-connective
cues. Semantic cues like antonyms will be fully context-dependent. Rather than a
binary distinction, immutability is thus a scale.

Lexicality

Whether discourse signals are lexical is captured in the lexicality feature. This feature
reflects whether the signal is lexical or not. Like non-connective signals, secondary
connectives and free connecting phrases come in many different forms. However,
according to Danlos et al. (2018), secondary connectives and free connecting phrases
all have a core unit : a lexical head that expresses the discourse relation. In this sense,
they are similar to primary connectives. Some non-connective cues, such as negation
and antonyms, are also lexical. Unlike secondary connectives, their form is context-
dependent (cf. the immutability feature), but the meaning of the discourse relation is
still provided by a lexical element. Other non-connective cues, however, do not have
any lexical features. Examples are morphological and syntactic cues like tense and
parallelism. Lexicality can thus distinguish within the class of non-connective cues.

Agreement

In the identification of non-connective signals, Das & Taboada (2018b) build on a
list of signals that had been identified as potential signals of discourse relations in
previous research, complementing it with signals they identified in the first part of
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their annotation efforts. These signals are all "compatible with" the discourse relation
they occur in (p. 756). Similarly, in her study on the interplay between non-connective
cues and discourse cues, Crible (2020) annotates those linguistic items as signals "that
encode congruent information that reinforces the meaning of the relation" (p. 16). In
some cases, there is indeed overlap between the meaning of the linguistic element and
(parts of) the discourse relation (cf. Hoek et al., 2019b). For example, not and the
contrast relation it signals share the negative polarity meaning (Hoek et al., 2019b).
We will refer to this as the agreement feature, which states that the signal’s primary
meaning is similar to the meaning of the discourse relation.6 There are also cases
where the meaning overlap between the linguistic element and the discourse relation
is not clear and the linguistic element can nevertheless be considered to be a signal.
For example, a parallel structure can signal contrast relations, but does not carry
any contrastive meaning on its own. In these cases, the basis for the signalling status
is that it simply often co-occurs with the discourse relation (Hoek et al., 2019b), i.e.
its informativity.

3.3.4 A continuum of discourse relation signals

In a broad sense, discourse signals comprise of all linguistic elements, written, spoken
or gestured, that provide information about the relation that holds between abstract
segments, following the relation and information criterion. Above, we have derived a
set of five features in which signals differ:

• Functionality : the signal’s primary function is (not) to convey how segments
are related

• Informativity : the signal is more (or less) informative in determining the type
of discourse relation

• Immutability : the signal can (not) be modified

• Lexicality : the signal is (not) lexical

• Agreement : the signal’s primary meaning is (not) similar to the meaning of the
discourse relation

6Note that this can also comprise cases which Hoek et al. (2019b) would refer to as division of
labor, in which the use of the connective is redundant, but there is still meaning overlap with the
connective.
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Table 3.1: Overview of discourse signal features and examples to illustrate the dif-
ferent types of cues. • indicates that the feature is (strongly) present.
Gray bullets show that the feature is less strong or absent.
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functionality • • • • • • • • • •
informativity • • • • • • • • • •
immutability • • • • • • • • • •
lexicality • • • • • • • • • •
agreement - - - - - • • • • •

Some of these features refer to binary distinctions: the signal is either lexically
headed or not. Similarly, a signal’s primary function is either to signal the relation
or not (functionality), although a distinction can be made in whether the signal also
conveys propositional meaning. Other features should rather be seen as a continuum,
with signals varying in the extent to which they adhere to these features. This is
illustrated in Table 3.1. For example, signals are more or less informative with respect
to the exact discourse relation (informativity) and they differ in the extent their overt
form is context-dependent (immutability). In addition, the signal’s primary meaning
can be more or less similar to the meaning of the discourse relation.

Together, the features can also be used to present a continuum, with relation-
specific primary connectives on the one end, adhering strongly to most or all features,
and non-lexical non-connective cues on the other. As can be seen in Table 3.1, because
strongly adheres to all features, negation only a few and parallelism not at all. Still,
all these linguistic elements co-occur with discourse relations in a non-random way
and thus provide information about the upcoming discourse relation. Furthermore,
this continuum mirrors the traditional classification of primary connectives, secondary
connectives and non-connective cues.

These features cannot only be used to categorize discourse signals, but possibly
also to describe their efficiency in signaling the discourse relation. To help the reader
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to infer a discourse relation, a discourse signal should be both easily identifiable and
informative. The functionality, lexicality and immutability features describe how eas-
ily a signal can be identified: Lexical items that have the same form regardless of
context, and do not have another function, can be more easily recognized as a dis-
course signal. Once identified, the informativeness of the discourse cue is determined
by its informativity: if the cue always signals the same relation, its meaning can easily
be inferred. In addition, if the discourse relation overlaps with the signal’s primary
meaning (agreement), the meaning can be derived more easily. We will come back to
this point in Section 3.6 after a review of previous literature on the role of discourse
signals in processing and representation in Section 3.5.

3.4 Signaling discourse relations

Before discussing how discourse signals influence processing and representation, I will
discuss their occurrence in natural language. There are many different ways to signal
discourse relations, but to what extent are these discourse signals used in natural
language? And how do different types of signals interact? A little over half of the
relations in the PDTB 3.0 (Webber et al., 2019) are signaled with a primary connective
(50.8%) or an alternative lexicalization (3.4%). Das & Taboada (2018b) only find
connectives in 18.2% of the relations in their corpus. This considerable difference is
likely due to differences in the discourse segmentation (cf. Section 2.2.1). Regardless,
these numbers show that a large proportion of discourse relations is not marked by
a connective. This does not mean that the relation is not signaled. In fact, in the
RST Signalling Corpus, for only 7.3% of relations no signal could be identified. Das
et al. (2018) find that the vast majority of relations (74.5%) are signaled exclusively
by non-connective cues.

A relation can also be signaled by multiple cues. In fact, Das & Taboada (2018a)
find that in 7.6% of relations, non-connective cues occurred together with primary
connectives. In addition, they argue that non-connective cues can either be inde-
pendent, in that they both separately signal the relation, or combined, in that the
interpretation of one signal as a cue is dependent on another cue (Das & Taboada,
2018a). This is similar to Hoek et al.’s (2019b) distinction between division of labor
and agreement, in their discussion on the interaction between connectives and non-
connective cues. In some cases, non-connective cues can make another cue (e.g. a
connective) redundant, as in (31), where the chosen alternative relation is sig-
nalled by not, even if instead would not have been there.
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(31) Mary did not have pizza. Instead, she had a salad.

Alternatively, non-connective cues can complement another cue in that they convey
certain aspects of the discourse relation, but do not function independently. An
example is never in (32), which, like the connective even though, has a negative
meaning. However, the negation alone does not signal the concession relation. It is
therefore in agreement with, but not independent from the connective.

(32) Mary never has pizza. Even though she really loves it.

The wide variety of ways in which discourse relations can be marked raises the
question what determines how a relation is marked. From a Gricean perspective
(Grice, 1975), speakers are only as informative as necessary. With respect to dis-
course relation signaling, this suggests that a speaker will only use a connective if
the relation cannot already be inferred based on cues whose primary function is to
convey propositional meaning (Das & Taboada, 2018b). This also applies to choosing
a specific vs. underspecified connective (Spooren, 1997).

From an information-theoretic view, the marking of discourse relations has been
shown to follow the principles of the Uniform Information Density hypothesis. This
hypothesis states that information tends to be distributed uniformly across the speech
signal (Frank & Jaeger, 2008). Similar to the Gricean Maxim of Quantity, this sug-
gests that only those discourse relations should be marked with a connective that
would otherwise be unexpected (Asr & Demberg, 2012, 2015; Yung et al., 2017).
The expectancy of the discourse relation is influenced by cognitive biases, as well
as cues in the preceding context. Asr & Demberg (2012, see also Jin & de Marn-
effe, 2015) find that causal and continuous relations, which are expected based on
cognitive biases for causality (Sanders, 2005) and continuity (Segal et al., 1991), are
indeed less likely to be marked explicitly than other relations. Similar findings come
from studies on translation, showing that expected relations are more likely to be
left implicit when translated to a different language (Zufferey, 2016; Hoek et al.,
2017). Furthermore, Asr & Demberg (2012) show that causal relations are marked
by more ambiguous connectives, whereas comparison relations are generally marked
with relation-specific connectives. This also provides evidence for the role of uniform
information density in discourse relation signaling: relation-specific connectives have
higher surprisal and thus occur mostly in more surprising relations (e.g. contrast).
Ambiguous connectives, on the other hand, have a much lower surprisal and occur in
more expected relations (i.e. relations with lower surprisal).
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Apart from more general cognitive biases that influence the expectancy of the dis-
course relation, the effect of non-connective cues on the explicit marking of discourse
relation has also been examined. Following the same line of reasoning as above, Asr
& Demberg (2012) also hypothesize that implicit causality verbs, which have exper-
imentally been shown to elicit a strong expectation for causal continuations (Kehler
et al., 2008), should be less likely to be marked with a connective. However, they did
not find that reason relations containing these verbs were indeed marked less often.

In a similar study, Asr & Demberg (2015) investigate the explicitness of chosen

alternative relations, which can be marked with the connective instead. These
relations have been found to co-occur with specific signals such as negation (see also
Webber, 2013). Asr & Demberg (2015) show that negation is indeed predictive of
chosen alternative relations (as well as some other relations) and that the relation
is more likely to be explicit when this cue is present in the first argument. Contrary
to Asr and Demberg’s (2012) findings on implicit causality verbs, these findings are
in line with the Uniform Information Density hypothesis.

The presence of non-connective cues also interacts with the specificity of the dis-
course signal. Based on the Uniform Information Density hypothesis, Crible (2020)
predicts that non-connective cues will occur more frequently with more ambiguous
connectives. The non-connective signals will reduce the surprisal of the relation, which
is thus more likely to be marked with a more ambiguous connective.7 Indeed, in her
corpus study, the connective and was more often accompanied by other signals for
the discourse relation than more specific connectives, such as for example or whereas
(see Crible, 2022, for similar findings).

Much of the research on non-connective cues in discourse relation signaling focuses
on its interaction with marking by a connective (e.g. Crible, 2020; Hoek et al., 2019b;
Asr & Demberg, 2015). However, there is some evidence that the occurrence of non-
connective cues in implicit relations (i.e. in the absence of a connective) is different
from that in explicit relations. For example, Sporleder & Lascarides (2008) train a
discourse relation classifier by removing connectives from explicit relations and having
the model predict the discourse relation on these implicitated relations. However, they
find that the features that can predict the discourse relations in originally explicit
relations do not generalize well to originally implicit relations. This suggests that it
is important to examine the role of non-connective cues in the absence of a connective.

7Note that Crible argues the other way around, such that relations that are marked by a more
specific connective do not require other signals. However, since the non-connective cues have a
different primary function, they are less likely to be omitted.
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In Chapter 6, I present an experimental study on the processing of a non-connective
cue in the absence of a connective.

To sum up, relations that are not signaled by a connective are highly common.
However, even in the absence of a connective, there are usually other cues that sig-
nal the discourse relation. How a relation is marked seems to be constrained by
information-theoretic principles. More specifically, discourse relations that are more
expected, either due to cognitive biases or due to the presence of non-connective
cues in the context, are less likely to be marked explicitly with a connective (Asr &
Demberg, 2012, 2015). In addition, such relations are marked with more ambiguous
connectives (Asr & Demberg, 2013; Crible & Pickering, 2020). A notable exception,
however, are Asr and Demberg’s (2012) findings that implicit causality, a strong in-
dicator of causal relations, does not reduce the likelihood of relation marking. This
raises the question whether surprisal of the discourse relation is the only factor that
influences marking. We will return to this issue in Chapter 5.

3.5 Discourse signals in representation and

processing

The previous section discussed how discourse signals are used in natural language.
The main question addressed in this dissertation is how sensitive readers are to such
signals, as evidenced by the effect of these signals on discourse representation and
processing. Here, I review previous literature on the role of connectives and non-
connective cues in discourse representation and processing separately. In the next
section, I will show how these findings relate to the features of discourse signals
discussed in Section 3.3.4 above.

3.5.1 Discourse representation

Connectives

Since discourse relations are a crucial part of building a coherent mental represen-
tation and connectives are clear lexical signals of these relations, connectives should
facilitate text comprehension (cf. Kleijn et al., 2019). However, experimental findings
on the role of connectives on subsequent representations are mixed (see Kleijn et al.,
2019, for an overview), with some studies showing a beneficial effect of connectives
(Millis & Just, 1994; Degand & Sanders, 2002; Sanders et al., 2007) and others find-
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ing no or even negative effects (Freebody & Anderson, 1983; Sanders & Noordman,
2000; McNamara et al., 1996). Several factors seem to influence the effect of relation
marking on comprehension (cf. Kleijn et al., 2019). Firstly, the effect depends on text
characteristics. Coherence marking facilitates comprehension in difficult but not in
easy texts (Linderholm et al., 2000; Kleijn et al., 2019). Secondly, the influence of
the presence of connectives and other cohesive devices on comprehension is reader-
dependent. The benefit of the connective seems to be most pronounced for readers
with higher reading proficiency (Ozuru et al., 2009; O’Reilly & McNamara, 2007, but
see Kleijn et al., 2019). This could in part be attributed to individual differences
in connective comprehension (Crosson & Lesaux, 2013, see also Zufferey & Gygax,
2020a; Tskhovrebova et al., 2022a; Scholman et al., 2024a). In addition, readers with
less prior knowledge show better comprehension after reading high-cohesion texts,
but the reverse has been found for high-knowledge readers (McNamara et al., 1996;
McNamara, 2001; O’Reilly & McNamara, 2007; Kamalski et al., 2008). Thirdly, the
effect depends on the way representation is assessed. Connectives seem to have mostly
a local effect (Van Silfhout et al., 2015; Kleijn et al., 2019). That is, they facilitate
comprehension of the arguments connected by the discourse cue and the relation that
holds between them, but less so for global text comprehension. Finally, the effect
of the connective depends on the relation type. Kleijn et al. (2019) found that the
explicit marking of contrastive relations was most beneficial. In additive relations,
however, connectives decreased comprehension. For causal relations, the facilitating
effect was only marginally significant. Possibly, readers’ bias for causality (Sanders,
2005) reduces the need for a connective for inferring the relation.

Studies investigating the effects of discourse signals often do not only manipulate
connectives, but also other elements, like referential chains and elaborative informa-
tion (see e.g. McNamara et al., 1996; Freebody & Anderson, 1983). It is therefore not
clear to what the extent the effects described above can be attributed to connectives
or also to non-connective cues. Kleijn et al.’s (2019) findings suggest, however, that
connectives seem to influence comprehension beyond other cues. The contrastive re-
lations in their texts contained non-connective cues in order to ensure a contrast

interpretation even in the absence of the connective. Still, contrastive connectives
facilitated comprehension.

With respect to underspecified connectives, readers have been shown to interpret
them probabilistically (Asr & Demberg, 2020). Asr & Demberg (2020) find that
readers’ interpretation of but and although, which can both mark contrast as well as
concession, aligns with the proportion that these connectives signal these relations
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in corpora. This effect was replicated in a comparison of sentence-initial and sentence-
final although, which also have different relation type distributions. This shows that
readers are sensitive to the co-occurrence between connectives and discourse relations.
In Chapter 6, I examine whether this is also the case for non-connective signals.

Non-connective signals

Relation-specific as well as underspecified connectives thus both influence discourse
relation interpretation (Asr & Demberg, 2020; Hoek et al., 2021c). What about dis-
course signals that have a different primary function? There is some evidence that
non-connective cues also facilitate discourse relation inference. For example, Crible &
Demberg (2020) investigated the effect of non-connective cues (resultative verbs for
result, parallelism and antonyms for contrast) on interpretation and found that the
presence of these cues facilitated inferring the correct relation, especially in contrast

relations. This effect might have been driven by the lexical cues, since in their ex-
periment on parallelism as a cue for contrast relations, Crible & Pickering (2020)
find no facilitating effect of the presence of this cue (nor a connective) on verification
accuracy or speed of disambiguating the relation. This does not mean that syntactic
structure does not influence discourse relation inferences: in a series of rating and
forced choice tasks, Rohde et al. (2017) show that the presence of the complementizer
that in sentences like The professor noted that the student teacher did not look confi-
dent and (that) the students were poorly behaved reduces the likelihood of a result

interpretation between the first and second embedded clause. In addition, eventu-
ality type, state duration and event complexity has been shown to affect inferences
about temporal order (Dery & Koenig, 2015; Marx et al., 2024). With respect to spo-
ken language, prosody can guide readers’ interpretation of subjective and objective
causal relations (Hu et al., 2023). Thus, readers take into account non-connective
information when inferring discourse relations.

Finally, discourse signals have been shown to elicit expectations about upcoming
discourse relations (e.g. Kehler et al., 2008; Asr & Demberg, 2020). To illustrate, in
an off-line continuation task, Scholman et al. (2017) find that on the one hand leads
readers to provide more contrast relations, if expectations about the contrast intro-
duced by on the one hand have not been fulfilled yet. These expectations are also
elicited by non-connective cues. Scholman et al. (2020) show that more list continu-
ations are provided after quantity expressions in the context, although this effect was
modulated by participants’ linguistic experience. Tskhovrebova et al. (2023) find that
the effect of contextual list signals persists in the presence of additive, but not in the
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presence of result connectives. Similarly, implicit causality verbs elicit expectations
for upcoming causal relations (Kehler et al., 2008; Bott & Solstad, 2021). More-
over, in multi-modal communication, gestures also influence how readers continue the
discourse structure (Scholman & Laparle, accepted).

3.5.2 Discourse processing

Connectives

Connectives and cue phrases have repeatedly been shown to influence discourse pro-
cessing. They have also been referred to as ‘processing instructions’ (Van Silfhout
et al., 2015), as they inform the reader on how to relate the information in different
propositions. Research has shown that readers integrate the meaning of the connective
quickly during on-line processing. For instance, if the connective is not appropriate
for the discourse relation, processing is disrupted (Murray, 1997; Canestrelli et al.,
2013; Xu et al., 2018; Wetzel et al., 2021). Moreover, connectives that mark rela-
tions that are more difficult to process (e.g. subjective vs. objective relations)
slow down reading immediately (Canestrelli et al., 2013) and elicit stronger brain
responses (Politzer-Ahles et al., 2017; Köhne-Fuetterer et al., 2021). Furthermore,
connectives can also elicit expectations about upcoming material. Readers show an-
ticipatory looks to referents that are plausible given the connective (Köhne-Fuetterer
et al., 2021) and the processing of this referent is facilitated (Köhne-Fuetterer et al.,
2021; Xiang & Kuperberg, 2015). Similarly, on the other hand facilitates the process-
ing of on the other hand (Scholman et al., 2024b), updating these expectations when
they are satisfied (Scholman et al., 2017). We will return to the role of prediction in
processing discourse relations in Chapter 5.

Many studies have compared the processing of the second argument in the presence
vs. the absence of a connective or cue phrase. For instance, Sanders & Noordman
(2000) conducted a self-paced reading experiment, manipulating the presence of a cue
phrase signaling a list or problem-solution relation. The subsequent sentence was
read faster when it was preceded by a cue phrase signaling the relation, compared to
when no cue phrase was present. Evidence that connectives facilitate processing has
been found in readers of different ages, including eight- and ten-year-old children (Cain
& Nash, 2011), teenagers (Van Silfhout et al., 2014, 2015) and adults (e.g. Millis &
Just, 1994; Cozijn et al., 2011). In addition, this facilitating effect of the connective on
reading the clause following it has been replicated in a variety of languages, including
French (Grisot & Blochowiak, 2017; Blochowiak et al., 2022), English (Millis & Just,
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1994) and Chinese (Chen et al., 2019; Xu et al., 2018). However, the size of the
effect of discourse cues has been hypothesized to differ across languages (Blumenthal-
Dramé, 2021). We will explore this further in Chapter 4.

The facilitating effect of the connective mainly occurs in the region directly follow-
ing the connective. In a series of reading experiments, both Millis & Just (1994) as
well as Cozijn et al. (2011) found that the presence of a connective sped up reading
in sentence-initial regions, but slowed down reading sentence-finally. This might be
due to a reactivation of the first argument at the end of the sentence: Probes from
the first sentence are recognized faster in the presence of a connective, but only when
presented sentence-finally (Millis & Just, 1994). Cozijn et al. (2011) attribute the ini-
tial speed-up to facilitated propositional integration: the connective helps the reader
to establish the discourse relation between the two clauses. The sentence-final slow-
down is argued to be due to a world-knowledge inference process. Cozijn et al. (2011)
show that readers are faster to verify inferences about the validity of the relation in
the presence of a connective. Note however, that a sentence-final slow-down in the
presence of a connective has not been found consistently, with some studies finding
no such slow-down (Van Silfhout et al., 2014, 2015) or even a sentence-final speed up
(Zufferey & Gygax, 2016), possibly due to differences between relation types. We will
return to this issue in Chapter 4, which presents a study investigating whether the
facilitating effect of the connective is relation-dependent, examining both sentence-
initial and sentence-final regions.

Evidence for the processes induced by the connective also comes from different
reading measures in eye-tracking. Van Silfhout et al. (2015) find that connectives
lead to more, but shorter regressions in the region directly following the connective.
Similar to the processes of facilitated integration and stronger inference described
above, this shows that connectives encourage readers to integrate the parts of the dis-
course relation (evidenced by more regressions to previous material), facilitating this
process (evidenced by shorter regressions). In the region in which the relation can be
inferred, regressions are less frequent in the condition with a connective (Van Silfhout
et al., 2015, see also Cozijn et al., 2011; Van Silfhout et al., 2014), likely because at
the moment where the relation needs to be induced, the information from the first
argument is more active due to the connective. Facilitating effects of the connec-
tives also show up in early measures. Van Silfhout et al. (2014) and Van Silfhout
et al. (2015) find significant facilitation of the connective on first-pass reading time
in sentence-initial region (see Cozijn et al., 2011, for forward reading time). Initial
processing could be facilitated because the connective facilitates integration. An al-
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ternative explanation for early facilitating effects of the connective is that they do
not necessarily reflect facilitated integration, but rather a decrease of processing effort
due to the connective making upcoming material more predictable. We explore such
an expectation-driven account of discourse relation processing (cf. Kehler et al., 2008)
in Chapter 5.

There is some evidence that ambiguous connectives influence the processing of
upcoming material, showing that readers are aware of their possible meanings. Un-
derspecified connectives facilitate the processing of relations that they are more likely
to signal (Asr & Demberg, 2020). In addition, when the connective allows for another
(non-primary) interpretation, it does not block expectations for such a relation (Mak
& Sanders, 2013). Conversely, when such an ambiguous connective cannot signal the
expected discourse relation, it immediately blocks such expectations (Koornneef &
Sanders, 2013). Similarly, ambiguous connectives disrupt processing of the following
discourse relation when used inappropriately. Wetzel et al. (2021) find that readers
are slower when an ambiguous connective is used inappropriately compared to when
it is appropriate. Note, however, that one of the connectives they included only has a
different meaning when used in a different position and is thus polyfunctional rather
than polysemous (cf. Zufferey & Degand, 2024).

Readers thus also rapidly integrate the meaning of underspecified connectives.
However, the presence of an ambiguous connective seems to affect processing less
than the presence of a relation-specific connective. Cain & Nash (2011) find that
relations connected by and were read slower than those connected by a temporal,
causal or adversative connective respectively. Similarly, subjective relations are read
slower following the Mandarin underspecified connective suoyi than after the relation-
specific connective keijan (Li et al., 2017). Blochowiak et al. (2022), however, find no
difference in reading times of relations signaled by a relation-specific or underspec-
ified connective. Furthermore, Zufferey & Gygax (2016) show that the presence of
the polysemous French connective en effet facilitates the processing of confirmation
relations compared to when no connective is present.

Non-connective signals

These mixed findings on ambiguous connectives raise the question whether non-
connective cues, which are also not specific, can facilitate processing of the intended
relation. There is some evidence that cues other than connectives influence discourse
processing, although studies on the role of non-connective cues during on-line process-
ing are limited. Schwab & Liu (2020) manipulated the presence of a lexical (e.g. true)
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as well as a contextual cue (whether a contrast was introduced in the context), which
were hypothesized to elicit expectations about an upcoming concession relation. The
results of their self-paced reading experiment showed that these cues independently
facilitated the processing of the connective but in German, although for English only
an effect of the lexical cue was found. These findings suggest that non-connective
cues can facilitate the processing of a connective, similarly to connective cues (cf.
Scholman et al., 2024b).

A signal similar to the contextual cue in Schwab & Liu’s study (2020) are implicit
causality verbs, which have been shown to elicit expectations for upcoming causal re-
lations in off-line tasks (Kehler et al., 2008; Bott & Solstad, 2021). Such expectations
also affect on-line processing. Rohde & Horton (2014) show that readers are able to
anticipate upcoming discourse structure based on implicit causality verbs. In addition,
connectives that are incongruent with such an expectation (e.g but, and) immediately
disrupt processing, whereas causal connectives do not (Koornneef & Sanders, 2013).
Mak & Sanders (2013) find that implicit causality verbs also facilitate the reading
of the second argument, as shown in shorter first-pass duration early in the sentence
and shorter regression-path duration later in the sentence. Unlike with connectives,
sentence-final processing was also facilitated, at least for regression-path duration
(Mak & Sanders, 2013). Similar facilitating effects of implicit causality verbs on the
processing of causal relations have been found for relative clauses (Hoek et al., 2021b).
Moreover, when these expectations are satisfied by an explanation in a relative clause,
subsequent causal material is processed slower (Hoek et al., 2021a). These findings
suggest that implicit causality verbs elicit expectations, resulting in facilitated pro-
cessing of upcoming material, and that readers update these expectations accordingly
(cf. Scholman et al., 2017, for similar processes with on the one hand).

With respect to the effect of non-connective cues on the processing of the relation
itself, findings are mixed. Crible (2021) found that the presence of negation facili-
tates the processing of concession relations. More specifically, in the absence of a
negation signal, result relations are read faster than concession relations, in line
with previous findings. However, this difference disappears in the presence of nega-
tion: concession relations were read equally fast as result relations when the first
segment contained negation. In another study, Crible & Pickering (2020) investigate
lexical-syntactic parallelism as a cue for contrastive relations. The facilitating effect of
parallelism was stronger when the clauses were connected by the ambiguous connec-
tive and (i.e., when there was no other cue for contrast), than when the connective
but was used. This suggests that parallelism also contributes as a cue for contrast
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relations. However, this effect was only found in a task where participants were asked
to disambiguate each sentence, suggesting that this type of information is only taken
into account when the text is processed deeply. Finally, Grisot & Blochowiak (2017)
examined the role of verb tense as a cue for temporal discourse relations in French.
Based on corpus research, they hypothesized that verbs in simple past tense would
elicit expectations for chronological discourse relations, similar to connectives like
then, and thus lead to faster processing of these relations. In their self-paced reading
study, the presence of this tense did not facilitate the processing of chronological re-
lations, whereas the presence of a connective did. However, the simple past tense in
French is less frequent and less preferred than the Passé Composé with which it was
compared. This may have mitigated the effect of this cue on reading times.

In sum, there is abundant evidence that connectives facilitate the processing of
upcoming material, including the discourse relation. However, they also trigger infer-
ence processing, resulting in sentence-final slow-downs. For ambiguous connectives
and non-connective cues, the evidence for their effect on processing is inconsistent.
Furthermore, note that in all studies on non-connective cues described above, the
effect of the non-connective cues was investigated in the presence of a connective
(except for Rohde & Horton, 2014). However, the majority of relations is signaled
by non-connective cues exclusively (Das & Taboada, 2018a). It is still unclear how
non-connective cues influence the processing of discourse relations in the absence of
a connective. We will examine this in Chapter 6.

3.6 Features of discourse signals and their effect on

discourse representation and processing

As argued in Section 3.3.4, discourse cues form a continuum on various dimensions,
with connectives on one end of the scale and non-connective cues on the other. More
specifically, discourse cues differ in whether signaling the discourse relation is their
primary function (functionality) and if not, whether their primary function is se-
mantically similar to the discourse relation they signal (agreement). Moreover, con-
nective and non-connective cues vary in how context-dependent their overt form is
(immutability) and whether they have a lexical head (lexicality). Finally, some dis-
course cues occur in only specific relations, whereas others can signal a variety of
discourse relations (informativity). These features are hypothesized to also relate to
the effect of discourse signals on representation and processing. The functionality,
lexicality and immutability features would help the reader to identify the signal as
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Table 3.2: Overview of example discourse signals with their features, as well as their
effect on representation or processing. For the features, black bullets in-
dicates that the feature is (strongly) present. Gray bullets show that the
feature is less strong or absent. For the findings, black squares indicates
that there is strong evidence for the effect of this type of discourse signal,
with ■ indicating smaller effects or mixed findings and ■ representing
that no effect has been found. -: not applicable

be
ca

us
e;

ne
ve

rt
he

le
ss

an
d;

bu
t;

w
he

n

th
is

ca
us

ed
;d

ue
to

ra
in

se
ve

ra
l;

tr
ue

no
t;

an
to

ny
m

s

im
pl

ic
it

ca
us

al
ity

te
ns

e;
ev

en
tu

al
ity

pa
ra

lle
lis

m

functionality • • • • • • • •
informativity • • • • • • • •
immutability • • • • • • • •
lexicality • • • • • • • •
agreement - - - • • • • •
representation ■ ■ ■ ■ ■ ■ ■ ■

processing ■ ■ ■ ■ ■ ■ ■ ■

a discourse relational cue. Subsequently, the signal’s informativity and agreement
features determine how informative the signal is and thus whether the reader will be
successful in using it to identify the intended relation. To examine whether these
features influence the representation and processing of discourse relations, I reviewed
previous research on the effect of discourse signals above in the sections above. Here,
I summarize these findings and relate them to the features. Table 3.2 provides an
overview of the different types of discourse signals, their features and findings on
whether the cue has been found to influence representation and processing.8

Both connective and non-connective cues facilitate the representation of discourse
relations. Even when a signal’s primary function is not to signal the discourse rela-
tion, its form is not grammaticalized or it can occur in different discourse relations,

8A more elaborate version, which also lists the evidence of the effects of the various cues, can be
found in Appendix B.
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the cue can still help to infer the relation (e.g antonyms, Crible & Demberg, 2020).
However, the strength of the effect is modulated by these factors. For instance, dis-
course signals facilitate inference more when they are more specific, as annotation
agreement on underspecified relations is lower than that on relations signaled by
relation-specific connectives (Hoek et al., 2021c). In addition, expectations elicited
by connectives, whose primary function it is to mark discourse relations, are stronger
than by non-connective cues: Scholman et al. (2020) find only 35% list continua-
tions in the presence of an expression of quantity. For contrast relations following
on the one hand, this was 79%. Moreover, it seems that if the signal is not lexical, it
requires meaning overlap between the signal and the discourse relation for it to affect
representation: the presence of a parallel structure did not enhance verification of
contrast relations (Crible & Demberg, 2020). All factors thus seem to be important
features for predicting a signal’s influence on discourse representation.

With respect to discourse processing, connectives and cue phrases have repeatedly
been shown to facilitate the processing of discourse relations (e.g. Xiang & Kuperberg,
2015; Cozijn et al., 2011; Sanders & Noordman, 2000; Van Silfhout et al., 2015), using
a variety of methods. There is some initial evidence that this is also the case for non-
connective cues. However, these effects seem to be weaker. For example, Crible &
Pickering (2020) only find an effect of parallelism on the processing of result and
contrast discourse relations in a task where participants were repeatedly asked to
disambiguate the relation. In addition, the effect of underspecified connectives is
smaller than of relation-specific connectives (Cain & Nash, 2011).

Immutability does not seem to play a strong factor in the extent to which discourse
signals facilitate processing. Similar effects of discourse signals have been found with
immutable connectives (e.g because, Cozijn et al., 2011) and context-dependent cue
phrases (Sanders & Noordman, 2000). With respect to agreement, it is also unclear
whether this affects the influence of the signal on processing. Implicit causality verbs
clearly affects processing (e.g. Rohde & Horton, 2014), whereas this effect is less
clear for tense (Grisot & Blochowiak, 2017). Thus, functionality (connective vs. non-
connective cues), informativity (specific vs. ambiguous connectives) and lexicality
(negation vs. parallellism) seems to play a role in determining whether a discourse
signal will facilitate processing, but this is less clear for immutability and agreement.
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3.7 Conclusion

Connectives are prototypical cues for discourse relations, but there are many different
ways in which discourse relations can be signaled. In fact, although nearly all relations
are signaled in some way, less than half of the relations are marked by a connective.
How a relation is signaled depends on the expectancy of the relation based on cognitive
biases and the presence of cues in the context.

A broad definition of discourse signals is that they refer to all linguistic elements
that provide some information about the discourse relation. Discourse cues can be
distinguished based on their functionality, informativity, immutability, lexicality and
agreement. These factors influence the extent to which they facilitate discourse rep-
resentation and processing: readers seem to be more sensitive to signals that adhere
strongly to these features than to those that do not. More specifically, all features
were shown to relate to the signal’s effect on discourse representation and function-
ality, informativity and lexicality seem to be most important in determining a cue’s
effect on processing.

Although facilitating effects of non-connective cues have been found, it is still an
open question whether non-connective cues induce the same processes as connectives.
Since their primary function is not to signal the discourse relation, they might not
trigger the same inference processes as connectives do. Furthermore, most studies on
non-connective cues also include connectives. It is unclear how non-connective cues
influence processing in the absence of a connective.

Finally, when examining the facilitating effect of discourse signaling on process-
ing and representation, several factors need to be considered. Firstly, the effects
of discourse signaling are relation-dependent. The presence of a connective seems
to facilitate comprehension and processing most for relations that are more difficult
to process (Köhne-Fuetterer et al., 2021; Kleijn et al., 2019). Secondly, for on-line
processing, the strength of the effect depends on the region of measurement. Both
connective and non-connective cues in the context have been shown to facilitate the
processing of the connective itself (cf. Scholman et al., 2017, 2024b; Schwab & Liu,
2020). With respect to the processing of the content of the relation, the effect is more
pronounced in earlier regions, compared to later regions (Cozijn et al., 2011; Millis
& Just, 1994; Van Silfhout et al., 2014, 2015). Thirdly, there is individual variation
in the extent to which connective influences representation (e.g. Kleijn et al., 2019).
This does not only apply to connectives, but also to non-connective cues (Scholman
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et al., 2020; Hu et al., 2023). These factors need to be taken into account when
investigating the role of connective and non-connective cues.

In the next chapters, I will present four experimental studies, investigating the
effect of connectives on discourse processing (Chapters 4 and 5) as well as readers’
sensitivity to non-lexical sources of information for the inference of discourse relations
(Chapters 6 and 7).



Part II

Understanding connectives



Chapter 4

Across relations and languages

Connective facilitation interacts with
relation, but not language

As discussed in Chapter 3, connectives facilitate the processing of subsequent mate-
rial. Here, we examine whether this effect is dependent on the causality of relation
and language typology. Previous studies have revealed relation-dependent differences
in connective processing (Murray, 1997; Xu et al., 2015; Köhne-Fuetterer et al., 2021).
In addition, connectives have been hypothesized to facilitate more in some languages
than in others due to typological differences between languages: Speakers of ana-
lytic languages (such as English) are assumed to rely more on contextual cues and
therefore be less affected by the presence of a connective than speakers of synthetic
languages (such as German), who are presumed to rely more on lexical information
(Blumenthal-Dramé, 2021). In this chapter, I present two self-paced reading exper-
iments to examine whether the presence of a connective has a stronger influence on
reading in German compared to English and in non-causal compared to causal rela-
tions. We did not find any interaction between language and relation marking in either
experiment. The effect of relation marking depended on relation type, such that the
presence of a connective significantly facilitated reading concession relations, but
not result relations. We discuss how these findings relate to earlier research on the
time-course of connective processing (Cozijn et al., 2011) and the causality-by-default
hypothesis (Sanders, 2005). We conclude that readers’ sensitivity to the presence of
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a connective thus depends on relation type, but we find no evidence that this also
depends on language typology.1

1This chapter is based on (and in parts identical to) the following publication: Marchal, M.,
Hewett, F., Scholman, M.C.J., Shahmohammadi, S., Stede, M. & Demberg, V. (submitted). The
facilitating effect of the connective is dependent on the relation, but not on language. Discourse
Processes.
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4.1 Introduction

Connectives are important signals for discourse relations. As discussed in Chapter 3,
they influence discourse processing and representation in various ways. Previous re-
search has shown that they facilitate text comprehension (Kleijn et al., 2019; Van Sil-
fhout et al., 2015) and elicit expectations about upcoming discourse relations (Kehler
et al., 2008; Scholman et al., 2017; Asr & Demberg, 2020). Furthermore, connec-
tives attenuate N400 effects for words that are predictable based on the connectives
(Köhne-Fuetterer et al., 2021; Xiang & Kuperberg, 2015). There is long-standing
evidence that connectives also facilitate reading. Evidence from both eye-tracking-
while-reading (Cozijn et al., 2011; Van Silfhout et al., 2014, 2015; Xu et al., 2018;
Chen et al., 2019) as well as self-paced reading studies (Millis & Just, 1994; Sanders
& Noordman, 2000; Cozijn et al., 2011; Grisot & Blochowiak, 2017; Xu et al., 2018)
shows that connectives lead to shorter reading times of the clause following the con-
nective. This facilitating effect of the connective has been attributed to facilitated
‘propositional integration’: the connective helps the reader to establish the discourse
relation between the two clauses (Cozijn et al., 2011).

Here, we test whether the facilitating effect of the connective on on-line processing
depends on the relation type and on language, following Blumenthal-Dramé (2021).
2 Firstly, readers have been argued to have a preference for relating text segments
causally (i.e. the causality-by-default hypothesis, Sanders, 2005). This leads to the
hypothesis that the effect of the connective is smaller in result relations compared
to other relations, since readers will infer result relations regardless. Secondly,
with respect to language-dependent differences in connective processing, Blumenthal-
Dramé (2021) hypothesizes that the effect of the connective is larger in German than
in English. Due to typological differences between the two languages, readers are
assumed to rely more on linguistic information in German than in English. Finally,
the language-dependent effect of the connective might also interact with the relation
type: speakers that rely more on contextual rather than linguistic cues might resort
more to default strategies, such as a preference for causality. If so, the difference in
the effect of the connective in result relations compared to other relations should
be larger in English than in German. In other words, there should also be a three-

2This study has recently been retracted (The Editors of Discourse Processes, 2024), after we
notified the author about an error in her data analysis. The studies reported here were conceptualized
as replications and carried out before these issues were discovered.
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way interaction between relation marking, language and relation. To conclude, our
hypotheses are as follows:

H1 The facilitative effect of the connective on reading is smaller in result relations
than in other relations (i.e. contrast, concession).

H2 The facilitative effect of the connective on reading is smaller in English than in
German.

H3 The interaction between relation marking and relation is larger in English than
in German.

Below, we first discuss previous work that has examined the role of the discourse
relation type and language in the processing of discourse relations. We then present
the results of two experiments which examine the effect of connectives across rela-
tions in English and German. Experiment 1 compares the effect of the connectives
‘so’ and ‘but’ and their German equivalents on the reading times of the relations
result and contrast. In a similar vein, Experiment 2 compares the effect of the
connectives ‘therefore’ and ‘still’ on the reading times of the relations result and
concession. We do not find any interaction between language and relation marking
in our experiments. We do however find that the effect of relation marking is larger
for concession relations than for result relations. We end with a discussion on
how these findings compare to earlier research on relation-dependent differences on
the effect of the connective (e.g. Murray, 1997; Köhne-Fuetterer et al., 2021), the
time-course of connective processing (cf. Cozijn et al., 2011; Van Silfhout et al., 2015)
and the causality-by-default hypothesis (Sanders, 2005).

4.2 Background

4.2.1 Relation-dependent differences in connective processing

A first research goal of the present study is to examine whether the effect of the con-
nective differs across different discourse relations. As discussed in Chapter 2, some
relation types require more processing effort than others. For example, problem-

solution relations have been found to be read faster than list relations (Sanders
& Noordman, 2000; Mulder, 2008) and consequence-cause require less processing
difficulty than concession relations (Xu et al., 2018, 2015). One explanation for the
processing ease of causal relations is the causality-by-default hypothesis (Sanders,
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2005). This hypothesis states that readers assume that consecutive discourse segments
are causally related, since this would be the most informative text representation.
Comprehenders have indeed been shown to have strong expectations for causality:
In continuation studies, participants provide causal continuations in the majority of
the cases (Murray, 1997; Simner & Pickering, 2005; Mulder, 2008). Findings from
corpus research that causal relations are less likely to be marked with connectives
(Asr & Demberg, 2012) have also been attributed to the causality-by-default hypoth-
esis: Since readers will infer a causal relation between sentences even when this is
unmarked, marking is less informative in these types of relations.

Further evidence for the causality-by-default hypothesis comes from studies on the
role of the connective in discourse processing. For comprehension, Kleijn et al. (2019)
show that texts with contrastive connectives are understood better than those without
such connectives. This effect was only marginal for causal connectives. Several studies
comparing relations marked with concessive and causal connectives have found that
participants show lower comprehension on concessive than on causal items (Köhne-
Fuetterer et al., 2021; Xu et al., 2015), suggesting that causal relations are easier
to comprehend in general. In addition, concessive connectives elicit a larger P600
response than causal connectives. This indicates that they require a stronger update
of the discourse representation (Köhne-Fuetterer et al., 2021).

Previous research has also shown a differential effect of the connective on reading
across relation types. For example, Murray and colleagues find that the presence
of appropriate concession connectives facilitate reading more than the presence of
causal or additive connectives (as described in Murray, 1997). Similarly, inappro-
priate concession connectives disrupt processing more than inappropriate additive
and causal connectives. Furthermore, a facilitating effect of the connective has been
found consistently across different connectives in sentence-initial regions (e.g. Millis
& Just, 1994; Cozijn et al., 2011; Van Silfhout et al., 2015), but in sentence-final
regions, causal connectives seem to slow processing down (Millis & Just, 1994; Cozijn
et al., 2011). For other relations, however, no such sentence-final slow-down has been
found (Van Silfhout et al., 2014, 2015). One study even finds a facilitating effect of a
non-causal connective at the end of the sentence (Zufferey & Gygax, 2016).

Following Blumenthal-Dramé (2021), we aim to test the causality-by-default hy-
pothesis by investigating whether the effect of relation marking is smaller in result

relations than in non-causal relations. The reasoning for this is as follows: if readers
assume a causal relation between sentences by default, the presence (vs. absence) of
a causal connective should not provide any benefit. Such a default assumption is not
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made in concession or contrast relations, so the presence of a connective in these
relations should facilitate reading.

4.2.2 Cross-linguistic differences in connective processing

A second research goal is to examine whether the facilitating effect of a connective
is different across languages. Although the facilitating effect of connectives has been
shown for a variety of languages (see above), there is some evidence that the extent
to which readers rely on such lexical cues may differ between languages. Schwab &
Liu (2020) find language-related differences in the facilitative effect of lexical and con-
textual cues, using a pair of flexible German and English discourse markers, namely
‘zwar...aber ’ and ‘true/sure...but’, as in (33).

(33) James likes to run [outdoors, ∅]contextual. [True, ∅]lexical he has a treadmill in
the living room, but he often jogs in parks.

In a self-paced reading study, they find that comprehenders could predict the German
connective ‘aber ’ (‘but’) on the basis of the preceding lexical cue ‘zwar ’ (‘sure/true’).
Reading times on the connective ‘aber ’ were shorter when the connective was preceded
by the lexical cue ‘zwar ’ compared to when it was not. They find a similar effect in
English, but this effect was delayed compared to German (it was found on the spillover
region). Schwab & Liu (2020) also included a condition with a contextual cue, which
enabled readers to predict an upcoming concessive relation based on incoherence
in the context. However, this contextual cue only facilitated the processing of the
connective in German and not in English. This suggests that English readers rely
less on contextual cues than German readers. However, the authors acknowledge
that the difference between languages could also be attributed to differences in data
acquisition: The German data was collected in-lab, whereas the English data was
crowd-sourced.

Contrary to Schwab & Liu (2020), Blumenthal-Dramé (2021) hypothesizes that
English readers rely more on contextual cues, whereas German readers make more use
of lexical cues for coherence. Blumenthal-Dramé (2021) ascribes the extent to which
German and English speakers rely on different sources of information (i.e. lexical or
contextual) to typological differences between the two languages under investigation.
One aspect that languages differ in is the extent to which meaning is encoded in
the linguistic signal, also referred to as the analytic-synthetic continuum. Synthetic
languages are characterized by heavy inflection, which encode distinctions such as
tense, syntactic role or word class. Examples of synthetic languages are Russian,



4. Across relations and languages
Connective facilitation interacts with relation, but not language 68

and, to a lesser extent, also German. To illustrate, consider the example in (34)
below:

(34) Du
you.1sg.nom

magst
like.2sg

deine
your.2sg.fem.acc

Nachbarin.
neighbor.sg.fem

‘You like your neighbor.’

Both the pronouns and the verb indicate person as well as number. In addition, the
pronouns indicate case and there is a special morpheme for gender on the noun. On
the other hand, more analytic languages (e.g. English, Mandarin Chinese) typically
lack inflectional morphology and have a low morpheme-to-word ratio. In the strong
sense, meaning in these languages often has to be inferred. Consider the English
translation of (34) above. The pronouns, as well as the verb, do not specify the
number. The reader would have to infer from the context whether you refers to one
or more addressees. Similarly, neighbor is underspecified for gender, which would also
need to be inferred. In German, this information is provided in the linguistic signal.

Given the fact that meaning is often encoded more explicitly in synthetic languages,
speakers of such languages have to infer less than speakers of analytic languages.
These typological differences with respect to the form of the language may influence
processing strategies. Speakers of analytic languages may be more prone to infer
meaning from contextual cues in general, whereas speakers of synthetic languages
may rely more on the linguistic signal. With respect to connectives, this suggests
that speakers of German, which is a synthetic language, are more affected by the
presence of a connective. Speakers of analytic languages, such as English, however,
are hypothesized to rely more on contextual cues, and therefore more easily infer the
discourse relation when a connective is absent (Blumenthal-Dramé, 2021).

Indeed, evidence from corpus research shows that relations are signaled more often
in German than in English. In parallel translated data, more connectives are added
in English to German translation, and more connectives are removed in German
to English translation (Becher, 2011; Yung et al., 2023). Whilst some reasons for
this are specific to the act of translation, there are also cross-linguistic differences
which could account for the higher level of connectives in German. In addition to
grammatical differences, according to Becher (2011), German speakers tend to use
more connectives than English speakers and German texts generally contain more
connectives to comply with these communicative norms. The ubiquitous presence of
connectives in German may lead German speakers to rely on them more in processing
than English speakers.
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4.3 The present study

Here, we present two self-paced reading experiments examining the effect of the
connective on subsequent processing. We test the causality-by-default hypothesis
(Sanders, 2005) by investigating whether the effect of relation marking is smaller
in result relations than in other relations (H1). Secondly, following Blumenthal-
Dramé (2021), we aim to examine whether the facilitative effect of the connective
on reading is indeed smaller in English, an analytic language, than in German, a
synthetic language (H2). We also hypothesize that the relation-dependent effect of
marking is larger in English than in German (H3).

4.4 Experiment 1: Comparing result to contrast

relations

In this first experiment, we compare the influence of the presence of a connective in
result and contrast relations. Like in Experiment 2, we test native speakers of
English and German.3

4.4.1 Methodology

Participants

In total, 220 participants were recruited via Prolific. Half of them were native speakers
of English who were based in the United States, and the other half were native
speakers of German and were living in Germany. None of the participants reported
any known language-related disorders. After excluding some participants from further
data analysis (see below), a total of 201 participants remained: 102 English (mean
age: 37; female: 49) and 99 German (mean age: 35; female: 39) native speakers.

Materials

The materials consisted of 20 items with result target relations and 16 items with
contrast target relations in a 2×2×2 design: language (we created English and
German versions of each item), connective presence (‘marking’, explicit vs. implicit),

3Neither Experiment 1 nor Experiment 2 was preregistered.
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and relation type (result vs. contrast). The target relations were embedded in a
communicative context. Example items for each condition can be found in Table 4.1.

For the result items, the explicit and implicit marking differed in the presence
of the connective ‘so’ in English and ‘deshalb’ in German. Since the presence of a
result connective influences word order in German, the tense of the second argu-
ment was always present perfect to keep the word order of the target region (in bold)
constant across conditions. The auxiliary verb was included in the pre-critical region,
as the connective follows the auxiliary in German. Although the syntactic structure
of the target region in the result relations is different across languages, this does
not confound our findings, since we are interested in the interaction of language with
relation marking, rather than a main effect of language. Note that within each lan-
guage, the syntactic structure is the same across relation marking. For the non-causal
relation, we chose to include the coordinating connectives ‘but’/‘aber ’, which would
allow the syntactic structure to be the same across conditions as well as languages.
The connective ‘but’ is used most frequently in contrast relations (Asr & Demberg,
2020).

We use a region-by-region self-paced reading paradigm, to ensure a single read-
ing time for all critical words in a sentence. This target region, presented in bold
in the examples above, is also the region in which the relation with the preceding
sentence becomes clear. This region is followed by a spill-over region, consisting of
the connective ‘and’ and an auxiliary verb phrase introducing the final clause. This
was done to prevent any wrap-up effects on the target region triggered by punctu-
ation in this region. Since no material can follow the verb in German, this had to
be another clause. To make the repetition of ‘and’ more natural, the target sen-
tence was embedded in a conversational context. Some of the materials were adapted
from Blumenthal-Dramé’s items (Blumenthal-Dramé, 2021), but some were newly
constructed.

Procedure

The experiment was hosted on PCIbex (Schwarz & Zehr, 2021). The items were dis-
tributed across different lists, such that every participant saw each item only once.
The experimental items were interspersed with 31 fillers from an unrelated exper-
iment, resulting in 67 items per list. Almost a quarter of the items was followed
by a comprehension question (n=16). The study took between 15-20 minutes and
participants received £3.
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Table 4.1: Example stimuli. The explicit condition contained the connective (in
italics), the implicit did not. The critical region is highlighted in bold,
the spillover is underlined. Chunk breaks are indicated with |.

Language result

English Finn had a date | with his girlfriend Daisy | at a new restau-
rant | last week. | His brother asked him | whether | the food
was good. | Finn answered, | “Not really. | Daisy | ate spoiled
fish | and (so) | she got stomach cramps | and had to |
throw up.”

German Finn hatte letzte Woche | ein Date | mit seiner Freundin Dag-
mar | in einem neuen Restaurant. | Sein Bruder fragte ihn, |
ob | das Essen gut war. | Finn antwortete: | "Nicht wirklich.
| Dagmar | aß verdorbenen Fisch | und hat (deshalb) | Ma-
genkrämpfe bekommen | und musste | sich übergeben."

contrast

English Khalil | was telling Eduardo | that he and his girlfriend |
disagree so often. | He asked | if Eduardo | always sees eye to
eye | with his girlfriend. | Eduardo replied, | "I don’t mind |
a white lie | {and, but} Jodie | is always honest | and was |
shocked | when she | heard me lie | the other day."

German Khalil | erzählte Mattheo, | dass er und seine Freundin | sich so
oft streiten. | Er fragte, | ob Mattheo | immer auf Augenhöhe
| mit seiner Freundin sei. | Mattheo antwortete: | "Ich habe
nichts | gegen eine Notlüge | {und, aber} Judith | ist immer
ehrlich | und war | schockiert, | als sie | mich letztens | lügen
hörte."



4. Across relations and languages
Connective facilitation interacts with relation, but not language 72

Analysis procedure

Data from participants (n=18) who scored less than 70% on the comprehension ques-
tions as well as from one participant who reported that they noticed typos was re-
moved. Upon checking the materials we found inconsistencies in two English items:
in one of the result items there was an inconsistency in the name and in one of the
contrast items a typo occurred. These items were removed from further data analy-
sis. Furthermore, we removed data from items (n=13) on which the participant spent
more than a minute, as this indicates that they may have taken a break. We also
removed reading times lower than 100 ms or above 2500 ms as well as log-transformed
reading time values 2.5 SD away from the participant’s mean.

Since some of the covariates are confounded with the factors of interest, we resid-
ualize the effect of these covariates by estimating these effects on the filler items. A
baseline model with log-transformed reading times of the filler items (excluding the
first and last region of each item) was fit with trial order, region position, region
length and their interaction with language as well as by-subject random intercepts
and slopes.4 The estimates of this model were used to predict reading times for the
experimental items. The difference between the observed and predicted reading times
(henceforth diffRT) on the regions of interest was then regressed on the factors of in-
terest. Binary predictor variables were deviation coded (German, implicit, contrast:
-1). Continuous predictors were centered and scaled. We aimed for a maximal ran-
dom effect structure, but removed intercept-slope correlations as well as those random
effects that explained the least variance in a step-wise manner until convergence was
reached.

4.4.2 Results

The output of the model can be found in Table 4.2 below and the fitted reading times
(diffRT) in each condition are plotted in Figures 4.1 and 4.2. The results show that
contrast relations were read slower than result relations in both regions. Note,
however, that there is also a significant interaction between relation and language in
the target region, suggesting that the effect of relation is larger in German than in
English in this region. This effect could be due to the differences in clause structure:
the target region in the German result relations was preceded by an auxiliary verb,
which might have facilitated processing of the target region. Such an auxiliary verb

4log(rt) ∼ trial*language + position*language + length*language + (1 + trial + length || subject)
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Figure 4.1: Fitted reading times (and standard error) of the target region per con-
dition, relation and language in Experiment 1.

Figure 4.2: Fitted reading times (and standard error) of the spill-over region per
condition, relation and language in Experiment 1.
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Table 4.2: Model output of Experiment 1 for the target and spill-over region.

target spill-over
β SE t p-value β SE t p-value

(Intercept) 33.05 5.47 6.05 <.001 32.85 3.38 9.71 <.001
marking -0.48 3.14 -0.15 .88 -3.92 2.15 -1.82 .08
relation -20.85 5.73 -3.64 <.001 -8.81 3.44 -2.56 .01
language 0.34 3.86 0.09 .93 6.59 2.56 2.58 .01
marking:relation 4.40 3.15 1.40 .17 3.54 2.15 1.64 .11
marking:language -0.66 2.62 -0.25 .80 -1.97 1.77 -1.11 .27
relation:language 20.48 4.23 4.85 <.001 3.79 2.63 1.44 .16
mark:rel:lang 3.07 2.62 1.17 .25 -1.23 1.77 -0.69 .49
Model formula (target): diffRT∼mark*rel*lang+(1+mark*lang||item)+(0+rel|subj)

Model formula (spill-over): diffRT∼mark*rel*lang+(1+mark+lang||item)+(0+rel|subj)

was not present for the German contrast relations, nor in either condition of the En-
glish items. A post-hoc analysis reveals that the simple effect of relation is significant
in German (β = 82.66, p <.001), but not in English (β = 0.73, p = .96).

Interestingly, we find no effect of relation marking on reading times in either the
target or the spill-over region. The hypothesized interaction between relation marking
and language is also not significant in either of the regions, nor is the interaction
between relation and marking, or their three-way interaction with language.

One possible explanation for the lack of a main effect of relation marking is that
the effect decreases throughout the experiment, because readers become familiar with
the manipulation (cf. Fine et al., 2013; Hoek et al., 2021b). We therefore conducted
a post-hoc analysis to explore whether trial number interacted with the effect of
condition.5 This two-way interaction was indeed significant (β: -5.17, SE = 2.35, t =
-2.20, p = .03), such that readers sped up more throughout the study in the explicit
items than in the implicit items. However, there was no effect of relation marking in
either half of the experiment.6

5Model formula: diffRT ∼ marking*relation*language+trial*marking*relation +

(1+marking*language||item)+(0 + relation||subj)
6Nor the interaction between trial number and relation type nor its three-way interaction with

relation marking was significant in either region.
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4.4.3 Discussion

This study aimed to examine whether the facilitative effect of connectives on on-line
processing differs across languages (English vs. German) and relation types (result
vs. contrast). We did not find any evidence that the effect of relation marking differs
per language. In fact, no effect of relation marking was found at all.

In line with previous research, contrast relations were read slower than result

relations. However, this effect size was different across languages and may therefore
have been confounded by the clause structure of the German result relations. Read-
ing times were shortest in these items, which was the only condition in which the
target region was preceded by an auxiliary verb. In addition, the effect of relation
was only significant for German, but not for English.

The fact that we do not find an effect of relation marking raises the question if the
lack of its interaction with language is mitigated by methodological limitations. We
chose to examine an earlier region, since this is the disambiguating region and previous
research has shown a more consistent effect of the connective in earlier regions (Cozijn
et al., 2011; Van Silfhout et al., 2015). However, the effect shows up neither in the
target region, nor in its spill-over, where it becomes apparent that a new clause has
started.

In this experiment, the target clause was reported speech, preceded by a short
context. Although reading such short texts could be argued to be more ecologically
valid than reading single sentences, these longer excerpts did require participants
to track more discourse entities. Possibly, this increased cognitive effort may have
led readers to process the discourse relation more shallowly. In addition, this longer
preceding context might have allowed readers to make better predictions about the
upcoming clause. As a result, there might have been less room for facilitation driven
by the connective. We note, however, that the effect of connectives and cue phrases
has been established in longer contexts in previous studies (Sanders & Noordman,
2000; Van Silfhout et al., 2015; Cozijn et al., 2011).

Another possibility is that the connectives used in the present study were not
salient enough. With the exception of German ‘deshalb’, all connectives were only two
to four letters long (so, and, but, aber). Previous studies often use longer connectives
or even cue phrases (Cozijn et al., 2011; Sanders & Noordman, 2000). The connectives
tested here were chosen for their naturalness in a (reported) speech context.

In addition, the contrast relations we tested often had parallel structures. Crible
& Pickering (2020) show that the effect of explicit relation marking (‘and’ vs. ‘but’) in
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contrast relations is smaller when the two clauses have a parallel structure, provid-
ing experimental evidence for the observation that parallellism serves as a non-lexical
signal for contrast relations, previously shown in corpus research (Das & Taboada,
2018b). Note, however, that this effect was only found when participants were re-
quired to overtly disambiguate the relation. It is unlikely that participants in our
study processed the discourse relation so deeply.

We note that all of these factors might have influenced the effect of the connective,
as well as its interaction with language and relation. We therefore conduct another
experiment to test our hypotheses with a modified design, which is presented below.

4.5 Experiment 2: Comparing result with

concession relations

Given that no effect of relation marking was found in Experiment 1, we test the same
hypotheses in another experiment, with some methodological changes. In particular,
we present participants with longer, more salient connectives, less context and a
different non-causal relation. Here, we directly follow the design of Blumenthal-Dramé
(2021).

4.5.1 Methodology

Participants

116 native speakers of English (mean age: 39, 56 male) and 144 native speakers of
German (mean age: 36, 65 male) participated in the experiment. They were recruited
from Prolific. Data from participants (n=6) who failed to answer less than 80% of
the comprehension questions correctly were excluded from further analysis.

Materials

Stimuli were taken from Blumenthal-Dramé (2021) with minimal modifications.7 As
in the original study, the materials consist of 44 English items and 32 German items.
The target relations consist of two coordinating clauses, connected by and (German:
und). In each language, there are four different versions for each item, depending on

7We correct two typos and changed the wording of a few items (n=4) in German to make them
clearer.
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their discourse relation and the presence of a connective. The clauses form either a
result or a concession relation, which is achieved by manipulating the first clause.
Within each item, the second clause is the same across conditions. Secondly, each
item is presented in an explicit (i.e. marked by a connective) and an implicit version.
Example stimuli can be found in Table 4.3. In the explicit condition, result relations
are marked by the connective ‘therefore’ and concession relations are expressed with
‘still’ in English. As per the original German stimuli, two different connectives are in-
cluded per relation: trotzdem/dennoch (still) for the concessive and deshalb/daher
(therefore) for the result relations. We add these connectives to all stimuli and
therefore have two different sets of the 32 items for the explicit condition for each
relation. Participants are shown equal numbers of stimuli with each of the different
connectives, i.e. 50% of the explicit concessive sentences shown to a participant
contain ‘dennoch’, the other 50% contain ‘trotzdem’. No connective (except the coor-
dinating conjunction ‘and’) was present in the implicit condition. The second clause
of each item contained the target region, which was used for further analysis. Fol-
lowing Blumenthal-Dramé (2021), the target region consisted of a critical word – a
lexical item at which the relation could be established – its spillover word and the
final word of the sentence.

In addition to these experimental items, 256 filler sentences were created in English
and 80 in German.8 The fillers differ to the original study, but similar to the critical
sentences, they have third person subjects with proper names. They do not contain
causal connectives.

Procedure

A word-by-word moving window self-paced reading task was implemented using Ibex
(Schwarz & Zehr, 2021). Participants were instructed to read in their natural pace
with the aim of understanding the sentences fully. After a short practice phase,
participants read a total of 96 sentences in German (16 experimental items) and
344 sentences in English (88 experimental items).9 The order of these sentences was
randomized for each participant. The German items were distributed across four

8The original study used 96 fillers in German. 16 of the German fillers in the current experiment
were similar to the experimental items, except that the coordinating conjunction ‘and’ was replaced
by a comma for a related experiment that is not reported here.

9Under a rapid expectation adaptation account (Fine et al., 2013), the smaller number of fillers
in German would be expected to mitigate the effect. However, we would expect the effect of relation
marking to be larger in German, thus the number of fillers bias against our hypothesis.
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Table 4.3: Example stimuli. The explicit setting contained the connective written
in italics, the implicit did not. The critical word is highlighted in bold.
The stimuli are from Blumenthal-Dramé (2021).

Language result

English Luis won a prize and (therefore) invested in new equipment.
German Anita war hochbegabt und übersprang (daher/deshalb) zwei

Klassen auf der Grundschule.
‘Anita was very gifted and (therefore) moved up two years
at primary school.’

concession

English Christopher had no money and (still) invested in new equip-
ment.

German Anita hatte eine Lernschwäche und übersprang (trotzdem/-
dennoch) zwei Klassen auf der Grundschule.
‘Anita had a learning disability and (still) moved up two
years at primary school.’

different lists such that each participant only saw each item once, with an equal
number of items from each condition (relation, presence of connective). Following
the original study, the English items were distributed across two different lists, where
each list contained an equal number of items from each condition (relation, presence
of connective), but contained the target clause twice (once in a concession and once
in a result relation).

About a quarter of the sentences were followed by a comprehension question with
two alternative answer options.10 The German study took on average 20 minutes to
complete and the English study around 45 minutes. Participants were compensated
at least £9 per hour.

Analysis Procedure

We removed reading times below 100 ms and above 2000 ms, as well as log-transformed
RTs that were more than 2.5 SD away from the participant’s mean. As in Experiment

10Since the comprehension questions were not openly available, they differed to those used in the
original experiment, but were formulated to fulfil the same criteria.
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1, we fit a baseline model on the filler data to estimate the effects of the covariates
and predict reading times for the experimental items.11 We calculate the difference
between the predicted and observed reading times (diffRT). We then summed these
diffRTs for each word of the target region in each item to approximate region read-
ing times as in our Experiment 1.12 As in Experiment 1, all continuous variables
were scaled and centered and binary predictors were sum-coded (German, implicit,
concession: -1).

4.5.2 Results

Unlike in Experiment 1, we find a main effect of relation marking (see Table 4.4). As
illustrated in Figure 4.3, reading times are shorter in the presence of a connective.13

This effect is larger in concession than in result relations. A post-hoc analysis
shows that the presence of a connective leads to shorter reading times in concession

relations (β = 21.22, SE = 6.92, p < .01), but not in result relations (β = -3.17, SE
= 6.85, p = .64).

We find no interaction between relation marking and language. In addition, the
hypothesized three-way interaction is also not significant. Numerically, the direction
of this interaction is even opposite to what was hypothesized: the interaction between
relation and relation marking is smaller in German than in English.

The German stimuli included two different connectives for each relation; ‘dennoch’,
‘trotzdem’ for concessive and ‘daher’, ‘deshalb’ for result. In a follow-up analysis
on the German subset of the data, we found that the two connectives did not sig-
nificantly influence reading times for neither the result relations (p = .79) nor the
concession relations (p = .13).

4.5.3 Discussion

Since we did not find evidence for any of the hypothesized effects, nor an effect of
relation marking, in Experiment 1, we set out to test our hypotheses with a different
design in Experiment 2. This experiment showed an interaction of relation marking

11We excluded the first, but not the last word of the filler items, since the experimental items
also contain reading times of the item-final word. Model formula: log(rt) ∼ trial*language +

wordpos*language + length*language + (1 + trial || subj)
12A word-by-word analysis of the target region is presented in the Appendix C.
13A post-hoc analysis shows no significant interaction between the effects of interest and trial

number.
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Figure 4.3: Fitted reading times of Experiment 2 per condition.

with relation, such that the effect of relation marking was larger in concession than
in result relations. The connective facilitated reading in concession relations, but
not in result relations.

The hypothesized interaction between relation marking and language was not
found, nor did we find evidence for the hypothesis that the causality-by-default hy-
pothesis holds in English, but not in German. Therefore, similar to Experiment 1,
Experiment 2 also does not provide any evidence that the effect of relation marking,
or its interaction with relation, differs across languages.

4.6 General discussion

This study set out to examine whether the facilitative effect of the connective is not
only relation-dependent, but also language-dependent. More specifically, we aimed
to examine whether connectives speed up reading times less in result relations com-
pared to other relations, as assumed by the causality-by-default hypothesis (Sanders,
2005). In addition, we hypothesized that the effect of the connective is larger in
German than in English, due to typological differences between the two languages
(Blumenthal-Dramé, 2021). For this purpose, we presented two self-paced reading
experiments. In Experiment 2, we indeed find that the effect of relation marking is
larger in concession relations (H1). However, in neither of these experiments did
we find a significant interaction between relation marking and language (H2). An
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Table 4.4: Model output for Experiment 2.

β SE t p

(Intercept) 4.03 4.22 0.96 .34
marking -7.42 2.52 -2.95 <.01
relation -4.51 2.47 -1.82 .07
language -18.45 4.22 -4.37 <.001
marking:relation 6.10 2.39 2.55 .01
marking:language 0.20 2.52 0.08 .94
relation:language 0.13 2.47 0.05 .96
marking:relation:language -4.41 2.39 -1.84 .07
Model formula: rt∼mark*rel*lang+(1+rel||item)+(0+mark|subj)

Table 4.5: Overview of results. Significance codes: ∗p < .05, ∗∗p < .01, ∗∗∗p <

.001.

Exp. 1 Exp. 2
Target Spill Target

marking n.s. n.s. ∗∗
relation ∗∗∗ ∗ n.s.
language n.s. ∗ ∗∗∗
marking:relation n.s. n.s. ∗
marking:language n.s. n.s. n.s.
relation:language ∗∗∗ n.s. n.s.
marking:relation:language n.s. n.s. n.s.

overview of the findings for each of the effects can be found in Table 4.6. Below, we
discuss their theoretical implications as well as how the methodological differences
between the studies might influence the findings.

4.6.1 The effects of relation marking and relation type

The main effect of interest is the influence of connectives on reading times. Connec-
tives have been shown to facilitate processing for a variety of languages and relations,
although this effect differs across relations and the time-course of the sentence (Millis
& Just, 1994; Cozijn et al., 2011; Van Silfhout et al., 2015). In the present study,
we find that the effect of relation marking is dependent on the relation, but do not
find strong evidence that connectives facilitate reading overall (i.e. regardless of re-
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lation). Data from Experiment 2 shows that the connective facilitates reading less
in result relations than in concession relations. More specifically, we find that
for concession relations, reading times are consistently shorter in the presence of a
connective. For result relations, this is not found to be the case. No effect of the
connective was found for result relations in Experiment 2.

One explanation for this finding comes from the causality-by-default hypothesis
(Sanders, 2005), which states that readers assume a causal relation between consecu-
tive discourse segments. A first prediction is that we should find a processing benefit
for causal relations. In Experiment 1, result relations are indeed read faster than
contrast. Note however, that this may have been confounded by differences in syn-
tactic structure. In addition, we do not find a significant main effect of relation in
Experiment 2. These findings of the effect of relation are thus not in favor of the
causality-by-default hypothesis.

Secondly, if readers assume a causal relation by default, a causal connective, such
as therefore, does not provide much additional information about the upcoming clause
and will not facilitate reading. For concession relations, however, readers will need
to update their assumption about the upcoming relation, and so the connective can
provide more additional information about the content of the upcoming clause. In
these cases, the causality-by-default hypothesis does assume a processing benefit for
the connective. This is also in line with our findings: in Experiment 2, we found a
facilitating effect of the connective for concession, but not for result relations.

Note, however, that in Experiment 2, the target region was sentence-final. Previous
research has shown that connectives mainly facilitate reading in clause-initial, but
not in clause-final regions (Cozijn et al., 2011; Van Silfhout et al., 2015). According
to Cozijn et al. (2011), this is due to the connective triggering a world-knowledge
inference at the end of the sentence, which requires more processing effort. Like the
causality-by-default hypothesis, such an inference process could also explain why the
connective does not facilitate processing for result relations in Experiment 2. Note,
however, that we examined an earlier region in Experiment 1, but did not find an
effect of relation marking in this region.

For concession relations, we do not see such a sentence-final slow-down induced
by the connective. On the contrary, even in the sentence-final region, there is a ben-
eficial effect of the connective. Thus, connectives can facilitate reading at the end of
the sentence, although this effect is relation-dependent (cf. Zufferey & Gygax, 2016).
With respect to world-knowledge inference, such a process is possibly not triggered
sentence-finally for non-causal relations. For concession relations, inferences are
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needed to establish the relation regardless of the presence of a connective. To illus-
trate, concession relations are also often referred to as violated expectation rela-
tions (Asr & Demberg, 2020). In order to establish the relation, the expectation that
is subsequently violated needs to be inferred. This suggests that a world-knowledge
inference will occur regardless of the presence of a concession connective. Still, the
connective can facilitate processing through propositional integration. Possibly, the
sentence-final facilitative effect of the connective in the case of the concession re-
lations might be attributed to a spill-over of earlier processing difficulty of implicit
relations, which was stronger for concession than for result.

4.6.2 Language-related differences in discourse processing

Experiment 2 shows that reading times are longer in German compared to English,
after controlling for differences in word length. Note, however, that the items are
different across languages and that we do not control for other factors that may differ
between the two languages, such as frequency and surprisal. For example, the English
stimuli mostly end on (highly frequent) temporal adverbs (e.g. ran a marathon last
month, lost the contest this summer), whereas due to grammatical constraints the
German stimuli cannot end on temporal adverbs. Instead, the German stimuli often
contain additional (new) information in the spill-over region (e.g. brought a spider
from Sicily, finished the marathon without problems), which does not only have higher
surprisal, but also contributes to the interpretation of the relation. In Experiment
1, in which the items were the same across languages, reading times of the spill-over
region were shorter in German than in English. However, in this experiment, syntactic
structure differed across languages in the result condition. This illustrates that in
cross-linguistic research, it is important to keep the material as well as data-collection
procedure as constant as possible between languages.

Crucially, the effect of interest, namely the interaction between relation mark-
ing and language, does not reach significance in any of the analyses presented here.
The hypothesis that the facilitative effect of the connective is different across lan-
guages therefore cannot be confirmed. Note, however, that the languages selected in
Blumenthal-Dramé (2021) as well as in our replication attempts are from the same
language family. In addition, they are not on extreme ends of the analytic-synthetic
continuum. For example, Chinese has even less inflection and is thus more analytic
than English. It is possible that differences in discourse-level processing emerge in
languages that are more distinct. However, as discussed in the introduction, the
facilitative effect of the connective has been replicated across language families in
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many different languages, including French (Grisot & Blochowiak, 2017) and Chinese
(Chen et al., 2019; Xu et al., 2018). Nevertheless, further research with more di-
verse languages is necessary to understand which aspects of discourse processing are
language-specific or universal.

4.6.3 Limitations

Finally, we present two methodological considerations. First, the stimuli in the im-
plicit condition all contain the word and (or und in German). Although and is an
underspecified connective, it does provide some information about the upcoming re-
lation. Importantly, it occurs more often within result than in contrast relations,
and only occurs extremely rarely in concession relations (Webber et al., 2019; Das
& Taboada, 2018b). Thus, even in the implicit condition, the result relation was
already marked, albeit underspecified. This could also explain the lack of an effect
in the result relations: the more specific result connective in the explicit condi-
tion provides only little additional information about the upcoming relation. With
respect to the concession relations, however, no information is provided by and in
the implicit condition. Thus, the concessive connective in the explicit condition
signals the relation much more clearly than and in the implicit condition, compared
to therefore vs. and for the result relations. This could also explain why there is a
larger processing benefit of the relation-specific connective for concession compared
to result relations.

Second, a methodological difference between the experiments in the present study
is that Experiment 1 used chunked self-paced reading. The reason for this is that
there is often not a single word that disambiguates the relation. For comparability,
we therefore summed the reading times in Experiment 2. Still, it is possible that power
is decreased in chunked compared to word-by-word reading. A further disadvantage
of chunked self-paced reading is that this method is less time-sensitive. The word-
by-word self-paced reading task allowed for further analyses on the time course of
the effect, revealing for instance that the effect of relation in Experiment 2 reaches
significance in the spill-over and sentence-final region, but not in the critical region,
whereas its interaction with marking shows up in all regions but the final region.
However, note that additional analyses also inflate the chances of a Type II error.
It is therefore important that researchers have a priori hypotheses about where the
effects show up, or conduct an analysis that takes this into account.
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4.7 Conclusion

Connectives are an important source of information when establishing coherence
(cf. Chapter 3), but how they influence discourse processing might depend on a vari-
ety of factors. In this chapter, we presented two experiments investigating two such
factors: the causality of the discourse relation (corresponding to Research Goal 2 in
Chapter 1) and the typology of the language (Research Goal 4). In both experiments,
we fail to find evidence that the effect of connective on discourse processing is larger
in German than in English. Thus, the present study provides no evidence that ty-
pological differences between languages, specifically the extent to which meaning is
encoded in the linguistic signal, affects discourse processing. However, with respect to
the causality of the relation, we do find differences in readers’ sensitivity to the pres-
ence of a connective. Specifically, relation marking facilitated reading in concession

relations, but we found no evidence for this in result relation. These findings are
in line with the causality-by-default hypothesis. An alternative explanation would be
that result relations are more expected than concession relations and that these
differences in predictability explain the facilitating effect of the connective. This will
be investigated in the next chapter.
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Chapter 5

Across levels of predictability

Examining connective facilitation
through relation and semantic
prediction

Previous studies have argued that connectives help readers to integrate the arguments
of the discourse relation (e.g. Cozijn et al., 2011, see also Chapter 3), as shown by
the connective facilitating the processing of subsequent material (e.g. Sanders & No-
ordman, 2000; Van Silfhout et al., 2015, see also Chapter 4). Another explanation
for this effect is that the presence of a connective allows readers to predict upcoming
material more accurately. Indeed, comprehenders have been shown to make predic-
tions at various linguistic levels (Kuperberg & Jaeger, 2016; Heilbron et al., 2022),
but it is unclear whether discourse relation processing is also predictive. Here, we
investigate whether the predictability of the discourse relation facilitates processing,
teasing apart predictions about the relation type and the content of the relation.
We obtain measures of relation type and content predictability from a continuation
task and show that the presence of a connective increases the predictability of the
relation type and, as a result, of the semantic content. In a self-paced reading and
an eye-tracking experiment, we find that more predictable content is read faster.
More predictable relation types also led to shorter reading times, but only because
they facilitated predictions about the content. When the facilitating effect of con-
tent predictions was taken into account, more predictable relations resulted in longer
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first-pass duration. The presence of a connective also facilitated reading, but we did
not find evidence that this was due to the connective facilitating predictions about
the upcoming relation type and content. Thus, we find no evidence that the role of
connectives in discourse processing is dependent on the predictability of the relation.1

1The Pretest and Experiment 1 is based on (and in parts identical to) the following publica-
tion: Marchal, M., Scholman, M.C.J., Sanders, T.J.M., & Demberg, V. (2024). What processing
instructions do connectives provide? Modeling the facilitative effect of the connective. In Pro-
ceedings of the 46th Annual Meeting of the Cognitive Science Society (pp. 3435–3441). Together
with Experiment 2, this work is prepared for publication in a journal: Marchal, M., Scholman,
M.C.J., Sanders, T.J.M. & Demberg, V. (in prep.). Predicting discourse relations: Understanding
the facilitating effect of the connective.
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5.1 Introduction

During language processing, comprehenders continuously predict upcoming material.
For example, when hearing The boy will eat, listeners show anticipatory looks to ob-
jects that can plausibly follow this predicate (e.g. the cake and not the ball, Altmann &
Kamide, 1999). This prediction also influences processing during reading. Predictable
words (i.e. words with higher cloze probability) are read faster and are more likely to
be skipped (Staub, 2015; Rayner et al., 2011). In line with an information-theoretic
account of language processing, the predictability of a word is often operationalized as
surprisal, the negative log probability of the word given the context. Indeed, there is
substantial evidence that the relation between the probability of the upcoming word
and its processing difficulty, as indexed by various measures, is logarithmic rather
than linear (Smith & Levy, 2013; De Varda et al., 2023; Wilcox et al., 2023, 2024).
Since surprisal refers to the extent to which the word cannot be predicted, we will
refer to this as unexpectedness (cf. Heilbron et al., 2022).

Predictive language processing occurs at various levels (Kuperberg & Jaeger, 2016;
Heilbron et al., 2022): reading times and brain responses have been found to be influ-
enced separately by measures of phonemic, lexical, syntactic and semantic unexpect-
edness (Heilbron et al., 2022; Giulianelli et al., 2023). This processing is hierarchical,
in that predictions about upcoming phonemes are constrained by information at other
levels, such as syntactic and semantic information (Heilbron et al., 2022). Thus, read-
ers predict phonemic, lexical, syntactic and semantic information and these various
levels interact with each other.

Comprehenders have also been argued to make predictions at the level of discourse
relations (Kehler et al., 2008; Rohde & Horton, 2014; Scholman et al., 2017, 2024b).
However, the extent to which predictions about the type of discourse relation facili-
tates the processing of those relations during natural reading is still unknown. Earlier
work on the processing of discourse relations has mostly focused on the role of bottom-
up processes in establishing discourse relations (cf. Cozijn et al., 2011; Chen et al.,
2019, see also Chapter 2, Section 2.5). The first goal of this study is to investigate an
expectation-driven account of discourse relation processing during reading (cf. Kehler
et al., 2008). More specifically, we examine whether discourse relation unexpectedness
inhibits reading, while also controlling for semantic and local unexpectedness.

Secondly, the presence of a relation signal, such as a connective, has been shown to
facilitate processing, especially in the region directly following it (Cozijn et al., 2011;
Van Silfhout et al., 2014, 2015). This has been attributed to facilitated propositional
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integration (Cozijn et al., 2011). However, this effect could also be attributed to the
connective reducing the unexpectedness of the upcoming relation type and the se-
mantic content of the second argument. The second goal of this chapter is therefore
to provide more insight into the role of the connective in discourse processing, by
examining whether connective facilitation is partly explained by reduced unexpect-
edness in the presence of a connective. Furthermore, we investigate whether there is
an additional effect of the connective beyond effects of unexpectedness.

Below, we first review earlier findings on predictions at the discourse level as well
as the effect of the connective on reading. Next, we discuss the operationalization of
the unexpectedness of the upcoming discourse relation, semantic content and lexical-
syntactic material in the current study and how it is influenced by the presence of
a connective. We then present two reading experiments examining how unexpected-
ness at various linguistic levels as well as connective presence influences processing
difficulty.

5.2 Background

5.2.1 Predicting discourse relations

In their expectation-driven account of discourse relations, Kehler et al. (2008) ar-
gue that readers are assumed to continually predict which discourse relation type
(e.g. result, contrast) will follow. For example, when reading Lisa was tired, read-
ers might make predictions about whether the text will next discuss why Lisa was
tired (i.e. a reason relation) or what she is going to do about her tiredness (i.e. a
result relation). Kehler et al. (2008) show that the interpretation of ambiguous pro-
nouns depends on the discourse relation in which the pronoun occurs, in addition to
the availability of the referent argued in earlier work. Since processing is incremental,
readers must predict the upcoming discourse relation to arrive at an (initial) inter-
pretation of the pronoun. Kehler et al. (2008) also suggest that expectations about
the upcoming discourse relation will influence processing difficulty, but provide no
empirical evidence for this.

Various studies have shown that material that is in line with the predicted discourse
relation is processed faster. In line with Kehler’s (2008) expectation-driven account,
Mak & Sanders (2013) show that pronoun interpretation is indeed facilitated by
expectations about causality. Pronouns referring to the first noun of the preceding
sentence are processed faster when preceded by a verb that induced an expectation for
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causality (as in 35), than in a context that does not elicit an expectation for causality
(as in 36).

(35) The protester was fined by the policemen, when he broke the rules during the
demonstration.

(36) The protester spoke with the policemen, when he broke the rules during the
demonstration.

Such a facilitative effect on the pronoun is canceled when the expectation about
causality is denied by the presence of a non-causal connective, such as but (Koornneef
& Sanders, 2013).

Furthermore, empirical evidence that readers predict discourse relations comes
from studies investigating the processing difficulty of connectives, which signal the
upcoming discourse relation. For example, Scholman et al. (2024b) show that on
the other hand is processed faster when it is preceded by on the one hand. On the
one hand thus seem to elicit predictions of an upcoming contrast relation. This
facilitating effect of on the one hand on on the other hand is modulated by whether
the predicted contrast relation has already been satisfied (Scholman et al., 2017),
suggesting that readers update their expectations about discourse relations (see also
Hoek et al., 2021a). Similarly, Schwab & Liu (2020) show that the processing of the
contrastive connective but is facilitated by lexical (true/sure ... but) and contextual
cues (contrastive information) in the preceding context. Thus, expectations about
discourse relations elicited by lexical and contextual cues facilitate the processing of
connectives and sentence-initial pronouns that are in line with the predicted discourse
relation.

Additional evidence that readers are indeed able to make predictions about upcom-
ing discourse relations comes from a study by Rohde & Horton (2014). In a training
phase, participants listened to sentence pairs with either a cause or consequence

relation and saw a visual cue on either the left or right side of the screen, consistent
with the discourse relation. Participants who had learned this mapping showed an-
ticipatory looks to the location that the predicted relation mapped to based on an
implicit causality or consequentiality verb in the prompt. This shows that readers can
make predictions at the discourse-structural level and that these predictions are truly
anticipatory. However, the paradigm is not very natural and might not generalize to
natural reading. In addition, most of the studies discussed above make use of cues
that strongly bias predictions for a specific discourse relation. Whether readers make
predictions at such an abstract level during reading in less constraining contexts and
how this influences the processing of the discourse relation itself is still unknown.
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Processing different relation types

Different types of discourse relations have been shown to be more difficult to pro-
cess than other relations. For example, cause relations are easier to process than
concession relations (Xu et al., 2015, 2018), problem-solution relations compared
to list relations (Sanders & Noordman, 2000) and objective relations compared to
subjective relations (Traxler et al., 1997; Canestrelli et al., 2013; Wei et al., 2021).
Similarly, connectives that mark relations that are more difficult to process have been
shown to be more difficult to process themselves as well (Köhne-Fuetterer et al., 2021;
Politzer-Ahles et al., 2017, see discussion in Section 3.5.2). In a bottom-up integra-
tion account of discourse relation processing, these differences have been attributed
to differences in the cognitive complexity of the relation type. Following a Cogni-
tive Approach to Coherence Relations (Sanders et al., 1992; Hoek et al., 2019a, see
also Chapter 2), concessive relations are more complex than causal relations, because
concession has a negative polarity.

However, these findings on processing differences between relations can also be
explained by an expectation-driven account of discourse processing: the processing
difficulty of a relation type is determined by its unexpectedness, with unexpected
relation types yielding more processing cost (cf. Mulder, 2008). Indeed, the pro-
cessing advantage of reason and result relations could be explained by their high
predictability: In continuation studies, participants often provide continuations that
are causally related to the prompt (Simner & Pickering, 2005; Murray, 1997; Mulder,
2008). Mulder (2008, Chapter 5) directly relates this to differences in the processing
cost of various relation types. A continuation study showed that problem-solution
relations are more expected than cause-consequence relations and list relations.
In a subsequent reading study, problem-solution relations were read faster than the
other two relations. This suggests that the predictability of discourse relation types
could indeed explain differences in processing difficulty. However, previous studies
have mostly focused on the differences in processing difficulty between different rela-
tion types. Here, we examine whether differences in unexpectedness can also explain
differences in processing difficulty within the same relation type to avoid differences
in cognitive complexity.

Predicting the content of the relation

During discourse relation processing, readers might not only make predictions about
the upcoming relation type, but also of its content. Returning to the example of
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Lisa being tired, readers might also predict whether the reason for Lisa’s tiredness is
that she did not get any sleep last night or that she had just finished a marathon.
Further evidence for such predictions about the content of the relation is provided
in Section 5.2.2 below. The unexpectedness of the relation type and of the semantic
content have often been confounded in previous work (cf. Mulder, 2008). In fact,
the unexpectedness of the content of the relation could also explain relation type
differences in processing difficulty. The content of more unexpected relation types
(e.g. contrast) might be more difficult to predict (i.e. there might be one likely
consequence for a given event, but many different contrasting events). In order to
find evidence for relation type prediction, the unexpectedness of the content should
thus also be taken into account. We will refer to such predictions about the content of
the relation as semantic predictions, as opposed to relation predictions which concern
the type of relation that is predicted. Finally, how the second argument is formulated
likely also influences the processing difficulty of the discourse relation. For example,
less frequent (i.e. more unexpected words) have been shown to be more difficult to
process than more frequent words (Scarborough et al., 1977). These predictions about
the lexical-syntactic form of the content will be referred to as local predictions. We
will discuss how we operationalize and distinguish different levels of unexpectedness
in Section 5.4 below.

5.2.2 Connectives in discourse relation processing

Above, we argue that the predictability of the upcoming discourse relation type and
content could facilitate processing. This expectation-driven account could also ex-
plain the facilitating effect of the connective found in previous research (Sanders &
Noordman, 2000; Cozijn et al., 2011; Van Silfhout et al., 2015, see also Chapter 4).
The clause-initial region, directly following the connective, is read faster in the pres-
ence of a connective, compared to when no connective is present Cozijn et al. (2011);
Van Silfhout et al. (2015). No such effect, or even the opposite effect, has been found
for clause-final regions, with longer reading times for sentences with a connective than
with no connective (Cozijn et al., 2011; Van Silfhout et al., 2015). The clause-initial
speed-up is attributed to the connective informing the reader how the clauses relate
to each other (i.e. establishing the discourse relation, Cozijn et al., 2011). This has
also been referred to as ‘propositional integration’. Sentence-final slow down occurs
due to the connective triggering a ‘world-knowledge inference’, in which the reader
derives the relation and verifies its truth value using the reader’s existing mental
representation of the world.
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In an expectation-driven account of discourse processing, the connective reduces
the unexpectedness of the discourse relation, which in turn should facilitate process-
ing. The processing gain provided by a connective can then be defined as the difference
in this unexpectedness of the discourse relation with and without the connective. If
a connective is not ambiguous (i.e. there is only a single relation that can (plausibly)
follow the connective), the relation is fully predictable. However, in the absence of a
connective, the relation type is more difficult to predict. Relation surprisal will thus
usually be higher in the implicit condition than in the explicit condition. As a result,
processing the relation will be more effortful and lead to longer reading times when
no connective is present.

Connectives in different relation types

This expectation-driven account for the facilitating effect of the connective also pre-
dicts that the effect of a connective is larger when the relation type is unexpected
in the absence of a connective - all other things being equal. In other words, the
processing gain is higher when the connective signals an unexpected relation type.
Indeed, previous research has shown that the benefit of a connective is smaller in some
relation types than in others (Murray, 1997, see also Chapter 4). This has been at-
tributed to cognitive preferences for interpreting text as being causal (Sanders, 2005)
and continuous (Segal et al., 1991, i.e. an integration account), but these preferences
could also be interpreted as general expectations for causal and continuous relations
(cf. Murray, 1997; Asr & Demberg, 2012). As discussed in Section 3.4, these general
expectations for causal and continuous relations have been shown to influence the
presence of relation marking, in line with the Uniform Information Density hypoth-
esis (Frank & Jaeger, 2008): the more unexpected a relation is, the more likely it
is that the relation is marked by a connective (Asr & Demberg, 2012, see also Asr
& Demberg, 2013, 2015). However, these experimental studies have not evaluated
whether context-specific differences in discourse relation unexpectedness explain that
the effect of connective presence is dependent on the relation type. Interestingly,
Asr & Demberg (2012) do not find that the presence of an implicit causality verb,
a contextual cue that has been shown to elicit expectations for causal relations (e.g.
Kehler et al., 2008), influences the probability of relation marking.

Predicting the content of the relation

Furthermore, connectives also elicit expectations about the content of the upcoming
segment. Köhne-Fuetterer et al. (2021) find that readers show anticipatory looks to
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referents that are plausible given the connective. In addition, if the gender-marked
adjective is not in line with this prediction, it elicits a larger N400 response (Köhne-
Fuetterer et al., 2021). The processing of this predicted material is subsequently
facilitated. EEG studies in both English and German have shown that connectives
attenuate N400 effects for words that are predictable based on the connective (Köhne-
Fuetterer et al., 2021; Xiang & Kuperberg, 2015). To illustrate, Xiang & Kuperberg
(2015) had participants read sentence pairs as in (37) and (38).

(37) Meghan aced the test. She went home and celebrated wildly.

(38) Meghan failed the test. Even so, she went home and celebrated wildly.

They find that the N400 response to celebrated is smaller in the presence of the
connective even so, than when there was no connective (as in Example 37). They
argue that in the connective condition, readers could predict more accurately which
event might follow.

In this scenario, the processing benefit provided by the connective is due to the
upcoming material being semantically more predictable. The connective thus likely
influences not only the predictability of the upcoming relation type, but also of the
following content (cf. Jin & de Marneffe, 2015). This could also explain why Asr &
Demberg (2012) find a higher proportion of connectives after implicit causality verbs,
despite the fact that these verbs elicit expectations for causal relations. Although the
relation type is predictable after an implicit causality verb, the specific content is not.
Thus, both the unexpectedness of the relation as well as the semantic content seem
to influence language processing.

Finally, the connective might influence expectations about how how the predicted
discourse relation and semantic content is formulated at the lexical-syntactic level.
This could in part also account for the facilitating effect of the connective, since there
is likely a larger number of possible upcoming syntactic structures for a clause that
does not start with a connective than for those that do. This factor will therefore
also be taken into account.

5.3 The present study

In the above section, we saw that readers have been argued to make predictions at
various levels of language processing (Kuperberg & Jaeger, 2016; Heilbron et al., 2022;
Giulianelli et al., 2023), including discourse relations (Kehler et al., 2008). However,



5. Across levels of predictability
Examining connective facilitation through relation and semantic prediction 96

empirical evidence for discourse relation prediction is limited, as previous studies fo-
cused on the role of integration in discourse relation processing. Furthermore, we
aim to tease apart whether the processing difficulty of discourse relations can be at-
tributed to the unexpectedness of the relation type or of the semantic content. More
specifically, in this study, we investigate an expectation-driven account of discourse
processing, by examining whether predictions about the relation type and the seman-
tic content facilitates reading, while controlling for local measures of unexpectedness.
Our first research question is as follows:

RQ1 Do lexical-syntactic, semantic and relation predictability influence processing
during reading beyond other levels of predictability?

Furthermore, previous studies have shown that the presence of a connective leads to
faster processing of the material directly following it (Cozijn et al., 2011; Van Silfhout
et al., 2014, 2015). This benefit of the connective has been attributed to facilitated
propositional integration (Cozijn et al., 2011), i.e. establishing which discourse rela-
tion holds between the two propositions. Here, we examine whether this effect can be
attributed to predictions about the discourse relation type and its content. We hy-
pothesize that the connective makes the upcoming material more predictable, which
in turn facilitates processing. More specifically, the connective can elicit predictions
about the local, semantic and/or discourse relation level. This predicts that (at least
part of) the variance explained by the connective is explained through variation in
local, semantic and relation predictability. Our second research question is thus:

RQ2 Can the processing benefit of the connective be explained by predictability at
the relation, semantic or lexical-syntactic level?

Finally, it could be the case that the connective indeed enhances the predictability
of upcoming material, but that this is not the only cause of connective facilitation
and that other processes, such as propositional integration, also play a role. In other
words, the connective might additionally influence processing difficulty directly, in-
dependently from facilitating effects of prediction. We therefore investigate a third
research question:

RQ3 Is there an additional direct effect of the connective on processing beyond its
effect through facilitated prediction?
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5.4 Pretest: Operationalizing unexpectedness

In the present study, we will examine whether relation unexpectedness influences
processing beyond other levels at which readers might make predictions. More specif-
ically, we examine whether a result relation is read faster when this relation type
is more expected given the context (i.e. has lower surprisal), independent of how ex-
pected the semantic and lexical-syntactic content of the result relation is. We do
this by separately estimating relation, semantic and lexical-syntactic unexpectedness
and examining how they influence reading times. In addition, we analyze how the
presence of a connective influences each of level of unexpectedness and how this factor
directly and indirectly predicts processing difficulty. In this section, we describe how
we obtained different measures of unexpectedness. The relation between these factors
and processing difficulty will be discussed in the next section.

We define relation unexpectedness as the negative log probability of the relation
given the preceding context (i.e. relation surprisal):

Surp(rel) = −log2 p(rel|context) (5.1)

Secondly, we examine predictions about the content of the discourse relation, re-
ferred to as semantic predictions. To isolate semantic predictability, we consider
semantic information value (Giulianelli et al., 2023). Semantic information value has
been shown to predict processing difficulty similarly and complementarily to GPT
surprisal (Giulianelli et al., 2023). It quantifies predictability of an utterance y given
a context x as its distance d to plausible alternatives (Acontext):

SIV (y|context) = d(y, Acontext) (5.2)

By considering how close the meaning of an utterance is to that of plausible alterna-
tives, this measure captures that the content is semantically expected if other likely
continuations carry a similar meaning.

Finally, we also consider the surprisal of lower-level lexical-syntactic material, since
some syntactic structures or lexical wordings are more difficult to process than others.
This is operationalized as empty context GPT2 surprisal. The preceding discourse
context is not included to ensure that this measure is not conflated with higher levels
of predictability.
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5.4.1 Methodology

To estimate relation surprisal and semantic information value for the items in the
reading study, we conducted a story continuation pretest.

Participants

One hundred and sixty native speakers of English (mean age: 39 years, range: 20-79
years; 87 female), recruited via Prolific, participated in the experiment.

Materials

The materials consisted of 24 items, which all had the following structure: (i) an
introductory sentence, (ii) a sentence that was the first argument of the relation,
(iii) a pronoun and (iv) a target region. This target region, which was not shown
to the participants in the pretest, would later be presented in the reading study
and disambiguated the discourse relation. There were four versions for every item,
following a 2x2 design. All versions within an item ended with the same target region,
but differed in (a) whether the sentence containing the target region started with a
connective and thus the relation was signaled (i.e. explicit) or not (i.e. implicit),
and (b) whether the target region was either highly predictable or less predictable
depending on the context. The latter distinction was implemented to ensure variation
in the semantic predictability of our items and was based on an earlier pretest (see
Appendix D). This distinction is not relevant for subsequent analyses, since the
goal of the current pretest is to obtain a continuous measure of relation and semantic
predictability that is estimated for each condition and context separately. An example
of the different contexts for an item is shown below:

(39) Angela used to live in a small flat in Atlanta.

a. She didn’t pay rent for months. {Therefore, she} / {She} ...

b. She had over fifteen cats. {Therefore, she} / {She} ...

target: was evicted

Procedure

The items were distributed across 8 lists, each containing 12 experimental items (3 in
each condition), as well as 18 fillers (6 implicit relations, 6 relations with “then" and
6 with “because"). Every list was completed by 20 participants, who were instructed
to provide a logical continuation to the prompt.
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Analysis

Data of a participant who repeated the prompt without providing a continuation
was removed and replaced with that of a new participant. The continuations were
analyzed for their relation and the event. Relation annotation was done by the first
author, according to the PDTB3 guidelines.2 All items in the explicit condition were
coded as result relations. 10% of the data was double-annotated. Inter-annotator
agreement was sufficient (k = .65 [.50, .79], AC1 = .84 [.76, .91]). Relation sur-
prisal was obtained by taking the log probability of the target relation per item per
condition.

To estimate semantic predictability, we followed Giulianelli et al. (2023)’s ap-
proach. Continuations were first cleaned by removing typos and repeated pronouns.
Subsequently, sentence embeddings were obtained for each continuation, as well as
the target event, using Sentence-BERT (Reimers & Gurevych, 2019). For every item,
we took the mean Euclidean distance between the continuations and the target region
per condition.3

Relation surprisal and semantic information value both take into account the pre-
ceding context, but they do not account for the fact that the specific formulation
of the expected relation or content also influences processing difficulty. For exam-
ple, given a prediction that Angela will have to leave the flat, processing was evicted
might be more or less surprising than was kicked out. For this reason, we added
another measure of surprisal, using GPT-2 to calculate surprisal of the target region
to capture item-related differences in local surprisal (LS). We excluded the preceding
context when calculating LS to ensure that this LLM surprisal was not influenced
by relation- and semantic-level predictions. We did include the connective as well as
the pronoun in the preceding context, since some syntactic structures or lexical items
might be more expected following a connective than others.

A prerequisite for the hypothesis that enhanced predictability explains connec-
tive facilitation is that relation and semantic unexpectedness are indeed lower in the
presence of a connective. However, relation unexpectedness might also influence the
unexpectedness of the semantic content: If the relation is unpredictable, the semantic
content of that relation will be so too. As a result, the connective could also indirectly
influence semantic unexpectedness by reducing relation surprisal.

2The features +BELIEF and +SPEECHACT were excluded.
3These parameters (mean vs. min; Euclidean vs. cosine) were selected, because they are the

strongest predictors of reading times (see Table 6 in Giulianelli et al., 2023)
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Figure 5.1: Structure of the piecewise structural equation model.

One way to model such indirect effects are structural equation models (SEM).
This is a type of path model that allows for estimating hypothesized direct and in-
direct effects between predictor, mediator and outcome variables. The structure of
such a model is often illustrated using arrows between the variables in the model (see
Figure 5.1), with the arrows representing relationships between the variables. The
variables with incoming arrows are referred to as endogenous variables (i.e. they are
all variables that are predicted). Variables with both incoming and outgoing arrows
are mediator variables. Direct effects (or single paths, e.g. connective → relation
surprisal) are estimated as the standardized effect of a predictor on an endogenous
variable. The indirect effect of a predictor through a mediator on an outcome vari-
able (e.g. connective → relation surprisal → semantic information value) is then the
product of these single paths. The total effect of a predictor on a response variable is
the sum of all direct and indirect paths. Traditionally, these paths are estimated by
estimating the covariances among all variables in the model simultaneously (i.e. global
estimation). However, this requires a large amount of data in order to obtain suf-
ficient power. Furthermore, traditional SEM approaches do not allow for complex
variance structures like in multi-level regression models.

An alternative way of estimating the model is based on graph theory (Shipley,
2000). This approach is also referred to as local estimation or piecewise SEM (Shipley,
2000; Lefcheck, 2016). As the name suggests, in piecewise SEM, each path is estimated
locally. That is, the model is made up of separate multiple regression models for
each endogenous variable. To test whether the predetermined path model fits the
data, tests of directed separation are conducted, which evaluate whether there are
relationships in the data that are not specified in the model. These can be summarized
in a single statistic of model fit: the Fisher’s C. A non-significant C statistic, which is
analogous to the χ2 statistic with 2 degrees of freedom, reflects that the null hypothesis
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Table 5.1: Mean (standard error) per predictability measure per condition.

Explicit Implicit
LS 15.20 (0.53) 16.30 (0.51)

SIV 1.00 (0.03) 1.05 (0.02)
RS 0.00 (0.00) 0.81 (0.15)

Table 5.2: Correlation coefficients between the three predictability measures. * in-
dicates significance at the .05 level.

LS SIV
SIV .07
RS -.07 .30*

that the data are not significantly different from the model cannot be rejected, and
thus reflects good fit. The paths of a piecewise SEM model can be interpreted as one
variable leading to another variable. The coefficients of these paths can be used to
calculate indirect effects. To ensure that the coefficient (and standard error) estimates
of the separate regression models were stable, we bootstrapped each individual model
(10k iterations) using boot (Angelo Canty & B. D. Ripley, 2024) and bootmer (for
mixed-effects models, Bates & Sarkar, 2007). These bootstrapped estimates were
then used to obtain indirect and total effects using semEff (Murphy, 2022).

5.4.2 Descriptives

A summary of the unexpectedness measures per condition is presented in Table 5.1.
Semantic information value (SIV) and relation surprisal (RS), but not the other un-
expectedness measures, were found to be correlated (r = .30 [.11, .47], p < .01), as
shown in Table 5.2. The piecewise SEM illustrated in Figure 5.1 revealed a good fit
(Fisher’s C = 4.22, df = 6, p = .65), with no other significant paths as shown by
tests of directed separation (p > .33). The bootstrapped estimates of the effect are
presented in Table 5.3.

As expected, the presence of a connective significantly predicts the surprisal of
the upcoming relation. For SIV and LS, connective presence was not a significant
predictor. Although the connective does not directly affect SIV, there is a significant
indirect effect of SIV through RS: the connective reduces RS, which in turn reduces
SIV. In other words, the connective helps readers to make a more accurate prediction
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Table 5.3: Direct and indirect effects of connectives, predictability measures and
length on the different predictability measures. * indicates significance
at the .05 level. Paths refer to Figure 5.1

predictor path type β SE 95% CI
LS conn c direct .15 .08 [-.01,.30]

length f direct .62 .06 [.48,.72] *
SIV conn b direct .02 .11 [-.20,.24]

length e direct .27 .08 [-.11,-.41] *
RS d direct .32 .08 [.18,.47]
conn ad indirect -.16 .04 [-.25,-.09] *

RS conn a direct -.50 .05 [-.58,-.41] *

about the upcoming relation, which in turn helps them to predict the content of the
relation more accurately.4

According to the Uniform Information Density Hypothesis, relations should only
be signaled by a connective if they are unexpected. Readers may therefore expect
content that is more surprising when the relation is signaled (i.e. in the explicit
condition).5 If so, the content of result continuations in the implicit condition
should be more similar to each other than those in the explicit condition. We therefore
calculated the average cosine similarity between all result continuations for each item
and condition. A pairwise t-test revealed no significant difference in average cosine
similarity in the explicit (mean = 0.20, SD = 0.06) vs. the implicit (mean = 0.19, SD
= 0.06) condition (t(46) = 1.34, p = .19).

In sum, we indeed find evidence that the connective reduces the unexpectedness of
upcoming material, specifically with respect to the upcoming relation and indirectly
to the content of that relation. In the next section, we examine whether these factors
also influence processing.

4It is also possible that readers’ predictions about upcoming content are through association, in
which case semantic prediction would influence relation prediction rather than vice versa. However,
here we assume that the context raises a question-under-discussion that leads to a prediction about
the relation type (Clifton Jr & Frazier, 2012; Kehler & Rohde, 2017) and in turn about the content
of such a relation.

5This would not show up in the analysis above, since the positive relation between relation
surprisal and semantic information value might be driven by those continuations in the implicit
condition that are not result relations.



5. Across levels of predictability
Examining connective facilitation through relation and semantic prediction 103

5.5 Experiment 1: Self-paced reading

The previous section described how we obtained measures of predictability at various
levels and that the presence of a connective (indirectly) reduces the unexpectedness of
the upcoming relation and content. Crucially, we are interested into what effects these
factors have on on-line processing. Does unexpectedness at the relation, semantic
and local level disrupt reading? And does the connective facilitate reading directly
or indirectly (i.e. by reducing relation surprisal)? To answer these questions, we here
present a self-paced reading study.

5.5.1 Methodology

Materials

The 24 items from the pretest were included in the self-paced reading task. A spill-over
sentence was added to prevent item-level wrap-up effects. This spill-over sentence was
the same across conditions. An example item in the exp condition is shown below.
Reading times were measured on the target region (here in bold). The items were
divided in multi-word chunks, illustrated with forward slashes here, that participants
would see one at the time. The target region was never the last chunk of a line.

(40) Angela used to live / in a small flat / in Atlanta. / She didn’t pay rent / for
months. / She / was evicted / by her landlord. / Angela decided / to move
to a rural area.

All items and regions were similar in length across conditions. The target region
was between 2 and 5 words long (8-22 characters, mean = 15.8) and the spill-over re-
gion consisted of 1 to 3 words (8-18 characters, mean = 12.6). The preceding context
was on average 18 words long in both predictability conditions (81-133 characters,
mean = 105.4), with one less word in the implicit condition. The difference in context
length between conditions was maximally 3 words.6 The experimental items were dis-
persed with 28 fillers, which contained different coherence relations and connectives.
The items were divided across four lists, with each list containing 6 items in every
condition. In addition, verification statements were constructed for half of the items.

6There is one exception, in which the item was 11 words longer in the item with higher pre-
dictability.
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Participants

In total, 129 adult native speakers from English, living in the United States, partici-
pated in the experiment. They were recruited from Prolific and did not participate in
any of the pretests. After removing data from participants who failed the attention
check, data from 121 participants (mean age: 37; range: 19-71 years; 54 female) were
left for analysis.

Procedure

Participants read the items in a non-cumulative moving window self-paced paradigm,
implemented in PCIbex (Schwarz & Zehr, 2021). They first saw three practice trials,
before moving on to the 52 trials of the experiment itself. Participants were randomly
assigned to one of four lists. The order of the items was pseudo-randomized for every
participant, such that no two items in the same condition followed each other. Half
of the items were followed by verification statements. Participants were given the
opportunity to take a break half-way through the reading task.

Analysis

Data from participants (n=8) who answered less than 70% of the verification state-
ments correctly were removed from analysis.7 In addition, we removed data from
trials (n=6) in which participants spent more than a minute, as this might indicate
that they took a break from the experiment. Furthermore, we removed reading times
on the target region that were above 2000 ms (n=40) or below 100 ms (n=2), as
well as reading times that were more than 2.5 SD away from the participant’s mean
(n=78), removing 4.1% of the data points for the target region. 2782 data points
were left for analysis. The reading times of the region preceding and following the
target region were cleaned in a similar manner, excluding 3.6% and 4.00% of reading
times for these regions respectively.

Log-transformed reading times of the target region were analyzed in a mixed-
effects regression model. As in the analysis above, connective presence was sum-coded
(exp as -1; imp as 1). The model also contained the three predictability measures, as

7Responses to four items were removed before this analysis, since either the overall accuracy was
very low (< 60%, n = 3), indicating that the questions were too difficult, or participants commented
that the question was ambiguous.
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Figure 5.2: Structure of the piecewise structural equation model including reading
times with the new paths highlighted.

well as trial number and length in characters.8 All continuous variables were centered
and scaled. We started out with a maximal random effect structure, but removed
those random effects that did not improve model fit (α = .2), following (Matuschek
et al., 2017), to reduce unnecessary complexity of the model.

5.5.2 Results

The raw reading times per region are plotted in Figure 5.3. As can be seen, on average
the reading times are higher in the implicit condition. However, these raw means do
not take into account variation between participants and items, nor the effects of
length, trial and the unexpectedness predictors. The regression model on reading
times was added to the piecewise SEM outlined in the previous structure, resulting
in the structure illustrated in Figure 5.2. The model again achieved good fit (Fisher’s
C = 12.24, df = 12, p = .43) with no significant tests of directed separation. The
bootstrapped estimates of the effects are provided in Table 5.4. Note that adding
these paths does not change the estimates of the intermediate paths presented in 5.3.

Our first research question is whether the different measures of predictability in-
fluence reading times, and specifically if we can find evidence for relation prediction.

8To account for rapid expectation adaptation effects (Fine et al., 2013), we tested whether the
effect of the various predictors of interest changes over the course of the experiment in a separate
model. The interaction between trial number and the other predictors were not significant.
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Figure 5.3: Mean reading time per condition per region. Error bars represent 2
standard errors.

The fitted reading times of the linear regression model are visualized in Figure 5.4.
With respect to local surprisal, this effect did not reach significance, as shown in Table
5.4. Semantic information value, however, does significantly predict reading times,
such that higher SIV is associated with longer reading times. There is no direct ef-
fect of relation surprisal on reading times, but in total, higher RS is associated with
slower reading due to a significant indirect effect of RS through SIV. As discussed in
the previous section, higher relation unexpectedness leads to higher semantic unex-
pectedness, which in turn influences reading times. In other words, higher relation
surprisal leads to longer reading times, because it increases semantic unexpectedness.

Secondly, we focus on the effect of the connective. More specifically, we are inter-
ested in whether the effect of the connective facilitates reading through facilitating
prediction, and whether there is an additional effect of connective presence. First of
all, we replicate earlier studies that the target region is read faster in the presence
of a connective. To examine whether this processing benefit can be explained by en-
hanced prediction, we inspect whether there is an indirect effect of the connective on
reading times. Surprisingly, this is not the case, despite the fact that most individual
paths (a, d and i) are significant. In other words, we find evidence that the connective
reduces the unexpectedness of the upcoming relation and, as a result, of the semantic
content as well as that lower unexpectedness of the discourse relation is associated
with faster reading by reducing the unexpectedness of the semantic content, but we
do not find that the connective facilitates reading by reducing unexpectedness. We
thus find no evidence that the facilitative effect of the connective can be attributed
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Figure 5.4: The direct effect of the different predictability measures on fitted reading
times of the target region.

Table 5.4: Direct, indirect and total effects of the predictors on reading times. *
indicates significance at the .05 level. Paths refer to Figure 5.2. Effects
of the paths a-f can be found in Table 5.3.

predictor path type β SE 95% CI
conn g direct -.06 .01 [-.08,-.03] *
length k direct .13 .01 [.11,.16] *
trial l direct -.11 .01 [-.13,-.09] *
LS j direct .02 .02 [-.01,.05]
SIV i direct .03 .01 [.01,.05] *
RS h direct .02 .01 [-.01,.04]
conn ah+adi+bi+cj indirect -.01 .01 [-.02,.01]
length ei+fj indirect .02 .01 [.02,.04] *
RS di indirect .01 .00 [.00,.02] *
conn g+ah+adi+bi+cj total -.07 .01 [-.09,-.05] *
length k+ei+fj total .15 .01 [.13,.18] *
RS h+di total .03 .01 [.01,.05] *
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to more accurate predictions about the upcoming relation type and content. Instead,
we find a strong direct effect of the connective, suggesting that there is an additional
effect of the connective.

5.5.3 Discussion

The self-paced reading study reveals that different levels of unexpectedness indeed
facilitate processing. More specifically, we found evidence that higher relation sur-
prisal and semantic information value predict longer reading times. However, they
do not do so independently: relation surprisal leads to shorter reading times through
semantic information value. This suggests that relation prediction facilitates reading
by allowing readers to make more accurate predictions about the upcoming content.

We replicated earlier findings that the presence of a connective speeds up reading
of the clause-initial material following it. Despite finding that semantic and relation
prediction facilitate processing, and that the connective reduces relation surprisal
(and indirectly semantic information value) as discussed in Section 5.4.1, we did not
observe that the connective facilitates reading through the unexpectedness of the
discourse relation and content. In other words, we did not find evidence that the
connective leads to faster reading times because it enables comprehenders to predict
the upcoming relation type and content.

Instead, the presence of a connective directly predicted reading times. There are
two possible explanations for this. Firstly, our estimates of the unexpectedness of
the relation and semantic content might be inaccurate. This would lead to these
measures not capturing differences related to the presence of a connective well, and
their effects being attributed to the unexpectedness of the connective directly. We
will return to this issue in Section 5.7. The other option is that the facilitating effect
of the connective cannot (fully) be explained through reducing unexpectedness. In
this scenario, there must be another process that leads to connective facilitation,
e.g. propositional integration. Note that self-paced reading measures conflate early
and late processes, on which connectives and surprisal might have differential effects.
Possibly, the connective also facilitates reading through prediction, but only in early
processes. We therefore aimed to replicate these effects in an eye-tracking experiment.
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5.6 Experiment 2: Eye-tracking

As outlined above, self-paced reading measures do not provide insights into which
stages of processing are influenced by the predictors. More specifically, measures of
predictability have been found to affect early processes (cf. De Varda et al., 2023).
As discussed in Section 3.5.2, connectives have been found to facilitate both early
processes, as shown by shorter first-pass duration and similar measures (Van Silfhout
et al., 2014, 2015; Cozijn et al., 2011), but also later processes, reflected in shorter
total fixation times and fewer and shorter regressions (Van Silfhout et al., 2015; Cozijn
et al., 2011).

We therefore conducted an eye-tracking experiment to distinguish whether these
early effects could be attributed to the connective leading to enhanced prediction
and the later effects to integration processes. In line with previous literature, we
hypothesized that the effect of the connective would show up both in early (first-
pass duration) and late measures (total fixation time, regression out probability).
More specifically, we predicted the influence of the connective in early processes to
(partly) reflect its effect on predictability. This would be reflected in negative effects
of relation surprisal and semantic information value (and possibly local surprisal) on
reading times (either directly, or indirectly), as well as an indirect of the connective on
reading times through these measures of predictability. For late measures, we expect
the effect of the connective to mainly be direct, reflecting ease of integration. However,
previous research also reveals effects of surprisal on later measures (De Varda et al.,
2023; Wilcox et al., 2023; Giulianelli et al., 2023). We therefore also expect that
surprisal influences later-pass reading.

5.6.1 Methodology

Participants

79 native speakers of English (age range: 18-36 years; mean age 22 years; 32 fe-
male, 1 non-binary) participated in an eye-tracking experiment.9 They were recruited
through adverts at the University of Edinburgh10 and Saarland University11 and re-

9Due to technical issues, demographic data of 21 participants was lost.
10The study was approved by the PPLS ethics committee.
11The study was approved by the Deutsche Gesellschaft für Sprachwissenschaft Ethics Committee,

see Chapter 2, Section 2.4
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ceived monetary compensation. All participants had normal or corrected-to-normal
vision.

Materials

The materials consisted of the same 24 items as in the self-paced reading study with
minor modifications to adapt to British English. The connective nor the critical re-
gion never appeared at the start or the end of a line. The experimental items were
combined with 76 fillers that were similar in length, partly from unrelated experi-
ments.

Procedure

Participants were seated at a distance of approximately 60 cm from the monitor and
rested their head on a chin-rest. Participants’ eye-movements were monitored by an
SL Research EyeLink 1000, tracking the participant’s right eye. The eye-tracker was
calibrated and validated using 11 points. The participant was instructed to read the
passages at a natural pace, pressing space bar to continue to the next trial. Two
practice trials were displayed. Before presentation of each passage, a fixation mark
appeared at the position of the first word of the first sentence. The stories were
presented in their entirety on the screen, in a pseudo-randomized, but fixed order.
After reading half of the items, participants took a short break from reading and
performed two other tasks,12 before continuing with the eye-tracking experiment.
To encourage reading for meaning, participants were presented with a verification
statement about story content following 25% of the items. On average, the whole
session took approximately an hour.

Analysis

The data was manually reviewed for vertical drift correction and automatically cleaned
in DataViewer, such that fixations shorter than 80ms were merged with fixations
within 0.5 degrees. Subsequently, fixations shorter than 80ms were removed. Data
from one participant was excluded from further data analysis due to low (< 70%)
accuracy on the verification statements. In addition, data from 32 individual trials
was removed due to low data quality.

12These tasks consisted of a short version of the Raven’s Progressive Matrices Test and the Author
Recognition Task.



5. Across levels of predictability
Examining connective facilitation through relation and semantic prediction 111

Figure 5.5: Mean reading time per condition per region. Error bars represent 2
standard errors.

Two reading measures were computed: first pass duration (FP) and total fixation
duration (TF). First pass duration is the time spent on a non-skipped region before
exiting the region in any direction. Total fixation duration is the sum of all fixations
on a region, regardless of whether this is during first pass or during a regression to
that region. We excluded reading times that were more than 2.5 SD away from the
participants’ mean per region (for the critical region, this consisted of 0.89% of FP
and 2.48% of TF). The procedure for analyzing the reading measures was similar to
that of the self-paced reading times, described in Section 5.5.1.

5.6.2 Results

The first-pass duration and total fixation duration per condition and region are visual-
ized in Figure 5.5. When adding the reading models to the piecewise SEM introduced
in Section 5.4.2, there was a significant test of directed separation. Unintentionally,
trial number significantly predicted local surprisal.13 We therefore included trial
number into the structural equation model, yielding the model structure illustrated
in Figure 5.6. Note that this modification did not qualitatively change the relation
between the connective and the different predictability measures as described in Sec-
tion 5.4.2. This updated model yielded good fit for both measures (Fisher’s C =
8.85, df = 10, p = .55) with no significant tests of directed separation. The estimated
effects can be found in Table 5.5.

13Note that the item order for the eye-tracking, but not for the self-paced reading study was fixed.
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Table 5.5: Direct, indirect and total effects of the predictors on first-pass duration
and total fixation duration. * indicates significance at the .05 level.
Paths refer to Figure 5.6.

FP TF
predictor path type β 95% CI β 95% CI
conn g direct -.10 [-.15,-.05] * -.06 [-.10,-.01] *
length k direct .18 [.13,.25] * .23 [.16,.27] *
trial l direct -.06 [-.09,.01] -.02 [-.10,.01]
LS j direct .10 [.02,.15] * .07 [.03,.15] *
SIV i direct .08 [.04,.13] * .14 [.10,.19] *
RS h direct -.07 [-.13,-.03] * -.02 [-.07,.03]
conn ah,adi,bi,cj indirect .04 [.01,.08] * .00 [-.04,.04]
length ei,fj indirect .09 [.03,.13] * .09 [.05,.14] *
trial mj indirect .03 [.00,.05] * .02 [.00,.04] *
RS di indirect .03 [.01,.05] * .05 [.02,.08] *
conn g,ah,adi,bi,cj total -.06 [-.10,-.01] * -.06 [-.10,-.01] *
length k,ei,fj total .26 [.22,.32] * .32 [.26,.36] *
trial l,mj total -.04 [-.07,.03] -.00 [-.07,.03]
RS h,di total -.05 [-.10,-.00] * .03 [-.04,.08]
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Figure 5.6: Structure of the piecewise structural equation model for the eye-tracking
data. Paths for the reading measures are highlighted.

First, we examine whether we find evidence that the different measures of pre-
dictability affect the reading measures. For both reading measures, we find a signif-
icant effect of local surprisal: as illustrated in Figure 5.7, higher LS leads to longer
reading times. Note that this could theoretically also be partly attributed to the
order of presentation: there is a significant indirect positive effect of trial number on
reading times. However, this is contrary to what is mostly found for the effect of trial
on reading and is also the trend for the direct effect of trial: that participants read
faster over the course of an experiment. This suggests that LS affects reading times,
despite an effect of trial number.

Furthermore, for both reading measures, the finding from the self-paced reading
study that high semantic information value predicts longer reading times is replicated
(see also Figure 5.7). Also in line with Experiment 1, there is again a positive indirect
effect of relation surprisal, suggesting that the positive effect of relation prediction
on content prediction influences both first-pass and total fixation duration. Contrary
to Experiment 1, however, we also find a significant direct effect of relation surprisal
for first-pass duration. As can be seen in Figure 5.7, this is in the opposite direction
from what was predicted: When taking into account the effect of other measures of
predictability, lower relation surprisal predicts longer first-pass duration. In other
words, when relation prediction does not facilitate semantic prediction, it slows read-
ers down.

With respect to the facilitating effect of the connective, we find that the connective
influences first-pass duration as well as total fixation duration. For first-pass duration,
we find an indirect effect, but in the opposite direction from what we hypothesized:
The effect of a connective across the different measures of unexpectedness leads to
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Figure 5.7: The direct effects of the different predictability measures on fitted first-
pass duration (FP) and total fixation duration (TF) of the target
region.

slower reading. This is due to the negative direct effect of relation surprisal on
reading times, since all other paths are in the expected direction. As in the self-paced
reading experiment, we also find a direct effect of the connective for both reading
measures. This suggests that the effect of the connective cannot be explained by
enhanced prediction. On the contrary, we find that the connective inhibits reading
through predictability, at least in first-pass duration, to the negative effect of relation
surprisal on reading times.

5.6.3 Discussion

The goal of the eye-tracking experiment was to replicate the findings in the self-paced
reading study and examine if there were differences in the effects on early and late
processes, as indicated by first-pass duration and total fixation duration respectively.
In general, the effects were fairly consistent across the two measures. We found
significant direct effects of local surprisal on both eye-tracking reading measures, such
that material that was more unexpected was read slower. In addition, for both these
measures, content that is more predictable was read faster, as shown by a significant
direct effect of semantic information value. We also found an indirect effect of relation
surprisal on reading times through semantic information value for both measures,
suggesting that relation types that are more predictable help readers to make more
accurate predictions about the content, which in turn facilitates reading. Surprisingly,
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however, this does not mean that relations that are more expected are read faster.
When controlling for effects of semantic unexpectedness, more unexpected relation
types led to shorter first-pass duration.

How can this positive effect of relation unexpectedness on reading times be ex-
plained? One possibility is that readers might expect a more informative (and thus
more unexpected) continuation when the relation type is highly predictable, espe-
cially when it is marked by a connective (cf. Rohde et al., 2022). This would suggest
that the unexpectedness of the content slows down reading less when it is marked
with a connective. However, a post-hoc analysis showed no interaction between the
presence of a connective and content unexpectedness (β = 0.01, SE = 0.01, t =
0.83, p = .41).14 In addition, in the pretest (Section 5.4), we found no evidence that
readers’ off-line expectations about the content of signaled result relations is less
predictable. Another option is that predictions about relation types only facilitate
reading when the content of the relation is also predicted correctly (cf. the indirect
effect of relation unexpectedness on reading times). If the content is not in line with
what was predicted, readers might need to recompute if this unexpected content is
still in line with the predicted relation type. This would then result in longer reading
times, even when the relation type is predictable. However, further research is needed
to examine this hypothesis.

With respect to the connective, we replicated the finding from the self-paced read-
ing study and earlier work showing that the connective facilitates processing of the
material directly following it. However, contrary to our expectations, we did not
find that this effect could be attributed to facilitated prediction. In fact, for first-
pass reading, the effect of the connective through the predictability measures was
even positive, suggesting that the effect that the presence of a connective has on the
unexpectedness of the relation slows reading down. As in the self-paced reading ex-
periment, the facilitating effect of the connective was independent from predictability
effects. We will discuss the interpretation of this finding in the next section.

5.7 General discussion

This study set out to examine the role of prediction in the processing of discourse
relations. Specifically, we investigated whether the unexpectedness of the relation

14Model formula: log(rt) ∼ conn * SIV + LS + RS + trial + length + (1 + LS + trial

| subj) + (0 + conn + length | item)
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type as well as its content influences the reading of result relations. The unexpect-
edness of the relation type in each item and condition was operationalized as relation
surprisal, the negative log probability of the relation type given the context. This was
obtained from continuations provided by participants in a pretest. From this pretest,
we also estimated the unexpectedness of the content of the relation, by calculating
the semantic information value (the average semantic distance between the provided
continuations and the target, as in Giulianelli et al., 2023). In addition, we controlled
for lexical-syntactic unexpectedness, estimated with empty-context GPT2 surprisal.

In a subsequent self-paced reading and an eye-tracking experiment, we examined
whether these measures predict the reading times of result relations. We hypoth-
esized that lower unexpectedness would lead to shorter reading times. Across all
reading measures, we indeed found that content that was less unexpected was read
faster. This content was easier to predict when the relation type was also less unex-
pected. As a result, reading times on all measures were faster when the relation type
could be predicted, but only when this resulted in more accurate predictions about
the content. In other words, there was a positive indirect effect of relation surprisal
through semantic information value. However, when controlling for the effect of se-
mantic unexpectedness, result relations were read slower when this relation type
is more expected. Possibly, readers confirm their prediction about the relation type
when the content is different from what they expected. However, further research is
needed to replicate this effect and investigate this hypothesis.

These findings also suggest that differences in processing difficulty between re-
lation types (e.g. Sanders & Noordman, 2000; Xu et al., 2015, see also Chapter 2,
Section 2.5.2) cannot be explained by the unexpectedness of these relation types, but
may rather be due to differences in cognitive complexity or default interpretations
(Sanders, 2005). Although some relation types are more expected than others and
these relations also require more processing difficulty (cf. Mulder, 2008), we do not
find evidence that the unexpectedness of the relation type independently inhibits
reading. Instead, we find that result relations were read slower when this relation
type was more expected, at least in first-pass duration. However, we do find that
the content of more unexpected relation types is more difficult to predict and hence
relation unexpectedness inhibits reading in some cases. Possibly, differences between
relation types can partly be explained by differences in the unexpectedness of the con-
tent of such relations. The content of concession relations might be more difficult
to predict than of result relations.
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A second goal of this study was to investigate whether the facilitating effect of
the connective on processing is due to the connective enabling readers to make more
accurate predictions about the following relation type and semantic content. The
pretest shows that the presence of a connective indeed reduces the unexpectedness
of the relation type and in doing so, also that of the semantic content. In addition,
we replicate earlier findings that the presence of a connective facilitates clause-initial
reading (e.g. Cozijn et al., 2011; Van Silfhout et al., 2014). However, we did not
find evidence that the facilitative effect of the connective could be attributed to the
connective reducing the unexpectedness of the upcoming material. On the contrary,
for first-pass duration we found that the effect of the connective on the unexpected-
ness of the relation type slowed readers down, due to more expected relations being
read slower, as discussed above. Instead, the facilitating effect of the connective was
independent from effects of unexpectedness.

Our findings thus suggest that connectives provide more ‘processing instructions’
(cf. Van Silfhout et al., 2015) than updating predictions on the upcoming relation type
and content. What then constitutes the facilitating effect of the connective? Possi-
bly, propositional integration is a purely bottom-up process that is not influenced by
expectations about the relation type from the preceding context. Establishing the
discourse relation is simply easier in the presence of a connective as linguistic input
on the type of relation. Another possibility is that the presence of a connective in-
fluences readers’ processing strategy. Indeed, connectives have been shown to trigger
more, but shorter, regressions (Van Silfhout et al., 2015). With respect to the reading
times of the relation itself, readers might process the material following the connec-
tive more shallowly, only to process the relation more deeply at sentence wrap-up,
reflected in longer reading at this region (Millis & Just, 1994; Cozijn et al., 2011).
However, further research is needed to explore these suggestions. Here we show that
the facilitating effect of the connective cannot fully be explained by differences in
unexpectedness.

Finally, we examined whether readers might expect less predictable content in
relations signaled with a connective. However, we did not find any evidence for this.
In the pretest, the content of result continuations was similar in the explicit and
implicit condition. In addition, the effect of the unexpectedness of the content on
reading times was not significantly modified by the presence of a connective.

Our findings were consistent across reading times from self-paced reading and early
and late eye-tracking measures, which strengthens our findings. The only differences
were that the surprising negative effect of relation unexpectedness was only found for
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first-pass duration, which also resulted in a positive indirect effect of the connective for
this measure. This effect should be replicated in future work. In addition, the effect of
local surprisal was only found to be significant in the eye-tracking experiment. Note
that this measure of unexpectedness did not take into account the preceding content,
contrary to the other measures of unexpectedness. Possibly, contextual effects are
more pronounced in self-paced reading due to the incremental presentation of the
stimuli (Koornneef, 2021).

5.7.1 Limitations

There are several limitations to our study. First of all, we rely on the assumption that
our estimates of the unexpectedness of the relation type and the semantic content
are accurate. If they are not, their effect on processing difficulty might be attributed
to other factors in the model (e.g. the connective). There are several factors that
might influence the accuracy of our unexpectedness estimates. For example, readers’
predictions generated in off-line tasks might be different from those generated in on-
line tasks (cf. Staub et al., 2015). In addition, to estimate the unexpectedness of the
type and content of the relation, we sampled from a limited number (n=20) of human
continuations. The accuracy of these measures likely increases with sample size (cf.
Giulianelli et al., 2023). Furthermore, we used a large language model to estimate
the semantic similarity of those continuations to our target continuations, but it is
unclear how similar this is to human similarity measures. Finally, if the language
model or participants generating unexpectedness measures are not adapted to the
readers in the processing study, these estimates will be less accurate (cf. Škrjanec
et al., 2023). Nevertheless, the fact that these measures captured some variation
in reading times and the consistency across different reading measures suggests that
they are somewhat accurate. Further research, possibly with different measures of
predictability or larger sample sizes both for obtaining the estimates and for assessing
processing difficulty, should validate the findings of this study.

A second limitation is that we only investigated a single relation type: result re-
lations. Effects of the unexpectedness of the relation type might be more pronounced
when examining a wider variety of relation types. Furthermore, the predictability of
result relations might be especially high, because readers have been argued to infer
causal relations by default (Sanders, 2005). To combat this, we ensured variation in
the predictability of our items (see Appendix D). In addition, we chose to investigate
a single relation type to keep factors such as cognitive complexity constant. Further
research could examine whether the effect of the unexpectedness of the relation type



5. Across levels of predictability
Examining connective facilitation through relation and semantic prediction 119

is stronger when considering other relation types and whether this factor can explain
differences in processing difficulty between relation types.

Finally, we acknowledge that reading times do not allow for measuring prediction
processes directly, as processing difficulty is measured when the material is presented.
Effects of unexpectedness could thus also reflect other processes, such as integration
difficulty (Wong et al., 2024). We consider our study as a first investigation on the
role of prediction in discourse relation processing during natural reading.

5.8 Conclusion

In this chapter, we examined whether readers’ sensitivity to linguistic signals depends
on characteristics of the discourse relation (Research Goal 2 in Chapter 1). More
specifically, we investigated how the facilitative effect of the connective relates to the
predictability of the discourse relation. We hypothesized that the connective enables
readers to make more accurate predictions about the upcoming discourse relation type
and the content of the second argument, which would facilitate reading that argument.
The pretest showed that the relation type is indeed more predictable in the presence
of a connective, which in turn allows for more accurate predictions about the content.
The relation was read faster when preceded by a connective, replicating findings from
earlier studies (see also Chapter 4, Experiment 2), but the facilitating effect of the
connective on on-line processing was independent from effects of predictability in
all reading measures. We thus find no evidence that readers are more sensitive to
the presence of a connective when the relation type is less predictable. In the next
chapter, we examine whether the processing of result relations is also facilitated
when signaled by a non-connective cue.
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Part III

Beyond connectives



Chapter 6

Beyond words

Clause structure as a cue for
discourse relations

The previous chapters examined the role of the connective in reading, showing that
they facilitate on-line processing. In this chapter, we expand this line of research to
other discourse relation signals, since much less is known about how these signals in-
fluence the processing and representation of discourse relations (cf. Chapter 3). More
specifically, we investigate readers’ sensitivity to a non-lexical cue: clause structure.
The primary function of this cue is not in agreement with that of the discourse rela-
tion it signals (cf. Chapter 3). They can therefore only be acquired through statistical
information. These systematic correlations have been argued to influence phonolog-
ical, syntactic and lexical processing, but it is still unknown to what extent these
correlations influence discourse-level processing. We address this question by exam-
ining whether clause type serves as a cue for discourse relations. A continuation task
shows that readers’ expectations about upcoming discourse relations is influenced by
the co-occurrence of gerund free adjuncts and specific discourse relations found in
natural language. However, we did not find evidence that clause structure facilitates
the on-line processing of these discourse relations in a self-paced reading task, nor
that readers have a preference for these relations in a paraphrase selection task. The
present research extends previous research on discourse relation processing, which
mostly focused on lexical cues, by examining the role of non-semantic cues. We show
that readers are aware of correlations between clause structure and discourse relations
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in natural language, but that, unlike what has been found for lexical cues, this in-
formation does not seem to influence on-line processing and discourse interpretation.
Thus, readers’ sensitivity to linguistic signals in establishing coherence depends on
characteristics of the signal itself.1

1This chapter is based on (and in parts identical to) the following publication: Marchal, M.,
Scholman, M.C.J., & Demberg, V. (2023). How statistical correlations influence discourse-level pro-
cessing: Clause type as a cue for discourse relations. Journal of Experimental Psychology: Learning,
Memory & Cognition, 50 (5), 796-807. doi:10.1037/xlm0001270
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6.1 Introduction

Lexical-semantic and syntactic-structural information are important sources of infor-
mation for constructing meaning at the sentence level. Syntactic structure reveals
who did what to whom and when, while lexical-semantic elements convey more infor-
mation about the identity of these entities. At the discourse level, lexical-semantic
information has also been shown to play a crucial role. As discussed in Chapter
3, connectives provide ‘processing instructions’ on how the reader should relate the
information in different propositions. Much less is known about which other types
of information from the text inform the reader how to construct discourse relations
between textual elements. In the present study, we focus on whether and how non-
lexical information helps readers establish relations between parts of the text. More
specifically, we examine how statistical correlations between a linguistic phenomenon
(i.e. clause structure) and discourse relations influence various aspects of discourse
processing and comprehension.

The information that readers obtain from a linguistic signal is not always deter-
ministic, but comprehenders still need to construct meaning from it. Words, but also
utterances, are often ambiguous or polysemous, yielding multiple possible interpreta-
tions. In some cases, the intended meaning can be deduced from the context. If such
contextual information is not available or insufficient, readers are able to exploit the
probabilistic meaning of lexical items. For example, Asr & Demberg (2020) show that
readers’ interpretation of the ambiguous connectives but and although corresponds to
their distributional meaning in production, where although is more strongly associated
with a concessive meaning compared to but. Thus, comprehenders rely on statistical
correlations between lexical elements and the discourse structure to infer meaning
from text.

To obtain a better understanding of how readers construct meaning from the lin-
guistic signal, we need to gain more insight into which linguistic information they
take into account when processing a text. Beyond lexical items, there are many
other linguistic signals, including syntactic information, that can correlate with a
specific meaning or interpretation in natural language. These signal∼meaning corre-
lations can enrich comprehenders’ language representation and help them to construct
meaning from text. We hypothesize that readers’ sensitivity to these correlations in-
fluences their processing similarly to lexical information: the cues can affect how a
text is interpreted and elicit expectations about upcoming material.
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To illustrate, tense has been shown to co-occur frequently with specific chronolog-
ical ordering of events. Two subsequent clauses in simple past tense often describe
subsequent events, as in (41a) below, though the events can also happen simultane-
ously (see (41b)).

(41) a. Jade picked up some groceries. She visited her grandmother.

b. Jade picked up some groceries. She saw an old friend.

Readers can use this statistical information about the relation between tense and
the temporal order of the events to create expectations about upcoming events or to
interpret how the events are structured in time. Whether comprehenders are indeed
sensitive to this type of information is an open question, however. Statistical regu-
larities have been shown to influence phonological, lexical and syntactic processing
(cf. Saffran et al., 1996; Savic et al., 2022; Maye et al., 2002), but it is not yet clear
whether readers are also sensitive to co-occurrence at the discourse level.

The present study sets out to investigate to what extent non-lexical cues can
affect discourse-level processing, by examining how clause structure influences readers’
processing of discourse relations. The clause structure we focus on are gerund free
adjuncts (GFAs). These are subordinate clauses that start with a present participle,
as in (42) (GFA between square brackets).

(42) [Walking to school,] the girl sang a song.

We hypothesize that it is particularly the information provided by the structure of the
clause (encoded in the present participle) that yields information about upcoming dis-
course relations due to its co-occurrence with specific discourse relations, independent
of semantic cues.

We examine the effect of this clause structure on several aspects of discourse rela-
tion processing. In the next section, we will first review previous research on discourse
relational cues and their influence on discourse processing, which inform our research
questions and hypotheses in the following section. Section 6.4 presents a corpus inves-
tigation, which examined the co-occurrences of discourse relations with this specific
clause type. The corpus data revealed a specific distribution of discourse relations
that GFAs occur with in natural language, distinct from the relational distribution
of non-GFAs. Our findings show that GFA often co-occur with causal relations, cor-
roborating previous studies suggesting that this clause type signals result relations
(Danlos et al., 2018; Hoek & Scholman, 2023). Sections 6.5 through 6.7 present a
series of experiments following up on these findings, which investigate several aspects
of discourse processing and comprehension.
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6.2 Background

6.2.1 The effect of discourse relational cues

Various types of discourse relational cues have been shown to influence discourse pro-
cessing and representation. One of the most well-studied type of cues is connectives
(see also Chapter 3, Section 3.5.1 and 3.5.2). However, as discussed in Chapter 3 (Sec-
tion 3.6), connectives are highly informative, specialized, immutable lexical signals for
discourse relations. Non-connective signals do not adhere to these features and might
therefore be less likely to facilitate processing, since they are less salient and informa-
tive. Indeed, findings on the role of non-connective signals for discourse relations are
mixed. Crible (2021) found that the presence of negation in the first argument cancels
out processing difficulty associated with concession relations. However, Grisot &
Blochowiak (2017) find no evidence that tense, which was shown to be a signal of
temporal relations in corpus research, facilitates reading of such relations.

Note that the cues investigated by Grisot & Blochowiak (2017) and Crible (2021)
were conceptually related to the discourse relation: tense provides information about
the temporal position of the individual clause and concession relations are often
referred to as negative causal relations. In other words, these cues show agreement
(cf. Chapter 3, Section 3.3.4). This is not the case for collocational cues, which
solely provide information about discourse relations through their co-occurrence. It
is unclear how such cues influence the processing of discourse relation. GFAs, on the
other hand, do not provide any tense, mood or aspect information (Kortmann, 2013).

Crible & Pickering (2020) also investigate a non-lexical cue that is not in agreement
with the discourse relation. They find that lexical-syntactic parallelism can serve as
a cue for contrast relations, facilitating the processing of such relations. Note,
however, that this effect was only found when participants were explicitly primed to
disambiguate the discourse relation. This suggests that non-lexical information might
only influence processing when readers are forced to process the text deeply.

All three studies discussed above (Grisot & Blochowiak, 2017; Crible, 2021; Crible
& Pickering, 2020) tested the effect of discourse relational cues in interaction with con-
nectives. However, non-connective cues might be especially salient when no special-
ized signal for the discourse relation is available. Contrary to these previous studies,
the present study thus focuses on whether readers use purely statistical information
when processing discourse relations in the absence of connectives.
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6.2.2 Statistical correlations in language processing

In the present chapter, we examine the influence of non-connective cues from the per-
spective of a statistical learning account. Tracking regularities in language has been
argued to enable a wide range of language processing: from word segmentation (Saf-
fran et al., 1996), to the formation of phonetic (Maye et al., 2002) as well as syntactic
categories (Gerken et al., 2005). These abilities are often tested in artificial settings,
but psycholinguistic research has shown that language users’ ability to extract statis-
tical information from implicit learning tasks is strongly correlated with the extent to
which they are able to predict words from contexts (Conway et al., 2010; Misyak &
Christiansen, 2012). With respect to semantics, linguistic distributional models have
been shown to accurately predict human semantic priming (Günther et al., 2016; Lund
et al., 1995; Mandera et al., 2017). Moreover, word co-occurrence plays an important
role in word learning, both for children and adults (Unger et al., 2020; Savic et al.,
2022). However, previous studies have mostly focused on lexical semantics rather
than meaning at the discourse level.

There is limited evidence that statistical correlations also influence language pro-
cessing at the discourse level. For example, Arnold and colleagues found that the
interpretation of pronouns is affected by frequencies of certain referential patterns.
In natural language, pronouns often refer to the subject of the previous sentence.
Participants are more likely to interpret ambiguous pronouns as referring to the sub-
ject of the previous sentence, when they have had more exposure to this pattern,
either as more language experience in general (Arnold et al., 2018), as well as by
recent exposure (Johnson & Arnold, 2023). This shows that language users are also
sensitive to statistical correlations at the discourse level.

With respect to discourse relations, readers have also been shown to exploit the
co-occurrence of discourse connectives and relation senses to infer their meaning.
For example, the connective but can indicate a contrastive (as in 43a) as well as a
concessive (as in 43b) relation between clauses.

(43) a. Alex wanted ice cream for dessert, but Ike wanted tiramisu.

b. Alex wanted ice cream for dessert, but he ordered tiramisu.

In natural language, but is more strongly associated with a contrastive meaning com-
pared to although. Asr & Demberg (2020) show that this is reflected in readers’ inter-
pretation of these two ambiguous connectives. This suggests a probabilistic account
of the interpretation of relational cues, in which readers track statistical correlations
between relational cues and their meaning in order to infer its meaning.
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Language users do not only keep track of the occurrence of discourse relations with
lexical items, but also with more general linguistic structures. Reason relations, as in
(44b), are much less frequent than result relations, as in (44b), in Korean monologues
(e.g. written texts) compared to English (Yi & Koenig, 2021), as backward causal
relations are rarely encoded with a connective in Korean.

(44) a. Peter praised Linda. She had won the race.

b. Linda had won the race. Peter praised her.

Yi & Koenig (2021) show that speakers of Korean, who encounter explanation re-
lations rarely, produce this relation type less often than speakers of English, who
have more experience with both types of relations, in an experimental setting. This
finding could not be attributed to cultural differences, as the effect disappeared in a
genre (dialogues) in which there was no difference in the frequency of the two types
of relations.

To sum up, language users track statistical patterns at various levels of language
and use this information to infer meaning (e.g. about pronouns or discourse connec-
tives). The present study examines whether language users are also sensitive to this
information at a more abstract level: the co-occurrence of grammatical structure and
discourse relations.

6.3 The present study

The research question that this chapter addresses is whether clause structure, specifi-
cally GFAs, also serves as a cue for discourse relations. Contrary to previous studies,
we examine a non-lexical cue that does not carry any semantic information. The only
information about the discourse relation that readers can obtain from this cue is its
statistical correlation with certain discourse relations in natural language. This study
will therefore provide more insight into the type of information that readers take into
account when processing language at the discourse level.

We will examine this question from various perspectives in order to gain a com-
prehensive understanding of which aspects of discourse processing are influenced by
statistical correlates. First, we present corpus research, which shows the specific dis-
course relations that this clause type correlates with. The findings of the corpus
study will generate the hypotheses for a series of experimental studies investigating
the role of clause structure on various aspects of discourse processing. In Section
6.5, we examine whether the discourse relations that occur with this type of clause
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structure guide readers’ expectations in an off-line production task. In Section 6.6, we
examine whether the patterns found in natural language are also reflected in on-line
processing, using a self-paced reading task. Finally, in Section 6.7, we investigate how
statistical information affects discourse representation. This will be examined in a
paraphrase selection task, contrasting various relation senses.

In sum, the present research will allow us to investigate (a) whether the distribution
of discourse relations in natural language is dependent on clause structure, as well
as whether clause structure (b) guides readers’ off-line expectations for discourse
relations, (c) facilitates the on-line processing of expected relations and (d) influences
readers’ interpretation of discourse relations.

6.4 Corpus study

To examine the role of GFAs as a discourse relational cue, we first explored the oc-
currences of GFAs in discourse relations in corpora. Should clause structure serve as
a cue for a specific distribution of discourse relations, the distribution of discourse
relations should be different for clauses containing a gerund free adjunct than for full
matrix clauses (cf. the information criterion in Chapter 3, Section 3.2). In addition,
this should be the case regardless of any semantic cues in the segments (i.e. con-
nectives or alternative lexicalization). We therefore investigated the distribution of
discourse relations containing a GFA and compared it to the relations that occur in
inter-sentential implicit discourse relations.

6.4.1 Methodology

Prior work has shown that the interpretation and distribution of free adjuncts is
heavily dependent on genre (Kortmann, 2013). We therefore include data from two
corpora in our dataset: the PDTB 3 (Webber et al., 2019) and the Blog Authorship
Corpus (BAC, Schler et al., 2006). The PDTB is a discourse-annotated corpus of
newspaper text that contains annotations of full clauses as well as free adjuncts. We
selected those free adjuncts from the PDTB3 that were headed by a participle ending
in -ing, and included only those which had been annotated as either an implicit or
alternative lexicalization relation (see below).2 In addition, we sourced GFAs from the

2Note that in the PDTB, the free adjunct is always coded as the second argument, regardless
of its position in the sentence (sentence-initial or -final). This affects the directional order of the
relation sense (e.g., reason versus result). We therefore recoded the relation sense of sentence-
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Blog Authorship Corpus, which consists of blog posts from 2004. The corpus contains
a wide variety of text types, including diary-style text, narratives and instructions.
The first 4,750 files of the corpus were parsed using SpaCy to find clauses starting
with a participle ending in ing. We further manually identified GFAs in the corpus.
A more elaborate description of the corpus methodology can be found in the Online
Appendix.

In total, 619 GFAs were identified in this subset from the blog corpus. The relation
sense between the GFA and its matrix clause was annotated using the PDTB 3
annotation guidelines, with the exception of identifying alternative lexicalizations
and the +Belief and +SpeechAct features. Inter-annotator agreement on 10% of the
relation senses was moderate (k=.63), but comparable with other implicit annotation
efforts (Hoek et al., 2021c). In some cases, the meaning of the present participle
indicated the discourse relation between the GFA and the matrix clause. For example,
in (45), the verb using signals the discourse relation arg1-as-manner.

(45) [Using small electrical shocks applied to her feet,] they were able to monitor
sensory nerves.

We categorized these cases as alternative lexicalizations and excluded them from
further analyses, since we were interested in the role of GFAs as a structural cue for
discourse relations.3 We identified 347 cases (26.9%) of alternative lexicalizations in
the PDTB and 143 instances (23.1%) in the BAC. These cases were removed from
subsequent analyses.

6.4.2 Findings

In total, we analysed 1,418 GFAs. Of these, 944 come from the PDTB 3 and 474 from
the BAC. GFAs occurred with a high number of relation senses: 20 out of 29 possible
relation senses were identified in the corpora. The relation senses varied widely in
their frequency. As can be seen in Table 6.1, result relations were the most frequent,
occurring in almost 25% of the cases. This type of relation, in which the consequence
follows the cause, is illustrated in 46 and 47 below (GFA between squared brackets).

initial GFAs to make it more comparable with the annotation of implicit full clauses, where the first
clause in the text is also the first argument.

3Note that we take a slightly different approach to alternative lexicalizations from the PDTB to
ensure consistency across annotations and the different corpora. We therefore re-annotated the items
for their alternative lexicalization in the PDTB corpus to ensure consistency across annotations and
the different corpora. More details can be found in the online appendix.
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(46) [Feeling they should devote more time to their families or their jobs,] many
yuppies are skipping their once-sacred workout.

(47) Second, they channel monthly mortgage payments into semiannual payments,
[reducing the administrative burden on investors].

Synchronous relations, where the two events would occur simultaneously, without a
causal relation, also occurred often in the corpus, followed by arg2-as-detail, where
the second clause provides more detailed information about the first clause. These
relations are illustrated in (48) and (49).

(48) [Praying to the over-the-counter drug gods that the medicine too would go
straight to my brain,] I began looking for my keys.

(49) The House voted to boost the federal minimum wage for the first time since
early 1981, [casting a solid 382-37 vote for a compromise measure backed by
President Bush].

The majority of the GFAs (83.6%) occurred in non-initial position, as in (49) above.
This was the case in both corpora. In the current study, we are most interested in
sentence-initial GFAs, given that we aim to study whether GFAs can elicit discourse
expectations, and such expectations are optimally elicited when the GFA occurs early
in the sentence. We therefore looked at whether the position of the GFA influences the
relational distribution. Overall, the distributions are fairly similar. The three most-
frequent relations with sentence-initial GFAs are also the most frequent relations with
non-initial GFAs. Note that for result this means that the GFA contains the cause if
it is in sentence-initial position, as in (46), but the consequence if it is sentence-final,
as in (47). However, within the subset of initial GFAs (n=233), synchronous relations
are slightly more frequent than result relations (cf. Table 6.1). This suggests that
clause structure could also be argued to be a cue for synchronous relations. However,
this interpretation is also influenced by other factors, such as verb tense (cf. Grisot
& Blochowiak, 2021). More specifically, the combination of the present participle
with a specific tense in the matrix clause can lead to a synchronous interpretation.
Moreover, causally related events in a result relation can also be interpreted as
synchronous. Thus, as the processing of synchronous relations may be confounded
by other factors, we will mainly focus on causal relations in the remainder of the
paper.

In order to determine how unique this relational distribution is to sentence-initial
GFAs, we compare the relational distribution of GFAs to a distribution of inter-
sentential (non-GFA) implicit relations. Only when the relational distribution of
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Table 6.1: Relational distribution of sentences with a GFA in the dataset.

Total Initial Non-initial
Relation sense % N % N % N
result 24.3 345 28.3 66 23.5 279
synchronous 17.3 246 29.2 68 15.0 178
arg2-as-detail 16.7 23 17.6 41 16.5 196 7
arg2-as-manner 11.6 164 2.6 6 13.3 158
reason 10.4 147 2.1 5 12.0 142
other 10.2 279 14.6 47 9.4 232

Figure 6.1: Distribution of relation senses for sentence-initial GFAs and inter-
sentential implicit relations.

relations containing a GFA is different from that of other clause structures, can the
clause structure be a cue for this relational distribution. We therefore extracted the
distribution of inter-sentential implicit relations in the PDTB 3, presented in Figure
6.1. The most frequent implicit inter-sentential discourse relation was conjunction

(24.8% of cases compared to 0.9% of GFAs), followed by arg2-as-detail and reason.
Result was the fourth most frequent relation, making up 10.6% of all inter-sentential
implicit relations. As can be seen in Figure 6.1, result relations are much more
frequent in GFAs than in inter-sentential clauses.
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6.4.3 Discussion

GFAs frequently occur with result relations in natural language, both in non-initial
as well as in initial position. More specifically, our corpus investigation has shown
that about a quarter of the relations occurring with a GFA are a result relation.
This is in line with an earlier study showing that GFAs are often translated with an
explicit causal connective in Dutch (Hoek & Scholman, 2023), which further supports
the hypothesis that GFAs co-occur with causal relations.

Inter-sentential result relations in a comparable corpus are much less frequent
(about 10%). Readers could use this information in processing discourse relations:
result relations should be more expected after a GFA. Since our focus is on purely
statistical information about the discourse relation based on the clause structure,
rather than tense-based semantic cues, we will focus on whether clause structure can
serve as a cue for causality, in particular for an upcoming consequence in the following
matrix clause.

6.5 Experiment 1: Continuation study

The first step in examining the role of clause structure on discourse relation processing
is to investigate whether readers are sensitive to the co-occurrence of GFAs and causal
discourse relations. We do so by examining comprehenders’ off-line expectations of
upcoming discourse relations. If readers are aware of the correlations between clause
structure and discourse relations and use this to build expectations of the upcoming
discourse structure, readers’ expectations should depend on the presence of a GFA. To
this end, we conducted a sentence continuation study and examined the relation sense
of the continuation that readers provided with the prompt. If clause structure serves
as a cue for result relations, we should expect to see more result continuations in
this task in the condition where the prompt is a GFA.

6.5.1 Methodology

Participants

Sixty one native speakers of English (37 female, age range: 18-66 years, mean age:
39) participated in the experiment. They were recruited via Prolific.
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Materials

Two versions of twenty-four sentence prompts were created.4 In the GFA condition,
the event was phrased as a gerund free adjunct, as in (50), and in the other condi-
tion, it was presented as a full matrix clause (FMC), as in (51). Note that none of
the prompts contained verbs that were identified as alternative lexicalizations in the
corpus study. The first clause was followed by either a name (in the GFA condition)
or a pronoun (in the FMC condition). The start of the matrix clause was provided to
ensure that the GFA was not interpreted as the subject of the sentence and to make
the insertion of a connective less likely.

(50) Painting his house, Mo ...

(51) Mo was painting his house. He ...

In addition, we created 22 filler items, which contained a causal (n=6), synchronous
(n=6) or concessive (n=10) connective. To mirror the target items, half of the fillers
started with a subordinate clause and in the other half, the prompt contained a full
clause.

Procedure

The experiment was hosted on LingoTurk (Pusse et al., 2016). Participants were
instructed to read the prompt and write a logical and grammatical continuation to
the sentence in the provided blank. The experimental items were divided across
three lists, with each list containing two-third of the experimental items (n=16) and
8 items per condition. The order of the items was randomized for each participant.
The study took on average 12 minutes to complete and participants received £1.50
for compensation.

Annotation procedure

The provided continuations were annotated for their relation sense, following the
PDTB3 framework. The +SpeechAct and +Belief features were not annotated.
Examples of provided continuations to the prompt in Example (51) and their discourse
relation annotation can be found below:

(52) Painting his house, Mo ...

4This study’s design and analysis was preregistered. See: https://osf.io/bkgf7 (Marchal et al.,
2021a)
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a. ... created a beautiful mural on his wall. arg2-as-detail

b. ... wore overalls to protect his clothes. result

c. ... discovered secret text on the wall. synchronous

In addition to relation sense, the time frame of the two events was coded as syn-
chronous when the two events partly overlap, or asynchronous when they do not.
Note that this is also a part of the PDTB3 relation sense synchronous, but was
coded separately here. This was done in order to examine whether the clause struc-
ture also raises expectations for how the events in the two clauses are related in time,
regardless of the discourse relation. Annotators were blind to the condition, as all
prompts were presented to them in the FMC condition. Continuations that were not
grammatically correct (n=4) were removed. After training on two batches of 10%,
the guidelines were adjusted accordingly and the rest was annotated by two indepen-
dent annotators.5 Inter-annotator agreement was calculated on this data set (n=884)
and disagreements were resolved by a third annotator, who selected from the relation
senses provided by the first two annotators. We allowed for double relation senses if
both interpretations were considered likely. The intersection between the two anno-
tators was then taken as the final relation sense. Agreement was calculated using a
boot-strapped agreement coefficient on this intersection (Marchal et al., 2022c). This
measure calculates agreement on the final overlapping label while taking into account
that the expected agreement increases when coders are allowed to provide more than
one label. Agreement was moderate: there was an overlapping label for 82% of items
(κ = .72).

Agreement on items (n=434) for which synchronicity was annotated by both anno-
tators was moderate according to κ (κ = .54 [.42, .64]), but sufficient when considering
AC1 (AC1 = .84 [.79, .89]), mainly due to a strong bias towards synchronicity.6 All
disagreements were resolved by a third annotator.

Statistical analysis

All experimental data in this paper were analyzed using mixed-effects regression anal-
yses, using the lme4 package in R. We always fit the maximal random effect structure
(cf. Barr et al., 2013), reducing it only in case of non-convergence. In these cases, the

5Due to low disagreement on the the first two batches, this diverges from the preregistration plan
in order to ensure higher data quality.

6Kappa underestimates true agreement in scenarios where category prevalence is highly imbal-
anced by inflating chance agreement, which is corrected for with AC1 (Hoek & Scholman, 2017).
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Figure 6.2: Mean by-item percentage of the most frequent relation senses with by-
participant standard error bars.

random effect structure will be reported below. Significance of the effects of interest
were tested with the package lmerTest and condition was sum coded (FMC: -0.5,
GFA: 0.5).

6.5.2 Results

The continuations were categorized in twelve different relation senses. All relation
senses were identified at least once in each condition. Figure 6.2 shows the proportion
of the first relation sense per condition. arg2-as-detail is the most frequent relation
sense (36.8%) overall, followed by synchronous (24.5%). However, as can be seen
in Figure 6.2, the distribution of the relation senses differs per condition. Crucially,
result continuations occurred less frequently in the FMC condition than the GFA
condition, which is in line with our hypothesis (β = 0.85, SE = 0.32, z = 2.63, p =
0.009).7 In 20.0% of the continuations in the GFA condition, a result relation had
been annotated, compared to 12.3% in the FMC condition.

There were also differences in expectations for other relations between the two con-
ditions. A post-hoc exploratory analysis shows that condition significantly influenced
the proportion of arg2-as-detail relations, which were more frequent in the FMC
condition (β = -0.87, SE = 0.14, z = -5.99, p < .001) and synchronous relations,

7This effect was also significant when only considering the first relation sense (β = 0.65, SE =
0.25, z = 2.62, p = .009). This model only converged after removing the random slope for participant.
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which were more frequent in the GFA condition (β = 1.26, SE = 0.24, z = 5.29, p <

.001).8

Similar to the corpus findings, synchronous relations occur often in the GFA con-
dition. To examine whether this is a feature of the tense of the verb, we separately
annotated instances that were annotated as a temporal or causal relation (53.9%
of all relations) for synchronicity (i.e., whether the events in the two clauses were
synchronous or not). Overall, in 80.1% of these instances, the events overlapped sig-
nificantly in time. However, this effect was stronger in the GFA condition than in
the FMC condition (β = 1.53, SE = 0.55, z = 2.81, p = .005), as 90% of continua-
tions in the GFA condition contained synchronous events, compared to 68.8% in the
latter. This is in line with the finding that synchronous discourse relations are more
frequent in the GFA condition, as noted above. However, even within the result

relations (n = 157), over 90% of the events occur synchronously in both conditions.
This suggests that synchronicity is an artefact of the tense of the verb, not of the
discourse relation itself. In addition, within the subset of result relations, there was
no significant difference in event synchronicity between conditions: 95% of events in
result relations in the FMC condition consisted of synchronous events, compared to
92% in the GFA condition.9

6.5.3 Discussion

Our findings show that comprehenders’ expectations of upcoming discourse relations
are affected by clause structure. The likelihood of various relation senses in the
continuations was dependent on the clause type of the prompt. Crucially, result re-
lations were more frequent when the prompt was a GFA compared to when it was not.
Thus, comprehenders are sensitive to the co-occurrence of the GFA clause structure
and result discourse relation in natural language, and they use this information to
create off-line expectations. Similar to the corpus study, synchronous relations were
also very frequent in the continuations after a GFA prompt. However, the fact that
the vast majority of the events, also in result relations, were synchronous, suggests
that synchronicity might be a result of the verb tense. The verb tense rather than the
clause structure might therefore elicit expectations for synchronous relations. Since

8P-values for these post-hoc analyses are Bonferroni-corrected.
9Due to the small number of observations, this model only converged with a random intercept

for items.
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verb tense cannot signal causality, the clause structure itself likely functions as a cue
for result discourse relations.

To sum up, both the corpus investigation as well as the continuation study reveal an
effect of clause structure on the distribution of discourse relations. More specifically,
result relations co-occur more frequently with sentence-initial GFAs than with inter-
sentential discourse relations. This is also reflected in readers’ off-line expectations
for discourse relations, as shown in the present experiment. However, this task only
assesses whether readers are sensitive to these statistical correlations, not whether
this extends to other levels of discourse processing. If readers use clause structure
as a cue for processing discourse relations, they are expected to also incorporate
this information during on-line processing and assign meaning to these statistical
correlations. In the upcoming studies, we will look at each of these aspects of discourse
processing in turn, by examining whether these expectations are also elicited during
on-line processing and whether they influence discourse interpretation.

6.6 Experiment 2: Self-paced reading study

The sentence continuation study reveals that the expectations that readers have for
discourse relations are different after GFAs than after full matrix clauses. In par-
ticular, result relations are expected more strongly after GFAs than after FMCs.
To investigate whether such expectations also influence on-line processing, we con-
ducted a self-paced reading study. Previous studies have shown that relations that
are expected are read faster (Asr & Demberg, 2020; Mak & Sanders, 2013). The
results from the continuation study indicate that expectations for result relations
are stronger after a GFA than after a FMC. We therefore hypothesized that result
relations are read faster in sentences with a GFA than sentences without.

6.6.1 Methodology

Participants

Eighty native speakers of English living in the United States participated in the study.
They were recruited via Prolific. Seven participants failed the attention checks and
their data was therefore excluded from the analysis. The age of the remaining 73
participants (46 females) ranged from 19 to 75 years (mean = 33).



6. Beyond words
Clause structure as a cue for discourse relations 140

Materials

We created event pairs in which the second event was the result of the first event (e.g.
painting a house and wearing old clothes).10 Similar to the sentence continuation
study, in the GFA condition (53a), the first event was presented in a gerund free
adjunct, and in the FMC condition (53b), it was a full matrix clause. Since a potential
slow-down after an FMC might also be caused by the full stop, we also included a
control condition. This condition, in which the full matrix clause is connected with
the underspecified connective and (53c) contains no punctuation at all. The second
clause always started with a pronoun to make the clauses more comparable across
conditions. The target discourse relation was preceded by an introductory sentence
to provide some context. Two additional sentences were added at the end of the text
to make them comparable in length to the items of an unrelated study, which was
run simultaneously.

(53) Context: Mo and his girlfriend had decided to do some renovations before she
would move in.

a. Painting the house, [he had been]1 [wearing his old sweater]2 [and ripped
jeans]3.

b. Mo was painting the house. [He had been]1 [wearing his old sweater]2 [and
ripped jeans]3.

c. Mo was painting the house [and had been]1 [wearing his old sweater]2 [and
ripped jeans]3.

Context: His girlfriend thought he looked quite handsome in them. Mo did
not feel at ease, because he was used to wearing suits most of the week.

As illustrated above, the second clause was split into three regions for the self-
paced reading task. The pre-critical region (1) contained the pronoun/connective
and the auxiliary verb phrase. The target region (2) is the region where the result

relation could be inferred (see Causality pretest below) and the spill-over region (3)
contains the rest of the sentence.

Causality pretest We pretested the items with 20 native speakers of English in
order to ensure that the items were interpreted causally. The pretest consisted of
thirty items, as well as fillers, distributed over two lists. Participants were asked to

10This study’s design and analysis was preregistered. See: https://osf.io/u3gvs (Marchal et al.,
2022b)



6. Beyond words
Clause structure as a cue for discourse relations 141

Table 6.2: Mean rating (and standard deviation) of the naturalness of the items per
condition.

Condition M SD
GFA 5.24 1.58
FMC 5.60 1.61
and 5.66 1.58

first read the context. They were then provided with the two target clauses, ending in
the target region. The clauses were presented as full clauses and connected by either so
or more specifically. Participants selected which linking phrase was the most logical.
They could also select that none of the connectives fit, if they considered them both
to be illogical (but not if they thought it was too formal). Items for which less than
7 out of 10 participants selected the causal connective were improved and retested.
Three items were removed after the second pretest, because less than 70% of the
participants chose the causal linking phrase.

Naturalness pretest To ensure that the items did not differ in plausibility, the 27
items that were selected based on the causality pretest were also rated for their natu-
ralness. The final spill-over sentence was not included in this pretest, but the spill-over
region from the target sentence was. The items were combined with items from an
unrelated experiment and fillers (stories that were either incoherent or contained ref-
erence or inflection errors) and evenly divided over six lists. 48 native speakers of
English, who were based in the US, were asked to rate each text on a 7-point scale,
ranging from not natural at all to very natural.

The six items that yielded the largest difference between conditions were removed
from further analysis. The final materials thus consisted of 21 experimental items.
They differed maximally 1.39 in one condition compared to the grand mean (see Table
6.2), but this was not significant in a linear mixed-effects model.

Procedure

The self-paced reading task was implemented using PCIbex (Schwarz & Zehr, 2021),
using a self-paced moving window paradigm. The participants first saw three practice
trials, after which they continued to the experimental part, consisting of 75 texts.
Participants were randomly assigned to one of the three lists to ensure that each
participant saw all items and all three conditions, but only saw every item in one of



6. Beyond words
Clause structure as a cue for discourse relations 142

the three conditions. The order of the items was randomized for each participant. A
quarter of the trials was followed by a comprehension check, a statement to which
participants had to respond whether it was true or false. They could take a break half-
way during the experiment. In total, the task took about 15-20 minutes to complete
and participants received £2.50 for compensation.

Data analysis

Data from participants (n=7) who scored less than 70% on the comprehension ques-
tions were excluded from the analysis. In addition, observations from participants
on items on which they took longer than a minute (n=5), since this indicates they
might have taken a break (overall M = 12.6, SD = 7.7 seconds).11 Furthermore,
reading times above 2500 ms (22 cases) were also removed, as were reading times
above or below 2.5 standard deviation away from the participant’s mean per region
(105 cases). Overall, 4.4% of data points were removed with this outlier analysis. In
addition, reading times on one item had to be removed due to a typo in the target
region.

We analyze the reading times on the target and the spill-over region separately. To
account for multiple comparisons, we applied Holm-Bonferroni corrections. Reading
times were log-transformed12 and condition was treatment-coded, with GFA as the
intercept. The models include trial number as covariate and the random effect struc-
ture was maximal, with by-participant and by-item random slopes and intercepts for
each fixed effect.

6.6.2 Results

The reading times per region are shown in Figure 6.3. In the target region, there
is no effect of condition, neither between GFA and FMC (p = 1.00) nor between
GFA and the AND condition (p = .29). In the first spill-over region, there is a small
numerical difference between reading times in the GFA and the FMC condition, with
items in the FMC condition being read faster than in the GFA condition, contrary

11This diverges from the preregistration, since the analysis proposed there excludes items from
many participants who seem to be ’slow’ readers in general.

12Unlike our planned analysis, we used log-transformed reading times as the dependent variable
due to convergence issues when fitting the model with raw reading times and a Gamma distribution.
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Figure 6.3: Mean reading times per condition per region with standard error bars.

to what was hypothesized. However, this difference is not significant after correcting
for multiple comparisons (p = .06).13

6.6.3 Discussion

Unlike the sentence continuation task, no effect of clause structure on on-line expec-
tations was found in the self-paced reading task. Thus, there is no evidence that
statistical correlations between the clause structure and the discourse relation can
influence on-line processing. This could be due to the fact that clause structures are
not as informative as other types of cues with respect to the discourse relation. Its
signal might therefore not be strong enough for readers to incorporate during on-line
processing.

It is also possible that no effect was found due to methodological limitations of
the self-paced reading task. First of all, differences in the clause structure itself
might influence reading times of the subsequent clauses. For example, in the GFA
condition, the referential link between the pronoun and its antecedent is longer than
in the other two conditions. As a result, the pre-critical region might be harder to
process in this condition, as it is harder to resolve the referential pronoun. Such
a pronoun-induced slow-down might then show up in the target region, the region
where an effect was expected. This would interfere with the hypothesized effect on
this region. In addition, at the end of a sentence, participants have to integrate the

13A post-hoc analysis revealed that the effect of condition changed over the course of the exper-
iment, such that readers slowed down less over the course of the experiment in the AND condition
(β = .002, SE = .001, t = 2.49, p = .01). Nevertheless, the difference in reading times between the
AND and GFA condition was significant neither in the first nor the second half of the experiment.
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propositional content of the clause with their knowledge about the the text and their
background knowledge. In the FMC condition, these wrap-up effects can be expected
to be smaller, since only one clause needs to be integrated, whereas two clauses need
to be integrated in the other two conditions. This could explain the trend that the
spill-over region was read fastest in the FMC condition. Having found contrasting
results in the off-line continuation study and on-line processing study, we now turn
to an investigation on the effect of GFAs on the interpretation of discourse relations.

6.7 Experiment 3: Paraphrase selection study

The previous experiments showed that readers’ off-line expectations are dependent
on clause type in a production task, but that there is no evidence that these expecta-
tions also facilitate the processing of expected relations during reading. However, it
is possible that readers track the discourse relations that occur with this clause type,
but that they are not sensitive enough to this type of information to incorporate it
during on-line processing. To assess whether this statistical correlation nevertheless
leads to semantic enrichment of the clause type, we investigate the interpretation
of discourse relations with and without a GFA. More specifically, we contrast a re-
lation co-occuring more frequently with GFAs (i.e. result), with a relation that is
relatively more frequent with FMCs: arg2-as-detail was found to be more pre-
ferred with two matrix clauses in natural language as well as experimentally elicited
continuations. Instead of directly examining readers’ interpretation of the discourse
relation, we assess their preference for a specific clause type based on the discourse
relation. If readers associate GFA clauses with result more than arg2-as-detail,
we hypothesize that comprehenders would prefer GFAs to express result compared
to arg2-as-detail relations. In addition, if arg2-as-detail relations are more nat-
ural with FMC clauses rather than result relations, readers should have a preference
for this type of structure with arg2-as-detail relations.

6.7.1 Methodology

Participants

Forty native speakers (27 female) of English participated in the experiment. They
were based in the US and their age ranged from 19 to 69 (mean = 33).
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Materials

The materials consisted of eighteen items. For each item, four versions were created.14

The first clause was structured as either a FMC or a GFA. The event in the first clause
was the same across conditions, but in the result condition, the first clause was
followed by a consequence and in the arg2-as-detail condition, the first clause was
followed by a specification. The items were pretested to ensure that the target relation
was the dominant interpretation. For the result relations, this had already been
done, as described in Section 6.6.1. For the arg2-as-detail relations we followed
the same procedure.15 The discourse relation was preceded by a one-sentence context,
which always introduced two characters to license the use of a proper noun at the
start of the FMC clause. In addition, for each item in each condition, two paraphrases
were created: one in which the first clause was presented as a gerund free adjunct, and
one in which it was a full matrix clause. An example of an item in the two conditions
is presented below.

(54) result

a. Mo was painting the house. He wore an old sweater. FMC

b. Painting the house, Mo wore an old sweater. GFA

(55) detail

a. Mo was painting the house. He painted the walls blue. FMC

b. Painting the house, he painted the walls blue. GFA

Procedure

Participants were asked to select which of the two paraphrases (the GFA or the FMC)
sounded the most natural. The items were distributed over two lists, so that each
item was presented only in one of the conditions to the participants. The order of
item presentation was automatically randomized per participant. Attention checks
consisted of 4 additional items in which participants were instructed in the prompt
which paraphrase to select. Other than that, the experiment did not contain any
fillers. The task took about 7 minutes to complete and participants received £0.90
for compensation.

14This study’s design and analysis was preregistered. See: https://osf.io/cmf3s (Marchal et al.,
2022a)

15The cut-off point was lowered to 65%.
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Table 6.3: Proportion of selected clause types per condition.

relation sense FMC GFA
arg2-as-detail 0.52 0.48
result 0.54 0.46

Analysis

Data from four participants who did not pass the attention check was removed and
replaced with data from new participants. We used a binomial mixed-effects logistic
regression analysis to examine whether the option with the GFA was selected more
often in the result condition compared to the FMC condition. The model included
condition as a fixed effect (result: -1, arg2-as-detail: 1) and by-participant and
by-item random slopes and intercepts.

6.7.2 Results

Table 6.3 displays the proportion of selections per condition. There was no signifi-
cant difference in participants’ preference for a specific verb clause in one of the two
conditions.

In each item and in each condition, both options had been selected at least once.
This not only shows that the preference for a specific combination of verb type and
discourse relation is not deterministic, but also that both options were considered
plausible in both conditions. In addition, there was considerable variation between
participants in their overall preference for one of the two clause types. With the
exception of one participant who selected GFAs exclusively, all participants varied in
their preference for GFAs vs. FMCs between items. This indicates that a reader’s
preference for one of the two clause types depends on external factors.

6.7.3 Discussion

In this paraphrase selection study, readers did not show a preference for result rela-
tions in GFAs. It could be noted that in our corpus study, detail relations comprise
only a slightly larger proportion of relations in the inter-sentential discourse relations
compared to the GFAs. Nevertheless, this is not the case for result relations, which
we had hypothesized to drive the effect. In addition, in the sentence continuation
study, which contained sentence structures identical to the ones here, there was a
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strong preference for arg2-as-detail in the FMC compared to the GFA. This sug-
gests that result relations should be more natural with GFAs and arg2-as-detail

with FMCs. However this was not found in the present study. Possibly, readers are
aware of the statistical correlations between discourse relations and clause structure
– as evidenced in the first study –, but does this statistical information not influence
discourse processing and representation – as suggested by the lack of an effect in the
second and third study.

One limitation of the present experiment is that participants were forced to select
one of the two options and we therefore do not know whether the other option was
also viable. We chose this approach because the preference for one of the two options
was hypothesized to be relatively small and we thought that participants might have
been undecided when asked to rate the items on a scale (i.e. rated both items with
the same score). However, allowing participants to provide their (relative) preference
for one of the items (i.e. by allowing them to assign different weights to each option)
might have allowed us to pick up on more fine-grained effects. This might have been
especially insightful for items for which there was a strong preference for one of the
clause types, possibly due to the context, or for participants who selected one of
the clause types in the vast majority of cases. We could then expect the preference
of these participants or workers for a clause type to be less strong in the result

condition compared to the arg2-as-detail condition.

6.8 General discussion

The aim of the present research was to investigate the influence of statistical corre-
lations between a linguistic phenomenon and discourse structure on discourse-level
processing. We approached this research question by examining the relation between a
specific clause type, GFAs, and discourse relations. Corpus distributions showed that
in natural language, GFAs occur frequently with causal and synchronous discourse
relations. Sentence-initial GFAs, in particular, frequently co-occurred with result

relations. We hypothesized that comprehenders are sensitive to these correlations
and that they would affect discourse processing at different levels. More specifically,
we examined off-line production (do these correlations elicit expectations?), on-line
reading (do these correlations facilitate the processing of expected relations?) and
off-line interpretations (do these correlations influence comprehenders’ biases?) to
gain a comprehensive overview of the role of statistical co-occurrence on language
processing.
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The finding that the probability of a discourse relation depends on the clause
structure was replicated in a production task, where participants had to provide con-
tinuations to short prompts either consisting of a GFA and a main clause, or of two
main clauses. This task revealed that readers have stronger expectations for result
and synchronous relations in the GFA condition, but for arg2-as-detail relations
after a full matrix clause. However, contrary to our hypothesis, this expectation for
a result relation after a GFA was not found to facilitate the processing of these
relations in a self-paced reading task. There were no differences in reading times
between result relations following a GFA, compared to following an FMC. In addi-
tion, we did not find any evidence that the co-occurrence between clause type and
specific discourse relations in production influences discourse representation. Readers
did not have a preference for result relations with a GFA and arg2-as-detail re-
lations with an FMC, despite the fact that these relations co-occur with these clause
structures in natural language. In the following paragraphs we will provide possible
explanations for these results and discuss the implications of our findings.

6.8.1 Features of the signal

In Chapter 3, we discussed five features that could influence whether a signal has
an effect on processing and representation: functionality, informativity, immutability
and lexicality. These features might also explain the limited effect of gerund free
adjuncts. Here, we will discuss how these features relate to gerund free adjuncts.16

First, clause structure seems to co-occur with a wide variety of relation senses:
twenty different relation senses were identified with GFAs in the corpus and twelve
in the continuation study. This is not only true of clause structure, but of all non-
connective signals for discourse relations. After all, their primary function is not
to signal the relation (cf. functionality feature, Chapter 3, Section 3.3.4), but to
convey propositional meaning (e.g., polarity in the case of negation). Furthermore,
discourse connectives often signal only one or a few relations. Due to the higher
entropy distribution, non-lexical cues provide much less information (cf. informativity
feature, Chapter 3). As argued in Chapter 3 (Section 3.3.4), they might therefore
be less beneficial for readers to take into account when processing language. As a
result, their statistical correlation might not lead to semantic enrichment. Although

16We do not consider immutability as an explanation for the lack of an effect, as there is evi-
dence from other studies that discourse cues that are context-dependent influence representation
and processing (cf. Crible & Demberg, 2020; Kehler et al., 2008; Sanders & Noordman, 2000; Rohde
& Horton, 2014, see Chapter 3, Section 3.6).
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we define discourse relation signals as any cue that provides any information about
the discourse relation in Chapter 3 (Section 3.2), there might be a threshold for the
amount of information that the signal provides before comprehenders will use it.

Another explanation for the lack of an effect in most of the experiments presented
in this chapter might have to do with the nature of the cue. Possibly, statistical
correlations between a cue and a relation alone does not suffice for a meaning enrich-
ment of that cue. Previous studies investigating non-connective cues often focused
on a semantic relation between the cue and the relation that it signaled. For ex-
ample, negation has a conceptual link with concession. Following the taxonomy
proposed by Hoek et al. (2019b), these cues are in agreement with the discourse rela-
tion (i.e. agreement feature). Clause structure, on the other hand, does not provide
any semantic information about a causal relation between the segments. Thus, the
only possibility for readers to associate GFAs with specific relation senses is through
statistical correlations. We did not find any evidence that readers are able to use this
information in the processing and interpretation of discourse relations. Conceptual
links between form and function (i.e. agreement) might be necessary to facilitate
discourse-level processing, at least in the absence of strong lexical cues. Specifically,
implicit causality verbs are also not in agreement with the discourse relation mean-
ing, but still strongly influence discourse expectations in both off-line and on-line
processing (Kehler et al., 2008; Rohde & Horton, 2014; Hoek et al., 2021a). Although
Crible & Pickering (2020) do find evidence that a syntactic cue can facilitate the pro-
cessing of discourse relations it signals, this effect only shows up when participants
are actively disambiguating the relation. Further research is necessary to examine
task-related differences in the effect of discourse relation signals. Here, we focused on
readers’ sensitivity to such a cue during natural reading.

A further difference between GFAs and connectives as signals of discourse relations
is that connectives are lexical. This could also explain why no effect was found in the
present study. It is unclear whether signals need to be lexical in order to facilitate on-
line processing. Previous studies investigating non-lexical cues show mixed findings
on the effect of these cues for processing (cf. Grisot & Blochowiak, 2017, for tense and
cf. Grisot & Blochowiak, 2017, for parallelism). With respect to representation, there
is evidence that non-lexical cues influence the interpretation of discourse relations
(see Rohde et al., 2017 for complementizers and Marx et al., 2024 for eventuality).
In the present study, we find no effect of clause structure on neither processing nor
representation.
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Finally, certain connectives and discourse relations are notoriously difficult to ac-
quire. Even adults do not perform at ceiling when their connective comprehension is
tested, especially with low frequent connectives (Zufferey & Gygax, 2020b; Tskhovre-
bova et al., 2022a; Scholman et al., 2024a). Importantly, performance on such tasks
is correlated with linguistic experience (Zufferey & Gygax, 2020b; Scholman et al.,
2024a), as is readers’ sensitivity to contextual discourse cues (Scholman et al., 2020).
Since the discourse cue examined here is even more subtle than a lexical cue and
also rather infrequent, even more exposure might be needed to infer meaning from
the co-occurrence of the signal and the discourse relation. It is possible that effects
would only have been found for highly literate readers. We leave this issue for further
research.

6.8.2 Converging evidence: Mixed findings

The present study aimed to provide converging evidence on the role of gerund free
adjuncts as discourse signals (cf. Chapter 2, Section 2.4.3). However, the different
studies showed mixed findings: although we found evidence for the informativity of
gerund free adjuncts in the corpus studies, no effects of this clause type was found on
the processing and representation in Experiment 2 and 3. One question that remains
is why clause structure did affect the continuations that participants provided in
Experiment 1, in line with the results from the corpus study. The results of the first
experiment suggests that readers are sensitive to the co-occurrence between clause
type and discourse relations to some extent. Note that the nature of this task is very
different from the other experiments. The first study differed from the other studies
in two respects, relating to the off-line and on-line nature and the production versus
comprehension aspect. Regarding the first difference, the sentence continuation study
consisted of an off-line task, in which participants were not limited in the amount of
time they needed to complete the sentence. The self-paced reading task, on the
other hand, measured on-line processing. The demands in such an on-line task are
much higher, as participants are not only engaged in predicting upcoming material,
but also with parsing the syntactic structure, retrieving the meaning of words and
propositions, and integrating the clauses. Readers may only be sensitive to GFAs
as a cue for result relations when they have resources available to attend to such
a cue. It should be noted that the paraphrase selection study also measured off-
line processes, but no effect was found in this experiment. However, this task did
not assess discourse expectations directly. If it is indeed the case that the effect of
GFA on on-line processing was mitigated by the task demands, it is possible that
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readers with strong expectations for causality after a GFA are still sensitive to the
effect. It would be interesting to see if readers who show stronger expectations for
causality after GFAs in a production task, are also more sensitive to this cue in on-line
processing.17

A second difference between the sentence continuation task and the two other ex-
periments is that the first assessed production, whereas the other two experiments
focused on comprehension. The production task did not restrict the content of the
upcoming clause in any way, whereas the upcoming clause was provided to partici-
pants in the two other tasks. It is possible that we might not have been aware of
an additional characteristic of the sentences with GFAs in the corpus and produc-
tion study that determines the processing of gerund free adjunct. In such a scenario,
the items constructed for the follow-up experiments might not have contained these
features. Using more naturalistic texts could solve this issue, but such an approach
also has its drawbacks, as it makes it more difficult to control for factors which are
known to influence reading times (e.g., length, frequency, required background knowl-
edge). Another explanation for why the effect only shows up in production and not
in the comprehension tasks could be that readers are aware of the correlations (e.g.,
as a convention), but do not associate any meaning with it. In that case, we would
expect to see an effect of GFA in a production task, as readers adhere to patterns
that they know, but not when assessing discourse representations. This explanation
is consistent with our findings.

6.8.3 Limitations

There are several limitations to this study. First of all, even though we do not
find evidence in favor of the hypothesis that readers use gerund free adjuncts in the
processing of result, this does not mean that there is no effect. Absence of evidence
is not evidence of absence. Possibly, the effect of gerund free adjuncts is too small to
be detected with the number of participants and items in our study. Note, however,
that in Chapters 4 and 5, we did find evidence for the facilitating effect of a connective
using a similar methodology and number of participants. This suggests that the effect
of gerund free adjuncts is smaller compared to connectives, but this should be tested
further. Ideally this should be tested in an experiment manipulating the presence

17Note that the participants in the first experiment were sampled from the same population as
participants in the last two experiments.
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of both types of cues, yielding a direct comparison on the effect of connective and
non-connective cues. We leave this for future work.

Another limitation of the present study is that gerund free adjuncts also often
co-occurred with synchronous interpretations. Rather than mapping this cue onto
result relations, readers may associate this cue with synchronous relations. We
controlled for this by ensuring that the events in all materials in Experiment 2 and
3 could also occur synchronously. Thus, even when readers associate gerund free
adjuncts with synchronous relations, we should still expect to see a facilitation or
preference for gerund free adjuncts in the relations in our study. However, it is unclear
how readers process multi-interpretable relations (cf. Rohde et al., 2016; Scholman,
2019) and how they interpret linguistic signals for this type of relations. To illustrate,
readers might not have had the relation interpretation that they associate with the
cue. Further research on multi-interpretable relations could shed more light on how
relations with multiple interpretations are processed. For example, are readers aware
that multiple interpretations hold? If so, are such relations more difficult to process?
And how does this affect readers’ sensitivity to linguistic signals for these relations?
These questions could be examined in further research.

6.9 Conclusion

The present study examined whether readers’ sensitivity to linguistic signals for dis-
course relations is dependent on characteristics of the signal (Research Goal 1, Chap-
ter 1). Specifically, we extended previous work on the role of connectives in discourse
processing (e.g. Millis & Just, 1994; Cozijn et al., 2011; Van Silfhout et al., 2015, see
also Chapters 4 and 5) to examining the effect of a non-lexical cue that is not spe-
cialized for signaling the discourse relation (cf. features presented in Chapter 3). The
present study investigated whether statistical information, namely the co-occurrence
of GFAs and causal discourse relations in natural language, influences readers’ dis-
course processing. We found evidence for this in a production task, showing that read-
ers’ off-line expectations for discourse relations depends on the clause type. However,
this effect did not show up in experiments examining on-line processing and discourse
interpretation. The effect of statistical correlations on discourse processing thus seems
to be limited. Possibly, a semantic relation between the linguistic cue and its mean-
ing (i.e. agreement) is necessary for it to influence higher-level discourse processing.
Further research is necessary to gain more insight in the exact conditions for which
statistical correlations influence which aspects of discourse processing, especially with
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respect to the informativity, lexicality and agreement of the signal. We will return to
this issue in Chapter 8. First, we focus on another source of information that could
be relevant in inferring discourse relations: domain knowledge.
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Chapter 7

Beyond language

Domain knowledge as a cue for
inferring discourse relations

The previous chapters have focused on the role of linguistic signals for discourse
relations, but, as discussed in Chapter 2, readers can also rely on extra-linguistic
sources of information. It is generally assumed that readers draw on their background
knowledge to make inferences about information that is left implicit in the text.
However, readers may differ in how much background knowledge they have, which
may impact their text understanding. The study presented in this chapter investigates
the role of domain knowledge in discourse relation interpretation, in order to examine
how readers with high vs. low domain knowledge differ in their discourse relation
inferences. We compare interpretations of experts from the field of economics and
biomedical sciences in scientific biomedical texts as well as more easily accessible
economic texts. The results show that high-knowledge readers from the biomedical
domain are better at inferring the correct relation interpretation in biomedical texts
compared to low-knowledge readers, but such an effect was not found for the economic
domain. The results also suggest that, in the absence of domain knowledge, readers
exploit linguistic signals other than connectives to infer the discourse relation, but
domain knowledge is sometimes required to exploit these cues. The study provides
insight into the impact of domain knowledge on discourse relation inferencing and how
readers interpret discourse relations when they lack the required domain knowledge.
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It also shows that how readers exploit linguistic signals depends on characteristics of
the reader.1

1This chapter is based on (and in parts identical to) the following publication: Marchal, M.,
Scholman, M.C.J., & Demberg, V. (2022). The effect of domain knowledge on discourse relation
inferences: Relation marking and interpretation strategies. Dialogue & Discourse, 13(2), 49-78.
doi:10.5210/dad.2022.202
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7.1 Introduction

Successful text comprehension requires readers to understand how the various con-
cepts in a text are related and to integrate the text with background knowledge
already available to the reader (see Van den Broek, 2010). One part of text com-
prehension where background knowledge could help is establishing the connections
between information in different parts of the text. Prior studies have suggested that
background knowledge indeed supports the inference of discourse relations, assum-
ing that this knowledge is activated to fill in information that is missing in the text
(Noordman & Vonk, 2015), but the role of domain knowledge in inferring discourse
relations is still unclear. Earlier work has often focused on the role of background
knowledge on text comprehension or recall (for an overview, see Smith et al., 2021),
but how discourse relation inferences differ between high- and low-knowledge readers
has not been investigated systematically.

Moreover, if the reader cannot draw on background knowledge to infer the rela-
tion, they might resort to other strategies. What other factors guide the interpre-
tation of discourse relations for low-knowledge compared to high-knowledge readers
is not yet known. Here, we examine three possible strategies. Firstly, as previously
discussed, linguistic cues play a crucial role in relational inferences. Not only con-
nectives, but also non-connective cues can signal discourse relations. However, these
cues are ambiguous and might need to be supplemented with non-textual informa-
tion (e.g. background knowledge) to infer the intended relation. Secondly, cognitive
biases in processing discourse relations, discussed in 2 (see also Chapter 4), might in-
fluence relation interpretation in the absence of domain knowledge. Thirdly, readers
might resort to more shallow processing when they are not able to infer the discourse
relation. This will be discussed in Section 7.2.2.

The goal of the study presented here is therefore two-fold. First, it aims to inves-
tigate whether domain knowledge leads to more correct interpretations of discourse
relations in the absence of a connective. This will be assessed by eliciting discourse
relation interpretations from high- and low-knowledge readers and comparing them
to a gold label annotation. Second, this research sets out to explore how readers infer
the discourse relation if they lack the necessary domain knowledge.

In the next section, we will first review previous research on the role of domain
knowledge in discourse inferences and discuss which factors influence discourse rela-
tion interpretation and could help low-knowledge readers to infer discourse relations
for which domain knowledge is required. The hypotheses are outlined in Section 7.3,
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followed by a description of the methodology. The results are presented in Section
7.5. These are subsequently discussed in the final section.

7.2 Background

7.2.1 The role of domain knowledge in discourse inferences

Several models of language comprehension suggest that readers exploit their knowl-
edge base about the concepts in the text to create a coherent representation of the text
(e.g. Construction-Integration model, Kintsch & Van Dijk, 1978, Landscape Model ;
Van den Broek, 2010). This knowledge is activated when reading about relevant
concepts in the texts, after which the information is retrieved from the long-term
memory and can then be integrated with the representation that has been made of
the text so far. In addition, reading about these concepts activates additional rele-
vant information in the knowledge base, which can in turn influence predictions about
subsequent text (cf. Venhuizen et al., 2019; Ferreira & Chantavarin, 2018). For ex-
ample, comprehenders adopt general world knowledge in a similar way to linguistic
cues to predict event structures within sentences (Milburn et al., 2016). Similarly,
readers have been shown to use general world knowledge to make predictions beyond
the sentence boundary. For example, Kuperberg et al. (2011) show that events that
are highly causally related to events presented in preceding sentences based on world
knowledge evoke a smaller N400 than events that have a less strong causal relation-
ship with the preceding context. Furthermore, such predictions are influenced by the
presence of connectives (cf. Xiang & Kuperberg, 2015; Köhne-Fuetterer et al., 2021).
Reading comprehension is thus a dynamic process in which bottom-up and top-down
processes are combined. If a discourse relation is not expressed linguistically, readers
can utilize information from the knowledge base on how the events in the text are
related to establish coherence.

There are different types of non-linguistic knowledge that readers can have. In the
literature, a distinction is sometimes made between background knowledge (i.e. all the
knowledge the reader can bring to the text), world knowledge, and domain knowledge
(e.g., Smith et al., 2021). Domain knowledge is a type of background knowledge
about a specific area (e.g. apoptosis is natural cell death). In this sense, it could be
distinguished from general world knowledge (e.g. the sky is blue), which is considered
to be available to almost every reader. It should be noted that we do not assume
that if a reader has domain knowledge about the topic of the text, they will know
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how all concepts in the text are related, nor do we assume that this knowledge is
required to infer every relation. Some concepts in the text might still be unknown
to high-knowledge readers, and some textual relations can also be inferred without
knowledge about the domain of the text. However, we do hypothesize that readers
with domain knowledge might find it easier to infer the discourse relations in a text
from their domain of expertise compared to readers without this specific knowledge,
because they are more familiar with the concepts discussed in the text and can rely
on an already existing knowledge structure.

Empirical evidence that readers benefit from domain knowledge in making dis-
course inferences comes from various studies on the influence of coherence marking
on reading comprehension. This line of research has repeatedly shown a ‘reverse
cohesion’ effect: in general, low-knowledge readers benefit from texts with high co-
herence marking, whereas high-knowledge readers show better comprehension after
reading a low-cohesive text (McNamara & Kintsch, 1996; O’Reilly & McNamara,
2007; Kamalski et al., 2008; McNamara, 2001). Linguistic marking of coherence en-
ables low-knowledge readers to understand how the concepts in a text are related.
In the absence of such cues, comprehension will be impaired. For high-knowledge
readers, on the other hand, a text with low cohesion induces them to employ their
knowledge base to fill in the gaps in the text. Connecting the concepts from the text
with those in their long-term memory then leads to deeper comprehension (McNa-
mara & Kintsch, 1996). These studies have focused on the role of domain knowledge
in text comprehension in general, but do not reveal how this influences the inter-
pretation of discourse relations. Examining how low- and high-knowledge readers
interpret discourse relations differently can provide more insights into the qualita-
tive differences in text comprehension for these groups of readers. In addition, little
is known about strategies that low-knowledge readers may have to comprehend an
out-of-domain text. This will be addressed in the current study.

7.2.2 Strategies for inferring discourse relations

In addition to discourse connectives and background knowledge, several other factors
have been suggested to influence discourse inferences. In cases where readers lack the
domain knowledge to infer the discourse relation, and no connective is available to sig-
nal the relation, readers might resort to other strategies to establish coherence. Here,
I explore three strategies. Specifically, readers might (i) use non-connective linguistic
signals for coherence relations, (ii) rely on cognitive biases for relational inferences,
or (iii) process the text more shallowly. How these factors influence discourse relation
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inferences and how they might guide the interpretations of low-knowledge readers is
outlined in more detail below.

Exploiting discourse relational cues

Non-connective linguistic cues for discourse relations are omnipresent. Das & Taboada
(2018a) found that more than 80% of the relations in the RST Signalling Corpus were
signaled by means of cues other than connectives. Non-connective linguistic cues for
discourse relations might thus well play a role in inferring discourse relations in the
absence of the required background knowledge as well.

However, non-connective cues are not as evident cues of discourse relations as
connectives and readers might therefore not always adopt them. As discussed in
Chapter 3, non-connective cues differ from discourse connectives in that their main
function is to convey propositional content, instead of signaling the discourse relation.
Furthermore, contrary to connectives, non-connective cues need not be lexical and
their form is often context-dependent. Readers might thus not always be aware that
they are also a cue for the discourse relation. Furthermore, these elements are more
ambiguous than discourse connectives in that they can correlate with a large variety
of discourse relations. In other words, they are less informative. Thus, even though
such patterns provide cues about the discourse relation, readers might not pick up on
which exact relation they signal.

Still, there is some prior literature showing that readers are sensitive to cues other
than connectives in processing discourse relations (see Chapter 3 for a more elaborate
discussion). For example, readers are better able to infer contrast relations when
the segments have parallel syntactic structure or contain antonyms (Crible, 2020).
In addition, quantifiers (e.g. several) in the context have been shown to elicit ex-
pectations about upcoming list relations (Scholman et al., 2020; Tskhovrebova et al.,
2022a). However, this effect depends on the reader’s linguistic experience (Scholman
et al., 2020). This suggests that not all readers pick up on discourse relational cues
equally well.

Interestingly, corpus research has shown that the distribution of such cues seems
to be different in explicit and implicit relations (cf. Sporleder & Lascarides, 2008).
More specifically, non-connective linguistic signals for discourse relations appear to
be more frequent in implicit relations than in explicit relations (Hoek et al., 2019b).
In addition, Crible (2020) found that non-connective cues are more likely to occur
in explicit relations if the connective is ambiguous. These findings are in line with
Gricean’s maxim of quantity to not make a message more informative than necessary
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(Grice, 1975) (see Asr & Demberg, 2012, 2015, for an explanation based on the
Uniform Information Density Hypothesis).

The present study aims to investigate how readers’ sensitivity to discourse rela-
tional cues interacts with their domain knowledge. To manipulate the degree to which
linguistic signals might be present in the text, both originally implicit and originally
explicit relations will be used in the current study.2 For the originally explicit rela-
tions, we remove the connective to create implicit versions. We call these instances in
which the original connective has been removed implicitated relations (following e.g.
Hoek et al., 2017, on implicitation in translation). Previous studies on discourse re-
lation inferences have used either implicit (Scholman & Demberg, 2017a; Yung et al.,
2019) or implicitated relations (Sanders et al., 1992), but have not compared readers’
accuracy on the two types of relations. Since relations that are implicit likely contain
more discourse relational cues than relations that have been implicitated, we expect
readers to be better at inferring implicit relations than implicitated relations. We
thus predict that agreement on implicitated relations will be lower than on originally
implicit relations. Note that implicit relations might also be left unmarked because
they are easy to infer based on general world knowledge and will therefore yield
higher accuracy. Likewise, implicitated relations might be more difficult because the
meaning changes when the connective is removed. We will return to this issue in the
discussion.

Crucially, we also predict a possible interaction with domain knowledge here. If
the text contains relational cues, both high- and low-knowledge readers might be
able to employ these to infer the discourse relation. The effect of domain knowledge
will then be moderated. However, if the amount of linguistic information for the
discourse relation is limited, as in the case of implicitated relations, high-knowledge
readers can still rely on their domain knowledge to infer the relation. Low-knowledge
readers, on the other hand, do not have this information at their disposal and will
then struggle with inferring the intended relation, leading to lower agreement. The
effect of domain knowledge is therefore hypothesized to be larger for implicitated than
for implicit relations.

2Manipulating the materials by adding or removing these cues was not deemed suitable for the
present study, given the relatively limited insights that are currently available regarding the variety
of non-connective relational cues and their effects. Furthermore, readers with different levels of
domain knowledge might make use of different types of signals, but we do not know beforehand
what these signals might be. We therefore use natural text to be able to explore what such cues
might be in a qualitative analysis of the results.
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Cognitive biases in relation inferences

Another way in which readers might infer discourse relations in the absence of other
information is by relying on cognitive biases towards certain discourse relation in-
ferences. According to the continuity hypothesis (Segal et al., 1991; Murray, 1997),
readers prefer to interpret information in a text as being temporally and causally
continuous. More specifically, it suggests that readers tend to relate sentences in
an additive, temporal or causal way. Similarly, the causality-by-default hypothesis
(Sanders, 2005) states that readers have a bias to infer causal relations between the
segments in a text. Several corpus-based and experimental studies have provided
evidence for these hypotheses (see Chapter 2).

With respect to discourse inference strategies in cases where domain knowledge is
required to interpret the relation correctly, it can then be hypothesized that readers
will default to inferring a causal or another type of continuous discourse relation if
no other relation can be inferred. Only in cases where readers have the necessary
background knowledge to infer the relation, they might not rely on these cognitive
biases and infer a less-expected discourse relation.

The hypothesis that readers infer expected relations is also supported by a shal-
low processing account for discourse relations in the absence of domain knowledge.
According to Graesser et al. (1994), readers with less background knowledge pro-
cess text less deeply and might even abandon their search for coherence. Several
experimental studies have shown that readers are indeed less likely to make infer-
ences during reading when they lack background knowledge (Noordman et al., 2015,
1992). This suggests that low-knowledge readers process discourse relations more
shallowly. Scholman (2019) shows that shallow processing might lead to a higher
susceptibility for cognitive biases in relation interpretation. In her study, readers
interpret instantiation and specification relations less often as being argumen-
tative when being forced to process the relation more deeply (i.e. by first summarizing
the text). Thus, according to a shallow-processing account, low-knowledge readers
who process the text more shallowly might therefore have a stronger preference for
continuous and causal discourse relations.

Underspecified interpretations

Finally, low-knowledge readers could abstain from committing to a specific discourse
relation, but rather make an approximate assumption about the meaning. For exam-
ple, readers might infer that there is a negative, or adversative, relation between the
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segments in (56), but not determine whether it is a concession (i.e., one of the seg-
ments raises an expectation that is denied in the other segment) or a contrast (i.e.,
the two segments present two different concepts). In the concession reading, Juan
knew that his girlfriend would be satisfied with just a drink, but ordered much more
despite that. In the contrast interpretation, Juan’s extensive order is compared to
the small order of his girlfriend.

(56) Juan ordered everything on the menu. His girlfriend only wanted something
to drink.

Such underspecified interpretations can arise from two causes. On the one hand,
it might be a result of shallow processing, similar to a preference for cognitively ex-
pected relations. If readers process a text shallowly, they might be satisfied with only
inferring that the relation is negative and not wish to specify it further, as this would
require more effort. On the other hand, such underspecified interpretations might
also arise from uncertainty about the discourse relation. Even if a low-knowledge
reader processes the text deeply, they might still remain uncertain about the specific
relation sense when they lack the required domain knowledge. For example, readers
might not be able to determine whether the relation in (56) above, is a concession

or a contrast relation, despite wishing to do so. If they are nevertheless able to
infer some features of the discourse relation (e.g. that it is a negative relation), they
might still infer such an underspecified relation, rather than committing to a specific
relation that could be wrong.

Participants can express uncertainty about the relation sense through their con-
nectives. For example, the connective ‘but’ is underspecified regarding its relational
sense: it can be used to express both contrast and concession (Asr & Demberg,
2020). A connective like by contrast, on the other hand, is more specific, as it can
only be used in contrast relations. Similarly, nevertheless specifies the relation for
concession. Readers who retain underspecified interpretations might therefore pre-
fer to provide ambiguous connectives, such as but. If readers make specific relation
interpretations, they will insert more specific connectives, like nevertheless.

7.3 The present study

Background knowledge has been assumed to help readers to infer discourse relations,
but it is still unclear how discourse relation inferences differ between high- and low-
knowledge readers, both with respect to the quality of the inference as well as the
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cues that these different types of readers use. In this study, we manipulate domain
knowledge by presenting experts from economics and biomedical sciences with texts
that either stem from their domain of expertise (e.g. biomedical research papers in the
case of biomedical experts) or from the other domain (e.g. biomedical research papers
for economists). The biomedical texts included in this study stem from research
papers, which were written for experts in the field. These texts are likely difficult to
understand for readers without domain knowledge. The economic texts stem from
newspaper articles, which were written for a broader audience. The effect of domain
knowledge may therefore be less strong in this genre. Nevertheless, since the topic of
the newspaper texts focuses on a specific domain, these texts may still be easier to
understand for readers who are familiar with that domain than those who are not.

Discourse interpretations were elicited using a connective insertion task (Yung
et al., 2019) and compared to gold label annotations. To examine the use of non-
connective linguistic signals for discourse relations (see Section 2.2.1), the relations
were either originally implicit or implicitated for the purposes of the current study.

The first research question that this study will address is:

• Do high-knowledge readers make more accurate discourse inferences than low-
knowledge readers?

If high-knowledge readers employ their knowledge base when inferring how segments
in a text are related (cf. Noordman & Vonk, 2015), high-knowledge readers are ex-
pected to infer the relation correctly more often than low-knowledge readers.

Secondly, when required to make an inference about a discourse relation, low-
knowledge readers might take several approaches to establish coherence in the text.
The second aim of the study is therefore to investigate:

• What inferences do readers make if their domain knowledge is insufficient to
infer the discourse relation?

Based on the discussion above, we can formulate three hypotheses about what readers
will do in the absence of domain knowledge:

(a) Readers use non-connective linguistic signals to infer the discourse relation.

(b) Readers resort to default interpretation strategies based on cognitive biases for
continuity and causality.

(c) Readers make less precise interpretations about the discourse relation.
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Since implicit relations have been suggested to contain more non-connective linguistic
signals than implicitated relations, we hypothesize that these relations will be easier
to infer. Moreover, we predict that this effect is stronger for low-knowledge readers,
as they are hypothesized to be unable to compensate for their lack of domain knowl-
edge in implicitated relations. Note that it might also be the case that relations are
left implicit for other reasons, for example because they are easier to infer on the
basis of general world knowledge. We will therefore also examine qualitative differ-
ences in the presence of linguistic signals in items on which high- and low-knowledge
readers differ. In addition, if low-knowledge readers’ interpretations are guided by
their cognitive biases, it is predicted that these readers will infer more continuous
and causal discourse relations than high-knowledge readers. If the third hypothesis is
true, low-knowledge participants are predicted to insert more ambiguous connectives
than high-knowledge readers, as they reflect their underspecified interpretation better
than specific connectives.

These hypotheses are not mutually exclusive. Readers might attempt to use lin-
guistic correlates for discourse relations to make the inference, but leave the relation
underspecified if these cues are not sufficient to make a precise inference. Similarly,
if these discourse relational signals are absent, readers may interpret the relation as
being continuous, but not further commit their interpretation to a specific type of
continuous relation.

7.4 Methodology

7.4.1 Participants

We recruited students and graduates in the field of economics and biomedical sci-
ences on Prolific for a prescreening study. More specifically, five hundred workers
participated that had registered on Prolific that their subject of study was in the
field of economics or biomedical sciences.3 The prescreening study served to further
ensure expertise in one of the two domains and assess familiarity with each domain.
Participants were presented with a short questionnaire assessing their demographic
background and familiarity with both fields. The latter involved questions about their
study and work experience in the field. In addition, we assessed participants’ knowl-

3When registering on Prolific, participants had indicated that their field of study was either in
economics, accounting and/or finance or in biomedical sciences, genetics, biology, biological sciences
and/or biochemistry.
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edge by asking them to indicate their familiarity with 10 concepts that are specific to
the two domains extracted from the two corpora (e.g. volatility, phosphorylation). For
each of these concepts, participants could indicate that they either did not know the
term (which was coded as 1), had heard of the term while not being able to describe it
(coded as 2), or would also be able to provide a description of the term (coded as 3).
Five filler concepts for each domain consisting of terms that were deemed familiar for
non-experts as well (e.g. interest, DNA) were included as an attention check. Despite
relying on participant’s self-assessment, this method has been shown to correlate well
with participants’ performance on textbook questions (Mehti, 2024) and can therefore
be deemed reliable.

In order to ensure that our study participants were knowledgeable in their own
field of expertise, but not in the other field, we selected only those participants that
met the following criteria for the final experiment: (a) they were working or studying
in one (and only one) of the two fields, (b) they had high familiarity with the terms in
their own field of expertise (top 40% compared to all participants), (c) they had low
familiarity in the other field (bottom 50%), and (d) they did not consider themselves
novices in the field (i.e. they did not rate their own familiarity with the field compared
to other people working or studying in the field lower than 3 on a 7 point Likert scale).
Participants’ average familiarity with the concepts in the domain they were an expert
in was higher than that of the other domain (see Table 7.1). In addition, each
individual participant had higher familiarity with the terms from their own domain
than with the terms from the other domain. Note that the biomedical experts have
higher familiarity with the terms from the economics domain than vice versa. We
will return to this issue in the discussion.

In short, the experts in our study had academic experience in the relevant subject
(as shown by their registration on Prolific and their responses to our pretest) and
considered themselves knowledgeable in the field (as indicated in our pretest) and
their expertise was also reflected in their familiarity with the specialized language
used in the texts.

Table 7.1: Mean scores on the concepts by domain and expertise. Scores on a scale
from 1 (I have not heard of the term) to 3 (I would be able to describe
the term).

biomedical terms economic terms
biomedical experts 2.86 2.09
economics experts 1.62 2.94
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In the final experiment, 106 participants, all native speakers of English, took part
(age range, 19-47 years; mean age, 24.7 years; 60 female). Of these, 89 participants
were students; 56 had completed an undergraduate degree or had obtained a higher
education level.

7.4.2 Materials

Ninety-six relations were sourced from the Penn Discourse Treebank 2.0 (PDTB
Prasad et al., 2008), a discourse-annotated corpus containing Wall Street Journal
texts. Only those sections from the PDTB that were classified as news articles were
selected. In addition, we only included texts that covered economic or financial topics.
An additional set of 96 relations was extracted from the Biomedical Discourse Rela-
tion Bank (BioDRB Prasad et al., 2011). This corpus contains discourse annotations
of 24 biomedical research articles from the GENIA corpus, using an adapted version
of the PDTB annotation framework. The latter texts are likely more specialized than
the newspaper texts, which are written to be accessible to a broader audience. Still,
financial newspapers, like biomedical research papers, target a specific group of read-
ers (i.e. people working in the field of economics) and some degree of domain-specific
knowledge is presumed by the writers of these texts as well. We will elaborate on this
issue in the Discussion. Different items could come from (different parts of) the same
texts, but the items in each corpus came from at least twenty different texts so that
writing styles were varied.

The set of experimental items contained an equal amount of implicitated (i.e. orig-
inally explicit discourse relations from which the connective has been removed) and
implicit relations. To balance the items with respect to the cognitive complexity and
expectedness of the relation sense, four different relation senses were selected for the
purposes of the present study: result, contrast, concession and instantiation.
More specifically, we selected contra-expectation as the subcategory of concession
relations.4 Each relation sense occurred equally often in the experiment.

Only items for which both arguments were single full sentences were included. The
context, consisting of one or two full sentences before and after the arguments, was
also presented. An example of an implicitated result item can be found in Passage

4Within the class of contrast relations, the PDTB2 distinguishes between juxtaposition and
opposition. Since no such distinction was made in the BioDRB, this distinction was disregarded
when selecting materials for the present experiment.
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57. The relational arguments, separated by \\ are presented in boldface here. To the
participants, the context was presented in grey and the target sentences in black.

(57) Convertible debentures – bonds that can later be converted into equity shares
– are the most popular instrument this year, though many companies are
also selling non-convertible bonds or equity shares. These mega-issues are
being propelled by two factors, economic and political. In the past, the
socialist policies of the government strictly limited the size of new
steel mills, petrochemical plants, car factories and other industrial
concerns to conserve resources and restrict the profits businessmen
could make \\ industry operated out of small, expensive, highly
inefficient industrial units. When Mr. Gandhi came to power, he ushered
in new rules for business. He said industry should build plants on the same
scale as those outside India and benefit from economies of scale.

For each of the four relation senses and each relation marking, 12 items were extracted
from the PDTB and 12 items from the BioDRB, resulting in 192 items in total.

7.4.3 Procedure

The task was an updated version of the two-step connective insertion task developed
by Yung et al. (2019).5 Participants were presented with each item one by one and
were asked to complete two steps. In the first step, participants were asked to freely
insert a connective in the blank that reflects the relation between the arguments
best. They could only continue to the next step if they had typed something in
the blank and were instructed to type the word nothing if they could not think of
a linking phrase connecting the sentences.6 They were then provided with a list of
connectives in the second step and asked to select the connective that fits the relation
best. The options presented in the second step were based on the insertion in the
first step, and were unambiguous alternatives for the relations that can be signaled

5Three adaptations were made to Yung et al. (2019)’s task. Firstly, participants were always
presented with the second step in this experiment, regardless whether the connective they inserted
in the first step was unambiguous or not, to discourage the use of only very specific connectives
in the first step. Secondly, the connective bank and the mapping of ambiguous connectives to the
options in the second step was updated based on follow-up experiments. Thirdly, the default list
was adapted for the purposes of the current study.

6Participants avoided this restriction in 1.2% of all data points by inserting punctuation or a
whitespace.
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by the connective in the first step. For example, if but was inserted in the first step,
the options in the second step consisted of (among other options) despite this and on
the contrary to disambiguate between the concession and contrast relation sense
that can be marked by but. If the option inserted in the first step was not present in
the connective bank, a default list was presented: therefore, in addition, despite this,
in more detail, even though, for example, by contrast, due to, this example illustrates
that, in other words. This default list thus contained a target connective for each of
the target relations included in the item.

The experiment was hosted on Lingoturk (Pusse et al., 2016) and distributed via
Prolific. Participants first received instructions. They then saw two practice items,
after which they received feedback on possible answers for these items. The items
were divided across three batches per relation marking, with four items per relation
sense per domain. Thus, each participant saw 32 experimental items. Four additional
filler items were included as attention checks. These items were taken from the PDTB
and did not require economic domain knowledge. Performance for these items was at
ceiling in previous experiments. After completing the study, participants were asked
to rate the difficulty of the texts on economic and biomedical topics. The study took
around 30 minutes to complete and participants were given £3.50 as compensation
for their participation.

7.4.4 Data analysis

Data from participants who provided less than five different types of connectives in
the first step (n = 2) or selected that they wanted to insert a different connective in the
second step in more than half of the cases (n = 4) were excluded from further analysis.
In addition, participants who failed to select a connective that belonged to the same
relational class as the gold label (see below) for more than half of the filler items
were also removed (n = 6). The final dataset (n = 2,976) contained observations
of 48 experts in the domain of biomedical sciences (implicit: 23, implicitated: 25)
and 44 experts in the domain of economics (implicit: 24, implicitated: 22). Trials
for which participants answered that none of the options provided in the second step
were suitable, were coded as missing data (n = 179 observations, 6.0%).

To determine whether participants had inferred the relation correctly, the con-
nectives in the second step were categorized as signaling eight different relational
classes: (1) cause, (2) temporal, (3) contrast, (4) concession, (5) positive expansion
(e.g. instantiation), (6) negative expansion (e.g. disjunction), (7) condition, (8)
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no relation. An overview of which PDTB3 relation senses are included in each rela-
tional class can be found in Appendix F.

We recoded a new variable, correctness, which was 1 when the inserted connective
in the second step matched the relational class of the target relation sense (i.e. agreed
with the gold standard), and 0 when it signaled a different relational sense. The
correctness variable is used as the dependent variable in subsequent analyses, unless
stated otherwise.

During data exploration, we discovered that performance on the contrast rela-
tions was much lower in the PDTB than in the BioDRB (11.2% vs. 31.9%) as well as
compared to other relation senses in the PDTB (60.0%). For these contrastive PDTB
items, participants frequently provided a concessive connective. Note that the dis-
tinction between contrast and concession is notoriously difficult (see e.g. Robaldo
& Miltsakaki, 2014; Zufferey & Degand, 2017). In fact, the manual of the updated
version of the PDTB2 (PDTB3 Webber et al., 2019) states that they addressed this
issue in PDTB3 by reclassifying many contrast relations as concession. We com-
pared the labels of our contrast items between PDTB2 and PDTB3 and found that
21 out of 24 contrast relations were relabelled as concession. We therefore decided
to use the updated PDTB3 labels as the gold label.7 We will come back to this issue
in the discussion.

Binomial mixed-effects analyses were used to examine the data. Corpus, expertise
and relation marking were deviation coded for ease of interpretation of the model with
the PDTB corpus, economic experts and implicit relations at -1 and their counterparts
at 1. For relation sense, treatment coding was used with concession as the intercept,
as this was hypothesized to be one of the most difficult relations to infer. In addition,
we were interested in its comparison with contrast relations, due to these relations
often being confused. Because of convergence issues, the BOBYQA optimizer was
used with 10,000 iterations. The models were always first constructed with maximal
random effect structure. In case of non-convergence, the model was reduced (Barr
et al., 2013). The random slope for relation sense never converged. Unless specified
otherwise, the models therefore contained random intercepts for participants and
items and random slopes for corpus and expertise.

7The label for contra-expectation and instantiation relations also differ between these two
versions of the PDTB. These items were all labeled as arg2-as-denier and arg2-as-instance

respectively in the PDTB 3.0.
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Table 7.2: Confusion matrix of the gold relation senses and the inserted categories
(% per relation sense).

positive
cause expansion concession contrast other

result 64.7 17.5 8.7 2.7 6.3
instantiation 21.9 56.2 9.9 5.7 6.4
concession 19.1 15.0 48.8 8.1 9.0
contrast 15.0 25.7 21.2 31.4 6.7

7.5 Results

7.5.1 Convergence with the gold label

On average, the correct relation sense was inferred in 52.1% of the insertions, as shown
by convergence of the insertions in the second step with the gold label. Although this
performance is relatively low, discourse relation classification is a notoriously difficult
task and these numbers are comparable with similar studies using crowd-sourcing for
discourse relation annotation (cf. Rohde et al., 2016; Kishimoto et al., 2018; Scholman
et al., 2022c). When the majority label per item is taken (i.e. aggregating responses
of all participants per item to obtain a single annotated label), performance is much
higher (74.2%).

As can be seen in Table 7.2, performance is much higher on some relation senses
than on others (see Yung et al., 2019; Scholman & Demberg, 2017a, for similar results).
Connective insertions for result items were correct in 64.7% of cases, followed by the
instantiation relations (56.2%). These two relational classes were often confused,
suggesting that participants did not always know whether the relation was causal
or not. Another possibility is that these relations were ambiguous for these two re-
lation senses, since instantiation relations can often also be causal (Scholman &
Demberg, 2017b). Concession (48.8% correct) showed significantly lower accuracy
than performance on result relations as shown in a binomial mixed-effects analysis
(see Table 7.3 below). The difference with instantiation relations was not signif-
icant. concession relations were sometimes confused with result, but also with
positive expansion relations. The latter is surprising, since that means that par-
ticipants neither infer the causal nor the negative relation between the arguments.
Finally, performance on contrast relations was even lower than on concession re-
lations, with only 31.4% of insertions falling in the same category of the gold label.
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In many of these items, a connective that signals positive expansion or concession

was inserted. Contrast relations have been shown to be difficult to annotate in other
studies as well (cf. Kishimoto et al., 2018). In addition, contrast and concession

relations are known to often be confused with each other (e.g. Robaldo & Miltsakaki,
2014; Demberg et al., 2019). Given the effect of relation sense on accuracy, relation
sense was included as a covariate in all models presented in this paper.

7.5.2 The effect of domain knowledge on discourse relation

inferences

As can be seen in Figure 7.1, performance was higher in the PDTB (57.1%) than in the
BioDRB (47.1%). This effect was confirmed in the model, as shown by a significant
main effect of corpus (see Table 7.3).8 In addition, overall, biologists converged with
the gold label significantly more often than economists (54.8% vs. 49.4%). Indeed,
expertise was also a significant predictor in the regression analysis.

The main question that this study aims to answer, however, is whether high-
knowledge readers infer the correct relation sense more often than low-knowledge
readers and how readers interpret discourse relations in the absence of domain knowl-
edge. As can be seen in Figure 7.1, for each corpus, highest performance was obtained
by the experts from that domain. The binomial mixed-effects analysis shows that the
interaction between corpus and expertise is significant, suggesting that domain knowl-
edge leads to a higher accuracy on relational inference. To examine this interaction
more closely, we conducted pairwise comparisons. On items from the BioDRB, ex-
perts from the biomedical sciences converges with the gold label more often than
economic experts (β = -0.62, SE = 0.18, z = -3.49, p < .001). For economic texts,
this difference between experts and non-experts was not significant.

7.5.3 Interpretation strategies in the absence of domain

knowledge

Exploiting discourse relational cues

We hypothesized that readers use discourse relational cues in the text to infer the
relation. More specifically, we assumed that implicit relations contain more of these

8Model specification: correctness ∼ relationsense + corpus*expertise*relationmarking

+ (1 + corpus | workerid) + (1 + expertise | questionid)
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Figure 7.1: Estimated probability of convergence with gold label per domain and
expertise with error bars showing the standard error.

Table 7.3: Model output on convergence with the gold label.

β SE z p
Intercept -0.11 0.14 -0.81 .42
Relationsense result 0.84 0.20 4.20 <.001
Relationsense contrast -0.75 0.26 -2.92 <.01
Relationsense instantiation 0.39 0.20 1.94 .05
Corpus -0.17 0.08 -2.07 .04
Expertise 0.14 0.07 1.97 .05
Relationmarking 0.09 0.09 0.98 .33
Corpus:expertise 0.17 0.05 3.55 <.001
Corpus:relationmarking 0.04 0.08 0.54 .59
Expertise:relationmarking -0.01 0.07 -0.18 .86
Corpus:expertise:rel...marking -0.09 0.05 -1.92 .06
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cues than implicitated relations and are therefore easier to infer. In addition, low-
knowledge readers were hypothesized to rely on these cues more than high-knowledge
readers and therefore perform better on implicit than on implicitated relations. How-
ever, relation marking was not a significant predictor for convergence with the gold
label (see Table 7.3). There was also no three-way interaction between corpus, exper-
tise and relation marking. We thus find no evidence that the implicit relations are
easier to infer than implicitated relations, nor that the effect of domain knowledge is
different in implicit and implicitated relations.

Possibly, however, the assumption that implicit relations contain more non-con-
nective cues than implicitated relations is not correct. To examine the role of discourse
relational cues more closely, we therefore performed a qualitative analysis on the 30
items for which the difference in accuracy between high-knowledge readers and low-
knowledge readers was largest and examined the insertions by both groups. This
allowed us to distinguish three different types of relations, which are presented below.

Relations without linguistic cues require domain knowledge For some items,
the relation could only be inferred using domain knowledge. For instance, in Passage
(58), a reader needs to know what ‘Treg activities’ are like in murine systems in
order to know whether a reduction in human systems is similar or not. However, no
linguistic cues are present to signal this relation. As a result, low-knowledge readers
often interpreted this item as a cause relation, instead of concession.

(58) In human infectious, neoplastic, and autoimmune diseases, Treg activities
often mirror those in murine systems ___ numbers of Treg are reportedly
reduced in human autoimmune diseases, (...)

(BioDRB:concession:Implicit)

Relational cues allow relational inferences in the absence of domain knowl-
edge A number of items on which experts and non-experts diverged, contained non-
connective cues, such as hyponyms for instantiation relations and antonyms for
contrast relations. These could help readers to infer the correct relation (cf. Crible
& Demberg, 2020). More specifically, the majority of the fourteen instantiation

and contrast items that yielded a large difference between experts and non-experts
contained such a cue. To illustrate these cues, consider (59) and (60), which yielded
high accuracy from both high- and low-knowledge readers. The relational cues in these
items are signaled linguistically by repeating words (e.g. magazine) or are based on
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general world knowledge contrasts (left vs. right). This allows readers to infer rela-
tions even in the absence of domain knowledge.

(59) Other magazine publishing companies have been moving in the same
direction ___ the New York Times Co.’s Magazine Group earlier this
year began offering advertisers extensive merchandising services built around
buying ad pages in its Golf Digest magazine.

(PDTB:instantiation:Implicit)

(60) The core biopsy of the left breast revealed infiltrating ductal carcinoma in
2 of 5 core fragments; high nuclear grade, with no lymphatic invasion seen
___ the core biopsy of the right breast demonstrated benign pathology,
specifically, fibrosis with focal ductal epithelial hyperplasia.

(BioDRB:contrast:Implicit)

Relational cues sometimes require domain knowledge In the items where
there was a large difference between experts and non-experts, low-knowledge readers
did not always pick up on these cues. The reason for this is that domain knowledge was
often required to exploit the cue. This was especially the case for the instantiation
relations. In about half of the cases in which a hyponym was present, this cue could
only be exploited with domain knowledge. For example, in (61) below, the reader
needs to know that orthologous genes are genes in different species that have a similar
descent. The second argument provides a specific example of this, but if a reader does
not have the required domain knowledge, they will likely also not understand that
these genes are instances of orthologous genes.

(61) In particular, we assumed that the transcriptional regulation is conserved for
orthologous genes ___ the mouse gene Myh1 and the human gene
MYH1 are assumed to share expression patterns and to share important cis-
regulatory sequences.

(BioDRB:instantiation:Implicit)

Interestingly, the largest difference between experts and non-experts in convergence
with the gold label in the full dataset can be found in implicitated instantiation

relations in the BioDRB. Experts performed 30 percentage points higher than non-
experts in this condition (see Table 6 in Appendix G). The implicit instantiation
items in the BioDRB and implicitated instantiation items in the PDTB also
yielded higher accuracy for experts than for novices. This suggests that cues for
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instantiation relations are more easily exploited by experts. In a post-hoc analy-
sis, we therefore examined whether the effect of domain knowledge was different per
relation sense. Adding the three-way interaction between relation sense, corpus and
expertise did not significantly improve model fit when compared to the same model
without this interaction. Since examining differences between the relation senses was
not the purpose of the present study and power for finding such a three-way inter-
action effect with the current study design is likely to be low, further quantitative
research is necessary to examine the effect of domain knowledge on different rela-
tion senses and different relational cues. The present qualitative analysis provides
directions for future research.

Furthermore, it is interesting to point out that low-knowledge readers do not al-
ways exploit relational cues that do not require domain knowledge. More specifically,
the three antonyms in the contrast relations that were more challenging for low-
knowledge readers could also be detected with general world knowledge, contrasting
concepts that are accessible for low-knowledge readers as well (see (63) for an exam-
ple). In addition, we found instances of hyponyms in our qualitative analysis that
do not require specific domain knowledge to infer the instantiation relations, but
were nevertheless not detected by low-knowledge readers, as in (62).

(62) More recently, several groups have demonstrated the feasibility of hybridiz-
ing metabolically labeled mRNAs directly from nuclear run-on (NRO) reac-
tions to nylon filter microarrays in order to investigate nascent transcripts
___ Schuhmacher et al. used a B cell line carrying a conditional, tetra-
cycline-regulated myc gene, and found that myc induction resulted in only a
small overlap in regulated mRNAs at 4 hours post-induction when comparing
polyA mRNA and NRO RNA on microarrays.

(BioDRB:instantiation:Implicitated)

(63) E2 inhibits apoptosis in different cell types (cardiac myocytes and others)
___ androgens have been found to induce apoptosis.

(BioDRB:contrast:Implicitated)

To sum up, non-connective cues seem to play a role in discourse relation inferences,
although we do not find evidence that the presence of these cues (or the extent to
which they are used to infer the discourse relation) depends on whether or not the
relation is marked. In addition, the qualitative analysis shows that adopting these
cues sometimes requires domain knowledge. However, even if domain knowledge is
not required, low-knowledge readers do not always adopt these cues.
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Table 7.4: Model output on insertion of causal and continuous connectives.

β SE z p
Intercept 1.68 0.21 7.89 <.001
Relationsense result -0.69 0.31 -2.22 .03
Relationsense contrast -0.96 0.36 -2.67 <.01
Relationsense instantiation -1.05 0.30 -3.45 <.001
Corpus 0.28 0.12 2.23 .03
Expertise 0.12 0.09 1.33 .18
Relationmarking 0.14 0.12 1.13 .26
Corpus:expertise 0.03 0.08 0.37 .71
Corpus:relationmarking 0.29 0.12 2.48 .01
Expertise:relationmarking -0.04 0.09 -0.45 .65
Corpus:expertise:rel...marking 0.14 0.08 1.82 .07

Cognitive bias for continuity and causality

A second hypothesis was that readers might be guided by cognitive biases for causal-
ity and continuity in case their background knowledge was insufficient to determine
the relation sense. To examine whether low-knowledge readers resorted to default
interpretation strategies, we coded the connective insertions for whether they were
signals of continuous relations (cause, positive expansion, temporal, condition) or not
(contrast, concession, negative expansion). We only included incorrect insertions in
this analysis, because correct continuous or discontinuous interpretations are likely
guided by the true sense of the relation. A binomial mixed-effects regression analysis9

revealed that default interpretations were more likely for concession relations than
in the other relations, as shown in Table 7.4. Furthermore, there was a significant
interaction between corpus and relation marking, showing that continuous interpre-
tations were less frequent in implicit relations in the BioDRB (β = -.085, SE = 0.34,
z = -2.53, p = .01). Crucially, however, there was no interaction between corpus
and expertise. In other words, we find no evidence that readers resort to default
interpretation strategies in the absence of domain knowledge.

9Model specification: defaultint ∼ relationsense + corpus*expertise*relationmarking

+ (1 | workerid) + (1+expertise|| questionid)
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Table 7.5: Model output on the insertion of ambiguous connectives in the first step.

β SE z p
Intercept 0.34 0.11 2.96 <.01
Relationsense result -0.99 0.15 -6.57 <.001
Relationsense contrast 0.06 0.19 0.33 .74
Relationsense instantiation -1.48 0.16 -9.42 <.001
Corpus -0.08 0.06 -1.35 .18
Expertise -0.15 0.08 -1.94 .05
Relationmarking -0.07 0.08 -0.87 .39
Corpus:expertise -0.14 0.04 -3.24 <.01
Corpus:relationmarking -0.09 0.06 -1.63 .10
Expertise:relationmarking -0.04 0.08 -0.54 .59
Corpus:expertise:rel...marking 0.01 0.04 0.20 .84

Underspecified interpretations

If readers are not certain about the discourse relation between two arguments, they
might resort to making an underspecified inference, rather than committing to a
specific interpretation. In the paradigm used in this experiment, this would mean
that participants insert more ambiguous connectives in the first step when they have
little knowledge about the domain of the text, compared to when they are experts
in that domain. The connective insertions in the first step were therefore annotated
as indicating relations from one vs. multiple relational classes. The most frequent
ambiguous first step insertions were however (11.8%), and (6.5%) and but (5.9%). In
addition, participants typed nothing in 3.4% of cases, which indicated that they could
not come up with a linking phrase connecting the sentences. For example (6.4%),
therefore (5.1%) and because (3.3%) were the most frequent specific connectives.

A binomial mixed-effects logistic regression analysis showed an interaction between
corpus and expertise (see Table 7.5). This effect of domain knowledge on the insertion
of ambiguous connectives is visualized in Figure 7.2. Pairwise comparisons revealed
that economic experts inserted significantly fewer relation-specific connectives in the
BioDRB (β = -0.57, SE = 0.17, z = 3.26, p < .01). No effect was found for the
PDTB. Besides inferring more incorrect relation types, low-knowledge readers thus
also leave the relation underspecified by inserting ambiguous connectives in the first
step, when reading the BioDRB.
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Figure 7.2: Estimated probability of ambiguous insertions in the first step with error
bars showing standard error.

7.6 Discussion

Background knowledge has often been assumed to play a role in correctly interpreting
discourse relations, but this has never been investigated experimentally. The current
study filled this gap by assessing discourse relation interpretations of high- and low-
knowledge readers. We aimed to examine whether domain knowledge contributes
to inferring the correct discourse relation, as well as which factors guide discourse
relation interpretation in the absence of connectives and domain knowledge. The
first main finding of this research is that high-knowledge readers were better at in-
ferring the discourse relation, as measured by convergence with the gold label, than
low-knowledge readers. Thus, domain knowledge can, in some instances, facilitate es-
tablishing coherence and readers are able to employ their knowledge base to interpret
the relation correctly. However, this effect was modulated by the corpus from which
the text was taken: The effect of expertise was significant for the items from the
BioDRB, but not for the PDTB (see Section 7.6.1). In addition, we identified non-
connective linguistic signals for discourse relations, showing that domain knowledge
influences how readers adopt these cues (see Section 7.6.2).

7.6.1 Text genre and the influence of domain knowledge

One possible reason for why there was only an effect of domain knowledge for texts
from the BioDRB and not the PDTB is the difference between these specific genres.
Even though economics newspaper texts are targeted at readers with a specific in-
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terest in economics, they are intended for a broader audience with various levels of
expertise. Research papers, on the other hand, are often not accessible to a general
audience. Instead, they specifically target experts in that domain. They contain
more specialized vocabulary and focus on topics that only a limited amount of people
are familiar with.10 Also note that the two texts differ in that they are written by
journalists, who are not experts themselves, versus researchers. Discourse relations
in the biomedical texts therefore likely required more domain knowledge than those
in the economics newspaper texts.

Another explanation for this pattern could be related to the level of expertise of
our participants. We recruited the participants via a crowd-sourcing platform, but
their expertise was assessed in various ways (among others their subject of study as
indicated on Prolific and their familiarity with specialized terms as determined during
prescreening). This ensured that they were indeed high vs. low-knowledge readers
with respect to the texts presented in this study. We note here again that experts were
not expected to be familiar with all the information in the text. Domain knowledge
was hypothesized to help in interpreting discourse relations correctly, because text
processing is facilitated by an existing knowledge structure. This knowledge base
does not need to be exhaustive, as the information in the text fills gaps in existing
knowledge. Still, the experts from the domain of biomedical sciences seemed to know
more about economics than vice versa, as measured by their self-rated familiarity
with specialized terms from texts from that domain. They therefore might have also
been able to rely on their background knowledge of some economic topics, when
interpreting the relations. The finding that the effect of domain knowledge is smaller
for the items from the PDTB can therefore not be considered surprising.

This interaction also raises the question of what constitutes expertise. Experts
were assumed to be more knowledgeable with respect to the topic of the text. This
knowledge would have been gained through reading texts typical to the domain. In
the case of the biomedical experts, this would more likely be research papers than
newspapers; in the case of economics experts, this would more likely be economic
newspapers than research papers. In our post-test questionnaire, biomedical experts
indeed indicated that they read research papers more often than economists (mean
3.57 vs. 2.59 on a 1-5 Likert scale ranging from ‘never’ to ‘daily’). This difference was
even more distinct for biomedical research papers (3.41 vs. 1.30). Economics experts,

10This was also confirmed in a post-hoc analysis of the perplexity of the items using a generic
language model (GPT by Radford et al., 2018, a transformer model that is trained on a 1B word
book corpus). The perplexity of the PDTB items (89.0) is lower than of the BioDRB items (101.4).
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on the other hand, read newspapers (and specifically business newspapers) more of-
ten than biomedical experts (3.5 vs. 2.35 for newspapers in general; 3.09 vs. 1.33 for
business newspapers). Domain knowledge might thus consist not only of topic knowl-
edge, but also of text genre familiarity. Such familiarity might help readers to infer
the discourse relations in that genre. For example, newspaper texts are characterized
by a so-called inverted pyramid scheme, where the first paragraph is followed by an
elaboration in the subsequent paragraphs (Das et al., 2018). Methodology sections
of research papers often contain many temporal relations (Bachand et al., 2014).
Even readers who are not familiar with the domain of the text (e.g. psycholinguis-
tic researchers when reading biomedical research papers) might use genre familiarity
with the text structure to infer the discourse relation. A future line of research could
attempt to further tease apart the influence of topic knowledge and genre familiarity
on the impact of domain knowledge, and how these two factors separately contribute
to inferring discourse relations.

7.6.2 Discourse relational cues

Besides examining the role of domain knowledge in inferring the correct discourse
relation, we also set out to explore how readers infer discourse relations in the absence
of domain knowledge. The first prediction was that non-connective linguistic cues
for discourse relations would be used. We therefore varied whether a connective
was present in the original text. Discourse relational cues were assumed to be more
frequent in implicit than in (originally explicit) implicitated relations (cf. Sporleder &
Lascarides, 2008; Hoek et al., 2019b; Crible, 2020), which is why we expected implicit
relations to be easier to infer than implicitated relations. However, no effect of the
presence of a connective in the original text was found. In addition, high- and low-
knowledge readers were not affected differently by whether the relation was originally
marked. We can therefore not confirm the hypothesis that discourse relational cues
in implicit relations facilitate discourse relational inferences.

The by-item analysis revealed that some discourse relations contained cues for the
relation, even in the absence of a connective. For example, antonyms were present
in contrast relations and hypernyms in instantiation relations. Low-knowledge
readers sometimes successfully retrieved the relation when such cues were present.
However, they were not always sensitive to these cues. For example, hypernyms did
not always help low-knowledge readers to infer an instantiation relation, nor did
antonyms in contrast relations. Instead, readers strongly diverged in the interpre-
tations of these items.
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There are several possible explanations for these findings. First of all, non-con-
nective linguistic signals for discourse relations are highly ambiguous, with many
signaling a large variety of discourse relations (see also Chapter 6). The cue might
then exclude some possible relation interpretations, but not provide only one single
likely interpretation. As a result, different readers might interpret the cue differently,
diminishing the facilitative effect of additional relational cues in implicit relations.
Secondly, signals for discourse relations (other than connectives) may require domain
knowledge to interpret them. To illustrate, antonyms could serve as a signal for
contrast relations, but to know that two concepts are opposite, the reader should
know what the words mean. This could explain why low-knowledge readers do not
always pick up on these cues. However, even when only general world-knowledge was
required to interpret the cue, low-knowledge readers still did not always exploit these
signals. Possibly, readers use non-connective cues to confirm their interpretation,
rather than to explore different relation senses. To illustrate, a high-knowledge reader
might consider a particular relation (e.g. contrast) based on their domain knowledge
and subsequently exploit antononomy as additional evidence for this relation. A low-
knowledge reader, however, cannot use their domain knowledge to arrive at an initial
interpretation and subsequently also does not recognize linguistic cues to confirm
such an interpretation. This confirmatory role of non-connective cues also suggests
that readers rely more heavily on the content of the relation than on the cue. This
would explain why the effect of non-connective signals seems limited in tasks in which
the discourse relation can be inferred based on the content (cf. Grisot & Blochowiak,
2017; Crible & Pickering, 2020, see also Chapter 6, Experiments 2 and 3), except when
readers have to disambiguate between one of four relations (Crible & Pickering, 2020)
Furthermore, in tasks in which the content of the discourse relation is not provided,
findings on the role of non-connective cues are more consistent: non-connective cues
have repeatedly been shown to elicit expectations for upcoming discourse relations (cf.
Kehler et al., 2008; Rohde & Horton, 2014; Scholman et al., 2020; Bott & Solstad,
2021, see also Chapter 6, Experiment 1). However, further research is needed to
confirm this hypothesis that the non-connective cues are used to confirm discourse
relation inferences.

Another explanation for the diverging interpretations of items containing non-
connective linguistic signals might lie outside the scope of the text itself and be
influenced by characteristics of the reader. Scholman et al. (2020) show that some
readers are more sensitive to contextual list signals than others. More specifically,
participants in their study who had more reading experience (as measured by an Au-
thor Recognition Test), picked up on these cues more than participants who were less
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experienced readers. Only some readers might therefore have been able to employ
these signals in inferring the relation, leading to differences in how relations contain-
ing such cues are interpreted. With respect to domain knowledge, high-knowledge
readers had access to two strategies in interpreting the relation: non-connective lin-
guistic signals and their knowledge base. The high-knowledge readers who were not
sensitive to these non-connective discourse relational cues could then use their domain
knowledge to infer the relation, whereas low-knowledge readers would not be able to
interpret the relation if they did not detect these signals.

7.6.3 Inferences in the absence of domain knowledge

The present study also set out to investigate what low-knowledge readers do when
they lack the domain knowledge that is required to infer the correct discourse relation.
Apart from using non-connective linguistic signals, we hypothesized that participants
might resort to a default interpretation strategy and have a preference for causal and
continuous relation interpretations in cases in which the relation was not inferred
correctly. However, low-knowledge readers did not insert causal and continuous con-
nectives in incorrect items to a greater extent than high-knowledge readers. We thus
did not find evidence that domain knowledge influences readers’ cognitive biases for
causality and continuity.

In addition, we predicted that low-knowledge readers would prefer to leave the
discourse relation underspecified. Rather than committing to a certain interpre-
tations that might be incorrect, readers were hypothesized to make underspecified
discourse interpretations and therefore provide connectives reflecting this underspec-
ification. We found some evidence for this hypothesis, since low-knowledge readers
inserted more ambiguous connectives in the first step than high-knowledge readers.
Low-knowledge readers thus seem to avoid making a specific relation interpretation.
However, it remains unclear what the reason for these underspecified interpretations
is. On the one hand, it is possible that low-knowledge readers were unable to specify
the relation further. On the other hand, low-knowledge readers might have processed
the text less deeply and therefore not committed to a specific relation because they
did not wish to do so. Future research could examine whether low-knowledge readers
perform better when they are forced to process the text more deeply (cf. Scholman,
2019) to disentangle these two factors.
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7.6.4 Limitations

Finally, we note some limitations of the present research. Firstly, the study aimed
to balance the items among the different discourse relation senses, since different
relation senses were hypothesized to yield differences in accuracy and interpretation
biases. We did indeed find that result and instantiation relations were easier
to infer for participants than concession relations and that instantiation and
concession relations were often interpreted as being causal. Many of the initially
selected contrast relations had been annotated as concession in the PDTB 3. The
lower performance on this relation sense could therefore partly be attributed to the
disagreement about the gold label, since a concession interpretation might also
have been possible. However, since relation sense was included as a covariate in the
analysis, this does not affect the conclusions about the role of domain knowledge.

Another limitation is our manipulation of relation marking. It is possible that the
relation might have become impossible to identify or has changed by removing the
connective. In the first case, we would find floor effects on the implicitated relations,
even for the high-knowledge readers. Overall, there were ten (out of 190) items for
which none of the high-knowledge readers converged with the gold label. However,
these were equally distributed over the implicit and implicitated condition. This sug-
gests that the original relation could still be retrieved, even when the connective had
been removed, also in the implicitated condition. In the case of multiple interpre-
tations, convergence to the gold label is not reliable anymore. To account for the
problem of multiple interpretations, we examined those implicitated relation items
where several participants agreed on the same non-gold relation interpretation and
assessed whether this interpretation was also possible. Including these alternative
answers as correct still revealed the same pattern as above: high-knowledge readers
interpreted the relation correctly more often than low-knowledge readers. Neverthe-
less, a study manipulating discourse relational cues specifically would provide further
insight on this matter.

Furthermore, despite carefully selecting our participants, we cannot be sure that
they were indeed as knowledgeable as they said they were (but see Mehti, 2024, for
evidence that self-assessments correlates with performance on textbook questions).
Nevertheless, we found a clear effect of domain knowledge in the BioDRB, suggest-
ing that the biomedical experts were indeed more familiar in this domain than the
economic experts. There is no reason to believe that the experts from the field of
economics would be less knowledgeable than the participants from the biomedical
domain.
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7.7 Conclusion

The goal of this chapter was to examine how reader characteristics influence the inter-
pretation of discourse relations and their sensitivity to linguistic signals (cf. Research
Goal 3, Chapter 1). Previous work has mainly focused on the influence of domain
knowledge on text comprehension and recall (e.g. McNamara et al., 1996; Smith et al.,
2021) or on whether or not discourse inferences are made in the absence of domain
knowledge (e.g. Noordman & Vonk, 1998), showing that low-knowledge readers ben-
efit more from coherence marking than high-knowledge readers and are less likely to
make relational inferences during reading. However, these studies did not address
how the discourse is interpreted differently by high- and low-knowledge readers. The
present study shows that readers are able to interpret discourse relations correctly,
even if they have little knowledge about the domain of the text. Still, high-knowledge
readers make more correct (and more specific) discourse relation interpretations. This
effect was established in biomedical research papers, a text type that targets a spe-
cialist audience, but not in economic newspapers, possibly because the genre is aimed
to be accessible for both experts and novices in the field. Moreover, we found that
readers adopt linguistic cues for inferring discourse relations, although this did not
interact with the presence of a connective in the original text. A text without dis-
course connectives is therefore not necessarily detrimental for low-knowledge readers
(cf. McNamara et al., 1996), as they can also establish coherence with other discourse
cues. Still, these cues might be more challenging to low-knowledge readers as in some
cases domain knowledge is required to detect them. Finally, our findings suggest
that non-connective cues might be used to confirm rather than to explore discourse
relation interpretations, but further research is needed to confirm this hypothesis.
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Chapter 8

General discussion

Discourse comprehension is a key component of successful communication. In order
to understand a text, whether written or spoken, comprehenders need to make sense
of how the different parts of the discourse are related. These discourse relations can be
derived based on various sources of information. Previous research has mainly focused
on the role of connectives in building a coherent mental representation of a text.
Much less is known about how other linguistic signals influence the processing and
representation of discourse relations. This dissertation therefore set out to investigate
the following research question:

Which factors influence readers’ sensitivity to linguistic signals of dis-
course relations?

In this dissertation, we investigated four factors influencing reader’s sensitivity to
signals of discourse relations: characteristics of the signal, the relation, the reader
and the language. Here, we summarize the findings from the studies presented in
this dissertation, as well as from earlier work, to provide an answer regarding each
characteristic.

8.1 Characteristics of the discourse signal

Previous research has often focused on the role of connectives in discourse processing
and representation (e.g. Cozijn et al., 2011; Kleijn et al., 2019; Asr & Demberg, 2020),
but much less is known about the effect of other discourse signals. In Chapter 3, we
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show that discourse relation signals differ with respect to five features. Functionality
refers to whether the signal’s primary function is to convey how segments are related.
To what extent the signal is informative in determining the type of discourse relation is
captured in the informativity feature. Immutability relates to whether the signal can
be modified and lexicality to whether it is lexical. Agreement concerns the similarity
between the signal’s primary meaning and that of the discourse relation. These
features are also argued to affect their effectiveness in signaling the discourse relation.
The functionality, lexicality and immutability features describe how easily a signal
can be identified: Immutable, lexical items that do not have another function can
be recognized more easily as a discourse signal. The informativity and agreement
feature determine how informative the signal is about the relation: if the cue always
signals the same relation or if its propositional meaning overlaps with that of the
relation, the relation can be derived more easily. Thus, we hypothesized that readers
will be more sensitive to signals that adhere to these features more strongly. In the
next section, we discuss the findings from our case study on the role of gerund free
adjuncts in the processing of result relations. This is followed by a reflection on how
readers’ sensitivity to discourse signals is influenced by the characteristics described
above (Section 8.1.2) as well as other factors suggested in previous literature (Section
8.1.3).

8.1.1 Gerund free adjuncts as a discourse relation signal

To extend research on signals other than connectives, we examined a cue that is not
specialized for signaling discourse relations in Chapter 6. We showed that gerund
free adjuncts (GFAs) provide information about the discourse relation through their
frequent co-occurrence with result relations in Section 6.4. However, we also found
that it can occur with almost any discourse relation, suggesting its informativity is
low. In addition, as illustrated in Table 8.1, this cue is non-lexical and its overt form
is context-dependent. Furthermore, its primary meaning is not similar to that of the
discourse relation. Based on the hypothesis that weaker adherence to these features
lead to a weaker influence on processing and representation, one might expect that
the role of GFAs in discourse relation inference is limited.

We found evidence that readers adjust their off-line expectations about upcoming
discourse relations based on these cues: participants provided more result relations
following a GFA compared to a full matrix clause in Experiment 1 (Section 6.5). How-
ever, these expectations about the discourse relation did not influence the processing
of result relations. More specifically, result relations were not read faster in the
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Table 8.1: Overview of example discourse signals with their features, as well as their
effect on representation or processing. For the features, black bullets in-
dicates that the feature is (strongly) present. Gray bullets show that the
feature is less strong or absent. For the findings, black squares indicates
that there is strong evidence for the effect of this type of discourse signal,
with ■ indicating smaller effects or mixed findings and ■ representing
that no effect has been found. -: not applicable
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presence of a GFA compared to a full matrix clause. This is contrary to connectives
(e.g. Cozijn et al., 2011; Blochowiak et al., 2022, see also Chapters 4 and 6), which
facilitate the processing of relations they signal. This suggests that the role of GFAs
in processing discourse relations is limited. Furthermore, we also did not find that
readers have a preference for GFAs compared to full matrix clauses in result rela-
tions. These findings thus support the hypothesis that readers are less sensitive to
signals that are less informative, non-lexical, modifiable, and whose primary meaning
is not in agreement with that of the discourse relation.

8.1.2 A continuum of discourse signals in processing and

representation

Which of these features influences reader’s sensitivity to discourse relations? In Chap-
ter 3, we show that functionality, informativity and lexicality seem to influence the
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extent to which a signal affects processing and representation. Signals whose primary
function is to signal the discourse relations (e.g. connectives) elicit stronger discourse
expectations and facilitate processing more than signals that have a different pri-
mary function (e.g. quantifiers, tense, cf. Scholman et al., 2017; Cozijn et al., 2011;
Scholman et al., 2020; Grisot & Blochowiak, 2017). Less informative (i.e. ambiguous)
connectives have a weaker effect on processing than relation-specific connectives (Cain
& Nash, 2011; Li et al., 2017). Similarly, lexical cues for discourse relations (e.g. im-
plicit causality verbs, antonyms) have been shown to facilitate discourse processing
and representation, but studies on non-lexical cues (e.g. tense, parallelism) often find
limited effects (cf. Hoek et al., 2021a; Crible & Demberg, 2020; Grisot & Blochowiak,
2017; Crible & Pickering, 2020). For immutability and agreement, the findings on
whether they affect readers’ sensitivity are mixed. Both immutable connectives and
context-dependent signals facilitate the representation and processing of relations
they signal (cf. Van Silfhout et al., 2015; Sanders & Noordman, 2000). In addition,
although signals that are in agreement with their relational meaning (e.g. negation,
antonyms) seem to influence processing more than those that are not (e.g. parallelism,
gerund free adjuncts, cf. Crible, 2021; Crible & Demberg, 2020; Crible & Pickering,
2020, Chapter 6), this is not the case for implicit causality verbs. There is evidence
that these verbs have a strong influence on the representation and processing of dis-
course relations (cf. Kehler et al., 2008; Rohde & Horton, 2014; Hoek et al., 2021a),
despite their primary meaning not being in agreement with the discourse relation.
One explanation could be that there are other discourse signal features, such as at-
issueness, that moderate readers’ sensitivity to these signals. We will return to this
in the next chapter (Section 9.1.1).

Note, however, that discourse signals’ adherence to the features often overlaps. To
illustrate, specialized discourse cues are often also immutable and more informative in
comparison to non-specialized signals. It is thus unclear if all of these characteristics
independently affect the extent to which readers use the signal when inferring the
relation. To examine whether a feature independently influences readers’ sensitivity,
all other factors need to be kept constant. For example, ambiguous connectives
differ from relation-specific connectives only with respect to their informativity. This
shows that informativity independently influences readers’ sensitivity. For the other
features, more research is needed to compare the role of the other features in the
processing and representation of discourse relations. We will discuss directions for
further research in more detail in Chapter 9.
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8.1.3 Other signal characteristics

The characteristics of the discourse signal presented here are not exhaustive. Other
features of discourse signals have also been shown to influence whether readers use
them to infer discourse relations. We will discuss two of these features here. Note that
they were not included in the classification presented above, as they do not clearly
distinguish between connectives and non-connective cues.

Scholman et al. (2024a) find that lexical transparency, the extent to which the
meaning of a word can be derived from its form, influences performance on a coherence
judgment task: Connectives that are more lexically transparent were found to be
easier to comprehend. Lexical transparency thus likely also affects the extent to
which readers will rely on a discourse signal in discourse interpretation. This notion
is similar to that of agreement for non-connective cues: it quantifies the extent to
which the discourse relation meaning can be derived from the signal itself.

Frequency is another factor that has been argued to be important in the com-
prehension of connectives. A number of studies show that readers comprehend more
frequent connectives better than infrequent ones (Nippold et al., 1992; Zufferey & Gy-
gax, 2020a,b; Tskhovrebova et al., 2022a, but see Wetzel et al., 2020; Scholman et al.,
2024a). This suggests that readers are more sensitive to more frequent connectives.
Indeed, readers detect the inappropriate use of connectives earlier when they are more
frequent (Wetzel et al., 2021). With respect to non-connective cues, frequency might
also influence readers’ sensitivity. In a statistical learning account of discourse signals
(cf. Chapter 6), not only the co-occurrence of the signal with the meaning should play
a role, but also its general occurrence frequency. Even if a discourse signal is highly
informative (e.g. the signal always occurs with the same relation), a language user
needs repeated exposure to the signal to acquire the signal∼meaning mapping.

8.2 Characteristics of the discourse relation

In addition to characteristics of the discourse signal, we investigated how charac-
teristics of the discourse relation influence the effect of discourse signals on on-line
processing. Some discourse relations are more difficult to process than others (e.g.
Sanders & Noordman, 2000; Noordman & de Blijzer, 2000; Xu et al., 2018). In addi-
tion, the representation of some discourse relations is stronger than of others, resulting
in better memory of these relations (Myers et al., 1987; Sanders & Noordman, 2000;
Trabasso & Van Den Broek, 1985). In Chapter 7, we showed further evidence for
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relation-dependent differences in discourse processing: in the absence of a connective,
result relations are inferred more accurately than contrast and concession rela-
tions. We hypothesized that features of the discourse relation would affect to what
extent readers rely on connectives in discourse processing. More specifically, we pre-
dicted that readers would benefit from connectives more in discourse relations that
are more difficult to process. We investigated two factors that influence the processing
difficulty of the relation: whether the relation is causal or not, discussed in Section
8.2.1 below, and whether it is predictable or not, discussed in Section 8.2.2.

8.2.1 Causal vs. non-causal relations

To investigate whether the causality of the discourse relation influences readers’ sen-
sitivity to the presence of a connective, we compared the effect of the presence of a
connective on the processing of result vs. contrast and consession relations in
Chapter 4. Result relations were hypothesized to be easier to process, as readers
have been argued to assume a causal relation by default (causality-by-default hypoth-
esis). We therefore expected that the presence of a result connective should not
provide as much benefit as a connective of a relation that readers do not infer auto-
matically (i.e. contrast or concession). In Experiment 1, we compared the effect
of connective presence in result relations to contrast relations. Surprisingly, we
did not find any effect of relation marking on neither the region where the relation
became clear nor in the subsequent clause-final region. In Experiment 2, the presence
of a connective did facilitate the processing of the sentence-final region, but only for
concession relations. This confirmed our hypothesis that readers are more sensitive
to the presence of a connective in non-causal relations.

Note that our findings do not provide conclusive evidence for the causality-by-
default hypothesis. First of all, we do not find a general advantage for result rela-
tions compared to concession relations. The effect of relation in Experiment 1 of
Chapter 4 could also be attributed to differences in clause structure. Furthermore,
a strong version of the causality-by-default hypothesis might predict that there is no
facilitating effect of causal connectives at all. However, in Chapter 5, we show in
both a self-paced reading study as well as an eye-tracking study that the presence of
a result connective leads to shorter reading times of the material following it.

The effect of connectives in causal and non-causal relations also provides insights
into the time-course of discourse relation processing. In sentence-initial regions, pro-
cessing of both causal and non-causal relations has been found to be facilitated in
the presence of a connective (Millis & Just, 1994; Cozijn et al., 2011; Van Silfhout
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et al., 2014, 2015, see also Chapter 5). This effect has been attributed to facilitated
propositional integration in the presence of a connective: the connective helps readers
to understand how the two segments are related. This process of propositional inte-
gration extends to sentence-final regions as well in non-causal relations. The findings
in Experiment 2 of Chapter 4 show that the presence of a non-causal connective fa-
cilitates sentence-final reading as well (see also Zufferey & Gygax, 2016). For causal
relations, the presence of a causal connective does not facilitate reading here. In fact,
some studies even find a negative effect of relation marking on sentence-final process-
ing (Millis & Just, 1994; Cozijn et al., 2011). This suggests that readers might have
already finished the integration process before the end of the sentence, possibly due
to assuming a causal relation by default.

8.2.2 Predictability of the discourse relation

In Chapter 5, we investigated whether the processing difficulty of a discourse relation
can be quantified in terms of its predictability. More specifically, we examined two
levels of predictability: that of the relation type, operationalized as relation surprisal,
and that of the content, operationalized as semantic information value. The second
argument is processed faster when its content is more predictable. In addition, we
show that the more predictable the relation type is, the better readers can predict
the content. As a result, the predictability of the relation type facilitated reading by
enhancing the predictability of the content. Surprisingly, however, when controlling
for the predictability of the content, relation types that were more predictable led to
longer reading times. We speculate that readers might want to confirm the relation
type when their expectations about the content were incorrect, but leave this issue
for further research.

Furthermore, we hypothesized that the facilitating effect of the connective would
be proportional to the extent it reduces the predictability of the discourse relation.
If so, variation in reading times in the presence vs. absence of a connective should
be fully (or partially) attributed to differences in the unexpectedness of the relation
type and content. We showed that the connective reduces the unexpectedness of
the discourse relation type, and as a result also that of the content of the discourse
relation. However, this did not significantly predict reading times. Instead, there was
a strong facilitating effect of the connective, even when controlling for variation in the
predictability of the relation type and content. Thus, we do not find evidence that
the predictability of the discourse relation type and its content influences readers’
sensitivity to connectives.
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8.3 Characteristics of the reader

A third factor we examined is how characteristics of the reader might influence read-
ers’ sensitivity to discourse relation signals, in particular domain knowledge. As
discussed in Chapter 2 (Section 2.5), discourse relation inference consists of under-
standing how the sentences are related (propositional integration) and relating this to
existing knowledge (world-knowledge inference). When no linguistic signal is present,
world-knowledge inference is needed to integrate the propositions. In the connec-
tive insertion study in Chapter 7, biomedical experts interpreted discourse relations
in biomedical research papers more accurately than economics experts. This shows
that domain knowledge helps readers to infer discourse relations. For economic texts,
such an effect of domain knowledge was not found, possibly because the texts used
in this study were accessible to a broader audience. In addition, readers resort to
more underspecified interpretations when they were not an expert on the domain of
the text, as we found more ambiguous connective insertions by non-experts. Thus,
domain knowledge influences readers’ inferences about discourse relations. We now
turn to how domain knowledge influences readers’ sensitivity to linguistic signals.
In Section 8.3.2, we review other reader characteristics that have been discussed in
previous literature.

8.3.1 The role of domain knowledge in exploiting discourse

signals

The presence of linguistic cues could facilitate relational inference. We show that with-
out linguistic cues, domain knowledge is indeed required to infer the relation, leading
to more accurate interpretations by experts. We hypothesized that low-knowledge
readers would exploit linguistic signals of the discourse relation to compensate for
their lack of domain knowledge. Discourse signals were assumed to be more frequent
in originally implicit relations, since readers cannot rely on connectives in these cases
(cf. Sporleder & Lascarides, 2008; Hoek et al., 2019b; Crible, 2020). However, inser-
tions in implicit relations were not significantly more accurate than those in implic-
itated relations. A qualitative analysis revealed that relation signals were present in
relations that were originally signaled by a connective as well as those that were not.
We also show that low-knowledge readers did not always exploit these cues. Partly,
this could be attributed to the fact that relational cues sometimes require domain
knowledge. For example, antonymy can signal contrast relations, but in order for a
reader to recognize this, they need to know that there are linguistic elements that refer
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to opposite concepts. Surprisingly, experts and non-experts also diverged when these
signals could be recognized using general world knowledge. One possible explanation
for this is that readers use non-connective cues to confirm their interpretation, rather
than to explore different relation senses. In other words, expert readers might already
consider a particular relation (e.g. contrast) based on their domain knowledge, for
which the signal (e.g. antonymy) then provides additional evidence. Low-knowledge
readers, on the other hand, lack the required domain knowledge to infer the relation
and, as a result, can also not use the linguistic cue to confirm that interpretation.

Our findings extend earlier work on experts’ and non-experts’ use of connectives
and other cohesive devices in comprehension. These studies show that low-knowledge
readers benefit more strongly from the presence of connectives than high-knowledge
readers (McNamara et al., 1996; McNamara, 2001; O’Reilly & McNamara, 2007;
Kamalski et al., 2008). Thus, low-knowledge readers are sensitive to some linguistic
signals of discourse relations. The cues manipulated in these earlier studies, however,
are more informative: they signal a specific relation. Non-connective cues, on the
other hand, are less informative in that they can occur in a wide variety of relations.
Additional background knowledge is necessary in these cases to pinpoint the specific
relation. The role of readers’ background knowledge in their sensitivity to discourse
cues thus interacts with the informativity of the signal.

8.3.2 Other reader characteristics

Other work has also shown that readers vary in their sensitivity to linguistic cues. For
instance, readers differ in their interpretation of discourse relations (Scholman, 2019),
how well they comprehend connectives, (e.g. Zufferey & Gygax, 2020b; Scholman
et al., 2024a; Tskhovrebova et al., 2022a,b), to what extent non-connective signals
modulate expectations about upcoming discourse relations (Scholman et al., 2020)
and comprehenders’ use of prosodic cues in distinguishing subjective and objective

relations (Hu et al., 2023). Here, we discuss three reader characteristics that have been
shown to affect the role of discourse relation signals in processing and representation.

The first factor that modulates readers’ sensitivity to discourse cues is age. In or-
der to effectively use a discourse cue to infer the relation, readers need to understand
its meaning. The presence of a connective already influences on-line processing with
children as young as eight years old (Cain & Nash, 2011), but readers’ comprehension
of connectives develops into adulthood (Nippold et al., 1992; Cain et al., 2005; Cain &
Nash, 2011; Tskhovrebova et al., 2022a,b). Even adults do not show at ceiling perfor-
mance in connective comprehension tasks (e.g. Zufferey & Gygax, 2020b; Scholman



8. General discussion 197

et al., 2024b). This variation within adults can partly be attributed to characteristics
of the signal such as lexical transparency and frequency (cf. Section 8.1.3), as well as
to other reader-related differences.

One of these reader-related differences that influences connective comprehension
is linguistic ability. Readers have been shown to struggle with the correct usage of
connectives in a second language (Wetzel et al., 2020, 2023). Linguistic competence
also influences connective comprehension in the native language. For instance, a larger
vocabulary size predicts better understanding of connectives (Tskhovrebova et al.,
2022a; Scholman et al., 2024a). In addition, participants who read more, as measured
by an author recognition test (ART), have been found to show better performance
on connective comprehension tasks (Zufferey & Gygax, 2020b; Tskhovrebova et al.,
2022b; Wetzel et al., 2021, but see Tskhovrebova et al., 2022a; Scholman et al., 2024a).
This factor could also partly explain age effects, as older readers will have gained more
general linguistic experience. Furthermore, individual differences in linguistic ability
also affect readers’ sensitivity to discourse cues beyond connective comprehension.
Scholman et al. (2020) show that print exposure modulates the extent to which readers
use non-connective signals (quantifiers) to guide their expectations about upcoming
list relations (but see Tskhovrebova et al., 2023, who do not find such an effect
for French teenagers). This is in line with a statistical learing account of discourse
signals: the more often a reader encounters the signal ∼ meaning mapping, the more
likely they are to be sensitive to it. This could in part also explain the age effect,
since older participants will have gained more linguistic experience over the course of
their life. Thus, readers’ sensitivity to discourse cues is influenced by their linguistic
competence in various aspects of discourse representation.

A third factor that has been shown to influence to what extent readers (can) rely
on linguistic signals for discourse relations is general intelligence. Tskhovrebova et al.
(2022a) show that participants with higher academic level show better comprehension
of connectives, across different age groups. Similarly, Scholman et al. (2024a) find that
non-verbal IQ, as measured with Raven’s Progressive Matrices Test (RPMT), also
predicts the understanding of connectives. However, it is still unclear to what extent
these factors influence the role of discourse cues in other aspects of representation
and processing.1

1An exploratory analysis of the RPMT and ART data collected in Experiment 2 in Chapter 5
showed no effect of these measures on general reading speed, nor on the effect of the connective.
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8.4 Characteristics of the language

In Chapter 4, we examined a fourth factor that might influence readers’ sensitivity
to discourse signals: characteristics of the language. Specifically, we hypothesized
that the analyticity of the language would modulate the effect of the connective
on subsequent processing. In analytic languages, information needs to be inferred
from the context more often than in synthetic languages (cf. Blumenthal-Dramé,
2021). As a result, speakers of analytic languages might rely less on connectives when
inferring discourse relations than speakers of synthetic languages. We conducted two
self-paced reading experiments comparing the effect of the connective on reading in
English (analytic) and German (synthetic). In neither of these experiments did we
find evidence that the effect of the connective on processing is language-dependent.
This suggests that whether a language is analytic or synthetic has a limited effect on
the influence of the connective.

There might be other language-related factors that influence the role of discourse
cues in processing and representation. For example, languages differ in how discourse
relations are expressed. Many languages have connectives to distinguish subjective

and objective relations, but this is not the case in English (cf. Sanders & Evers-
Vermeul, 2019). However, in English, subjectivity can be expressed using prosody.
In fact, there seems to be a trade-off between the use of lexical and prosodic cues
in signaling discourse relations (Hu et al., 2022): Possibly, comprehenders are more
sensitive to such prosodic cues in languages in which there are no lexical alternatives
than in languages in which there are.

Furthermore, a statistical learning account of acquiring discourse signal meaning
predicts that language-related differences in the distribution of discourse cues should
influence the processing and representation of such cues. There is initial evidence
that cross-linguistic variation in how relations are encoded affects processing. Yi &
Koenig (2021) show that cause relations are usually not signaled by a connective
in Korean. They find that Korean speakers are less likely to produce such relations
compared to English speakers. This shows that there are language-related differences
in expectations for discourse relations.

8.5 Conclusion

The research presented in this dissertation aimed to investigate which factors influ-
ence readers’ sensitivity to signals of discourse relations. A summary of the findings
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in Chapters 3 through 7 shows that the extent to which readers rely on discourse
signals depends on characteristics of the signal itself, the relation and the reader. We
do not find evidence that readers’ sensitivity is modulated by the characteristic of
the language we investigated, its analyticity. These findings were discussed together
with related work, outlining other characteristics of the discourse signal, reader and
language that influence to what extent comprehenders rely on discourse signals. In
the next section, we will discuss suggestions for further research.



Chapter 9

Conclusion and outlook

9.1 Directions for future research

The research presented in this dissertation opens several directions for further re-
search, both with respect to readers’ sensitivity to discourse signals as well as more
general theories of language processing.

9.1.1 Features of discourse relation signals

We proposed various features that seem to influence the role of the discourse signal
in inferring the discourse relation (see Chapter 3). However, as discussed in Chapter
8, discourse cues often differ in multiple of these features. It is therefore still unclear
whether all of these features independently influence the processing and representation
of discourse relations. Further research is necessary to tease the effect of these features
apart. This would require comparing the influence of discourse signals that differ
only with respect to one feature, for example in an eye-tracking or self-paced reading
experiment. Furthermore, we discussed that part of the reason why some features
may or may not influence discourse processing and representation is their salience.
Immutable lexical discourse cues whose primary function is to signal the relation are
hypothesized to be more salient than non-lexical, non-specialized and mutable signals.
To test this hypothesis, future research could examine whether highlighting discourse
signals (e.g. using typographical and prosodic cues) increases readers’ sensitivity to
them.
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Discourse signals need to provide information about the discourse relation. In
Chapter 6, we argue that readers track statistical correlations between linguistic ele-
ments and discourse relations. However, the effect of this co-occurrence on processing
seems to be limited. This raises the question what amount of statistical information
the signal needs to provide in order to facilitate discourse relation inference. In other
words, how often does the reader need to be exposed to the co-occurrence of a cue
with a discourse relation, in order for them to pick this up as a signal? This could
be examined by comparing the effect of cues that vary in their informativity. The
informativity of these cues could either be based on general occurrences in a corpus or
could also be manipulated by exposing readers to certain signal ∼ meaning mappings
before testing (cf. Johnson & Arnold, 2023, for a similar framework for investigating
referential biases).

The features proposed in this dissertation are likely not exhaustive: there might be
other signal characteristics that influence whether readers are sensitive to the signal.
One such feature that has not been discussed in this dissertation is whether the signal
is in an at-issue clause. For example, Yao et al. (2024) show that implicit causality
verbs in at-issue clauses raise stronger questions-under-discussion (cf. Clifton Jr &
Frazier, 2012; Kehler & Rohde, 2017) about causal relations than when these verbs
are in clauses that are not at-issue. Further research is necessary to investigate
whether this also applies to other types of signals and clauses.

Connectives have been shown to elicit two distinct processes: propositional inte-
gration and world-knowledge inference (cf. Cozijn et al., 2011). It is still unclear if
the same processes are triggered by non-connective cues. After all, non-connective
signals are not as informative as connectives, so readers cannot only rely on the signal
to determine the relation. Instead, readers might still need their world-knowledge to
infer the discourse relation. In Chapter 7, we hypothesize that readers possibly use
non-connective cues only to confirm the relation type that they established based on
existing knowledge. This suggests that the content of the relation has a strong effect
on the interpretation of non-connective cues. Previous studies indeed find that effects
of non-connective cues show up strongly in off-line continuation tasks (cf. Kehler
et al., 2008; Scholman et al., 2020, Chapter 6), where no content is provided, but
such findings are mixed for tasks on readers’ sensitivity to such cues when it can
also be derived based on the content (cf. Crible & Pickering, 2020, Chapters 6 and
7). However, further research is needed to investigate whether and how the pro-
cesses that are elicited by connectives and non-connective cues differ. For example,
do non-connective signals for causal relations also facilitate sentence-initial, but not
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sentence-final reading (cf. Cozijn et al., 2011; Millis & Just, 1994)? And are readers
indeed less sensitive to non-connective signals when they have no clue about the rela-
tion sense compared to when they need to disambiguate between only a few relation
types?

9.1.2 Individual differences in discourse processing

Readers differ in how they interpret discourse relations. In Chapter 7, we show that
individual differences in relation interpretation can also be attributed to the readers’
background knowledge. We argue that readers resort to underspecified interpretations
in the absence of the required domain knowledge. This raises a number of questions
for further research about what such underspecified interpretations look like, whether
they are task-dependent (cf. Noordman et al., 1992) and whether they are also in-
fluenced by other reader characteristics (e.g. processing depth, cf. Scholman, 2019,
Chapter 8). Furthermore, readers may have biases towards certain interpretations.
Sanders (2005) argues that readers have a preference for causal interpretations. Al-
though we did not find evidence that readers resort to such default interpretations in
the absence of domain knowledge (see Chapter 7), Scholman (2019, Chapter 8) shows
that some, but not all, readers prefer argumentative interpretations of specification
relations. It would be interesting to see what reader-related characteristics influence
discourse relation interpretations.

Furthermore, differences between readers may also affect their sensitivity to lin-
guistic signals of the discourse relation. Age, linguistic proficiency and general intel-
ligence have been shown to influence how well readers comprehend connectives (e.g.
Tskhovrebova et al., 2022b; Scholman et al., 2024a), but it is unclear whether there
is also individual variability in the extent to which connectives influence on-line pro-
cessing. This would first require establishing whether individual differences between
participants in the effect of the connective (e.g. in a similar self-paced reading or
eye-tracking-while-reading setup as in Chapters 4 or 5) are reliable (e.g. stable across
different sessions, cf. Staub, 2021; Haller et al., 2023; Frinsel & Christiansen, 2024).
If so, one could examine whether variability in this effect is explained by factors that
have been shown to affect connective comprehension or on-line language processing
(e.g. working memory, Nicenboim et al., 2015).

In addition, previous research on individual differences in discourse processing has
mostly focused on connectives. Chapter 7 reveals that domain knowledge is some-
times required to interpret non-connective cues, suggesting that there are individual
differences in the comprehension of other signals as well. Further research is needed
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to examine whether the factors that influence connective comprehension also explain
individual variability in readers’ sensitivity to non-connective signals. If the meaning
of discourse signals is acquired by their statistical co-occurrence with the discourse
relation, as argued in Chapter 6, linguistic experience likely also influences readers’
sensitivity to other non-linguistic cues. Indeed, Scholman et al. (2020) show that
readers with more reading experience provide more list continuations after a quan-
tifier in the context. However, more research is needed to examine whether this also
extends to other discourse signals, such as non-lexical cues, as well as to other tasks,
such as on-line processing studies. Finally, the lower salience and informativity of
non-connective cues might make them more difficult to exploit, which might magnify
differences between readers. Future research could examine whether individual differ-
ences play a more important role in the sensitivity to non-connective cues compared
to connectives.

9.1.3 The role of prediction in discourse processing

Comprehenders continually make predictions about upcoming material. The unex-
pectedness of linguistic material (Levy, 2008) has been argued to be proportional to
processing difficulty. However, it is unclear which aspects of that material readers
make predictions about and to what extent they are guided by bottom-up input.
In Chapter 5, we investigated whether the processing of discourse relations can be
explained by the predictability of the discourse relation type and the content. Al-
though predictable content was read faster across different measures, the results were
less clear with respect to the predictability of the relation type. The finding that
relations are read slower when the relation type is more predictable is surprising and
requires further replication. In addition, we speculated that readers might want to
confirm their prediction about the relation type even when the content is different
from what they expected, but further research is necessary to confirm this. Evi-
dence for this hypothesis could be found by examining whether the effect of content
predictability is stronger in high-constraint compared to low-constraint conditions.

Furthermore, predictability effects cannot fully account for differences in process-
ing difficulty. In Chapter 5, we found additional effects of the presence of a connective
when controlling for predictability effects (cf. Huang et al., 2024, for a similar study
on syntactic disambiguation). One explanation for such a finding is that our measures
of unexpectedness are not adequate. Further research is needed to examine how the
predictability of linguistic material can be captured accurately. Another explanation
is that there are other mechanisms beyond prediction that influence processing dif-
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ficulty (cf. Huang et al., 2024). In Chapter 5, we suggest that readers may adapt
their processing strategy in the presence of a connective. Future work should test
what these processes are. For example, do readers engage in more shallow processing
following the connective? How does this influence subsequent representation?

9.1.4 Cross-linguistic research on discourse processing

Finally, we encourage further work on cross-linguistic differences in discourse process-
ing. In Chapter 4, we found no evidence that the facilitating effect of the connective
depends on the typology of the language. However, this does not mean that there
is no cross-linguistic variation in readers’ sensitivity to discourse signals. We investi-
gated two closely related languages, but such differences might be more pronounced
in languages that are on more extreme ends of the analytic-synthetic continuum, such
as Mandarin Chinese and Russian. Furthermore, language-related differences in the
occurrence of discourse relations or their signals may influence readers’ processing of
these relations (cf. Yi & Koenig, 2021). Future work could examine how languages
differ in their distribution of discourse relation types (e.g. using corpora) and how such
statistical information influences the processing of discourse relations. The latter can
be examined by comparing cues that carry a similar meaning across languages, but
differ in their informativity across languages.

In addition, future work should focus on how discourse relations are signaled in
other languages. This could provide more insights into the type of cues, other than
connectives, that could signal discourse relations. For example, verbs or syntactic
structure might be more common signals of discourse relations in languages other
than English (cf. Zeyrek et al., 2020; Marchal et al., 2021b). Comprehenders of
these languages might be more sensitive to such non-connective cues than speakers
of English.

One area of cross-linguistic research that is especially interesting are contact lan-
guages. These languages are still developing and speakers might not always be able to
express discourse relations with a connective, simply because such a connective does
not (yet) exist. This raises various questions for further research: How are discourse
relations expressed in these languages? Which relations are expressed by a connec-
tive and which by other means? And do speakers of such languages show similar
sensitivity to connectives than speakers of languages in which specialized signals for
discourse relations are more common? These question can be answered by construct-
ing discourse-annotated corpora for these languages and assessing whether speakers
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of contact languages similarly rely on connectives in continuation tasks or reading
studies.

9.2 Conclusion

The research presented in this dissertation sheds more light on how readers establish
coherence, a requisite for successful comprehension. We show that readers exploit
linguistic cues (i.e. connectives) when processing discourse relations, but also use
extra-linguistic information (i.e. their domain knowledge). In addition, our findings
reveal that the extent to which readers are sensitive to linguistic signals of discourse
relations depends on characteristics of that signal (e.g. connective vs. non-connective
cues), the relation type (e.g. reason vs. concession) and the reader (i.e. high vs. low-
knowledge readers).

These findings contribute to theories on the processing of discourse relations, by
highlighting the need for such theories to also include readers’ sensitivity to linguistic
signals other than connectives and account for when these signals are exploited. The
results presented in this dissertation also provide insights that are important for
information-theoretic accounts, by showing limits to the role of prediction in discourse
processing, and theories of statistical learning, by demonstrating that readers also
track signal∼meaning correlations at the discourse-level. Combining insights from
various fields and methodologies can help us to construct better theories and opens
new directions for research. Further research on how readers make sense of discourse
will lead to a deeper understanding of how we are able to communicate so efficiently.
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A Chapter 2: PDTB-3 hierarchy

Table is printed on the next page.
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Table 1: Hierarchy of the PDTB-3 labels (Webber et al., 2019).

Level-1 Level-2 Level-3

temporal
synchronous

asynchronous
precedence
succession

contingency

cause
reason
result
negresult

cause+belief
reason+belief
result+belief

cause+speechact
reason+speechact
result+speechact

condition
arg1-as-cond
arg2-as-cond

condition+speechact

negative-condition+speechact
arg1-as-negcond
arg2-as-negcond

negative-condition+speechact

purpose
arg1-as-goal
arg2-as-goal

comparison

concession
arg1-as-denier
arg2-as-denier

concession+speechact arg2-as-denier+speechact
contrast
similarity

expansion

conjunction
disjunction
equivalence

exception
arg1-as-excpt
arg2-as-excpt

instantiation
arg1-as-instance
arg2-as-instance

level-of-detail
arg1-as-detail
arg2-as-detail

manner
arg1-as-manner
arg2-as-manner

substitution
arg1-as-subst
arg2-as-subst
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B Chapters 3 & 8: Overview of evidence of relation

signals influencing discourse relation

representation and processing

An extended version of Table 3.2 in Chapter 3 (see also Table 8.1 in Chapter 9) is
repeated here as Table 2. Evidence for the effects of each type of cue is provided
below.

Table 2: Overview of example discourse signals with their features, as well as their
effect on representation or processing. For the features, black bullets in-
dicates that the feature is (strongly) present. Gray bullets show that the
feature is less strong or absent. For the findings, black squares indicates
that there is strong evidence for the effect of this type of discourse signal,
with ■ indicating smaller effects or mixed findings and ■ representing that
no effect has been found. -: not applicable
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functionality • • • • • • • • •
informativity • • • • • • • • •
immutability • • • • • • • • •
lexicality • • • • • • • • •
agreement - - - • • • • • •
representation ■1 ■2 ■3 ■4 ■5 ■6 ■7 ■8 ■9

processing ■10 ■11 ■12 ■13 ■14 ■15 ■16 ■17 ■18

■ 1 Relation-specific connectives facilitate comprehension (see e.g. Kleijn et al., 2019;
Van Silfhout et al., 2014) and elicit off-line expectations about upcoming dis-
course relations (Scholman et al., 2017). Annotation agreement is higher on
explicit compared to implicit relations (Hoek et al., 2021c).
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■ 2 Readers use statistical information about the co-occurrence of ambiguous con-
nectives to guide their interpretation (Asr & Demberg, 2020). Nevertheless,
annotation agreement on relations marked by ambiguous connectives is lower
than on relations marked by a relation-specific connective compared, but not
higher than in implicit relations (Hoek et al., 2021c).

■ 3 Resultative verbs facilitate the interpretation of result relations (Crible & Dem-
berg, 2020). However, Sanders & Noordman (2000) find no evidence that free
connecting phrases facilitate recall.

■ 4 Quantifiers in the context elicit expectations about upcoming list relations
(Scholman et al., 2020; Tskhovrebova et al., 2023), although these are less strong
than found by connectives and there are individual differences in this effect
(Scholman et al., 2020).

■ 5 Antonyms facilitate the interpretation of contrast relations (Crible & Demberg,
2020).

■ 6 Implicit causality verbs have repeatedly been shown to influence off-line expec-
tations about upcoming discourse relations (Simner & Pickering, 2005; Kehler
et al., 2008; Bott & Solstad, 2021).

■ 7 Eventuality type, state duration and event complexity has been shown to in-
fluence inferences about temporal order (Dery & Koenig, 2015; Marx et al.,
2024).

■ 8 No effect of parallelism has been found for the speed or accuracy of verifying
contrast relations (Crible & Pickering, 2020).

■ 9 Chapter 6 shows that readers’ expectations for upcoming discourse relations are
influenced by gerund free adjuncts, but we do not find evidence that clause
structure affects readers’ preferences for how the discourse relation is formu-
lated.

■ 10 Relation-specific connectives lead to shorter reading times of the discourse re-
lation (see e.g. Cozijn et al., 2011; Van Silfhout et al., 2014) and lead to on-line
predictions of upcoming material (Köhne-Fuetterer et al., 2021), facilitating
the processing of that material (Xiang & Kuperberg, 2015; Köhne-Fuetterer
et al., 2021). Furthermore, inappropriate connectives disrupt processing (Mur-
ray, 1997; Canestrelli et al., 2013; Xu et al., 2018; Wetzel et al., 2021).
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■ 11 Relations that are signaled by ambiguous connectives are processed faster than
relations that are not signaled by a connective (Zufferey & Gygax, 2016), but
slower than those signaled by relation-specific connectives (Cain & Nash, 2011;
Li et al., 2017). Ambiguous connectives disrupt the processing of relations that
they do not signal (Koornneef & Sanders, 2013; Wetzel et al., 2021), while
allowing for interpretations that they can signal (Mak & Sanders, 2013).

■ 12 Free connecting phrases facilitate the processing of subsequent discourse rela-
tions compared to relations without such a signal (Sanders & Noordman, 2000).

■ 13 Lexical discourse signals, like true, have been found to facilitate the processing
of an upcoming connective also signaling that relation, although this effect was
not as strong across studies (Schwab & Liu, 2020).

■ 14 The presence of negation reduces the processing disadvantage of concession

relations, but does not facilitate the processing of a concession connectives
(Crible, 2021).

■ 15 Readers can make on-line predictions about upcoming discourse relations based
on implicit causality verbs (Rohde & Horton, 2014) and these verbs also facili-
tate the processing of causal discourse relations (see e.g. Mak & Sanders, 2013;
Hoek et al., 2021a).

■ 16 Temporal connectives, but not tense, has been found to lead to faster processing
of chronological discourse relations (Grisot & Blochowiak, 2017).

■ 17 Parallelism facilitates the processing of contrast relations more strongly in
the presence of an ambiguous than a relation-specific connective, but only when
readers are asked to disambiguate the relation (Crible & Pickering, 2020).

■ 18 We find no evidence that gerund free adjuncts influence the processing of
result relations in Chapter 6.
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C Chapter 4, Experiment 2: word-by-word analysis

The results for our region-by-region analysis using the analysis approach explained
in Section 4.5.1 can be found in Table 3 and in Figure 1. For the critical region,
both language and the interaction between marking and relation are significant. In
the spillover region, marking, relation, language and the interaction between marking
and relation are significant. In the final region, marking and language are significant.
In these last two regions, implicit marking slows down reading times. The German
stimuli have slower reading times in all three regions. Note that the interaction
between marking and language does not reach significance in any of the three regions.

Figure 1: Fitted reading times of Experiment 2 per condition and per region (sep-
arate models).



Table 3: Model outputs for the word-by-word analysis in Experiment 2

critical spillover final
β SE t p β SE t p β SE t p

(Intercept) -23.51 1.74 -13.50 <.001 -5.39 2.39 -2.26 0.03 38.67 1.87 20.64 <.001
marking -0.38 1.14 -0.33 0.74 -3.23 1.03 -3.14 <.01 -4.52 1.42 -3.19 <.01
relation -0.73 1.17 -0.63 0.53 -2.57 1.04 -2.48 0.01 -1.76 1.42 -1.24 0.22
language -3.61 1.74 -2.07 0.04 -4.98 2.39 -2.08 0.04 -8.28 1.87 -4.42 <.001
marking:rel 2.49 1.11 2.24 0.03 2.65 1.03 2.58 0.01 1.96 1.42 1.38 0.17
marking:lang -1.12 1.14 -0.99 0.32 0.88 1.03 0.86 0.39 0.51 1.42 0.36 0.72
relation:lang 0.34 1.17 0.29 0.77 -0.35 1.04 -0.34 0.73 0.20 1.42 0.14 0.89
mark:rel:lang -1.69 1.11 -1.52 0.13 -0.85 1.03 -0.82 0.41 -1.12 1.42 -0.79 0.43
Model formula (critical): diffRT ∼ mark*rel*lang+(1+rel||item)+(0+mark||subj)

Model formula (spill): diffRT ∼ mark*rel*lang+(1+rel||item)

Model formula (final): diffRT ∼ mark*rel*lang+(1|item)
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D Chapter 5: Additional pretests

D.1 Pretest 1: Predictability

To examine the effects of predictability, items were needed that vary with respect
to both relational and semantic surprisal. This first pretest was therefore run to
select materials that would differ in the predictability of the content of the target
region in the presence of a connective, since we expected that this would be the most
difficult manipulation of the materials. The goal of this first pretest was to obtain
items in which the target region should be highly predictable from the context in one
condition, but not in the other. Note that these conditions were conceptualized solely
with the purpose of creating variance in the predictability in our items. In the studies
presented in Chapter 5, we used item- and context-specific continuous measures of
predictability.

The materials consisted of 40 prompts (containing a connective to ensure result

continuations) in two conditions. As can be seen in (64), the items in the two con-
ditions differed in the context that was presented to the participants, but had the
same target region, which was not shown. This context was assumed to lead to
continuations that were highly predictable (HP ) or less predictable (LP ).1

(64) Angela used to live in a small flat in Atlanta. target: was evicted

a. She didn’t pay rent for months. Therefore, she ... HP

b. She had over fifteen cats. Therefore, she ... LP

This target region was assumed to be predictable in one condition, but not in the
other. To test this assumption, participants (n = 46) were asked to fill out logical
and plausible continuations to the prompt. The items were distributed across 4 lists,
with every participant seeing 10 items in each condition. This resulted in 11-12
observations per item per condition. The continuations were blindly annotated for
whether they were (a paraphrase of) the target region or not.2 Continuations for the
example item above with their annotations can be found below.

(65) target: was evicted

a. ... was evicted. target

b. ... was kicked out. target

1Note that for some items, the first sentence also differed across conditions.
2Agreement on the first round of this pretest was 82%.
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c. ... finally bought a house. non-target

We then selected those items in which the target region was predicted in at least
60% of cases (i.e. by 7/11 or 8/12 participants) in the HP condition, and had a cloze
probability of at least 40% lower in the LP condition. Since not enough items (n=23)
met these requirements after a first pretest, some items (n=18) were improved and
retested in a second round, with 24 different participants. After this second round,
31 items satisfied the requirements described above and were included in the second
pretest, which examined the plausability of the items. The table below shows a
summary of the cloze probability of the final set of items included in the self-paced
reading experiment.

Table 4: Summary of cloze probabilities of final item set

mean min max
HP 0.78 0.64 1.00
LP 0.13 0.00 0.36
difference 0.65 0.42 1.00

D.2 Pretest 2: Plausibility

The second pretest tested if all items were considered plausible in all conditions. The
materials consisted of the 31 items selected from the previous pretest, but now also
the target region and the spill-over region were presented to the participants. Each
item was presented in 2 (with vs. without connective) x 2 (high vs. low predictability).

(66) Angela used to live in a small flat in Atlanta.

a. She didn’t pay rent for months. Therefore, she was evicted by her landlord.
HP | exp

b. She didn’t pay rent for months. She was evicted by her landlord.
HP | imp

c. She had over fifteen cats. Therefore, she was evicted by her landlord.
LP | exp

d. She had over fifteen cats. She was evicted by her landlord.
LP | imp

The items were distributed across four lists, and dispersed with ten implausible,
but grammatical fillers, illustrated in (68).
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(67) Sally was meeting with her son Ike’s school counselor. Ike had beaten up a
classmate. Therefore, he was commended by the school.

(68) Owen was throwing a birthday party and had invited everyone he knew. Lucy
had been feeling nauseous all day. Therefore, she went to see a doctor.

Participants (n=95) were asked to rate how plausible they thought each item was
on a scale of 1-5 stars. Every participant saw 3-4 items in each condition, resulting in
11-14 observations per item per condition. Overall, fillers (mean = 2.42) were rated
less plausible than experimental items (mean = 4.26). We selected those 24 items
with a mean of at least 3 in all conditions. In addition, we only included items for
which the mean plausibility did not differ too much (< 1) across conditions. The table
below shows a summary of the plausibility ratings of the final set of items included
in the self-paced reading experiment.

Table 5: Mean plausibility rating of final item set

exp imp

HP 4.48 4.47
LP 4.09 4.24
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E Chapter 6: Additional information on corpus

methodology

E.1 PDTB

Entity relations as well as explicit relations were excluded from the selected adjuncts.
In the PDTB, the free adjunct is always annotated as the second argument, regard-
less of its position in the sentence. Since the first clause in the text is considered to
be the first argument for implicit relations, we recoded the relation senses, depend-
ing on the position of the free adjunct compared to the main clause. To illustrate,
a arg2-as-detail relation would be recoded as arg1-as-detail if the GFA was
sentence-final, since the first argument in the text provides the detail. We automat-
ically determined the textual position of the GFA by examining whether the second
argument occurred before (initial), within (medial) or after the first argument (final).
Since we did not make a distinction between the features +Belief and +SpeechAct,
we combined these with their main relation sense. Furthermore, our definition of
alternative lexicalizations diverges from the one taken in the PDTB, where alter-
native lexicalizations are only identified when inserting a connective is redundant.
However, these heuristics do not always make it clear in which instances the gerund
itself should be considered an alternative lexicalization and could therefore not be
applied systematically. For example, in the PDTB, GFA’s headed by killing was
considered an alternative lexicalization, whereas using was not. This was reversed in
our annotations, since using can often be replaced with by, whereas there is a loss
of meaning when killing is replaced by a causal connective. All cases in the PDTB
were therefore revised to ensure consistency in the annotations of alternative lexical-
izations. To examine the proportion of result relations in non-GFA’s, we consider
the relational distribution of implicit inter-sentential relations in the PDTB3. Since
inter-sententiality is not provided, we selected those instances where both arguments
start with a capital letter. In addition, we included those instances where a PB-role
was indicated. A check of 100 random instances in the PDTB. We identified 12402
instances in the PDTB. Note that this is lower than what is written in the PDTB3
manual, possibly due to our more coarse-grained method.



218

E.2 BAC

Gerund free adjuncts form the Blog Authorship Corpus were sourced by parsing
the first 4,750 files of the corpus using Spacy. We then selected adverbial clause

modifiers (advcl) and open clausal complements (xcomp) ending in -ing. To
refine this automatic search and exclude present participles that are verbal comple-
ments instead of free adjuncts and excluded hits that modified verbs of emotion and
attitude (enjoy laughing), perception (watch him laughing), as well as existential
(sit laughing) and phase-verbs (started laughing) and aspectualizers (keep laughing)
(Kortmann, 2013). In addition, we excluded GFAs that are explicitly marked by
a connective (e.g. While having a beer, John talked to his friends.), by only select-
ing these instances in which the gerund candidate was the left-most element in the
clause. Since the text style in the BAC varies widely and is not always grammatical,
the automatic identification of the GFA needed to be manually verified. We excluded
instances that could not be moved to another position in the sentence without chang-
ing their syntactic position. as in the example in 72. This analysis distinguishes
whether the free adjunct is attached to the entire matrix clause or its subject on the
one hand, in which case it is included in the analysis, compared to when it is attached
to the object of the matrix clause (as in 70).

(69) a. [Assuming we could get people to land in New Orleans at close to the same
times (or a couple of times)], I’m not opposed to providing transportation
for the weekend.

b. I’m not opposed to providing transportation for the weekend, [assuming
we could get people to land in New Orleans at close to the same times (or
a couple of times)].

(70) A picture taken at that time shows the village in and around their first bus
and her young father on his bicycle [smiling].

Note that the restrictions on the change in meaning are purely syntactic, not discourse-
structural, since the relation sense often changes when moving the position of the
free adjunct. This is illustrated in Example 72, where the original relation sense
is precedence, but arg1-as-manner when the free adjunct is moved to the initial
position.

(71) Get back to 95, going South this time to Petersburg.

(72) Going South this time to Petersburg, get back to 95.
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The textual position of the gerund free adjunct with respect to the main clause
was identified manually in this corpus.
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F Chapter 7: Relation sense classification

The connectives in the second step were categorized as signaling eight different re-
lational classes: (1) cause, (2) temporal, (3) contrast, (4) concession, (5) positive
expansion (e.g. instantiation), (6) negative expansion (e.g. disjunction), (7) con-
dition, (8) no relation. These classes included connectives signaling the following
PDTB3 level 2 relation senses:

1. Cause: cause, cause+belief, cause+speechact, purpose

2. Temporal: synchronous, asynchronous

3. Contrast

4. Concession: concession, concession+speechact

5. Positive expansion: similarity, conjunction, equivalence, instantiation,
level-of-detail, manner

6. Negative expansion: disjunction, exception, substitution

7. Condition: condition, condition+speechact, negative-condition, negative-
condition+speechact
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G Chapter 7: Means across conditions

Table 6: Mean percentage of correct answers per condition.

BioDRB PDTB
bio eco bio eco mean

Implicitated Result 57.3 47.2 72.6 72.1 62.4
Instantiation 71.4 41.0 46.8 49.5 52.0
Concession 48.4 28.6 48.9 58.6 48.6
Contrast 34.7 27.6 42.9 14.3 31.2
mean 52.2 36.2 54.3 58.7

Implicit Result 70.3 69.1 64.1 65.1 67.1
Instantiation 65.1 51.9 64.1 60.5 60.7
Concession 41.0 36.1 54.9 54.2 49.1
Contrast 39.1 25.9 33.3 20.0 31.7
mean 54.1 45.4 58.7 57.0
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