
SAARLAND UNIVERSITY

Faculty of Mathematics and Computer Science
Department of Computer Science

Dissertation

Hand-based Illusions for
Haptics in Virtual Reality

Dissertation zur Erlangung des Grades des
Doktors der Ingenieurwissenschaften (Dr.-Ing.)

der Fakultät für Mathematik und Informatik
der Universität des Saarlandes

vorgelegt von

Martin Feick (M.Sc.)
Saarbrücken

2024



Date of the Colloquium: 10th of March, 2025

Dean: Professor Dr. Roland Speicher

Examination Board

Chair: Professor Dr. Jürgen Steimle

Reporter: Professor Dr. Antonio Krüger

Professor Dr. Anthony Tang

Dr. Mar Gonzalez-Franco

Professor Dr. Albrecht Schmidt

Scientific Assistant: Dr. Martin Schmitz

Notes on style:
The majority of the work presented in this thesis was conducted in
collaboration with other researchers and students. For this reason,
the scientific plural “we” is used throughout this thesis. References
to web resources (e.g., websites or web articles) are provided in foot-
notes as URLs (long URLs have been shortened). Additionally, links
to videos of our work and to contributed open-source repositories are
provided as QR codes in the respective chapters. References to scien-
tific publications (e.g., articles in journals or conference proceedings)
are provided in the Bibliography at the end of this thesis.

ii



“Sometimes it is the people no one can imagine anything of who do the
things no one can imagine.”

Alan Turing—The Imitation Game

A C K N O W L E D G M E N T S

As I reflect on my journey, I am grateful for the support and
encouragement I received from my colleagues, friends, and fam-
ily. Successfully completing my doctoral dissertation would not
have been possible without YOU! I could probably write another
manuscript, similar to the length of this dissertation, to cover every-
one who played a role in my academic and personal development
over the past years. So, even if you do not find your name mentioned
here, I thank you from the bottom of my heart!

First and foremost, I would like to express my deepest gratitude
to my primary supervisor, Antonio Krüger, for the opportunity to
pursue my PhD in his research group. I felt very welcome, and you
have created an environment I enjoyed being part of. You allowed
me to follow my passion and explore research directions that excited
me, for which I am very grateful. Your support in paper publishing,
sending me abroad, career advice, and fighting for me when things
turned against me shows your incredible character—THANK YOU.
To my secondary supervisor, Anthony Tang, who has tremendously
impacted my life, academically and personally. Eight years ago, I
reached out to you because I was interested in doing my Bachelor’s
thesis in your lab in Calgary, Canada. You took me under your wing
without knowing me, and several years later, we are still working
together. I genuinely enjoyed our regular meetings, where we (most
of the time) chatted and discussed things that had very little to do
with my PhD topic. You are among the most outstanding people I
know, and you shaped me into an HCI researcher.

Further, I would like to thank Mar Gonzalez-Franco and Albrecht
Schmidt for agreeing to review my thesis. Your work has always
inspired me, and I am honored to have you on my committee. I
am also deeply grateful for my past supervisors and academic
mentors, Nic Marquardt, Scott Bateman, Lora Oehlberg, Ehud
Sharlin and Jürgen Steimle, for teaching me a lot about how to do
HCI research and giving me a skillset that was vital in my academic
development. A special thank you to André Miede, who encouraged
me to jump into the unknown. I would like to extend my appreci-
ation to Stefanie Müller, who accepted me as a visiting PhD at M.I.T.

iii



To all my lab mates at the Ubiquitous Media Technology Lab, I am
very grateful for the camaraderie and support we shared throughout
this journey, even during the challenging times of COVID-19. Thanks
to Dimitar Valkov for sharing an office with me and being hyper-
critical about everyone’s work. To Denise Kahl and Martin Schmitz
for all the discussions, ideas and advice! To Felix Kosmalla and Ju-
lian Wolter for being amazing engineers and keeping our equipment
alive. I would also like to thank Anke Hirsch and Nina Knieriemen
for taking the time to advise me on experimental designs and
Rudolf Siegel for teaching me about Bayesian inference. Another
thank you goes to all the people at the German Research Center of
Artificial Intelligence, especially the COS department. To Michael
Feld, Tim Schwartz, Florian Daiber and Pascal Lessel for being such
amazing project leaders, allowing me to focus on my PhD studies
and being very accommodating. A massive THANK YOU goes to
Iris Lambrecht, Gundula Kleiner, Lisa-Marie Merziger, and Chris-
tine Pyttlik for making the impossible possible =) I would also like
to thank Margaret De Lap for proofreading many of my publications.

A special thanks to André Zenner, whose incredible support was
essential to many projects in this thesis. I appreciate your time
and greatly enjoyed our collaborations, joking, advising students,
organizing seminars, and going for dinner after an exhausting day
of pilots, studies, or photo shootings. To Donald Degraen for being
such a strong researcher, always knowing what to do next. I learned
quite a lot from working with you. Thank you to Niko Kleer, whom
I have known since the first semester of my computer science studies
for countless hours discussing research, live and playing games.

A big thank you goes to all my collaborators; especially, to Kora
Regitz, the GOAT research assistant. Your support during many
studies was beyond what I could ever ask for! I would also like to
thank all the students who selected me as their thesis advisor. A
special thanks goes to Fabian Hupperich and Simon Seibert, as the
results of our joint studies made it into parts of this dissertation.

Thank you to my friends for their support and encouragement. Your
belief in me provided the motivation I needed during challenging
times. Finally, to my family, especially my parents Annette and
Mario Feick, for their unconditional support in success and setbacks.
For sponsoring my research visits to Calgary and London, always
encouraging me to take the next step, not putting limits on myself.

Finally, to my lovely wife, Denise Feick, your love and support have
been my anchor. Thank you for your input, patience, understanding,
and sacrifices that made this journey possible.

iv



A B S T R A C T

Virtual Reality (VR) enables us to dive into artificially generated
worlds, creating the illusion of being elsewhere. However, this illu-
sion falls apart when using our hands to interact with objects inside
VR because nothing can be physically touched. Haptic feedback is
crucial to our everyday interactions in reality, so its sudden absence
can disrupt the immersive nature of VR. To address this, a single
physical proxy object can approximate virtual objects’ properties
to form a combined visuo-haptic illusion. We introduce four novel
proxy-based approaches that render tactile and kinesthetic haptic
feedback for object interactions in VR. To alter proxies’ perceived
properties, we explore perceptual illusions that visually offset virtual
hand interactions from their real-world counterpart. Here, we con-
tribute three novel hand-based illusions that can simulate different
haptic effects. However, introducing offsets between what users see
and what they feel risks disrupting the VR experience. Therefore,
we set out to quantify the undetectable offset for various types of
interactions, properties of proxies, and users’ virtual representations
to understand the techniques’ application limits. Finally, we present
a method for continuously monitoring and tailoring hand-based
illusions to individuals’ sensitivity to offsets. Together, this thesis
advances the field of haptics for hand-based object interactions in VR.
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Z U S A M M E N FA S S U N G

Die Virtuelle Realität (VR) ermöglicht es uns, in künstlich erzeugte
Welten einzutauchen und die Illusion zu erleben, an einem anderen
Ort zu sein. Sobald wir jedoch unsere Hände benutzen, um mit
virtuellen Objekten zu interagieren, zerbricht die Illusion, da nichts
berührt werden kann. Haptisches Feedback ist für unsere alltäglichen
Interaktionen von entscheidender Bedeutung, sodass sein plötzliches
Fehlen das VR-Erlebnis stört. Um dieses Problem zu lösen, kann
ein einzelnes physisches Proxy die Eigenschaften virtueller Objekte
annähern und so eine Illusion der simulierten Objekte erzeugen.
Wir stellen vier neuartige Ansätze zur Verbesserung des taktilen
und kinästhetischen haptischen Feedbacks mittels Proxys vor. Um
die haptischen Fähigkeiten dieser zu erweitern, präsentieren wir
drei Wahrnehmungsillusionen, die Simulationen haptischer Eigen-
schaften durch Entkopplung des visuellen und haptischen Sinnes
ermöglichen. Die Einführung von Abweichungen zwischen dem,
was die Nutzer sehen, und dem, was sie fühlen, kann jedoch
das VR-Erlebnis beeinflussen. Daher haben wir die unbemerkbare
Abweichung für verschiedene Arten von Interaktionen, Proxys
und Repräsentationen der Nutzer quantifiziert, um die Grenzen
der Techniken zu verstehen. Abschließend präsentieren wir eine
Methode zur kontinuierlichen Anpassung der Abweichung an die
individuellen Wahrnehmungsgrenzen von Nutzern. Die Arbeit leis-
tet einen wertvollen Beitrag zum Feld der Haptik für handbasierte
Interaktionen in VR.
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1
I N T R O D U C T I O N

1.1 motivation

Imagine Lisa, a medical student who wants to practice her surgical
skills in a safe environment under realistic circumstances without the
risk of severely hurting a patient. She can read, watch, and learn
about the procedures, but without practical experience, replicating
the stress and sense of responsibility, it is challenging for her to move
from theory to practice confidently. This situation happens not only Challenge that

affects everyoneto our medical student, Lisa, but to many people who touch the un-
known, whether it is in acquiring new skills, executing tasks in ex-
treme environments, or using expensive and complex tools. There
exists a high demand for affordable technology that enables us to
immerse people in real-world or theoretical scenarios in a safe and
responsible manner.

VR may be this technology, allowing humans to experience
Immersive Virtual Environment (IVE) through different sensory
modalities, creating the feeling of ‘being there’ [315]. In this state,
Lisa would truly believe and feel as though she is present in the
computer-generated environment despite being physically located
in a different space. Achieving a sense of presence is a fundamental
goal in VR, as it enhances the immersive nature of the experience.
Nowadays, users immersive themselves by using Head-Mounted Virtual Reality may

help address this
challenge

Display (HMD), offering high-resolution stereoscopic visual and spa-
tial auditory rendering. Driven by technological advancements and
more affordable hardware systems, VR has experienced a constant
rise over the last decade, with many companies and researchers
contributing to its development. By 2024, there exist numerous
commercial and even DIY1 VR headsets. We have come a long way
since VR’s historical roots in the 1960s, but yet, we have not achieved
Evan Sutherland’s vision of the Ultimate Display [331]—a technology
that can stimulate all the human senses. Despite the improvements
of VR devices’ visual and auditory rendering capabilities, other
senses, such as smell, taste, and touch, remain poorly supported.
In particular, the absence of the sense of touch prevents VR from
reaching its full potential because many of the envisioned use cases
and applications, such as in entertainment, training, and therapy,
often involve interacting with the environment [201]. Imagine if Lisa The sense of touch is

missingreaches out to touch, e.g., a virtual tool with her hands; however,
with current VR systems, she would only find ‘thin air’, i.e., she

1 Hackaday webpage: https://tinyurl.com/3yymp3p4. Last accessed: Nov 1, 2024

1

https://tinyurl.com/3yymp3p4
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would reach through the virtual tool. This implausible interaction
can lead to semantic violation [265] and consequently disrupts the
feeling of presence [310] and can even lead to Lisa experiencing VR

sickness—a condition being extremely uncomfortable and usually
leading to users immediately taking off the HMD [85]. Despite theseAbsence of haptic

feedback consequences, not much has changed since the early days of physical
controllers, providing basic controls, e.g., buttons and vibrotactile
feedback, as a means for interacting with virtual content.

1.2 problem statement

In current consumer-grade VR systems, users use controllers with but-
tons and thumbsticks in their hands. All interactions with virtual ob-
jects are done through these controllers. As a consequence, object in-
teractions in VR feel disembodied from their real-world counterpart
because, e.g., objects’ physical properties such as their shape, size,
mass, or textures are missing, i.e., there is nothing to grab and hold.
However, humans use haptic sensory information to make sense of
their environment and their interactions within it [283]. ResearchersWhy is this

important? found that adequately representing haptic sensations leads to greater
realism and presence [153, 158], more natural human responses [310]
and thus, enhances the overall VR experience. These advantages com-
bined promote better skill transfer into the real world [166]. So, how
can we develop a VR system that provides appropriate haptic feedback for
Lisa as she trains with virtual objects?

Here, researchers have proposed the concept of Active Haptic Feed-
back (AHF), which uses computer-controlled actuation to produce the
haptic stimulus corresponding to Lisa’s desired interaction. These sys-
tems use sophisticated algorithms and physics simulations to com-
pute the required force feedback [319]. A well-known example is the
PHANToM haptic device [234], a pen-shaped device that applies di-
rected forces on the fingertip, allowing users to experience a diverse
range of virtual objects and their characteristics. Despite these advan-
tages, AHF approaches suffer from high mechanical complexity and
are often bulky because of the actuators needed to produce human-
scale forces—thus making them less suitable for everyday use. ToActive and Passive

haptic feedback overcome these limitations, Hinckley et al. [151] introduced Passive
Haptic Feedback (PHF), which utilizes passive real-world objects, so-
called proxies, as ‘stand-ins’ for ideally multiple virtual objects [158,
256]. Generally, proxies aim to replicate the relevant physical proper-
ties of virtual objects given an interaction. They are simple and inex-
pensive and do not require actuators or complex algorithms to deliver
haptic feedback. PHF has been shown to be an effective technique in
various domains, but having a dedicated proxy for each virtual object
in the IVE that resembles its physical properties quickly becomes im-
practical [304]. Because users would need a large number of proxies
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that are highly similar to the virtual objects present in the IVE [256].
Moreover, this would result in them having to physically reconstruct
the IVE with exact proxy replicas, which ultimately defeats the pur-
pose of VR [158].

As a consequence, the endless range of possible haptic sensations,
their complexity, the adaptability of devices to different situations,
their ergonomics, cost and form factors have prevented the previously
mentioned approaches from becoming viable options for everyday
use. Hence, there is a clear need for inexpensive techniques that allow
us to trigger or manipulate haptic sensations on demand.

This is where hand-based illusions come in. They enable VR design- Perceptual illusions
in VRers to simulate haptic stimuli without ‘real haptics’—purely based on

visual manipulation of the IVE and the interactions within it. Hand-
based illusions in VR exploit humans’ perceptual inaccuracies [128],
‘tricking’ Lisa’s perception so that she believes that she experiences
haptic feedback, even though physically she does not. The advantage
is that these techniques are software-based and require only program-
matic interventions but not complex hardware. This way, they can be
easily applied to any new and existing VR application. Lécuyer et al.
[210] showed that Pseudo-Haptics, one type of VR illusion, can create
haptic effects similar to those of an equivalent physical device. These
promising early empirical studies paved the way for developing many
hand-based illusion techniques (see Figure 1.1). For example, in VR,
researchers simulate haptic feedback for mid-air interactions in the
complete absence of real haptics [317]. Other approaches combine
illusions with proxies, e.g., to change their perceived physical prop-
erties such as shape [20], size [30], mass [288, 377] or texture [69], as Potential of illusion

techniqueswell as combining them with active haptic devices to increase their
haptic resolution [2, 323]. However, illusions in VR are by no means
limited to only haptic effects. They can facilitate interactions [3] and
manipulate the perception of users’ body [180] and space [235, 279,
329]. In summary, several prototypes and empirical studies demon-
strated the effectiveness of illusions in VR.

However, they work by introducing an offset between what Lisa
sees and what she feels. As a result, the techniques come with
an inherent risk of her noticing them and, thus, may disrupt the
immersive nature of the VR experience [208]. This is unlikely to
happen with smaller offsets but becomes more likely with larger
offsets, marking the bottleneck of using illusions in VR. On the Drawbacks of

illusion techniquesone hand, larger offsets are required to achieve stronger perceptual
effects, which in turn increase the risk of disrupting the immersive
experience. Yet, very little is known about the extent to which
illusions can be used while remaining unnoticeable, leading us to the
following overarching objective driving this work:
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Concept of Hand Redirection Pseudo-Haptic WeightHaptic Retargeting Redirected Touching

Figure 1.1: During hand movements under the influences of Hand Redirec-
tion [384], the position of a user’s virtual hand is gradually offset from the
position of the real hand. This technique can be used to create a variety of
effects. For example, the three famous hand-based illusion techniques dis-
played in our Museum of VR Illusions [102]. Haptic Retargeting [17] can create
the illusion of three physical bunnies (left) by redirecting a user’s real hand
to the same proxy bunny. Pseudo-Haptic Weight [288] can simulate weight dif-
ference between two equal cubes (middle) by vertically slowing down users’
real-world movements with the ‘heavier cube’. Redirected Touching [193] can
simulate a larger physical shape by vertically offsetting the virtual hand
during interaction with the proxy (right).

Exploring the boundaries of unnoticeable hand-based illusions to
enhance haptics in VR.

1.3 research questions

To explore this general objective, we split our work into four parts,
corresponding to the four overarching research questions outlined
and discussed below.

novel proxy design Haptic proxies have been a central part of
VR research in the past decade (further discussed in Chapter 2). Many
approaches focus on adding hardware to existing VR controllers, al-
lowing them to effectively render certain kinds of haptic feedback
(e.g., the center of mass [382]). However, (1) approaches often focusMultimodal haptic

feedback through
proxies

only on one type of haptic feedback, and (2) they severely limit the
type of interactions and rely on button controls to select and manipu-
late virtual objects inside IVEs. As a result, users can not leverage the
dexterity of their hands and interact with virtual objects in direct and
embodied ways [184, 349]. Therefore, we ask the question:

RQ1: How can we design proxies that can change their perceived
kinesthetic and tactile properties?

novel illusion techniques Proxy objects underlie the physi-
cal constraints of fabrication, materials, and energy management that
cannot be easily overcome. Many haptic VR controllers and proxies,



research questions 5

including our approaches developed in (RQ1), suffer from this gen-
eral limitation. However, illusion techniques can help to address these Creating haptic

sensations through
unnoticeable visual
offsets

limitations as they can trick users’ perception into experiencing, for
instance, haptic feedback without the need of physically rendering it
[227]. Yet, while many illusion techniques can change the haptic per-
ception of a proxy, they come at a cost—users can often easily notice
them. Thus, they can severely disrupt the immersive nature of the
experience inside an IVE. Therefore, we looked into:

RQ2: How can we design unnoticeable hand-based illusions that
expand the scope of proxy-based interactions?

investigate contributing factors While designing and
evaluating our unnoticeable hand-based illusion techniques in
RQ2, we identified factors that influence the unnoticeable offset.
Moreover, a string of ongoing research in this field confirmed our
observations and showed that the reported detection thresholds for
the unnoticeable offset are subjected to change, depending on, e.g.,
task difficulty [83]. This is of great interest because the ever-growing Do illusions remain

of a theoretical
nature, or can they
be used in practical
VR settings?

body of illusion techniques that have been presented in the last
decade is directly affected by this. A commonly used type of hand
illusion that also builds the foundation for the techniques developed
in RQ2 is called Hand Redirection (HR) [384]. The technique offsets
the position of the real hand from the position of the virtual hand,
and because users compensate for this offset, the system can redirect
the real hand to a different position (see Figure 1.1). To study the
robustness of our novel, unnoticeable hand-based illusion techniques
and to understand how perceptual thresholds can generalize to other
types of interactions or user groups, we investigate:

RQ3: Which factors related to the user, interaction, and proxy extend
or limit the unnoticeable offset during hand-based illusions?

novel method to calibrate magnitude of illusions

Our findings (RQ3) suggest a complex relationship between many
factors and the amount of unnoticeable offset. Thus, seamless
integration of illusions into VR experiences, which do not result
in noticeably disrupting presence, remains challenging. Especially, Apply illusions

beyond lab
environments

the difference in individuals’ sensitivity to offsets [144] greatly
affects detectability of HR. As a result, it is necessary to investigate
alternative ways to adapt the offsets to users and the VR experience
to exploit their potential beyond controlled lab environments. This is
relevant for the constantly growing field of illusion techniques, as it
would allow them to become an effective tool in VR interaction and
haptic design. Therefore, our last research question explores:

RQ4: How can we tailor unnoticeable hand redirection to individual
users’ perceptual boundaries?



6 method & approach

1.4 method & approach

We explored our research questions through a set of established scien-
tific methods from the fields of Human-Computer Interaction (HCI),
VR, psychophysics, neuroscience, and psychology. The projects
presented in this dissertation share the same underlying research
approach, consisting of four phases: Conception, Implementation,
Evaluation, and Analysis. Generally, we followed a waterfall model,General research

approach subsequently running through the phases, despite phases one and
two, which were done in an agile-like fashion, i.e., early prototypes
and pilot studies helped us to decide whether the outcome from
the conception phase needed to be refined in another iteration
or it helped us to narrow down which concepts and ideas to fol-
low. The following outlines the general methodology for each of the
four phases. More details can be found in the corresponding sections.

Conception Phase. This phase consisted mainly of developing
ideas based on the related work and/or previous projects. Once
we identified a research gap, we developed early prototypes, proof-
of-concept implementations, and sketches to illustrate and further
refine ideas. Some concepts were also explored in small pilot studiesIterative research

cycle to test their validity early on. In this phase, we also formulated
hypotheses for the evaluation phase.

Implementation Phase. After establishing a promising concept,
we developed prototypes, often consisting of hardware and software.
For building the hardware prototypes in Chapter 3 (RQ1) and
Chapter 4 (RQ2), we used fused deposition modeling (FDM) 3D
printing, laser cutting, electrical circuits, and mechanical components.
On the software side, we mainly used computer-aided design (CAD)
software to design the 3D models, 3D engines to implement the
IVE, and low-level microcontroller programming to control our
prototypes (Q1–4). The commercial hardware stack included various
VR systems, 3D tracking systems, eye trackers, and physiological
sensors that can be found in the corresponding sections. Once we
obtained a functional prototype, we tested our hypothesis.

Evaluation Phase. To address our research questions, we per-Lab studies are the
core of our

evaluation strategy
formed rigorous user studies and experiments to collect scientific
data, helping us evaluate our concepts and prototypes. The core
element of our evaluation strategy was controlled lab studies.

Lab studies. In our controlled lab studies with human subjects, we
applied qualitative and quantitative methods. For example, we used
quantitative measures such as task performance, Likert scales, and
standardized and custom questionnaires (Q1–4). We also applied
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qualitative strategies by conducting semi-structured interviews and
using observations and field notes to better understand the experi-
ences of participants with our prototypes (Q1–2). We also applied
methods from the psychophysics (Q2–4) and neuroscience (Q4) do-
mains in our experiments, which we will discuss further in Chapter 2.

Analysis Phase. After collecting qualitative and quantitative data,
we analyze it using established scientific methods (e.g., thematic anal-
ysis [38] and/or statistical testing [74, 311]). We collected scientific
evidence through rigorous hypothesis testing using traditionally fre-
quentist but also Bayesian statistics (Q1–4). Furthermore, we applied
linear dimensionality reduction techniques such as Principal Compo-
nent Analysis (PCA) and Machine Learning (ML) to our data to gather
more insights (RQ4). For our analysis, we used a combination of R2,
JASP3, Python4 and Matlab5 with a variety of existing toolboxes. The
exact procedures are described in the corresponding sections.

approach to research questions In RQ1, we explore two
novel approaches to proxy design that allow reconfiguration and
dynamic shape-change to adapt to the constantly changing require-
ments, given the dynamic nature of IVEs. There exists a growing body
of work on haptic devices (discussed in Chapter 2), presenting con-
cepts and implementations that effectively provide haptic feedback VoxelHap toolkit

allows proxy
reconfiguration

for certain kinds of interactions. In Section 3.1.1, we conceptually
combine many of the approaches presented in the literature by
designing, fabricating, and implementing a block-based construction
toolkit called VoxelHap. It allows users to construct handheld-sized
proxy objects capable of providing tactile and kinesthetic haptic
feedback. In Section 3.2, we specifically focus on changing users’
tactile perception by combining dynamically changing proxies with
visual texture overlays. The central idea surrounds the design of Metamaterials for

shifting tactile
perception

3D printable metamaterials that can change their tactile properties,
hardness and roughness upon compression. We investigate their
potential as multipurpose proxies by purposely introducing mis-
matches between the haptic and visual sense and study multisensory
integration in case of conflicting sensory information.

In RQ2, we investigate three novel hand-based illusions with
proxies to increase their haptic rendering capabilities. In contrast
to RQ1 and the majority of the related literature, we elicit haptic
sensations without users noticing the visual manipulation, and thus
not disrupting presence [314]. We focus on two simple but common
user interface (UI) elements, rotation of a knob (see Section 4.1) and

2 R webpage: https://www.r-project.org/. Last accessed: Nov 1, 2024

3 JASP webpage https://jasp-stats.org/. Last accessed: Nov 1, 2024

4 Python webpage: https://www.python.org/. Last accessed: Nov 1, 2024

5 Matlab webpage: https://tinyurl.com/mtmwym8t. Last accessed: Nov 1, 2024

https://www.r-project.org/
https://jasp-stats.org/
https://www.python.org/
https://tinyurl.com/mtmwym8t
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translation of a slider (see Section 4.2). In addition, we present a
technique that allows a single container proxy to provide haptics
for virtual containers of varying diameters (see Section 5.1). As partThree novel illusion

techniques of this research question, we consider not only passive proxies but
also AHF devices that produce counterforces. The central idea is to
obtain a more holistic understanding of the effects that unnoticeable
illusions can create, e.g., how does a pseudo-haptic force compare
to a physical force? In the second part of this chapter, we also begin
exploring how aspects of the interaction affect the unnoticeable offset
between the real and the virtual world, paving the way to RQ3.

In RQ3, we start our systematic analysis of potential factors that
limit or extend the unnoticeable offsets. Although researchers in the
field have already explored effects such as distraction levels [384] orFactors that

influence
unnoticeable

illusions in VR

task difficulty [83], there is still a lot of untouched ground. Therefore,
we look at various factors related to the user, interaction, and proxy
to contribute to a better understanding of how and to what extent
designers can apply illusions to new and existing VR experiences.
This includes (1) users’ general sensitivity to visuo-haptic offsets,
(2) how users perform interactions, (3) the physical properties of
the proxy they use, and (4) users’ body representations inside the
IVE. Yet, there exists no framework for designers on how to apply
hand-based illusions in VR that consider these factors.

In RQ4, we built on top of the results of RQ3, attempting to estab-
lish a novel methodology in the realm of illusion techniques that con-
stantly monitors users’ current sensitivity to visuo-haptic offsets and
dynamically adjusts them. Our goal is to predict the amount of un-
noticeable HR offset regardless of the interaction, illusion technique,
or VR application. Inspired from previous work that detects errorsNovel method to

dynamically tailor
HR to indivituals’

sensitivity

and mismatches [118, 265] in VR, in Section 6.1 we investigate how
humans physiologically respond to HR offsets above their Detection
Threshold (DT). This includes Electrocardiogram (ECG), Eletrothemal
Activity (EDA), Respiratory Rate (RSP), Electroencephalogram (EEG),
eye tracking, and interaction data. In (Section 6.2), we investigate
whether our approach can be used to distinguish between interac-
tions under the influence of HR Below, At and Above an individual’s
perceptual boundary.

1.5 contributions

The goal of this dissertation is to improve proxy-based haptic feed-
back for VR (RQ1) by applying unnoticeable hand-based illusions
techniques (RQ2), understanding their application limits (RQ3)
and tailoring them to individuals’ perceptual boundaries (RQ4). To
achieve this, we designed and implemented four research prototypes
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and eight testbeds and conducted eleven lab studies with a total of
206 participants to evaluate our systems and techniques and collect
empirical evidence for the theoretical contributions of this work.

First, we focus on developing reconfigurable and dynamic proxies
to promote more versatile and adaptable proxy devices. Next, we
look at inexpensive software-based techniques that allow designers
to trigger haptic feedback purely based on visual manipulations
while ensuring that users cannot notice them. This paves the way Contributions

connect to each otherfor our thorough investigation of potential factors that influence the
detectability of such illusions. Finally, we investigate an alternative
method to dynamically tailor hand-based illusions to individual
perceptual boundaries. In this dissertation, we make six major
contributions:

C1: We design, fabricate, and study four novel haptic proxies that
can render a wide range of kinesthetic and tactile haptic effects.

C2: We establish three novel undetectable hand-based illusion
techniques for VR, Pseudo-Haptic Resistance, Visuo-Haptic Translation
and Visuo-Haptic Rotation, through a series of perceptual experiments.

C3: We provide a set of design factors concerning user representa-
tion, interactions, and the proxy that should be considered when
designing unnoticeable illusions for VR experiences. Core contributions

of this dissertation

C4: We present a novel method that monitors users’ interactions and
their physiological body responses to predict how much offset can
be used while remaining unnoticeable to an individual.

C5: We develop a range of use cases and application scenarios that
showcase how our systems and techniques can be applied in IVEs.

C6: We open-source a large part of our work, including frameworks,
experimental data, hardware, software, and two data sets.

These key contributions and their subcontributions can be divided
into theoretical, design, and technical contributions, which we
discuss below.

Theoretical Contributions. In this dissertation, we present several
theoretical contributions related to the fields of HCI, VR, haptic
proxy design, and perceptual illusions. In Chapter 3, we contribute
to the domain of proxy design by presenting two novel concepts
concerning the combination and reconfiguration of haptic proxies.
In Section 3.1.1, we conceptually combine several haptic feedback
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modalities, pushing beyond single controllers and devices that
support one type of haptic feedback (C1), and provide evidence in
favor of the uncanny valley of haptics theory[29] . In Section 3.2, weMultipurpose

proxies for texture
perception

are the first to combine the design of 3D-printed metamaterials with
haptic proxies, and by overlaying visual textures, we demonstrate the
potential of the approaches to influence tactile perception (C1). Our
findings support the theory of multisensory integration [80] while
demonstrating the limits of the visual-dominance phenomenon (C3).

In Chapter 4, we present two novel illusions with proxies based on
HR, creating the illusions of resistance (Pseudo-Haptic Resistance) and
allowing a single proxy slider to act as a stand-in for multiple virtual
sliders of different lengths (Visuo-Haptic Translation) (C2). Our effectsHand-based illusions

for interface
elements

exploit the visual-dominance phenomenon, and by determining DTs
through psychophysical methods, we are the first to ensure that our
techniques (1) trigger haptic sensations and (2) remain unnoticeable
to users (C3). Furthermore, we also provide a first multisensory
integration model for Pseudo-Haptic Resistance, explaining the re-
lationship between physical resistance and perceived ‘resistance’
created by visual manipulation (C2). In this way, we demonstrate
that a pseudo-force is perceptually equal to a physical force [210].

The aspect of unnoticeability was further investigated in Chapter 5,
where we contribute to theoretical knowledge about the robustness
of hand-based illusions for several factors, e.g., the absences and
presences of a full-body avatar or a proxy, a user’s movement
trajectory, proxy type and mass, but also aspects related to users such
as their proprioceptive sensitivity (C3). We also introduce our thirdUnderstanding the

limits of hand-based
illusions

unnoticeable illusion technique, Pseudo-Haptic Rotation, that allows
a single physical container to provide haptics for multiple virtual
containers of different diameters (C2). Our findings provide valuable
insights about the factors that limit or extend the unnoticeable offset.
Our experiments contribute towards a better understanding of the
dominating factors leading to a semantic violation [265].

In Chapter 6, we present a novel method to tailor a HR illusion
to individual perceptual boundaries, i.e., DTs of different magni-
tudes. The method provides an alternative to psychophysical DT

experiments and may be used in an on-the-fly fashion, regardless
of the underlying VR experience (C4). To the best of our knowledge,Tailor hand-based

illusion to perceptual
boundaries

this approach marks a significant step forward in the field of VR

illusions that are designed to remain unnoticeable. Moreover, the
method could potentially be applied beyond our hand-based illusion
techniques developed and studied in this dissertation.
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Design Contributions. We also make design-related contributions
with respect to the VR systems, haptic devices, illusions, use cases,
and applications.

Section 3.1.1 outlines the design of a block-based construction
kit, VoxelHap, that enables users to build and reconfigure haptic Support proxy

design and
construction process

proxies on demand (C1). To achieve this, we designed the Haptic
Proxy Description Format (.hpdf), a semi-generalizable description
format for proxy design, which includes a proxy’s kinematics, a
functionality log, and a construction plan. A design tool that takes
.hpdf as input and guides the user through the assembly process (C6).
In addition, we designed example scenarios that illustrate the capa-
bilities of the toolkit (C5). In Section 3.2, we contribute to the design
of metamaterials (i.e., 3D models) that can dynamically adjust their
physical properties with respect to hardness and roughness upon
compression (C1). Furthermore, we studied how visual overlays in Metamaterial

designs that change
roughness and
hardness

VR affect the perception of these designs by purposely introducing
mismatches between the haptic and the visual sensory information.
The results help VR designers to make informed decisions on how
to effectively shift user’s tactile perception in the absence of, e.g., a
proxy texture that matches the virtual texture.

Following up on the idea of purposely introducing mismatches
between the haptic and the visual sensory modality, we designed
three novel illusion techniques that designers can apply to new and
existing VR experiences to improve their perceived haptic resolution
(C2). Through our experiments, we determined the limits of how
much offset can be used while remaining undetectable to users.
These findings can inform VR designers on how to incorporate
our results into their design process (C3). To facilitate this transfer
process, we also present a range of use cases and applications that
demonstrate the application of these techniques in IVEs (C5).

Chapter 5 investigates the design variables that should be consid- Understanding the
design of VR
illusions

ered when including HR-based illusions into VR experiences that aim
to remain unnoticable. It also provides boundaries in the form of DTs
for various interactions with and without proxies (C3).

In Chapter 6, we present a novel method that allows researchers
and designers to expose users to perceptually different magnitudes of
HR. The robustness of this procedure is demonstrated in Section 6.2.
Provided further validation, it would ultimately support VR design-
ers in creating immersive experiences that utilize unnoticeable VR

illusions that can be automatically tailored to individuals’ perceptual
sensitivities (C4).
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Technical Contributions. Many of our theoretical and design
contributions ultimately led to technical contributions.

For example, the VoxelHap hardware was realized by using
FDM 3D printing, custom-designed mechanics, microelectronics,
off-the-shelf actuators, and sensors. It was implemented using low-
and high-level programming (C1). In addition, we designed a PCBResearch prototypes

consist of hardware
and software

to optimize the form factor; the schematics and Gerber files are
open-source to ensure reproducibility and promote transparency
(C6). Our technical evaluation of VoxelHap, together with the used
cases and applications presented, provides a holistic assessment of its
capabilities and limitations, especially relevant for VR designers and
practitioners (C5). Although the fabrication of metamaterials using
FDM 3D printing in Section 3.2 is not novel in itself, we demonstrate
that our cell designs and form factor can still be fabricated using
conventional FDM 3D printing (C1). We also open-source the 3D
models of our metamaterial designs and the fabrication pipeline (C6).

In addition to the prototypes necessary to study the three novel
hand-based illusion techniques in Chapter 4 and Section 5.1, we
built a set of use cases and applications, demonstrating the technical
feasibility, the broad application space, and the adaptability of the
techniques (C5). The proxies for the two common interface elements,Common interface

elements knob and
slider

knob and slider, presented in Chapter 4 have sensing and actuation
mechanisms, and by combining them with existing HR techniques,
can render a variety of virtual object interactions and haptic sensa-
tions (C2). We implemented demo scenarios to educate the HCI/VR

community and the general public on this topic, allowing them to
experience these illusions first-hand that would otherwise remain
inaccessible and abstract for the reader (C5). As part of this mission,Experiencing

illusions first hand we also developed the Museum of Virtual Reality Illusions (MoVRI)
[102] in Section 7.1.5.2, which exhibits several illusion techniques for
VR discussed in this dissertation (C5).

Chapter 5 and Chapter 6 are merely of theoretical and design
nature and, therefore, did not yield a prototype or artifact besides
the developed VR testbeds. However, to investigate our hypothesis
and collect data within IVEs, we developed the open-source6 VRQues-
tionnaireToolkit [94] (discussed in Section 7.1.5.1), which allows us
to collect experimental data without having to remove participants
from the IVE (C6). Researchers highlighted the importance ofOpen-source tookit

collecting this data inside the IVE to not disrupt presence [299]. To
this end, we still support and maintain the toolkit, and it has received
considerable attention in the HCI/VR community.

6 Author’s GitHub: https://tinyurl.com/dzakk2bh. Last accessed: Nov 1, 2024

https://tinyurl.com/dzakk2bh
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Finally, in Chapter 6, we contribute two data sets with physiolog-
ical features recorded while exposing participants to HR offsets of
different perceptual magnitudes (C6). In addition, Section 6.2 con- Data sets ensure

reproducibilitytributes a multimodal classifier that can distinguish noticeable from
unnoticeable HR and, thus, can predict whether an individual’s per-
ceptual boundary for HR was exceeded (C4). The long-term vision
for the classifier is that it substitutes a DT experiment, allowing con-
stant monitoring and dynamic adaptation of the HR offset based on
participants’ sensitivity to illusions.

1.6 overview

This dissertation is organized as follows.

Chapter 2 briefly introduces the field of VR and its history before
diving into the basics of human perception. Next, we provide an Related literature

overview of haptics in VR, followed by introducing relevant theories
about perception and how VR illusions exploit them. In addition, we
will discuss work related directly to our research questions.

In Chapter 3, we investigate reconfigurable proxies with the goal
of rendering haptic feedback for as many virtual objects as possible
(RQ1). We focus on handheld-sized objects, presenting the VoxelHap
toolkit with an end-to-end pipeline that allows users to construct
and reconfigure haptic proxies on demand (Section 3.1.1). VoxelHap
proxies offer kinesthetic and tactile haptic feedback, which we
evaluated in two user studies. In addition, we performed a technical
evaluation and developed a set of use cases and applications that
demonstrate its capabilities. To improve its haptic resolution, we
combine VoxelHap with existing hand-based illusion techniques to
render a rich set of haptic sensations. Next, we focus on tactile Changing haptic

properties of proxiesperception and proxies that can change their tactile properties dy-
namically upon actuation to add another string to (RQ1) (Section 3.2).
Specifically, we designed and 3D-printed metamaterial patterns that
change their hardness and roughness properties when compressed.
In a small lab experiment, we evaluated five metamaterial designs,
each in four compression states, to investigate how humans perceive
them through one-finger touch. We investigated the two most
promising metamaterial patterns in a second study, where we added
visual texture overlays in VR. We purposely introduced mismatches
between the haptic and the visual texture to investigate how we can
shift users’ perception and their tolerance to visuo-haptic conflicts.

In Chapter 4, we follow up on the promising results of Section 3.2
by presenting two novel hand-based illusions with proxies (RQ2). For
both techniques, we showcase potential use cases and applications,
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demonstrating how they can expand the scope of proxy-based inter-
actions for two common interface elements, knob and slider in VR. In
Section 4.1, we present Pseudo-Haptic Resistance,, which was createdIllusions that

expand proxy-based
interactions

by applying visual offsets to the rotation of a knob. We established
the technique through a three-stage psychophysical experiment.
First, we investigate how much offset remains unnoticeable for
users given this type of interaction, followed by how much offset is
needed to create the sensation of resistance change. Finally, we study
how our pseudo-force compares to a physical force and present a
first model explaining their relationship. Section 4.2 demonstrates
how a similar technique can be used to manipulate the perceived
length of virtual sliders embodied by a single physical proxy slider.
We determined to what extent this visual manipulation remains
unnoticeable to users for varying slider lengths and in the presence
of additional proprioception cues. As part of this experiment, we
also looked at the potential side effect of exposing users to this type
of illusion. Specifically, we consider factors such as task performance
and investigate potential individual differences.

This is further explored in Chapter 5, where we perform a system-
atic analysis of the factors that may affect the potential unnoticeable
offset (RQ3). This chapter is divided into two parts: (1) Section 5.1 in-Factors that affect

detectability of
illusions in VR

vestigates factors related to the interaction with and without proxies,
physical properties of those, aspects related to the interaction such as
movement trajectory and participants’ backgrounds related to their
proprioceptive sensitivity, whereas (2) Section 5.2 explores potential
effects related to the visual representation (i.e., the avatar) of the user
within an IVE. In Section 5.1, we also present our third unnoticeable
illusion technique called Pseudo-Haptic Rotation. From here, we
discuss a set of guidelines that should help designers incorporate
unnoticeable illusions into new and existing VR experiences.

In Chapter 6, we focus on HR to investigate whether users’ phys-
iological responses (EEG, EDA, ECG, RSP) and interaction data can
reveal if they are exposed to HR above their personal DT (RQ4).
In Section 6.1, we study the potential of using this type of data
to distinguish noticeable HR from no HR. First, we calibrate theTailor HR illusion to

perceptual
boundaries

noticeable HR offsets for each participant, followed by collecting
data at their individual HR thresholds. Then, we perform an ex-
ploratory data analysis to identify the most promising modalities.
In Section 6.2, we model users’ ability to discriminate HR DTs at
25%, 50%, and 75% detectability. We investigate if we can distin-
guish the perceptually different magnitudes of HR using EEG, eye
tracking, and movement data. Then, we train a multimodal classifier
to predict whether users approach, reach, or exceed their personal DT.
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Finally, Chapter 7 concludes this dissertation with a summary of
our work, reflects and discusses our contributions, and provides rec-
ommendations for future research directions.
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2
B A C K G R O U N D & R E L AT E D W O R K

2.1 the vision of virtual reality

The vision of entering and experiencing a different ‘reality’ attracts
many people, especially in the science fiction domain. The list of
movies and television shows that apply such storylines is long, reach-
ing from living in a simulated world like in the “The Matrix”1 movies
to uploading human consciousness to an external world. These ideas
resonate with people because they open up a wide range of exciting
possibilities, such as visiting places of the past, seeing and interact-
ing with family members who are long gone, overcoming disabilities,
or even sustaining life beyond death. With VR, we are closer to this VR can shape the

future of societyscience fiction vision than ever before because VR allows Lisa to expe-
rience computer-generated digital environments through her sensory
organs—seeing, touching, smelling, tasting, and hearing [249]. In the
long-term vision, Lisa could physically interact with the artificial en-
vironment as it would be real [165]. Ivan Sutherland, a VR pioneer
and creator of what would most regard as the world’s first VR system,
describes this vision as “The ultimate display would, of course, be a room
within which the computer can control the existence of matter. A chair dis-
played in such a room would be good enough to sit in. Handcuffs displayed
in such a room would be confining, and a bullet displayed in such a room
would be fatal” [331]. Putting the severe consequences of this vision
aside, today’s VR is a powerful tool for many use cases across various
fields, further described in Section 2.1.3. In the following section, we
briefly discuss VR’s historical roots, establish a conceptual framework
for VR, and outline current and future practical applications.

2.1.1 A Brief History of Virtual Reality

“When anything new comes along, everyone, like a child discovering the
world, thinks that they’ve invented it, but you scratch a little and you find
a caveman scratching on a wall is creating virtual reality in a sense. What
is new here is that more sophisticated instruments give you the power to do

it more easily. Virtual reality is dreams.”—Morton Heilig [142] p.9.

Many think of VR as a novel technology; however, its roots go back
to the 1850s, with stereoscopic viewers for still imagery being one of
the first devices that allow users to experience the illusion of a 3D
image. Stereoscopic devices use two images from slightly different

1 IMBD webpage: https://tinyurl.com/4zevcduv. Last accessed: Nov 1, 2024

17
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Figure 2.1: Left: Audience watches 3D film at the Telekinema on the South
Bank in London during the Festival of Britain in 1951. (Source: The Na-
tional Archives UK under OGL v1.0 license2). Middle: Morton Heilig’s Sen-
sorama Simulator [146]. (Source: History of Information3). Right: The Sword
of Damocles by Sutherland. (extracted from [331]; ©1968 ACM).

angles and present one to the left and one to the right eye. The brain
combines the two pictures, resulting in the illusion of depth. In 1861,
Oliver Wendell Holmes created the first handheld-size stereoscopic
viewer, sharing many similarities with today’s HMD (see Figure 2.2).
However, instead of viewing still images, the technology evolvedLong history goes

back to 19th century throughout the 20th century to film, triggering commercial interest
and leading to the emergence of 3D Cinemas in the 1950s/60s
(Figure 2.1: left). At the same time, multisensory viewing experiences
made their first appearance. One prominent example is the Sensorama
Simulator by Heilig [146] in 1962, where users could sit inside and
view a stereoscopic 3D film with synchronized sound, smell, and
haptic feedback, consisting of vibrations, tilting of the user’s seat
and facial wind (Figure 2.1: middle). While these systems allowed
users to experience the illusion of 3D films, they were limited to one
2D viewing plane, like any other 2D screen-based device.

Sutherland [331] changed this in 1968 by presenting a ceiling-
mounted system, Sword of Damocles, which laid the foundation for
modern-day HMDs (Figure 2.1: right). The system could track the
user’s head and display stereoscopic images rendered by a computer
according to the user’s head gaze. Thus, users could now be ‘inside’
a virtual environment and ‘feel’ surrounded by it. This fundamental
change led to a development period with improvements to HMDs’
Field of View (FoV), resolution, optics, and the introduction of
hand-tracking gloves, allowing users to pick and place virtual objects
through natural hand interactions. In 1984, the first commercialThe first VR wave

VR company VPL4 (“Virtual Programming Languages“) appeared,
selling HMDs, VR software, and tracking gloves. A few years later, a

2 National Archives UK: https://tinyurl.com/3s9eb4zx. Last accessed: Nov 1, 2024

3 History of Information: https://tinyurl.com/2jd92pmf. Last accessed: Nov 1, 2024

4 Wikipedia: https://tinyurl.com/y7kapnee. Last accessed: Nov 1, 2024

https://tinyurl.com/3s9eb4zx
https://tinyurl.com/2jd92pmf
https://tinyurl.com/y7kapnee
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Figure 2.2: Left: Brewster-type stereoscopic viewer from 1870. (Source:
Alessandro Nassiri5 under CC BY-SA 4.0) Right: Modern Head-mounted
Display. (Source: Wikimedia Commons6)

novel VR system Cave Automatic Virtual Environment (CAVE) was
introduced by Cruz-Neira et al. [61], consisting of 3–6 wall stereo
rear-projection screens with motion tracking (e.g., using IR markers). Introduction of

CAVEsUsers wore stereoscopic LCD shutter glasses that are synchronized
with the computer, which generates an image for each of the user’s
eyes based on motion tracking, i.e., a user’s viewpoint. This enabled
a much larger FoV while users could move around freely inside the
CAVE. In the following years, VR technology developed slowly and
almost stopped because of hardware costs and low computational
power. It was simply unaffordable and far from an everyday technol-
ogy, so the public lost interest in it. As a result, funding was lacking, Winter is coming

and many companies, such as VPL, faced bankruptcy, leading to a
“VR winter” according to Jerald [165], who adopted the terminology
previously used in the context of AI.

While military and scientific community research in VR continued
over this period, advancements in computing would ultimately lead
to a VR renaissance in the early 2010s. Oculus Rift’s HMD Kickstarter7

project raised $2.4 million, and a couple of years later, they released
the first affordable consumer-grade VR systems, with many com-
panies to follow. Mobile VR systems such as Google Cardboard8, The second VR wave

introduced by Google I/O in 2014 or Samsung Gear VR9 in 2015,
entered the market. They harnessed the increasing computational
power of consumer smartphones, redirecting the public’s attention
to VR. Ever since the market has grown substantially with today’s
landscape of affordable VR systems at its all-time high. Many big
tech companies such as Meta10, Apple11, and Sony12 offering HMDs
at various price points. While CAVE has been updated to CAVE2

5 Wikipedia: https://tinyurl.com/36cubczz. Last accessed: Nov 1, 2024

6 Wikimedia Commons: https://tinyurl.com/mb53dtmb. Last accessed: Nov 1, 2024

7 Kickstarter webpage: https://tinyurl.com/ye29ya3z. Last accessed: Nov 1, 2024

8 Google webpage: https://arvr.google.com/cardboard/. Last accessed: Nov 1, 2024

9 Samsung webpage: https://tinyurl.com/2d283zhu. Last accessed: Nov 1, 2024

10 Meta webpage: https://www.meta.com/de/en/quest/. Last accessed: Nov 1, 2024

11 Apple webpage: https://tinyurl.com/mr3z66dn. Last accessed: Nov 1, 2024

12 Playstation webpage: https://tinyurl.com/42a6u73t. Last accessed: Nov 1, 2024

13 Statista webpage: https://tinyurl.com/2x52yu7x. Last accessed: Nov 1, 2024

https://creativecommons.org/licenses/by-sa/4.0/deed.de
https://tinyurl.com/36cubczz
https://tinyurl.com/mb53dtmb
https://tinyurl.com/ye29ya3z
https://arvr.google.com/cardboard/
https://tinyurl.com/2d283zhu
https://www.meta.com/de/en/quest/
https://tinyurl.com/mr3z66dn
https://tinyurl.com/42a6u73t
https://tinyurl.com/2x52yu7x
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Figure 2.3: Left: A user standing inside a CAVE VR system [61]. (Source: Wiki-
media Commons14; public domain). Right: A user wearing a modern HMD

VR system. (Source: Image by Achin15 bm from Pixabay16)

[89], moving away from projection to LCD screens, HMDs are the
dominant technology today, especially in the consumer market due
to their affordability. Statista13 expects the Augmented Reality (AR)Predicitions for

development of VR
technology

and VR market to grow at an annual rate of 8.97% from 2024 to 2029,
suggesting that we have not even reached its peak.

VR technology looks back at a long history. However, research
efforts have only recently accelerated with the introduction of
consumer-ready VR devices, still making it a young and rapidly
growing field of research. This has become apparent with the rising
number of publications since the early 2010s, presenting novel
hardware, software, design, and interaction concepts for VR.

2.1.2 Conceptual Realm of Virtual Reality

2.1.2.1 Form of Realities

Today, we look at a wide technology landscape that aims at seam-
lessly blending virtual and real-world content. As a result, the termi-
nology surrounding VR systems can sometimes be confusing. There-
fore, Milgram and Kishino [242] introduced the Reality-Virtuality Con-
tinuum depicted in Figure 2.4, covering a spectrum from the real en-
vironment to a fully virtual environment. Without getting too philo-Classifying VR

systems sophical, the real environment is the world we live in, whereas the
virtual environment is artificially generated and does not contain
real-world content. Systems in between that use both real and vir-
tual content are classified as Mixed Reality (MR) systems. MR can
further be split into AR and Augmented Virtuality (AV). The latter
describes virtual environments that are augmented with real-world
content. This can be achieved by capturing a real-world model of, for
example, a pet moving around and bringing it into the virtual envi-

14 Image of CAVE: https://tinyurl.com/kj4rahkk. Last accessed: Nov 1, 2024

15 Creator webpage: https://tinyurl.com/y5wu42wy. Last accessed: Nov 1, 2024

16 Pixabay webpage: https://tinyurl.com/bdct9vb8. Last accessed: Nov 1, 2024

https://tinyurl.com/kj4rahkk
https://tinyurl.com/y5wu42wy
https://tinyurl.com/bdct9vb8
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Figure 2.4: Reality-Virtuality Continuum by and adapted from Milgram and
Kishino [242].

ronment. On the other hand, AR uses the real world as a reference Difference between
AR and AVand augments it by, e.g., projecting virtual content onto physical ob-

jects in the environment. Ideally, this content seamlessly blends into
the real world. Initially, the continuum focused on display technology,
i.e., visual sense, but it can be generalized to other sensory modalities
such as haptics shown by Jeon and Choi [163] (see Figure 2.10). This
dissertation uses the conceptual space of the presented continuum to
classify existing and novel approaches.

2.1.2.2 Concepts of Immersion and Presence

“VR is about psychologically being in a place different than where one is
physically located, where that place may be a replica of the real world or

may be an imaginary world that does not exist and never could
exist.”—Jason Jerald [165], p. 45.

immersion Immersion refers to the technicality of the system and
is, therefore, objective. It can be seen as the interface through which
users experience the virtual environment with their sensory receptors.
Presence is the subjective result of how users respond or experience Being immersed in

VRdifferent levels of immersion. Researchers describe six dimensions of
immersion, which we briefly outline below [165, 310].

• Extensiveness describes the range of sensory modalities pre-
sented to the user, such as visual, auditory, and haptic.

• Matching is the congruence between the sensory modalities,
e.g., visual rendering corresponds to head movements.

• Surroundness is the extent of panoramic cues, e.g., wide FoV

and 3D audio.

• Vividness is the rendering quality, e.g., resolution of the HMD

or audio bitrate.

• Interactivity refers to users being able to make changes to and
in the environment.

• Plot is the narrative or the story that users experience in the
artificial world.
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It is important to note that VR literature often uses the terminology
immersion to describe technical aspects of a VR system [310]. How-
ever, it is still an ongoing discussion whether it is appropriate to ex-
clusively reserve the terminology immersion for this purpose because
of conflicting definitions. Nilsson et al. [255] proposed a taxonomyTerminology around

immersion can be
misleading

outlining three critical concepts of immersion: (1) System immersion,
a property of the system used to present the virtual world; (2) Nar-
rative immersion as a perceptual response to that system; and (3)
Challenge-based immersion as the subjective response to challenges
presented. They take a holistic and interdisciplinary standpoint be-
yond the use of VR. To avoid ambiguity, we adopted their proposed
terminology system immersion for the rest of this dissertation.

presence To achieve that Lisa truly feels that she is in and a part
of a virtual environment, we want her to experience the sense of
presence—“the feeling of being there” according to Slater [310]. It is
very challenging to describe this subjective feeling of being present
in a virtual environment without having experienced it. Note to
all the readers of this dissertation who have not had the chance to
feel present in an IVE. Given the affordable VR technology today, weThe feeling of being

there strongly recommend experiencing this once because it is truly fasci-
nating. Broadly speaking, presence refers to users’ psychological and
physiological state, where they do not perceive the technology [165].
The sense of presence can be very strong—leading to people even
becoming anxious in IVEs. This makes it interesting for psychological
exposure therapy, e.g., for treating fear of heights [112].

According to Slater [310], feeling present in a virtual environ-
ment can be achieved through Place Illusion (PI). PI relies on the
Sensorimotor Contingencies (SCs) supported by the VR system. If
the SCs in the virtual environment approximate those from the
real world, it can create the illusion of being inside the virtual
environment. Traditionally, this “strong illusion of being in a place in
spite of the sure knowledge that you are not there” [310] has been referred
to as telepresence, originating from the domain of teleoperating
remote robots. Jerald [165] describes this as The Illusions of Being inPlace illusion

happens when SCs
align with users’

expectations

a Stable Spatial Place (p.47), which is regarded as the most important
part of presence. An example of PI is navigation through natural
locomotion inside IVEs, i.e., walking or walking in place, which
enhances presence compared to teleporting using a pointing and
button device [350]. It is important to note that VR systems will most
likely remain limited regarding the SCs that they can support, and
thus, “(System) immersion provides the boundaries within which PI can
occur” [310].
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On the other hand, Plausibility Illusion (Psi) describes the percep-
tion of Lisa that what is happening in the virtual environment is Events are really

happeningreally happening to her, “even though she knows for sure that it is not”
[310]. It encompasses events that refer to the users over whom they
have no direct control. For example, Pan and Slater [266] studied how
shy males respond to a virtual woman smiling at the user and asking
a question. The males smile back and respond to her question, even
though they know no real person is there. The virtual environment
appears to address and react to you, advancing the perceived reality
of the virtual world. This is an example of Psi.

The Illusion of Self-Embodiment is another dimension of presence,
describing the user’s perception of having and identifying with a
body inside the virtual environment [165]. Here, the appearance of
the virtual body does not necessarily need to match a user’s physical
body to result in a strong feeling of embodiment. Ultimately, this
illusion allows Lisa to experience the same sensations in a virtual
body as in her biological body [180]. The sense of embodiment has The feeling of our

bodies inside an IVEthree main subcomponents: (1) the sense of Self-Location, describing
the location of the virtual body in relation to her own body, (2)
the sense of Agency, having direct control over her virtual body,
i.e., movements of Lisa’s own body correspond to her virtual body
movements, and (3) the sense of Body Ownership, which describes
the perception of owning her virtual body, which can be achieved
through multisensory integration [80]. For example, in the famous
Rubber Hand Illusion by Botvinick and Cohen [35], visuo-tactile
stimuli are provided to an artificial and the user’s own hand
synchronously. After about one minute, users perceive the artificial
hand to be their own, and they respond to stimuli provided to the
artificial hand [172]. Experiencing ownership over the virtual body is
a prerequisite for an embodiment illusion to occur [130]. Researchers Ownership is crucial

for embodimenthave determined many variables that positively affect the sense of
embodiment towards a virtual body (i.e., an avatar). For example,
the completeness [84] or the visual fidelity [136] of a virtual avatar
can increase the sense of embodiment. Despite the increasing sense
of embodiment, full-body avatars have also been found to promote
more realistic responses to stimuli [124], demonstrating the strength
of the illusion.

The Illusion of Social Presence describes the perception that Lisa
can communicate with others [165]. For example, people with a
fear of public speaking showed a significant increase in signs of
anxiety when giving a presentation in front of a virtual audience
compared to an empty room [312]. While social presence focuses Meeting other

humans in virtual
environments

on the perception and the quality of the virtual avatars, the illusion
of Co-Presence focuses more on the psychological interaction within
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the group and thereby has two dimensions [46]. The subjective
feeling of perceiving others as well as being perceived by them [313].
Often, the two concepts of social presence and co-presence are used
interchangeably in the literature, but they provide slightly different
angles on the user’s perception of being with others (computer- or
user-controlled) [165].

The Illusion of Physical Interaction is arguably the most important in
the scope of this dissertation. Imagine Lisa is reaching out to grasp
the virtual tool; however, she only finds ‘thin air’, leading to breaks
in presence [314], because she expected a touch sensation upon
making contact with the object. Ideally, the haptic sensation matchesCan I touch this?

The role of haptics. the user’s expectation; however, it does not necessarily need to be
realistic [165]. In Chapter 3, we look at ways how we can develop
proxy objects that can provide realistic haptic sensations for a variety
of objects and interactions. Chapter 4 and Section 5.1 present three
techniques that rely on visuo-haptic offsets to overcome some of
proxies’ general limitations. These parts focus on not disrupting the
illusions of physical interaction to maintain high levels of presence.

The feeling of being present in a virtual environment is highly sub-
jective, but it is often used to assess VR systems quality, allowing
researchers and designers to compare them to each other. However,
measuring subjective feelings is challenging, and researchers argue
that it might only be possible to measure breaks in presence rather
than presence itself. Thus, the goal for any VR system is to minimize
the risk of a BIP as much as possible. Standard methods to measureHow to measure

breaks in presence? presence have been questionnaires such as presence questionnaire
(PQ) [365], slater-usoh-steed (SUS) questionnaire [351] or igroup pres-
ence questionnaire (IPQ) [296], counting BIP [314], physiological re-
sponses such as Skin Conductance Response (SCR) or heart rate [241],
multi-modal matching method [31], or sentiment analysis [22].

2.1.2.3 Stimulating The Senses

VR systems stimulate Lisa’s senses through multisensory, i.e., visual,
auditory, haptic, olfactory, and gustatory feedback. Below, we provide
an overview of the current technology landscape.

visual When people think of VR systems, they associate it with
stimulating the visual sense. One cost-effective way to do this is
through a Desktop VR system, which uses a regular 2D monitor
to display a 3D computer-generated environment. Users can moveSeeing is believing

around in these environments using input devices such as mouse and
keyboard, but they will not perceive stereoscopic 3D vision. However,
by using shutter glasses, one can create the illusion of depth. Fish
Tank VR systems enhance this by adding 3-Degrees of Freedom (DoF)
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head gaze tracking, rendering the environment according to the
user’s viewpoint [356]. This provides a much more natural way to
engage with the 3D environment than with traditional input devices;
however, they suffer from limited FoV. Humans have about 200°
horizontal and 135° vertical FoV when looking straight ahead, which
these systems do not support [165]. The CAVEs mentioned earlier
solve this problem by providing a wider FoV and allowing greater
freedom of movement in an approximately 3 m3 physical environ-
ment [61]. To this day, cost and space requirements severely limit the
application domains of CAVEs, which are used for specific exhibitions
or research purposes (see Figure 2.3: left). The best compromise
between form factor, cost, and space is (HMDs) such as HTC Vive17

or Meta Quest10. Today’s HMDs offer high-resolution stereoscopic
vision with 6-DoF tracking, but still cannot cover humans’ full FoV. VR Moderns HMDs are

powerful, enabling
realistic visual
renderings

technology has significantly advanced in the last decade, producing
HMDs with different capabilities designed for various use cases and
applications. For example, the HTC ecosystem relies on outside-in
tracking stations (i.e., base stations) that emit infrared to determine
the position and orientation of the HMD, the controllers, and the
trackers that can be attached to objects or the user’s body. On the
other hand, Meta Quest uses inside-out tracking and, thus, does
not require any external tracking stations. Hence, it can only track
objects and the environment in front of the headset through the
built-in cameras, but it is a very portable device. High refresh rates Inside-out vs.

Outside-in trackingof display and tracking ensure strong SCs, which ultimately leads to
high levels of system immersion. Additionally, recent advancements
in computer vision enabled high-precision hand and finger, face,
and even body tracking that can realistically render users in IVEs,
facilitating a presence illusion.

auditory Sound is an essential aspect of immersive VR experi-
ences, improving the sense of depth, space, and realism. There are
several audio techniques, including mono, stereo, Dolby surround,
and 3D or spatial audio. They can be experienced using speakers or
headphones, which is the current standard in VR systems. 3D audio
is often superior as it provides information about the sound source’s
location on the horizontal and vertical plane, as well as information Can you hear it?

about the distance to the sound source. Thus, it can enhance the VR ex-
perience by improving users’ spatial awareness. This can be achieved
using approaches such as binaural cues, head-related transfer func-
tion, head movement, and reverberation [41]. Today’s VR systems fea-
ture high refresh rates, allowing for synchronized audio feedback dur-
ing user interactions within an IVE. For example, when Lisa touches
an object, the contact sound can provide cues about its properties,
such as its material. This feedback contributes to a more intuitive

17 Vive webpage: https://www.vive.com/de/. Last accessed: Nov 1, 2024

https://www.vive.com/de/
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and responsive experience, enabling her to understand the impact of
her actions. Finally, auditory feedback is also essential for improving
accessibility for visually impaired people, making VR more inclusive.

haptic By adding tactile and kinesthetic haptic feedback to IVEs,
they become more engaging, realistic, and interactive. However, to
this day, VR systems mainly rely on controller-based devices with
buttons and joysticks. These devices use vibration or rumble motors
to render tactile feedback for interactions within the IVE. However,
the simple nature of vibrations, which can only be changed in their
duration, amplitude, and frequency, often results in ambiguous map-Haptics is at the

very core of this
dissertation

pings between interaction and haptic feedback. The next generation
of actuators, which can be found in the PlayStation’s DualSense®18

controller uses linear resonant actuators or voice-coil actuators that
can produce linear directional forces. This step forward allowed for
much more convincing haptic feedback for certain kinds of interac-
tions with controllers. Nevertheless, considering the dexterity of our
hands and the richness of interactions, it becomes clear that a con-
troller with embedded actuators cannot render the wide range of hap-
tic sensations known from physical environments. Another commer-
cially available type of device is haptic gloves. For example, MANUS
Gloves19 use vibration motors on each finger, providing tactile stim-
uli upon hand interactions within the virtual environment. Sense-
Gloves20 take this further by exerting forces on the user’s fingers
corresponding to the interaction inside IVEs, for example, blocking
the fingers when grasping an apple. Although not in the scope of this
dissertation, haptic suits such as TESLASUIT21 or TactSuit22 enableVery few commercial

companies exist full-body haptics. As rendering haptic feedback for hand interactions
in VR is one of the main objectives of this dissertation, we use Sec-
tion 2.3 to elaborate further on the landscape of haptic technology
and concepts concerning this area.

olfactory According to Merriam Webster23, olfaction is defined
as the sense of smell, which is perceived by the stimulation of the re-
ceptors in the nose. Scents can be delivered to the nose through olfac-
tory displays, usually consisting of stocked components of odors that
are vaporized using airflow, heat, or atomization. The individual odor
components are then blended and presented to the user through a
ubiquitous, wearable, or handheld display. A recent survey article by
Tewell and Ranasinghe [341] provides a comprehensive overview ofWhat about smell?

the current state of the art in olfactory display research for VR. Hariri

18 DualSense® webpage: https://tinyurl.com/4653nadf. Last accessed: Nov 1, 2024

19 MANUS webpage: https://www.manus-meta.com/. Last accessed: Nov 1, 2024

20 SenseGloves webpage: https://www.senseglove.com/. Last accessed: Nov 1, 2024

21 Teslasuit webpage: https://tinyurl.com/msa9ftzp. Last accessed: Nov 1, 2024

22 bHaptics webpage: https://www.bhaptics.com/. Last accessed: Nov 1, 2024

23 Merriam-Webster: https://tinyurl.com/4jndcfzn. Last accessed: Nov 1, 2024

https://tinyurl.com/4653nadf
https://www.manus-meta.com/
https://www.senseglove.com/
https://tinyurl.com/msa9ftzp
https://www.bhaptics.com/
https://tinyurl.com/4jndcfzn
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Figure 2.5: Left: Thermal device that actuates the taste receptors of
the tongue, creating the sensation of sweetness. (Source: extracted from
Karunanayaka et al. [176] ©2018). Middle: Chemical modulators can alter
users’ taste perception. (Source: extracted from Brooks et al. [43] ©2023).
Right: Electrical stimulation device that produces stereo-smell. (Source: ex-
tracted and cropped from Brooks et al. [44] ©2021).

et al. [143] proposed digitizing the sense of smell by directly stim-
ulating the nasal conchae through weak electrical stimulation with
varying frequencies and currents. Yet, besides early explorative stud-
ies describing a range of difficulties and a wide range of perceived
sensations, no working prototype has been presented. While replicat-
ing odors might be challenging to achieve, Brooks et al. [44] demon-
strate that electrical stimulation of the trigeminal nerve can be used
for stereo-smell, i.e., communicating the direction or location of an Challenging to

digitalize smellodor (see Figure 2.5: right). However, commercially available devices
are still hard to find, with Olorama24 and OVR Technology25 being
the most known companies that target professional use cases and ap-
plications but not everyday consumers.

gustatory Simulating the perception of taste is similar to olfac-
tory, still in its early days. Karunanayaka et al. [176] developed a
thermal device that actuates the taste receptors of the tongue, which
creates the sensation of sweetness (see Figure 2.5: left). Ranasinghe
[277], a pioneer in gustatory HCI research and co-authors, presented
several systems relying on eletrotactile simulation of the tongue, creat- Maybe even taste?

ing sour, bitter, salty, and sweet sensations. They also introduced the
digital flavor synthesizing device, which applies electrical and ther-
mal stimulation as well as smell sensations to simulate minty, spicy,
and lemony flavors [278]. Brooks et al. [43] propose using chemical
modulators in the mouth before eating to alter users’ taste perception
(see Figure 2.5: middle). The modulators temporarily change the re-
sponse of taste receptors, selectively suppressing salty, umami, sweet,
or bitter and even transforming sour into sweet. These exciting and Research still in its

early dayspromising strings of research for simulating or redirecting taste sensa-
tions in VR demonstrate the potential of gustatory feedback for virtual
and augmented environments. Much has happened in recent years;
however, to this day, no commercially available device exists.

24 Olorama wepage: https://tinyurl.com/5n8s267w. Last accessed: Nov 1, 2024

25 OVR webpage: https://ovrtechnology.com/. Last accessed: Nov 1, 2024

https://tinyurl.com/5n8s267w
https://ovrtechnology.com/
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2.1.3 Current and Envisioned Applications

VR can provide unique experiences for users where they feel a strong
sense of presence. This enables VR to create experiences that go far
beyond what any other technology is capable of. Since there is not
really a limit to what can be visualized inside an IVE, users canVR has an impact on

various fields experience hypothetical scenarios or situations of the past, which
is impossible in the real world, safely practice tasks in dangerous
environments, or travel and experience remote places that require too
many resources to visit. There exists a large body of diverse use cases
and applications, ranging from simulation, training, communication,
arts, and design to healthcare and entertainment [201].

Simulation and training is one of VR’s most promising use cases
by trying to replicate the real world as much as possible. Here, Lisa
can learn new skills in a safe and responsible way under realistic
conditions—made possible by the presence illusion. Xie et al. [369]Training the

unexpected published a review article on skill training in VR, covering domains
such as medical, military, transportation, workforce, interpersonal
skills, or training first responders.

Communication and collaboration is another branch of VR

application that gained significant attention during the COVID-19

pandemic26 and the announcement of the Metaverse27. VR has always
been a promising technology for meeting, playing, and interacting in
a shared environment. With the absence of real-world connections,Overcoming distance

its potential, especially to create the illusion of social and co-presence,
became even more obvious to the general public. People started con-
necting in virtual environments such as VRChat28 to cope with the
situation. The author of this dissertation attended many conferences
in remote settings, e.g., the 2020 IEEE International Symposium on
Mixed and Augmented Reality (ISMAR)29 happened inside a virtualConnecting with

others environment VirBELA30. Fashion week31, musical festivals32, and
other events moved to the Metaverse.

Professional applications in arts and design include designing
architecture and products. For example, the computer-aided design
(CAD) software Rhino3D33, which we used to model many of the

26 WHO webpage: https://tinyurl.com/24jaym69. Last accessed: Nov 1, 2024

27 Meta webpage: https://about.meta.com/en/metaverse. Last accessed: Nov 1, 2024

28 VRChat webpage: https://hello.vrchat.com/. Last accessed: Nov 1, 2024

29 ISMAR conference: https://ismar2020.ismar.net/. Last accessed: Nov 1, 2024

30 VirBELA webpage: https://www.virbela.com/. Last accessed: Nov 1, 2024

31 Vogue webpage: https://tinyurl.com/bdepwckh. Last accessed: Nov 1, 2024

32 Tomorrowland festival webpage: https://tinyurl.com/4vuzkmhj. Last accessed:
Nov 1, 2024

33 Rhino3D webpage: https://www.rhino3d.com/. Last accessed: Nov 1, 2024

34 Rhino3D GitHub page: https://tinyurl.com/47fkdynv. Last accessed: Nov 1, 2024

https://tinyurl.com/24jaym69
https://about.meta.com/en/metaverse
https://hello.vrchat.com/
https://ismar2020.ismar.net/
https://www.virbela.com/
https://tinyurl.com/bdepwckh
https://tinyurl.com/4vuzkmhj
https://www.rhino3d.com/
https://tinyurl.com/47fkdynv
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3D objects in this dissertation, has a VR plugin34 to facilitate working
with 3D objects. Moreover, VR is a powerful tool for information and Being immersed in

contentvisualization [79] and immersive analytics [111]. Companies offer
immersive VR applications to help customers plan their new kitchen
or living room35. Car manufacturers provide virtual showrooms
that facilitate the configuration of a car36. The list of VR supporting
applications covers many industry sectors.

Healthcare can greatly benefit from VR, treating anxiety, PTSD,
and phobias37 [112]. Other examples include supporting the physical
rehabilitation of stroke patients who can practice motor skills and Supporting medical

recoverycoordination38 or distracting patients from pain by engaging in
virtual environments. Due to VR’s customizability, treatments can
be tailored to individual needs to improve the therapy outcome.
Finally, VR has also been proposed as a tool for remote diagnosis of
neurodegenerative diseases such as Parkinson [264].

In recent years, we have seen several industry sectors developing
VR technology for their use cases; however, entertainment is, to this
day, arguably still the most significant industry investing in the devel-
opment of VR technology. Here, VR gaming marks the forefront with Explore, engage, and

play!games such as the infamous Beat Saber39 attracting avid VR gamers.
We have seen VR-enhanced rollercoasters40, exhibitions41, and VR ar-
cades42. VR movies are gaining popularity and enabling new ways of
experiencing content. For example, in “The Soloist VR”43 on Oculus
TV, users can experience Alex Honnold’s free solo climbs of challeng-
ing mountain faces from a first-person view. In the travel industry44,
VR can be used to capture the beauty and scenery of destinations
around the world. While this industry wants to promote travel, the Novel ways of

consuming contentauthor of this dissertation sees this as a chance to (1) reduce traveling
by visiting virtual replicas without any crowds and environmental
impact and (2) allow people with disabilities or people who cannot af-
ford traveling to experience the uniqueness and diversity of the world
in their living room. This vision is inspired by VR museum tours45

that already exist today, allowing people to virtually enter, explore,
and experience the most famous museums of our modern world.

35 VR kitchen planner: https://tinyurl.com/2u77sv5d. Last accessed: Nov 1, 2024

36 VR car planner: https://tinyurl.com/mt9mc9ck. Last accessed: Nov 1, 2024

37 PsyTech webpage: https://psytechvr.com/. Last accessed: Nov 1, 2024

38 Cureosity webpage: https://www.cureosity.com/. Last accessed: Nov 1, 2024

39 Beatsaber game webpage: https://www.beatsaber.com/. Last accessed: Nov 1, 2024

40 Europa-Park webpage: https://tinyurl.com/e9pe6ew3. Last accessed: Nov 1, 2024

41 Wonderland webpage: https://tinyurl.com/2ethtn3d. Last accessed: Nov 1, 2024

42 Virtual area games: https://virtual-area.de/. Last accessed: Nov 1, 2024

43 VR movie “The Soloist” : https://thesoloist-VR.com/. Last accessed: Nov 1, 2024

44 Article VR tourism: https://tinyurl.com/59zrc87h. Last accessed: Nov 1, 2024

45 Article VR museums: https://tinyurl.com/mr46hycc. Last accessed: Nov 1, 2024

https://tinyurl.com/2u77sv5d
https://tinyurl.com/mt9mc9ck
https://psytechvr.com/
https://www.cureosity.com/
https://www.beatsaber.com/
https://tinyurl.com/e9pe6ew3
https://tinyurl.com/2ethtn3d
https://virtual-area.de/
https://thesoloist-VR.com/
https://tinyurl.com/59zrc87h
https://tinyurl.com/mr46hycc
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2.2 human perception

To design effective VR systems, we need to understand how humans
perceive their environment through their senses. However, this is still
not fully understood, and different models exist that explain how
perception works. In the following section, we introduce the most rel-
evant work that helps us to explain the sensory processes concerning
the topics in this dissertation.

2.2.1 Perceiving our Environemnt

Human perception is the process through which we interpret and
make sense of sensory information from the (virtual) environment.
It involves multiple steps, from detecting stimuli to organizing and
interpreting them. To establish a common ground for the remaining
section, we need to distinguish between Sensation and Perception
[165]. Sensation is the process where sensory organs (e.g., eyes
and ears) detect external stimuli (light and sound) and convert
them into neural signals. Through transduction, these stimuli arePerception combines

sensory inputs with
previous experiences

converted into neural signals and transmitted to the brain. The
brain then processes this information, integrating it with past expe-
riences and knowledge, and finally interprets it. Thus, perception
is the brain’s interpretation of these signals, which add meaning
and context, forming a subjective experience of the environment.
Traditionally, we consider the five human senses: seeing, hearing,
touching, tasting, and smelling [249] (p.694 and onwards). TheyOur senses help us

to understand our
environment

are complemented by the proprioceptive sense, responsible for
knowing where our own body parts are without looking at them,
and the vestibular sense, often referred to as the sense of balance. In
the context of this dissertation, we focus on stimulating the visual,
touch, and proprioceptive senses to create compelling VR experiences.

Literature states two types of perceptual processing, bottom-up and
top-down [165]. In bottom-up processing, perception starts with sen-
sation, which the brain then combines to form a complete picture. For
example, Lisa might see shapes and colors first, then recognize them
as a cat. In contrast, top-down processing involves using prior knowl-Actually seeing vs.

expecting to see a cat edge, expectations, and experience to interpret sensory information.
For example, if Lisa expects to see a cat in the driveway, she is more
likely to perceive an ambiguous shape as a cat. VR uses continuous
bottom-up stimuli that are convincing enough to create a presence
illusion [310], overwriting top-down data, i.e., “I am just wearing an
HMD”. However, once presence is achieved, the relevance of top-down
processing increases since stimuli become more complex [165]. When
Lisa starts exploring the environment, e.g., by turning her head, she
issues a motor command, sending an efferent signal from her central
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Figure 2.6: Sensorimotor Contingencies Model by and adapted from
Gonzalez-Franco and Lanier [128] under CC BY 4.0.

nervous system to the muscles. At the same time, an efference copy
containing the expected multisensory result of the predicted state is
generated. This is then compared to the multisensory afferent input Comparing sensory

inputs and
predictions

sensations (e.g., vision, touch, proprioception). If the expected state
in Lisa’s brain matches the information that arrives through the sen-
sory afferent, then Lisa experiences a strong VR illusion according
to Gonzalez-Franco and Lanier [128]. Thus, maintaining a high state
of presence in a virtual environment requires a continuous SCs loop,
such as depicted in Figure 2.6. Otherwise, a large enough sensory dis-
crepancy between afferent multisensory inputs and the efferent pre-
dicted state can disrupt the experience. An important aspect of SCs is How does VR

achieve the feeling of
being present?

that they can be learned/updated, depending on, e.g., system immer-
sion. For example, Lisa experiences a virtual environment through a
head-tracked HMD with limited FoV. Usually, Lisa could quickly learn
the effect of head movements on her visual perception, i.e., due to the
limited FoV, she needs to turn her head further [310]. In the following,
we will outline the primary perceptual mechanism for the visual and
haptics (tactile and proprioceptive) as they are most relevant to this
dissertation.

2.2.2 Visual Perception

Visual perception begins when light falls (i.e., photos) on the pho-
toreceptor in the eye [60]. It passes through the cornea, pupil, and
lens, where it is focused onto the retina. The retina contains photore-
ceptor cells, including rods, primarily responsible for seeing during
low illumination, and cones, responsible for colored and detailed
vision in high illumination conditions. As described above, these Different parts of the

eye are responsible
for seeing color and
details

photoreceptors convert light into electrical signals via transduction,
which are then transmitted through the optic nerve to the brain.
The process of why we perceive depth and three-dimensional vision
is complex and contains many puzzle pieces. Generally, we use a
combination of binocular and monocular depth cues that allow the
brain to construct a sense of spatial depth [121]. Stereopsis arises
from binocular vision, where each eye captures a slightly different

https://creativecommons.org/licenses/by/4.0/
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image due to its horizontal separation. The brain processes these
disparities, calculating depth and distance. This is also why mostWhy do we see in

3D? modern HMDs use two separate displays, rendering one image from
a slightly different angle for each eye. Key monocular cues, such
as relative size and interposition of objects, texture, shadows, and
motion parallax, contribute to depth perception, offering important
spatial information even when viewed with only one eye.

Visual perception differs in the center from the peripheral [165].
Most notably, central vision has high acuity, is color sensitive, and is
optimized for daytime conditions, whereas peripheral vision is over-
all less sensitive to color and slow motions but highly sensitive to
light in darker conditions and fast motions. This is important because
some of the visual illusions outlined in the next section exploit these
effects to trick human perception.

2.2.2.1 Visual Illusions

“What is reality anyway? Just a collective hunch!”—Lily Tomlin.

Our brains constantly try to make sense of our environment, infer-
ring assumptions and expectations from past experiences. As a result,
it is impossible to perceive a purely objective reality. Despite the feel-
ing of “knowing the truth” [165], it is pretty easy to trick our percep-Tricking our

perception into
making errors

tion into making errors. Below, we display three different visual illu-
sions to illustrate how we can foul our perception. There exist many
other types of illusions concerning the perception of depth, size, and
motion. In VR, we can ‘play’ with the assumptions and expectations
of our perception to create novel experiences and effects.

2d illusions A classical example: Which of the two lines is longer?
The surprising answer is both have the same length (see Figure 2.7:
middle). This phenomenon is known as the Müller-Lyer illusion [251],
showcasing how the brain can misinterpret depth cues and size con-
sistency. To this day, there exists no consensus about why this illusion
works so well, and different explanations have been provided. OneAll lines have the

same length early explanation is that the brain interprets the arrowheads “< >” as
objects that are closer, e.g., a convex corner of a room. In contrast, the
“> <” suggests objects that are far away, such as the concave corner
of a room, which distort the brain’s interpretation of the line length.
More recent evidence suggests that the visual system picks up on
depth cues, attempting to extract 3D information and, by doing so,
misinterprets them. Nevertheless, most likely, a combination of dif-
ferent perceptual errors leads to an overestimation of the line length
with “> <” arrows, even though both lines are of equal length.
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Figure 2.7: Examples of optical illusions. Left: Expanding Hole illusion [202].
(Source: extracted from Laeng et al. [202] under CC BY 4.0). Middle: Müller-
Lyer illusion [251]. (Source: extracted and cropped from Wikipedia46 un-
der CC BY-SA 3.0). Right: Kanizsa Triangle illusion [175]. (Source: extracted
from Wikipedia47 under CC BY-SA 3.0).

boundary completion illusions Looking at this image,
most people see a triangle that does not exist (see Figure 2.7: right).
This phenomenon is rooted in the brain’s tendency to “fill in the gaps”
[165], according to the Gestalt law of closure and good continuation
[324]. The brain constructs the invisible edges or contours that are
not physically present in the image. They are inferred based on
the arrangement of surrounding elements, allowing us to perceive The triangle’s edges

do not existobjects as whole or continuous. For example, in the famous Kanizsa
Triangle illusion [175], the three Pac-Man-like shapes positioned at the
corners lead the brain to perceive a complete triangle, even though
the triangle’s edges do not exist. The brain also uses prior knowl-
edge and expectations to interpret incomplete images according to
top-down processing.

motion illusions This type of illusion, which Laeng et al. [202]
coined “expanding hole”, combines dynamic sensations of motion and
a gradually expanding central region, despite being a static image.
This works because the brain processes visual information with slight
delays, compensating for this lag by predicting how and where ob-
jects will move. Motion illusions such as expanding hole exploit this
prediction system by presenting patterns or contrasts that suggest
motion, even when none is present. It is complemented by high con- The image does not

movetrast (black and white) and an alternating color pattern that is known
to confuse the brain’s motion detection system. This triggers involun-
tary eye movements (microsaccades) interacting with these patterns
or repetitive textures in an image, causing the brain to interpret them
as moving. Note that the motion illusion becomes stronger when the
image is viewed full-screen on a larger monitor because peripheral
vision is more sensitive to these motion cues.

46 Wikipedia webpage: https://tinyurl.com/2s3fhun8. Last accessed: Nov 1, 2024

47 Wikipedia webpage: https://tinyurl.com/5n73uxtu. Last accessed: Nov 1, 2024

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by-sa/3.0/deed.de
https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://tinyurl.com/2s3fhun8
https://tinyurl.com/5n73uxtu
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2.2.3 Haptic Perception

Haptic perception refers to how humans interpret and understand
their environment through touch. It involves integrating multisensory
information from the skin, muscles, tendons, and joints to perceive
properties such as texture, shape, temperature, pressure, and weight
[211]. Haptic perception develops in our early childhood and is es-Haptics is essential

in our everyday life sential for fine motor skills [39]. Thus, it plays a crucial role in our
everyday lives, e.g., in grasping and manipulating objects. Grasping
is a fundamental and necessary type of interaction to assess, use, and
leverage the full potential of objects in our environment. For instance,
there are various ways to grasp a simple mug [106], and grasping be-
comes even more complex when looking at interactions such as open-
ing a bottle, where humans seamlessly transition between several
grasping types [62]—demonstrating the dynamics and unpredictabil-
ity of these interactions. Humans choose the correct grasping typeCan you ’grasp’ it?

based on the underlying task requirements [45, 62, 105] and objects’
characteristics [106] (particularly, the shape of the object [62]). These
variables remain entangled and can, therefore, only be considered
holistically. Cutkosky [62] and Feix et al. [107] proposed grasping tax-
onomies that broadly distinguish between power (intermediate) and
precision grasps (see Figure 2.8). As the name suggests, power grasps
are used to manipulate heavier/larger objects or when dexterity is
secondary. On the other hand, precision grasps are primarily for fine-
grained manipulations. Hence, different muscle groups are involved
when changing or adjusting the grasping type [325]. These kinematic
differences build the foundation for our investigations about the ro-
bustness of hand-based illusions in Chapter 5. Generally, haptic per-
ception can be divided into two broader categories, tactile and kines-
thetic, which we discuss below.

2.2.3.1 Tactile Perception

Tactile perception involves detecting and interpreting sensory
information through the skin, allowing the recognition of touch,
pressure, texture, temperature, and pain. Mechanoreceptors sense
physical pressure or vibration when the skin contacts an object or
surface. These include receptors like Meissner’s corpuscles (for light
touch and low-frequency vibrations), Pacinian corpuscles (for high-
frequency vibrations), Merkel cells (for pressure and coarse texture),
and Ruffini endings (for skin stretch) [211, 249]. ThermoreceptorsSkin receptors allow

us to sense tactile
properties

respond to changes in temperature in the range of 5°C to 45°C, and
nociceptors detect pain or harmful stimuli such as heat, pressure,
or chemicals. The three receptors convert mechanical, thermal, or
noxious stimuli into electrical signals through the spinal cord to the
primary somatosensory cortex in the brain via the somatosensory
pathways [249]. This area organizes sensory input according to the
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Figure 2.8: Grasp type taxonomy by Cutkosky [62] (Source: extracted from
Zheng et al. [389]; ©2011 IEEE).

body regions where the stimuli were detected, creating a sensory
‘map’ that allows us to localize and differentiate between different
types of touch. Once processed, the brain integrates this information
with prior knowledge and context, allowing us to perceive the
texture, shape, or temperature of objects.

During hand interactions with physical objects, tactile material
properties play an essential role. According to Okamoto et al. [263],
they consist of five dimensions: hardness (hard–soft), warmness
(warm–cold), macro roughness (uneven–flat), fine roughness (rough–
smooth), and friction (moist–dry, sticky–slippery). To design effective Five dimensions of

tactile material
properties

VR systems in Chapter 3, we need to understand how humans
interact with (unknown) physical objects. Klatzky et al. [184] state
that humans intuitively use exploratory procedures to gain accurate
information about them. They provide examples of direct exploratory
procedures that include:

• Lateral motion of the fingers across an object’s surface to ex-
plore its texture. Exploratory

procedures to gather
information about
object properties

• Applying pressure to an object with a finger to explore its hard-
ness.

• Following the contour of an object with the fingers to explore
its shape.
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• Enclosing an object with the hand to explore its global size and
volume.

• Unsupported holding an object with the hand to explore its
weight.

• Static contact between an object and the hand to explore its
temperature.

2.2.3.2 Kinesthetic Perception

Kinesthetic is the perception of our own body movements, which is
made possible through the sense of proprioception. It is essential for
tasks like walking and lifting objects, as it provides constant feedback
about the body’s position and movements, enabling motor control
and coordination even without the need for visual monitoring [274].
For example, without proprioception, we would need to look at ourWhere is my body?

feet while walking to avoid stumbling. The proprioceptive sense
uses specialized sensory receptors located in muscles, tendons, and
joints, known as proprioceptors [249]. They continuously monitor the
position and movement of body parts, detecting changes in muscle
length, joint angle, and the force being applied. These include muscle
spindles, which detect changes in muscle length and tension, and
Golgi tendon organs, which sense the force and tension in tendons
during muscle contractions [274].

The mechanical changes are converted into electrical signals, then
transmitted via peripheral nerves to the spinal cord and brain. Here,
they are processed in the cerebellum and the primary somatosensory
cortex. The cerebellum plays a crucial role in coordinating movement,Processing of

proprioceptive
sensory inputs

balance, and motor learning, while the somatosensory cortex helps to
map the body’s position in space (see later Figure 2.31). The brain in-
tegrates this kinesthetic information with other sensory inputs, such
as visual and vestibular, ultimately allowing us to perceive body posi-
tion, movement, and effort [249]. This also translates to the perception
of object properties, helping us to, e.g., perceive their weight or inertia
when holding and wielding objects with our hands. Such manipula-
tions are often referred to as dynamic touch [349]. Through this, we canDynamic touch to

assess objects’
kinesthetic
properties

assess not only the properties of the object itself but also the proper-
ties of objects it comes into contact with. Thus, dynamic touch occurs
in our everyday manipulatory activity of objects. It occurs statically
and in motion, because the manipulated object affects the muscles
and tendons of the hand and arm [349]. In contrast to tactile percep-
tion, dynamic touch focuses on muscles and tendons rather than skin
deformations.
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Figure 2.9: Bayesian inference during visuo-proprioceptive conflicts. Left:
Shows Visual (V) and Proprioceptive (P) position of the hand. The sensory
inputs are depicted as Gaussian probability distributions with equal vari-
ance (i.e., sensory noise). But where do we perceive our hand (VP) in case
of conflicting sensory inputs? A naive multisensory estimate cannot explain
the perceived hand position because prior experience and top-down process-
ing affect the estimated precision of the sensory modality (Middle). Here, V
hand position estimates have lower variance, i.e., less uncertainty than P.
Right: V and P are integrated to form a combined multisensory estimate VP
based on their weighted relative precision. This may also lead to recalibrat-
ing P’. Note, if the positional hand offset between V and P becomes too large,
vision will typically be discarded in favor of proprioception, i.e., haptic dom-
inance occurs [23]. (Source: Extracted and modified from Limanowski [219]
with author’s permission and under CC BY 4.0.)

2.2.4 Multisensory Perception

We experience our environment through multisensory perception,
where sensations from sensory modalities are integrated to form a
multisensory experience [81]. However, what happens if sensory modali- How does the brain

integrate sensory
inputs?

ties provide conflicting information? Ernst and Banks [80] suggest that
sensory integration between vision and haptics can be described by
maximum likelihood estimation (MLE). The proposed principle aims
to minimize the variance or uncertainty in the overall perception.
Sensations can be seen as probability distributions because of their
variance, which is naturally related to the amount of noise in the
sensory inputs. As an example, a probability distribution for visual Sensory noise

determines
realiability

and haptic sensory modality depicted in Figure 2.9, which follows
a Gaussian probability density function [219]. The variance of each
sensory probability distribution represents reciprocally the estimated
precision of the sensory modality. MLE incorporates the degree to
which each sensory modality contributes to the combined perception
by a weighted sum that “adds the sensor estimates weighted by their
normalized reciprocal variances” Ernst and Banks [80]. In neuroscience,
the combination of sensory cues weighted by their relative precision
is described as a process of Bayesian inference and may explain the
phenomenon of sensory dominance and recalibration [219].

https://creativecommons.org/licenses/by/4.0/
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For example, visual estimates usually have lower variance than
haptic (proprioception) estimates in settings that require estimating
the spatial position of body parts [47]. Thus, in this case, vision
likely dominates multisensory perception in conflicting sensoryVision usually

dominates over
proprioception

information. This is often referred to as the visual-dominance
phenomenon, which has been observed in many studies that visually
displace, e.g., users real from their virtual hand position [23, 35, 123].
The visual-dominance phenomenon is the core principle that this
dissertation exploits, utilizing current VR technology’s powerful capa-
bilities in stimulating the visual sense to overcome the lack of haptics.
However, vision does not always dominate over proprioception, asThere is a limit to

which the sensory
mismatch remains

plausible

found in the study by Beers et al. [23]. The authors showed that
the weighting of vision and proprioception varies with the direction
of hand displacement. In the depth direction, participants relied
more on proprioception than on vision. These findings demonstrate
the potential realm of variables that contribute to the weighting of
sensory modalities during multisensory integration.

As illustrated in Figure 2.9, the weights added to the sensory
modalities depend not only on the sensory inputs’ variance but are
influenced by top-down processing [128, 219]. Top-down processing
can compensate for the sensory variance of task-relevant stimuli
while suppressing task-irrelevant stimuli. Gonzalez-Franco and
Lanier [128] outline that it can even bias afferent sensory inputs inOur beliefs and

expectations impact
our tolerance to

mismatches

order to comply with a predicted (efferent) state, which may help
to reduce uncertainty about limb positions [219]. Ultimately, the
sensory correction of deficiencies is a powerful mechanism during
perceptual inference, suggesting that VR systems do not need to be
perfect and that our brains can compensate for some discrepancies
or lacking resolution. Moreover, controlled visuo-haptic conflicts can
elicit a design space for novel experiences in VR as further illustrated
in Section 2.5.1.

2.3 the grand challenge of haptics in virtual reality

Providing haptic feedback, i.e., creating physical forces between
Lisa’s body and the virtual objects, is one of the grand challenges
in VR [165]. Many studies have shown the benefits of haptically sup-
porting interactions in IVEs. For example, higher system immersion
can lead to increased presence [158], enable intuitive and direct inter-
action with virtual objects [151], and improve task performance [166].
In the following section, we overview existing taxonomies in the
field of haptics in VR to establish common ground for the remainder
of this dissertation. Next, we review the two basic concepts of hapticHaptics is crucial to

create immersive
experiences

feedback systems, namely passive and active, which help us classify
systems and identify research gaps. Given the constant rise of VR
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Figure 2.10: Visual-Haptic Reality-Virtuality Continuum by and adapted from
Jeon and Choi [163].

technology and the increasing breadth of literature in the space, we
use this section to provide an overview of the most influential haptic
systems and concepts for hand-based interactions before focusing
on the most relevant works in light of the contributions in this
dissertation. A comprehensive overview of the literature on haptics
in VR can be found in the doctoral dissertation by Zenner [380] and
the survey on haptic solutions for VR interaction “Can I Touch This?”
by Bouzbib et al. [36].

Given the rapid development in the field of haptic technology,
there exist several ways how to classify haptic interfaces designed
to support hand-based interactions in VR. Historically, research
distinguishes approaches based on how the haptic stimuli are
generated, resulting in two main classes: PHF and AHF devices. To
reflect this, Jeon and Choi [163] proposed the Visual-Haptic Reality-
Virtuality Continuum as an extension of the previously introduced
Reality-Virtuality Continuum by Milgram and Kishino [242]. It adds a Taxonomy that helps

classify haptic
systems

haptic dimension (x-axis) to the visual dimension (y-axis), resulting
in a 2D continuum that describes the degree of reality and virtuality
across the two dimensions. As shown in Figure 2.10, the continuum
encompasses nine classes, with the real world being at the bottom
left corner (visual and haptic reality) and the entirely virtual world
+ computer-generated haptic stimuli at the top right corner (visual
and haptic virtuality). Our haptic devices developed in Chapter 3 fall
into the visual virtuality haptic mixed reality category, according to
the continuum.
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Given the diverse landscape of haptic technology, researchers also
use the target sensory modality, tactile or kinesthetic, to classify the
type of haptic device. In the following, we explain the two types of
haptic feedback and provide examples of systems that haptically sup-
port hand-based interactions in VR. This provides a basis for our work
presented in Chapter 3 and Chapter 4.

2.3.1 Active Haptic Feedback

AHF uses computer-generated actuation, computing the appropriate
haptic stimulus for a given interaction. This requires mathematical
modeling of objects, their properties, and users’ interactions toActive haptics uses

computer-controlled
actuation

produce convincing haptic feedback through haptic rendering algo-
rithms. Here, the advantages are that the forces can be dynamically
updated to account for a variety of virtual object interactions [165].
AHF systems render kinesthetic forces targeting muscles, tendons,
and joints, whereas tactile systems primarily focus on the human
skin. Next, we provide an overview of active haptic technology from
the perspective of groundedness: world-grounded, body-grounded,
and ungrounded [165].

2.3.1.1 World-Grounded Devices

These haptic devices are physically attached to tables, walls, or the
floor in a user’s real environment. A prominent example of an AHF

device is the PHANToM force feedback device [234] depicted in
Figure 2.11 left. The system uses a robotic arm with a pen as anSystems produce

forces relative to the
ground

end-effector. Users interact with virtual objects through the pen. The
system provides both 6-DoF position sensing and actuation of the
end-effector to accurately render haptic feedback upon collisions
with virtual objects. For example, PHANToM has been used in
medical surgery training to simulate haptic feedback for drilling in
bones or examining tissue [82].

Rendering kinesthetic haptic feedback for human-scale forces is
challenging and requires large actuators. An example is HUG (part
of the VR-OOS system [286]) in Figure 2.11 right. It can sense human
movements and simultaneously provide force feedback for arm-scaleProducing

human-scale forces
often require large

actuators

forces, e.g., in a virtual assembly simulation, where the systems can
produce counterforce for lifting and moving objects. However, it be-
comes apparent that the physical limitations of actuators quickly lead
to bulky and expensive systems. They also restrict users’ freedom;
for example, HUG requires users to remain in one place because the
robotic arms are attached to a station; otherwise, they would be too
heavy to wear as an exoskeleton.
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Figure 2.11: Examples of world-grounded active haptics devices. Left: Image
of PHANToM force feedback device extract from Massie, Salisbury, et al.
[234]. Right: Image of a user using the HUG system. (Source: extracted and
cropped from Sagardia et al. [286]; ©2015 IEEE).

2.3.1.2 Body-Grounded Devices

In contrast, body-grounded are directly attached to the user’s body.
This includes haptic gloves (or exoskeletons) that can render kines-
thetic and tactile sensations. Hand-worn devices typically actuate
or restrict users’ movements of their limbs to create compelling
kinesthetic sensations when grasping virtual objects. For example, Systems that can be

worn on the bodyCyberGrasp48 pneumatically actuates users’ fingertips, preventing
them from penetrating virtual objects inside IVEs. Wolverine [55]
deploys a breaking mechanism to haptically support pinch-like
grasping in VR. Wireality [88] shown in Figure 2.12 right, allows
for the hand and individual finger joints to be programmatically
blocked through the use of retractable strings. This way, the system Handheld devices are

effective, but
constantly occupy
the hands

can simulate kinesthetic forces when touching objects with different
geometries. Grabity [54] extends rendering contact forces and weight
by combining a breaking mechanism with vibrotactile feedback
(see Figure 2.12: middle). While these systems focus on grasping
rigid virtual objects, CapstanCrunch [305], a palm-grounded device
uses capstan-based breaking to generate resistive forces that enable
rendering compliance sensations when grasping virtual objects using
a 2-finger pinch (see Figure 2.12: left). Strasnick et al. [327] introduced
Haptic Links, an electro-mechanically actuated linking mechanism
capable of rendering variable stiffness for bi-manual interactions
with objects.

2.3.1.3 Ungrounded Devices

Ungrounded or handheld devices mark the largest category of de-
vices, including commercially used controllers such as the ones from
HTC Vive or Meta Quest. Users hold these devices in their hand(s),
which are spatially tracked, allowing them to perform unrestricted
6-DoF movements (see examples in Figure 2.13 and Figure 2.14). They
typically use vibrotactile feedback through actuators such as eccen-

48 CyberGrasp webpage: https://tinyurl.com/5b49svsc. Last accessed: Nov 1, 2024

https://tinyurl.com/5b49svsc


42 the grand challenge of haptics in virtual reality

Figure 2.12: Examples of body-grounded active haptics devices. Left: Cap-
stanCrunch, a palm-grounded device that renders compliance when grasp-
ing virtual objects. (Source: extracted from Sinclair et al. [305]; ©2019). Mid-
dle: Grabity renders contact forces. (Source: extracted from Choi et al. [54];
©2017). Right: Wireality simulates kinesthetic forces when touching objects.
(Source: extracted and cropped from Fang et al. [88]; ©2020)

tric rotating mass (ERM) vibration motors, linear resonant actuators
(LRAs), piezoelectric motors, or voice coil actuators. While current
off-the-shelf systems mostly remain limited to basic vibrations to
facilitate interactions with virtual objects, vibrotactile feedback has
been successfully used in many research prototypes to convey a
variety of tactile and kinesthetic haptic impressions. For example,Variety of haptic

sensations can be
simulated

it can simulate button presses [267], object properties such as com-
pliance [179, 214] or softness of virtual objects [56], textures during
mid-air interactions [328] and dynamic masses when moving objects
[335]. In TeslaTouch, Bau et al. [21] showed that vibrotactile feedback
at different frequencies and amplitudes can convey sensations of
stickiness, smoothness, and friction during active finger exploration.
Yet, designing vibrotactile feedback is challenging and can be done
iteratively through an experienced haptic designer, directly recorded
from physical interaction with a real surface (an approach called
Haptography [198]) or through vocalization as shown by Degraen et al.
[66] in Weirding Haptics.

Handheld devices can create kinesthetic forces by using propul-
sion through directing air or by means of inertia (see Figure 2.13).
Well-known examples include Thor’s Hammer [147], which uses
propellers to generate 3-DoF force feedback for mid-air interactions
or JetController [354] which relies on air jets, reducing the form
factor and improving the haptic rendering of the device. WhileUngrounded active

kinesthetic haptic
devices

such systems can provide compelling kinesthetic forces, they (by
design) demand high power and produce wind and noise, which
can impact the VR experience. On the other hand, ungrounded
devices such as MetamorphX [145] change the inertia and viscosity of
motion leveraging four control moment gyroscopes, i.e., flywheels,
to provide 3-DoF moment feedback to the user’s hand.
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Figure 2.13: Examples of ungrounded active kinesthetic haptic devices. Left:
Thor’s Hammer uses propellers to generate force feedback for mid-air interac-
tions. (Source: extracted and cropped from Heo et al. [147]; ©2015). Middle:
JetController uses air jets to provide force feedback. (Source: extracted and
cropped from Wang et al. [354]; ©2021). Right: MetamorphX simulates kines-
thetic forces through inertia and viscosity changes. (Source: extracted and
cropped from Hashimoto et al. [145]; ©2022).

Tactile feedback for hand interactions with virtual objects can
be achieved by electrotactile feedback, skin deformation, and skin
stretch. Devices are typically in direct contact with the skin to
render tactile features. For example, Tacttoo by Withana et al. [364]
is a feel-through temporary tattoo on the fingertip with embedded
electrodes (taxels) that provide electrotactile feedback when touching
virtual objects. This works by applying electric stimulation to the Approaches for

simulating tactile
sensations

nerve stem of mechanoreceptors, which the brain interprets as
mechanical vibrations. Groeger et al. [139] showed that taxels can be
directly integrated into the fabrication process of proxy objects, e.g.,
by 3D printing. Shen et al. [301] presented Fluid Reality, a pneumatic
shape-changing fingerpad array that can render high-resolution
tactile feedback such as object geometries, textures, and compliance
(see Figure 2.14: middle). Schorr and Okamura [295] proposed
skin deformation on the fingertip to convey continuous feedback
during virtual object exploration and manipulation, allowing users
to perceive virtual objects of different mass, friction, and stiffness.
Object shapes can be rendered with the help of extrudable and
tiltable platforms such as the NormalTouch [28] haptic controller or Creating a

kinesthetic illusion
through tactile
feedback

actuated pin-based arrays like in PoCoPo [376] and the TextureTouch
[28] controllers (see Figure 2.14: left). In Gravity Grabber, Minamizawa
et al. [243] show that deformation on fingerpads created by a belt
mechanism can create the illusion of weight, even in the absence of
proprioceptive sensations (see Figure 2.14: right). Knierim et al. [191]
proposed TactileDrone, quatrocopters enclosed in a cage flying into
the user to provide tactile feedback to various locations on the body.
In one of the side projects during this dissertation, we developed Hap-
ticPuppet [100], expanding on the idea of using computer-controlled
drones—puppeteering the users by actuating their limbs through
body-attached strings to provide kinesthetic forces.
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Figure 2.14: Examples of ungrounded active tactile haptic devices. Left: Tex-
tureTouch uses pin-based arrays under the fingertip to render tactile feed-
back. (Source: extracted from Benko et al. [28]; ©2016). Middle: Fluid Real-
ity a pneumatic shape-changing fingerpad array to render tactile feedback.
(Source: extracted and cropped from Shen et al. [301]; ©2023). Right: Gravity
Grabber applies deformation on fingerpads to create the illusion of weight.
(Source: extracted and cropped from Minamizawa et al. [243]; ©20217).

2.3.1.4 Emerging Concepts for Haptic Feedback

In recent years, we have witnessed emerging technologies in the field
of haptics in VR, such as UltraHaptics [49]. It uses computer-controlled
ultrasonic transducers that emit ultrasound to a focal point (often the
user’s fingertip or palm), producing tactile haptic sensations upon
making contact with the skin. This approach allows for contactless
mid-air haptic feedback beyond the scope of VR. AIREAL [316] uses
air vortices directed onto the human skin to provide tactile feedback
mid-air that can be felt up to 1 m. Both are depicted in Figure 2.15.

Kinesthetic forces can further be rendered by using systems
that can electrically stimulate users’ muscles or tendons through
technologies such as EMS and Tendon Electrical Stimulation (TES).
These approaches use electrodes that are attached to the users’ skinTriggering

involuntary
movements

and, by using electric impulses, elicit involuntary muscle or tendon
contraction. The main difference between the two approaches lies in
the placement of the electrodes so that EMS stimulates motor nerves
and TES sensory nerves. Lopes et al. [224, 225] showed that EMS can

Figure 2.15: Invisible haptics. Left: AIREAL emits vortices that users can
feel mid-air. (Source: extracted and cropped from Sodhi et al. [316]; ©2013

ACM). Right: UltraHaptics emits ultrasound to the user’s palm, producing
tactile haptics. (Source: extracted from Long et al. [223]; ©2014 ACM).
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Figure 2.16: Examples of emerging haptic concepts. Left: Haptic Source-
Effector stimulates the sensorimotor cortex to create haptic feedback. (Source:
extracted and cropped from Tanaka et al. [336]; ©2024). Middle: Mutual
Turk provides a shared physical prop through which pairs can exchange
kinesthetic forces. (Source: extracted and cropped from Cheng et al. [51];
©2017). Right: Electrical Muscle Stimulation (EMS) can enhance haptics for
walls and heavy objects. (Source: extracted and cropped from Lopes et al.
[225]; ©20217).

be used to simulate kinesthetic forces of virtual impacts, touching
virtual walls, and carrying heavy virtual objects (see Figure 2.16:
right). TES has been combined with other haptic feedback modalities,
such as vibration and visual techniques, to simulate forces for virtual
button presses [15]. However, TES and EMS induce tingling sensations
and require skin attachment. To overcome these limitations, Tanaka
et al. [337] investigated Magnetic Muscle Stimulation (MMS) using
contactless electromagnetic coils that can actuate muscle up to 5 cm
away, even through clothing. They further noted that participants
reported significantly less discomfort and more realistic feedback of
kinesthetic forces compared to traditional EMS.

Tanaka et al. [336] recently proposed a novel approach to provide
haptic feedback by non-invasively stimulating the corresponding
brain areas using Transcranial Magnetic Stimulation (TMS) (device
see Figure 2.16: left). They presented the Haptic Source-Effector, a Simulating haptic

effect at the sourcehead-wearable device with a single magnetic coil that can be moved
across the user’s scalp to stimulate the sensorimotor cortex locally.
Their studies showed that they can create about 15 different tactile
and kinesthetic sensations on various parts of the body (e.g., hands,
arms, legs, feet, and jaw). While participants reported different
touch sensations, from tapping, vibrating, and tingling to pressing,
the approach may change how we think about designing haptic
experiences in the future.

Finally, an interesting concept is to use pairs of users to provide
haptic feedback to one another. Cheng et al. [51] call this mutual
human actuation, and they proposed a system, Mutual Turk that pro- Human actuate

other humansvides a shared physical prop through which users can exchange kines-
thetic forces (e.g., a fishing rod and kite). The two users experience
different VR scenes, drilling a fish and letting a kite fly, but are un-
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Figure 2.17: Examples of passive haptic feedback. Left: Using real-world
objects to facilitate manipulation of 3D neurosurgical visualizations. (Source:
extracted from Hinckley et al. [151]; ©1994 ACM). Right: A passive haptic
kitchen that provides touch feedback for a virtual kitchen. (Source: extracted
from Insko [158]; ©2001).

aware of the fact that there is a human in the same room (see Fig-
ure 2.16: middle). By synchronizing the two experiences so that their
way of manipulating the shared props is consistent across both vir-
tual worlds, they add haptic feedback to one another’s experience.
While this does not allow for full control over the haptic stimulus, it
is an exciting concept for VR designers that can playfully incorporate
haptics into a multiuser VR experience.

2.3.2 Passive Haptic Feedback

PHF uses physical objects, often referred to as proxies, that act as
‘stand-ins’ for virtual objects without any computer-controlled or ac-
tuating components. The central idea is that proxies resemble physi-
cal properties of, ideally, multiple virtual objects such as their shape,
size, weight, or material, giving physical embodied to what otherwise
would remain purely virtual. Originating from the work by Hinckley
et al. [151], who proposed real-world objects to facilitate manipula-To the roots of

passive haptics tion of 3D neurosurgical visualizations, physical proxies made their
way to IVEs to support interactions with 3DUIs [220] and to hapti-
cally enhance large-scale virtual environments [158]. In these settings,
proxies were quickly prototyped with materials such as plywood,
plexiglass, foam-, and cardboard and, as a result, only approximated
virtual objects. However, researchers found that, even though a close
match is desirable, proxies generally enhance the immersive experi-
ence and allow for more intuitive and direct interactions [158, 248].
This led to a growing interest in using proxies to haptically enhance
interactions in IVEs. Hence, researchers proposed everyday objects as
proxies [63, 150], fabricated low [248] and high fidelity proxies [326],
designed proxy-based controller [302, 382] or developed proxy con-
struction kits (i.e., toolkits) [16, 91] for VR. Nilsson et al. [256] for-
mulated two central challenges for VR proxy design, Colocation and
Similarity. Colocation refers to the proxy being in the same location as
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Figure 2.18: Challenges of Colocation and Similarity. (Source: extracted from
Nilsson et al. [256]; ©2021 IEEE).

the virtual object, whereas Similiarty refers to how closely the physical
properties of the proxy match the virtual object’s properties.

2.3.2.1 Similiarty of Proxies

Users interact with proxies by touching, grasping, or holding the
physical object; thus, using proxies undeniably leads to a multisen-
sory experience. In contrast, AHF systems often aim to isolate the
haptic feedback modality. As a result, proxies usually provide tactile
and kinesthetic haptic feedback as a whole, conveying physical object
properties such as weight and inertia, material and texture, as well as
shape and size. While some discrepancy is acceptable, researchers Does this feel like the

object I am
touching?

looked into the effects of purposely introducing mismatches between
proxy and virtual object to investigate potential effects. For exam-
ple, Simeone et al. [304] varied the degree of mismatch between the
virtual object’s and proxy’s material, temperature, size, shape, and
weight. Based on their studies, Simeone et al. [304] recommend to
“minimize mismatches with the manipulable parts of an object” and “to
maintain correct proprioceptive feedback even if it conflicts with the real
pose”. However, they also reported that participants found interacting
with a similar proxy as engaging as interacting with an actual proxy
replica. There exist several other studies that investigate how tactile
[248, 342] and kinesthetic mismatches [362] affect the VR experience How close does it

need to be?and performance, reporting similar results. Generally, it is desirable
to approximate virtual object properties relevant to task and interac-
tion. However, passive proxies have an inherent limitation because
they cannot change their physical properties—making them inflex-
ible, and physically reconstructing the virtual environment defeats
the purpose of VR. To overcome this limitation, passive proxies can
be equipped with actuators that can change their properties on de-
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mand, a concept Zenner and Krüger [382] coined Dynamic Passive
Haptic Feedback (DPHF), a subcategory of mixed haptic feedback.

dynamic passive haptic feedback In DPHF, proxies do notProxies that can
change their own
haptic properties

dynamically

host actuators to exert forces onto humans but to change their own
physical properties. As a result, they only require small actuators
because they do not need to produce human-scale forces.

Weight- and Inertia-Changing proxies, for example, Shifty [382] a rod-
based controller with an internal weight that can be re-positioned,
change their center of mass and, thus, the inertia of the controller
upon interactions with virtual objects. Zenner and Krüger [382]
showed that Shifty can enhance the perception of virtual objects
varying in length, thickness, and weight. This is an effective way toI can feel the weight

of the object increase the haptic rendering capabilities of passive proxies, allowing
them to become truly multipurpose. Hence, it has informed the
design of many VR proxies targeting kinesthetic and tactile haptic
feedback. Transcalibur [302] applies weight-shifting in 2D to render
the weight distribution of 2D objects, while SWISH [287] uses 3D
weight-shift to simulate fluids. Rendering weight sensations of virtual
objects, e.g., by transferring liquid mass into a controller, is a techni-
cal challenge. MobileGravity [173] is a handheld proxy with a liquid
reservoir station that can perform weight changes up to 1 Kg within a
few seconds. ElastOscillation [346] and ElaStick [285] are DPHF proxies
that can create the kinesthetic forces of moving flexible objects
such as casting with a finishing rod. Drag:on can simulate resistance
by using a shape-changing mechanism to adjust its surface area [383].

Texture- and Material-Changing proxies, for example, the HairTouch
[213] handheld controller that uses two brushes close to the index
fingertip, and by controlling the hairs’ length and bending direction,
it provides different stiffness and roughness sensations. Haptic Palette
[68] is a handheld proxy with a rotatable disc that is augmented
with different material samples. The system presents the materialContinuous

exploration of
surfaces

that is most suitable for the interaction to the user. Whitmire et al.
[363] designed the Haptic Revolver, a handheld controller with an
actuated wheel that raises and lowers underneath the finger to
render continuous contact with a virtual surface. The exchangeable
wheel can be equipped with different textures to provide a large
range of sensations to the user. This controller combines features of
DPHF and AHF because it can also render contact and shear forces to
the index finger during virtual object exploration.

Shape- and Size-Changing proxies can change their physical form
factors through actuation. For example, PuPoP [339] is a pneumati-
cally inflatable airbag that user wear on their palm, approximating
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Figure 2.19: Examples of dynamic passive haptic feedback devices. Top left:
Drag:on can simulate mid-air resistance by changing its surface area. (Source:
extracted and cropped from Zenner and Krüger [383]; ©2019). Top middle:
ElastOscillation provides 3D multilevel damped oscillation force. (Source: ex-
tracted from Tsai et al. [346]; ©2020). Top right: PuPoP is a pneumatically
inflatable airbag that approximates the shape and size of virtual objects.
(Source: extracted and cropped from Teng et al. [339]; ©2018). Bottom left:
Haptic Revolver uses an actuated wheel that raises and lowers underneath
the finger to render continuous contact with a virtual surface. (Source: ex-
tracted from Whitmire et al. [363]; ©2018). Bottom middle: HairTouch, a
handheld controller that uses hairs to create stiffness and roughness sensa-
tions. (Source: extracted and cropped from Lee et al. [213]; ©2021). Bottom
right: X-Rings uses expandable rings to render surfaces of virtual objects.
(Source: extracted and cropped from Gonzalez et al. [135]; ©2021).

the shape and size of virtual objects. PoCoPo by Yoshida et al. [376]
it a handheld pin-based shape display that can render various 2.5D Shape-changing

devicesshapes in the user’s hand, and Gonzalez et al. [135] developed
X-Rings a shape-changing proxy capable of rendering the surface of
virtual objects through expandable rings.

In the following section, we overview the field of Encounter-Type
Haptic Feedback (ETHF) that primarily focuses on the challenge of
Colocation [256]. Arguably, there exist overlaps in the concepts of DPHF

and ETHF, and some of the proxies and systems presented in the pre-
vious and the next sections fall into either category.

2.3.2.2 Colocation of Proxies

When exploring virtual environments, it is often undesired that our Can I touch this
object over here?hands are occupied by a controller. Humans explore their environ-

ment through active touch, and while having a handheld controller-
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type device is beneficial in many situations, it takes away users’ free-
dom for active, unencumbered object exploration [211]. However, in
the absence of a spatially tracked handheld controller, the question
arises of how we can synchronize the position of proxies and their
virtual counterparts in 3D space.

encounter-type haptic feedback ETHF, sometimes referred
to as robotic graphics [240], is a part of mixed haptic feedback in
the continuum. It focuses on providing haptic feedback wherever
and whenever a user interacts with objects inside the IVE. Systems
often deploy robotic platforms or structures, presenting the appro-
priate physical proxy to the user upon interaction (see examples
in Figure 2.20). ETHF systems come in various scales and, similar
to AHF, can be categorized by their groundedness. For example,Dynamically

re-position the proxy Snake Charmer by Araujo et al. [12] is a world-grounded system that
uses a robotic limb with a replaceable proxy end-effector that can
host a variety of shapes, textures, and materials. Through accurate
hand tracking and prediction models, the system anticipates the
targeted virtual object in the environment and quickly positions the
appropriate proxy to haptically support the interaction. Haptic-Go-
Round [155] uses a rotating platform that surrounds the user hosting
several proxies that are suitable for the given VR experience. The
system presents the proxy to the user that is most suitable for the
interaction. In HapticBots, Suzuki et al. [333] use small-scale robots
that can change their height and orientation through tiltable and
height-adjustable platforms to haptically render continuous virtual
surfaces and objects. ShapeShift [308] utilizes a spatially tracked shapeContinuous

rendering of shape
and size

display to render the shape and size of virtual objects. By using an
omnidirectional robotic platform, the device can reposition itself and
provide both vertical and lateral kinesthetic feedback. The above-
mentioned systems require heavy actuation and engineering efforts
that limit their practical use in everyday VR experiences. To addressOvercoming

technical barriers this problem, Wang et al. [355] proposed MoveVR, an encounter-type
system using an off-the-shelf cleaning robot. The system can create
kinesthetic effects of tension, resistance, and impact by changing the
robot’s moving speed, rotation, and position.

Examples of body-grounded encounter-type haptic devices in-
clude the previously mentioned Haptic Revolver and X-Rings. AnotherBody-grounded

encounter-type
haptic devices

example is PIVOT developed by Kovacs et al. [196], a wrist-worn
haptic device that renders grasping, catching, or throwing a virtual
object in an IVE. It uses a proxy that can be moved in and out of the
user’s hand by a single actuated joint.

To this day, ungrounded encounter-type haptic devices rely on
flying quatrocopters, i.e., drones. First proposed by Yamaguchi et al.
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Figure 2.20: Examples of encounter-type haptic feedback devices. Top left:
HoverHaptics uses drones for mid-air positioning of proxies. (Source: ex-
tracted and cropped from Abtahi et al. [4]; ©2019). Top middle: Snake
Charmer positions a proxy in space using a robotic end-effector. (Source: ex-
tracted and cropped from Araujo et al. [12]; ©2016). Top right: HapticBots is
a swarm of robots that can provide continuous touch feedback. (Source: ex-
tracted and cropped from Suzuki et al. [333]; ©2021). Bottom left: ShapeShift
renders virtual objects continuously through a spatially tracked shape dis-
play on wheels. (Source: extracted and cropped from Siu et al. [308]; ©2018).
Bottom middle: PIVOT, a wrist-worn device that renders grasping, catching,
or throwing a virtual object. (Source: extracted and cropped from Kovacs et
al. [196]; ©2020). Bottom right: Haptic-Go-Round uses a rotating platform that
surrounds the user hosting several proxies. (Source: extracted and cropped
from Huang et al. [155]; ©2020).

[371], the authors showed that drones could be used to provide
haptic feedback for interacting with surfaces. However, rendering
force feedback through drones is most effective on the y-axis (1D)
due to their mechanical design [1]. Abtahi et al. [4] presented Ungrounded

encounter-type
haptic devices

HoverHaptics proposing drones for dynamic re-positioning of passive
haptics and mid-air positioning of proxies. However, the noise and
wind turbulence caused by drones remain a limiting factor to this day.

Finally, Cheng et al. [51, 53] presented several systems that apply
the principles of using humans for actuation rather than hardware.
One example is the TurkDeck system, which instructs people who
are not in VR to manually relocate proxies (wall and other artifacts)
through floor projections and audio. They ‘build’ the physical world
around the VR user to ensure that there is always something to touch.
ZoomWalls [375] and RoomShift [332] are actuation-based systems that
use robotic platforms to dynamically re-position room-scale proxies
on demand. All three approaches are depicted in Figure 2.21.
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Figure 2.21: Examples of encounter-type haptics at room-scale. Left:
ZoomWalls that dynamically repositions walls at room-scale. (Source: ex-
tracted and cropped from Yixian et al. [375]; ©2020). Middle: TurkDeck uses
people to reposition room-scale proxies. (Source: extracted and cropped
from Cheng et al. [53]; ©2015 ACM). Right: RoomShift uses swarm robots
that can reposition proxy furniture. (Source: extracted and cropped from
Suzuki et al. [332]; ©2020).

2.3.3 Conclusion

Rendering haptic feedback for interactions in VR is crucial to enhance
presence [158], enabling practical training and simulations that
transfer [164, 257] with comparable task performances [222] from the
virtual to the real world.

AHF relies on mathematical simulations to compute haptic stimuli
for a given user interaction inside the IVE. This has clear advantages
as computer-controlled actuation is very flexible, allowing full
control of the haptic feedback, and can be adjusted dynamically to
cover a wide spectrum of interactions. The large body of presented
systems and studies suggest that AHF is a very effective way to
deliver compelling tactile and kinesthetic haptic sensations. However,Opportunities and

Drawbacks of AHF AHF approaches are often costly and have a high mechanical and
mathematical complexity. The devices consist of actuators and
electronics that consume power and, therefore, require batteries or
come with the downside of being tethered. Together with the me-
chanical components, they can quickly become bulky and restrictive.
Moreover, larger actuators for human-scale forces pose safety risks
as failures might harm users.

In contrast PHF applys an inexpensive approach to haptics in
VR that repurpsing everyday objects [63, 150, 304], fabricated low
[91, 248] and high fidelity proxies [69, 326]. As a result, they are
inexpensive and typically have low complexity. PHF proxies do notOpportunities and

Drawbacks of PHF host actuators and, thus, do not require additional hardware and
mathematical simulations to compute haptic stimuli. While AHF

approaches often focus on one type of haptic feedback, handheld
proxies automatically deliver multimodal haptic feedback. This
makes finding suitable proxy objects more challenging as designers
drive to minimize the, for the interaction relevant, mismatches [150,
304]. However, “physically replicating the detail of every object that the
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user might interact with would be costly and time-consuming; indeed
it would nullify all the advantages that a VE could offer” Insko [158].
Yet, PHF proxies remain inflexible because they cannot adapt their
physical properties to the constantly changing demands of IVEs.

The concept of DPHF combines the advantages of AHF and PHF by
deploying low-cost actuators, allowing proxies to change their haptic
properties such as center of mass dynamically [382], mid-air resis-
tance [383], shape [302] and size [135]. This makes the approach ver-
satile, especially for addressing the challenge of proxy Similarity [256],
providing a solid base for our investigations surrounding (RQ1).

2.4 dynamic proxies for virtual reality

This section discusses the most closely related literature relevant to
our work in Chapter 3. Here, we focus on the challenge of proxy
similarity and present two novel approaches for designing and
developing proxies that can change their haptic properties. Parts of
the text in this section have previously appeared in:

[92] Martin Feick, Cihan Biyikli, Kiran Gani, Anton Wittig, Anthony In Proceedings of
UIST 2023Tang, and Antonio Krüger. VoxelHap: A Toolkit for Constructing

Proxies Providing Tactile and Kinesthetic Haptic Feedback in Virtual
Reality.

[93] Martin Feick, Donald Degraen, Fabian Hupperich and Antonio In Frontiers in
Virtual Reality 2023Krüger. MetaReality: Enhancing Tactile Experiences using Actuated

3D-printed Metamaterials in Virtual Reality.

2.4.1 Construction of Proxies

In this part, we closely look at proxies for handheld (dynamic touch
[349]) and exploratory [184] interactions. Considering VR experiences
that target learning and simulation, like the one that Lisa finds her-
self in, require proxies that closely resemble their virtual counterpart.
One way to address this is to use replicas for the most important
virtual objects in the environment. However, this can quickly become
costly and inflexible and make VR experiences only accessible to a few
users who can afford them. To address this limitation, a set of proxies
that can change their physical configuration in a computer-controlled
(shape-changing) way [284, 388] or through manual configuration [91,
216, 391] can help.
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2.4.1.1 Reconfiguration of Proxies

McClelland et al. [239] presented HaptoBend, an example of a manual
reconfigurable device, allowing users to create 2D plane-like shapes
and multi-surface 3D shapes by bending them. StrutModeling [216]
utilizes physical struts and hub primitives that enable users without
a 3D modeling background to prototype 3D models. Struts can be
adjusted in length and snap to magnetic hubs in any configuration
and virtually represented through their capturing software. Zhu
et al. [391] used Rubik’s twists, a passive low-cost twistable artifact,
allowing users to build interactive haptic proxies for various hand-
held virtual objects. The shape approximations can be equipped withBuild it as you need

it active components, e.g., buttons, to increase the range of supported
interactions, making them more interactive. Li et al. [218] presented
HapLinkage, allowing realistic simulations of, e.g., wrenches, pliers,
scissors, and syringes by using a linkage mechanism that supports
typical motion patterns. However, it may be challenging to construct,
considering that users reportedly struggle with shape creation with
such complex device mechanisms [391]. One way to address this
was presented by Roudaut et al. [284] with Cubimorph, a modularModularity

increases flexibility interactive device that uses a hinge-mounted turntable mechanism
to self-reconfigure in the user’s hand to adapt to the requirements.
Zhao et al. [388] used block-based swarm robots that self-assemble
physical handheld-sized proxies for VR but are limited to block-like
shapes. However, in contrast to HapTwist and HapLinkage, block-
based approaches have been shown to allow lay users to easily
construct rough approximations [91, 183].

ActiveCube [183] is a device that allows users to construct and inter-
act with 3D environments by using cubes with special functionality.
They can be attached to each other, recognizing their 3D structure
to ensure high shape similarity between the virtual and physical ob-
jects. The authors present a range of applications, including physical
data visualization, spatial cognitive ability assessment, and creative
storytelling and modeling of the environment. RoBlocks [298], is a
computational construction kit consisting of sensor, logic, and actu-
ator blocks. Users can arrange and combine individual blocks to ex-
plore and experiment with complex ideas in science, technology, en-
gineering, and mathematics. Arora et al. [16] presented VirtualBricks,Block-like

construction has
been effectively used

a modular block-based construction kit based on the LEGO® plat-
form that enable passive haptics in VR. Besides regular bricks, they
offer a set of feature bricks that allow mechanical rotation and trans-
lation of parts of the proxy, which can be tracked through embedded
electronics. This allows for high visuo-haptic concurrency even dur-
ing proxy exploration and manipulation. During his master studies,
the author of this dissertation contributed to this area by developing
TanGi [91], a toolkit for rapid construction of passive haptic proxies
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Figure 2.22: Top left: VirtualBricks is a toolkit for constructing proxies.
(Source: extracted and cropped from Arora et al. [16]; ©2019). Top middle:
StrutModeling is a construction kit to model 3D objects. (Source: extracted
from Leen et al. [216]; ©2017). Top right: Cubimorph, for designing modular
interactive devices. (Source: extracted and cropped from Roudaut et al. [284];
©2016 IEEE). Bottom left: Robotic assembly of haptic proxy objects. (Source:
extracted and cropped from Zhao et al. [388]; ©2016). Bottom middle: Hapto-
Bend, a passive shape-changing proxy. (Source: extracted and cropped from
McClelland et al. [239]; ©2017). Bottom right: HapLinkage enables prototyp-
ing haptic proxies for hand tools. (Source: extracted and cropped from Li
et al. [218]; ©2020).

using 3D-printed Composable Shape Primitives and Manipulators for ro-
tation, translation, bending and stretching that can be reconfigured
to approximate form and function of visual objects. In contrast to
VirtualBricks, users can 3D print the shape primitives to allow for
higher customization and high-fidelity shape and size approxima-
tion, demonstrated through two user studies. Together, Kitamura et Giving functionality

to proxiesal. [183], Arora et al. [16] and Feick et al. [91] highlight the benefits of
block-based construction kits with respect to their great modularity,
scalability, and ease of use, allowing to construct a large range of prox-
ies for passive haptics. Block-based proxies can be enhanced by us-
ing components from active haptics, especially vibrotactile actuation.
Kooboh [179] is a rigid block that can render various mechanical prop-
erties such as compliance and deformation when being squeezed or
pressed by a user. This is made possible without any visual feedback, Adding AHF

componentsonly by sensing input forces (e.g., from a pinch hand gesture) and
rendering a vibrotactile stimulus according to their haptic algorithm.
VibeRo [6] combines the force-driven synthesis of vibration with an
additional visual deformation corresponding to the input force. Their
results suggest that they can simulate various levels of stiffness with
a single physical proxy. This is possible due to perceptual processes
discussed in Section 2.2. We will present an overview of several other
techniques that deploy such principles in Section 2.5.
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2.4.2 Fabrication of Proxies

The field of proxies in VR greatly benefits from the development
of additive and subtractive manufacturing technology, such as
3D printing and laser cutting. Nowadays, several companies offer
affordable systems for research labs but also for personal fabrication
in the consumer market. As recent advancements in fabrication
technologies support the manufacturing of highly detailed physical
artifacts, they can be used to construct artifacts with varying haptic
properties. As a result, researchers started to experiment with
different fabrication methods to create more scalable and flexible
proxy objects. In order to simulate tactile experiences, previousDigital fabrication

for VR proxies work has combined visual textures with influencing different tactile
dimensions of texture perception [263]. For example, Degraen et al.
[69] used 3D-printed hairs to enhance tactile one-finger explorations
of surface materials in VR. The authors were able to influence the
feeling of roughness and hardness by changing the length of the
printed hairs, and by overlaying visual textures, they effectively
increased the resolution of the proxy. Hair-like designs were further
studied by Takahashi and Kim [334] to create haptic displays using
perforated plates to alter the length and behavior of the available set
of hairs. Other examples include methods for designing objects with3D printing allows

users to fabricate
objects with varying

physical properties

desired mechanical behavior, such as elasticity [297] or deformation
[34] through varying internal microstructures, or for fabricating
perceptually-varying surface texture qualities [67, 117, 271]. While
these approaches are effective, they cannot change their physical
properties without requiring refabrication.

In the context of this dissertation, we are interested in the possi-
bilities of metamaterials as a novel method for designing dynamic
proxies. Metamaterials can be defined as: “...a novel class of complex
composite materials [with the] ability to exhibit any desirable electromag-
netic, acoustic, or mechanical property such as negative mass, stiffness, or
Poisson’s ratio...” according to Valipour et al. [352]. There exist manyMetamaterials, an

underexplored type
of material for proxy

design

categories of metamaterials; however, we are most interested in the
ones that allow us to change the surface structure. Generally, meta-
materials are composed of unique cells on a regular grid. Varying
cell designs are used to achieve the desired behavior [114, 352]. An
exciting class of metamaterials is the so-called auxetic materials. In
contrast to regular materials, they can enlarge their surface area
(negative Poisson ratio) when being stretched. Steed et al. [320]
proposed a deformable auxetic material that is actuated by a small
number of mechanical pistons (i.e., linear motors). As a result, it can
be bent in multiple directions while feeling smooth and rigid. Thus,
it can vary the curvature of the surface, resulting in different terrains.
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Figure 2.23: Top left: 3D-printed metamaterial textures. (Source: extracted
and cropped from Ion et al. [159]; ©2018). Top middle: 3D-printed mi-
crostructures to control elasticity. (Source: extracted and cropped from Schu-
macher et al. [297]; ©2015). Top right: A mechatronic shape display based
on auxetic materials. (Source: extracted and cropped from Steed et al. [320];
under CC BY 4.0). Bottom left: Strings to compress metamaterials, creat-
ing shape-change. (Source: extracted and cropped from Neville et al. [252];
under CC BY 4.0). Bottom middle: 3D-printed hairs with visual texture
overlays to create combined visuo-haptic perception. (Source: extracted and
cropped from Degraen et al. [69]; ©2019). Bottom right: 3D printing objects
with varying deformation properties. (Source: extracted and cropped from
Piovarči et al. [271]; ©2016).

Ion et al. [160] explored the possibilities of 3D-printed metamate-
rials to embed mechanical mechasims in 3D-printed objects. In meta-
material textures, Ion et al. [159] presented 3D-printed metamaterial
surface geometries that can perform a controlled transition between
two or more textures. To design and manufacture metamaterial tex- Metamaterials can

be 3D-printed with
flexible filaments
such as TPU

tures using FDM 3D printing, they provide a publicly available ed-
itor. The shape and structure of the metamaterial are inspired by
Origami and surface wrinkling techniques. Each metamaterial can be
compressed, forcing certain cells to deform. For example, a bicycle
handle with an adjustable grip, i.e., more or less friction caused by
a compressed and uncompressed metamaterial, respectively. Yang et
al. [373] presented an approach to enable reconfiguration of these
metamaterial designs without the need for reprinting. In MetaSense, Conductive

filaments add
sensing capabilities
to 3D-printed
metamaterials

Gong et al. [125] integrate sensing capabilities into 3D printable meta-
material structures. The authors use conductive filament to embed
capacitive touch-sensing sensors into the design, allowing them to
measure capacitance variation based on user input. This enables sens-
ing of various interactions such as acceleration, binary state, shear,
and magnitude and direction of applied force. To enable compres-
sion of metamaterial designs, Neville et al. [252] present actuated

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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metamaterials inspired by Kirigami, i.e., the art of cutting and fold-
ing paper to get 3D shapes. They ran multiple strings through their
metamaterial designs to achieve deformations that go beyond single-
axis compression. In fact, this opens up an interesting design space
for metamaterial actuation that we build upon in Section 3.2.

2.4.2.1 Rapid Prototyping

Researchers presented several ways how to fabricate proxies for VR,
reaching from prototyping with plywood, foam-, and cardboard [158]
to fully 3D-printed replicas [91]. However, they usually come with a
trade-off between fabrication time and proxy resolution. Here, rapid
prototyping techniques can help to quickly create physical artifacts.
For example, Mueller et al. [247] presented faBrickation, a prototypingFabricating a proxy

is slow...is it? technique to overcome the generally slow fabrication process of FDM
3D printing. The authors proposed to build the core of the prototype
with low-resolution LEGO® bricks to provide a robust basis while
simultaneously printing the high-resolution parts of the physical arti-
fact. They report faster fabrication times than traditional 3D printing
by a factor of ×2.44. Platener [33] applies a similar concept, with laser-
cut sheets being used to create the basic structure of the object, while
3D-printed parts are used for complex shapes, achieving a speed-up
of up to ×10.

2.4.3 Conclusion

Proxies come in all shapes and sizes, but seeking or fabricating a
suitable proxy that resembles as many physical properties of a virtual
object as possible is challenging [256]. For simulation and training,
close replicas of virtual objects are crucial for the most important
virtual objects in the IVE, allowing Lisa to experience plausible
scenarios. Ultimately, this can lead to training results comparable
to the real world, allowing Lisa to experience situations that are
impossible (due to safety and ethical reasons) to recreate in the
real world [164, 222]. One way to create replicas is through manualManual

reconfiguration of
multimodal haptic

proxies

reconfiguration [91, 216, 391]. This is an inexpensive approach to
enable proxies to closely resemble virtual objects in form, feel, and
function while overcoming the limitation of needing one proxy
for each virtual object [158]. Especially, block-based construction
has been demonstrated as an effective and intuitive way for users
to construct proxy objects [16, 91, 183, 284, 298]. In Section 3.1.1,
we combine modular building blocks with rapid prototyping tech-
niques to overcome the limited haptic resolution of block-based
proxies. Rather than focusing on one type of haptic feedback, we fol-
low a holistic approach by combining the advantages of PHF and AHF.
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How users interact with the proxy limits the type of haptic feed-
back it needs to support. For instance, if Lisa only locally touches
the object’s surface to assess its material, the proxy does not need
to match the virtual object’s weight, center of mass, or size. During
such explorations of textures and materials through Lisa’s fingers,
abstract fabricated structures have been combined with visually over-
laid textures to simulate material experiences [69]. However, to sup- Dynamic

metamaterials for
changing tactile
properties

port the visuo-haptic perception of different virtual materials, still
a large enough set of proxies needs to be fabricated. Our work in
Section 3.2 aims to support the design and fabrication of novel proxy
objects that can dynamically change their tactile properties upon actu-
ation, enabling a single physical artifact to represent multiple virtual
objects, according to the concept of DPHF. We take inspiration from
the most recent work in the fabrication space on 3D-printed metama-
terials, studying their potential to enhance tactile feedback in VR.

2.5 hand-based illusions for virtual reality

Illusion techniques for VR exploit users’ perceptual system similar
to the optical illusions shown in Section 2.2.2. In VR, we have full
control over the visual stimuli, allowing us to manipulate what
Lisa sees from what she feels in the IVE, ‘tricking’ her perception
into, e.g., believing she is in a virtual space larger than is physically
available [279]. This can be achieved through redirected walking Overcoming the

physically
‘impossible’

during natural locomotion. The technique continuously applies a
slight (unnoticeable) offset to Lisa’s viewpoint. She compensates for
this offset, resulting in her walking in circles even though she thinks
that she walks in a straight line [322]. Other techniques utilize change
blindness to dynamically change room layouts, leading to impossible
spaces that physically do or even cannot exist [330]. In the context of
this dissertation, we are interested in illusions that involve the visual
and haptic (kinesthetic and tactile) sensory modalities. We focus on
hand-based illusions, primarily with proxies, to enhance haptics in
VR. Thus, we will use the remainder of this section to discuss the
related literature in this space. Parts of the text in this section have
previously appeared in:

[98] Martin Feick, Kora Regitz, Lukas Gehrke, André Zenner, An-
thony Tang, Tobias Jungbluth, Maurice Rekrut, and Antonio Krüger. In Proceedings of

ACM UIST 2024Predicting the Limits: Tailoring Unnoticeable Hand Redirection
Offsets in Virtual Reality to Individuals’ Perceptual Boundaries.

[103] Martin Feick, André Zenner, Simon Seibert, Anthony Tang, and In Proceedings of
ACM CHI 2024Antonio Krüger. The Impact of Avatar Completeness on Embodiment

and the Detectability of Hand Redirection in Virtual Reality.
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[104] Martin Feick, André Zenner, Oscar Ariza, Anthony Tang,In Proceedings of
ACM UIST 2023 Cihan Biyikli, and Antonio Krüger. Turn-It-Up: Rendering Resistance

for Knobs in Virtual Reality through Undetectable Pseudo-Haptics.

[97] Martin Feick, Kora Regitz, Anthony Tang, Tobias Jungbluth,In Proceedings of
IEEE VR 2023 Maurice Rekrut, and Antonio Krüger. Investigating Noticeable Hand

Redirection in Virtual Reality using Physiological and Interaction
Data.

[99] Martin Feick, Kora Regitz, Anthony Tang, and Antonio Krüger.In Proceedings of
ACM CHI 2022 Designing Visuo-Haptic Illusions with Proxies in Virtual Reality:

Exploration of Grasp, Movement Trajectory and Object Mass.

[95] Martin Feick, Niko Kleer, André Zenner, Anthony Tang, andIn Proceedings of
ACM CHI 2021 Antonio Krüger. Visuo-haptic Illusions for Linear Translation and

Stretching using Physical Proxies in Virtual Reality.

2.5.1 Designing Illusions with Proxies

In the previous Section 2.1.2, we already introduced the famous Rub-
ber Hand Illusion [35]. Such hand-based illusion techniques have been
of central interest to the research community because they promise
an inexpensive way to improve VR experiences. For example, chang-
ing the mapping between real and virtual hand movements, which,
e.g., can be achieved by changing the Control/Display (C/D) ratio,
introducing a gain factor g, that virtually amplifies (g > 1.0) users’
real-world movements. The Go-Go interaction technique [272] uses
this approach to dynamically scale hand movements, allowing users
to interact with virtual objects that are out of reach. Although Lisa
could clearly notice the applied offset, she maintains high control
(i.e., agency) over her movements [113]. Such beyond-real interaction
techniques [3] are effective, improve ergonomics, and thus facilitate
interactions inside IVEs.

hand redirection Before discussing the different techniques to
improve proxy-based interactions in VR, we must introduce the under-
lying method that builds the foundation for most of these techniques.
The terms HR or Redirected Reaching are used interchangeably in the
literature. For the remainder of this dissertation, we will use the termHand Redirection is

the foundation HR, which describes the phenomenon of users adjusting their move-
ment trajectory to compensate for a visually induced offset during
aimed hand movements (see Figure 2.24). To this day, three different
HR approaches have been proposed:

• Body warping applies manipulations to the virtual hand by off-
setting its position from the position of the tracked real hand.
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Figure 2.24: Top left: Gradual horizontal HR showing the position of the
real and virtual hand during reaching. (Source: extracted and cropped from
Cheng et al. [52]; ©2017). Top right: Shows correction phase in hand tra-
jectory under the influence of HR. (Source: extracted and cropped from Az-
mandian et al. [17]; ©2016 ACM). Bottom: Displays the effects of horizontal
(a), vertical (b), and gain-based (c) HR. (Source: extracted and modified from
Zenner and Krüger [384]; ©2019 IEEE).

• World warping does not manipulate the virtual hand, but the IVE,
by, e.g., rotating or translating the virtual scene.

• Hybrid warping combines both body and world warping.

While these three approaches exist, most of the related literature
and the techniques presented in the dissertation utilize HR based on
body warping. Different redirection algorithms have been proposed,
reaching from fixed positional offset [25, 47], mapping functions
[113, 272, 361], space partitioning [245], functional optimization Existing algorithms

for Hand Redirection[387] to linear interpolations [17, 52, 236]. The latter is the most
common method, gradually increasing or decreasing the absolute
offset between the position of the virtual and the tracked real hand.
For the method to work, the system typically requires a warp origion,
a virtual target, and physical proxy in 3D space. If the coordinate
systems are aligned in the warped origin, the virtual and real hands
share the same location across both realities; thus, they have a
one-to-one mapping. Once Lisa starts moving her hand toward the
virtual target, the system gradually applies the calculated offset.
As a consequence, Lisa adjusts her real hand trajectory to hit the
virtual target. The difference in hand movement trajectory under the Users compensate

for the offset during
hand reaching

influence of redirection vs. no redirection can be seen in Figure 2.24

top right. The warping origin can be set to anywhere on the hand
[236], depending on which part is expected to make contact with the
target, often the fingertip of the index finger. Similarly, the virtual
and the physical target can be set to anywhere in the 3D space, and
the redirection algorithm computes the required offset along a vector
to ensure visual-haptic matching upon object contact.
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Determining a suitable physical proxy for the targeted virtual ob-
ject can be achieved through systems such as Annexing Reality [150]
or Substitutional Reality [304]. However, knowing the target object the
user is going to interact with next is a challenging problem. Previ-
ously, this has been realized through users selecting the next object
[238], fixed order of interactions [17], through predictions and heuris-Predicting users’

interactions tics based on eye gaze and hand trajectory [17, 52, 237] or hand tra-
jectory predictions based on ML [57]. Another challenge is aligning
the virtual and real hand after redirection without sudden virtual
hand jumps. Typically, users need to return their hand to the warp
origion [384] before they can continue reaching for the next target.
Cheng et al. [52] presented an on-the-fly HR technique, allowing for
seamless transitions between redirection offsets. In the following, weHeuristics and

machine learning
can help with this

overview the field of hand-based illusion with proxies, categorized
into addressing the challenge of Similarity or Colocation [256]. Please
note that since the space has grown incrementally and rapidly over
the past decade, there exist several ways how to classify these ap-
proaches. We aim to be as inclusive as possible but only discuss ap-
proaches that relate to our overarching research questions.

2.5.1.1 Similarity–Changing the Perceived Properties of Proxies

Hand-based illusion with proxies can simulate tactile and kinesthetic
effects through two central concepts, Pseudo-Haptics [210] and Redi-
rected Touching [193].

pseudo-haptics Proposed by Lécuyer et al. [210], Pseudo-Haptics
creates the perceptual illusion of haptics through visual manipula-
tions of users’ interactions. It purposely decouples the visual from
the haptic sensory modality, e.g., by applying dynamic C/D ratioHaptics without

‘real’ haptics manipulations to a 2D mouse curser to simulate virtual texture such
as bumps and holes [209] or changing the perceived elasticity of
images [14] (see Figure 2.25: right). In Lécuyer et al. [210] original
work on pseudo-haptics, they simulate virtual springs varying in
their stiffness through a single passive input device. The technique
works based on the visual-dominance phenomenon, where the
manipulated visual information dominates over the proprioceptive
sensory feedback during sensory integration. Ever since pseudo-
haptics has been used to simulate a variety of haptic properties [227]
with Xavier et al. [367] providing the most up-to-date review article.
Most relevant in the scope of this dissertation are pseudo-haptic
techniques for enhancing interactions with proxies.

For example, Samad et al. [288] developed Pseudo-Haptic Weight, a
proxy-based illusion technique that can vary the perceived weight
of a virtual object when lifting it (see Figure 2.25: left). This can be
achieved by applying C/D g > 1.0 to simulate lighter objects, result-
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Figure 2.25: Examples of Pseudo-Haptic Effects. Left: Pseudo-Haptic Weight
changes the perceived weight of virtual objects by manipulating the C/D

ratio. (Source: extracted and cropped from Samad et al. [288]; ©2019). Top
right: Changing the perceiving local elasticity of a sponge. (Source: extracted
and cropped from Argelaguet et al. [14]; ©2013 ACM). Bottom right: Chang-
ing the perceiving softness of a surface. (Source: extracted and cropped from
Punpongsanon et al. [275]; ©2015 IEEE).

ing in the virtual object moving faster than the tracked real object.
Vice versa, C/D g < 1.0 can simulate heavier objects by slowing down
users’ real-world movements with the proxy. They also presented a Manipulating the

perceived weight of
virtual objects

model based on multisensory integration theory that explains the
relationship between C/D gain and perceived virtual object mass.
Rietzler et al. [282] showed that the pseudo-haptic technique also
works with a traditional VR controller and does not require a proxy
that has high shape and size similarity. Yu and Bowman [377] extend
these findings by proposing three pseudo-haptic techniques that
can simulate mass and mass distribution during proxy-based object
rotations, and Dominjon et al. [75] for simulating object masses
during object translations.

Simulating stiffness or compliance of virtual objects embodied by a
physical proxy has been of great interest to the research community.
In FlexiFingers, Achibet et al. [5] combine a passive multi-finger hap-
tic device with a pseudo-haptic technique to simulate different levels
of stiffness when grasping and pinching virtual objects. Weiss et al.
[360]’s pseudo-haptic stiffness illusion, allows them to change the Stiffness and

compliance illusionsperceived stiffness of virtual objects by manipulating the C/D ratio
of the virtual hand. Participants used their hand to press down on
a passive haptic device with constant stiffness while being exposed
to C/D manipulations of different magnitudes. Their results suggest
that participants perceived the virtual objects to be up to 28.1% softer
(g > 1.0) and 8.9% stiffer (g < 1.0). Changing the perceived stiffness
of virtual objects can also be achieved by visual deformation of the
fingertip upon making contact with an object, as recently shown by
Morimoto et al. [246]. Their results suggest that the deformation of
the fingertip shape was small, the object was perceived as hard, and
vice versa.
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Punpongsanon et al. [275] influence the perception of softness by
augmenting surfaces using different projection-based pseudo-haptic
effects (see Figure 2.25: bottom right), while Sato et al. [290] proposed
different visual hand augmentations to modify the user’s perception
of surface textures in terms of unevenness, slipperiness, and softness.
Other systems combine elements of pseudo-haptic and AHF. For ex-Texture and

deformation
illusions

ample, Adilkhanov et al. [6] proposed VibeRo, a system that combines
pseudo-haptic stiffness and voice-coil actuator on the contact surface
to simulate squeeze forces at the fingertips. Heo et al. [148] devel-
oped PseudoBend, consisting of a rigid proxy rod equipped with a
vibrotactile voice-coil actuator and 6-DoF force sensor. They render
grain vibrations and pseudo-haptic deformation of the rod according
to the applied forces by a user. As a result, they can effectively create
compelling haptic illusions of twisting, rotating, and bending.

redirected touching Kohli [193] introduced Redirected Touch-
ing, a technique that applies continious HR during tactile exploration.
The central idea is to have a single proxy which shape can be
mapped to multiple virtual objects. To achieve this, the tracked real
hand follows the shape of the object, e.g., contours and edges, while
the virtual hand is being offset to follow the virtual shape of the
object—creating a visual-haptic illusion. Kohli [192] describes theA single proxy can

act as a stand-in for
multiple virtual

objects

idea as a visual distortion of a virtual object’s shape or size relative
to a real object, i.e., the proxy. In their early explorations, the author
demonstrates how a single physical flat table can provide haptic
feedback for a curved, tapered, and sloped virtual table. Further,
he developed a system that maps different virtual geometries onto
dynamically captured physical geometry. An example can be seen
in Figure 2.26 right, where a user touches the corner of the physical
foam board, which is then mapped to different virtual geometries.
Kohli et al. [194] presents a method for space warping based on
interpolation and studies how this affects task performance. Their
results suggest that warped virtual objects show similar throughputs
and error rates to unwarped virtual objects. Zhao and Follmer [387]
extended the space warping algorithm through functional optimiza-
tion to support continuous redirection on complex geometries.

Ban et al. changed the perceived position of edges on a virtual ob-
ject [19] and surface shapes of virtual objects [18] by visually redirect-Continuous

redirection on
physical proxy

ing the user’s finger on a passive proxy. By combining the insights
from these two experiments, Ban et al. [20] created a Visuo-Haptic sys-
tem with a proxy that can dynamically change the position of a haptic
edge. As a result, they could create the illusion of continuous explo-
ration of several different virtual geometries, although they always
touched the same physical proxy (see Figure 2.26: left). Bergström
et al. [30] proposed Resized Grasping, a technique allowing a single
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Figure 2.26: Examples of redirected touching. Left: Simulating various types
of surface geometries by decoupling the virtual from the real-world posi-
tion of the hand. (Source: extracted and cropped from Ban et al. [20]; ©2014

ACM). Middle: Improving the perceived performance of shape displays
by vertically offsetting the virtual finger position. (Source: extracted and
cropped from Abtahi and Follmer [2]; ©2018). Right: The user’s virtual fin-
ger position is warped to touch three different virtual objects embodied by
a single physical foam board proxy. (Source: extracted and cropped from
Kohli [193]; ©2010 IEEE).

physical proxy to represent multiple virtual objects of different sizes
by redirecting the user’s fingers. The authors apply C/D gains dur-
ing pinch-type grasping gestures, creating a visuo-haptic illusion of
larger and smaller physical objects. Abtahi and Follmer [2] applied
angle, vertical, and horizontal redirection to a user’s index finger
to increase the perceived resolution of pin-based shape displays for
proxy rendering in VR. Their results demonstrate that redirection in- Redirected touching

can overcome
missing resolution of
passive and active
haptic devices

creased the perceived resolution of the shape display, allowing it to
expand its haptic rendering capabilities. Redirection has also been ap-
plied to enhance haptic interaction with tools. Strandholt et al. [326]
introduced Redirected Tool-Mediated Manipulation to improve realism
for interactions with a physical proxy tool (e.g., a hammer, a screw-
driver, and a saw) making contact with another physical prop. For
example, a virtual hammer’s position can be offset to ensure that
physical impacts accompany each strike of a virtual nail. VRGrabbers
[372] is a chopstick-like passive VR controller designed for precise ob-
ject selection and manipulation. By its design, the controller can only
haptically support grasping virtual objects of the same size; however,
by redirecting the chopsticks, i.e., they visually move faster or slower
than physically moved, the device can create the visuo-haptic illusion
of virtual objects differing in size.

2.5.1.2 Colocation–Changing the Perceived Location of Proxies

HR-based techniques can also be used to address the general problem
when proxy and virtual object are not in the same location. This is Does the proxy align

with the virtual
object?

of great importance, especially for touch and even grasp interactions
with objects in IVEs. While the concept of ETHF already provides one
solution to this problem by dynamically re-positioning the proxy to
align with the virtual object, it typically relies on heavy actuation. In
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Figure 2.27: Examples of haptic retargeting. Left: Virtual sliders, buttons and
knobs embodied by a proxy. (Source: extracted and cropped from accompa-
nying paper video by Matthews et al. [237]; ©2023). Middle: Single proxy
cube provides touch feedback for multiple virtual cubes. (Source: extracted
and cropped from Azmandian et al. [17]; ©2016 ACM). Right: Sparse Hap-
tic Proxy in combination with HR renders touch feedback. (Source: extracted
and cropped from Cheng et al. [52]; ©2017).

this section, we give an overview of the software-based techniques
that can be used individually but also alongside ETHF devices.

haptic retargeting Here, the most well-known technique is
Haptic Retargeting introduced by Azmandian et al. [17]. It allows the
system to redirect the users’ real hands to the same physical proxy
while touching different virtual objects. As an example, the authors
demonstrate that a single physical proxy cube can represent three
virtual cubes placed at different locations in the IVE (see Figure 2.27:
middle). In their work, they compare the three warping techniquesRedirecting the real

hand to the proxy
while touching a

virtual object in a
different place

(i.e., body, world, and hybrid) and conclude that hybrid warping
provides the highest flexibility. Further, they note that the amount
of world warping should be kept to a minimum because it requires
heavy manipulation of the IVE. Cheng et al. [52] showed the potential
of body warping HR and a Sparse Haptic Proxy, a passive haptic
device consisting of a set of geometric primitives (see Figure 2.27:
right). They redirect the user’s hand to a matching primitive based
on the predicted virtual target. Both HR techniques require three
positions, the physical proxy (pp), the warp origin (wo) and the virtual
target (vt). The algorithm computes the offset vector between pp and
vt and incrementally applies it in relation to the traveled distance
from the start of the hand movement, i.e., the wo. In AzmandianCore technique that

we build upon in
this dissertation

et al. [17]’s body warping algorithm requires users to start and end
their hand movement in the wo to undo the applied warp and allow
users to reach for the next virtual object. This limits the kinds of
interactions that users can perform because during natural interac-
tion, users seamlessly transition between virtual targets. To address
this, Cheng et al. [52] presents an extension of the HR algorithm that
allows on-the-fly retargeting between virtual objects without having
to retract the hand. They modify the offset to interpolate between
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Figure 2.28: Left: Experiment for bimanual haptic retargeting. (Source: ex-
tracted and cropped from Gonzalez and Follmer [133]; ©2019). Middle left:
In Retargeted Self-Haptics, users use their own body parts for haptics. (Source:
extracted and cropped from Fang and Harrison [87]; ©2021). Middle right:
Interface warp allows a single physical button (bottom) to represent multiple
virtual buttons (top). (Source: extracted and cropped from Matthews et al.
[238]; ©2019 IEEE). Right: REACH+ improves the perceived performance of
low-speed ETHF devices. (Source: extracted and cropped from Gonzalez et al.
[132]; ©2020).

the current vt and the next vt. In parts of our work in Chapter 4,
Chapter 5 and Chapter 6 use Cheng et al. [52]’s redirection algorithm,
as it is a very intuitive way to achieve redirection. Matthews et al.
[236] presented Shape Aware Haptic Retargeting to support interactions
between any part of the user’s hand and any part of the vt. Their
algorithm considers hand and target geometry and computes the
shortest distance to the point of contact.

While previous work only focused on single-hand interactions,
Gonzalez and Follmer [133] demonstrated that bimanual haptic
retargeting can be effectively used by testing several combinations of Redirection to

enlarge the
interaction space of
existing interfaces

simultaneous left- and right-hand retargeting (see Figure 2.28: left).
Matthews et al. [238] introduced Interface Warp and combined it with
bimanual retargeting to support asymmetric bimanual interactions
that can be used to map one physical button onto many virtual
buttons, e.g., on a traditional VR controller (see Figure 2.28: middle
right). They explore the effects of the novel retargeting technique,
showing faster task response times and fewer errors for their inter-
face warp technique. Matthews et al. [237] built on these findings,
developing a proxy interface with physical knobs, switches, and
sliders that can resemble virtual controls (see Figure 2.27: left). They
apply haptic retargeting to enable dynamic mappings between vir-
tual and physical controls and study how different synchronization
methods, manual and automatic, affect the usability of the inter-
face. Their work builds on the novel concept we propose in Chapter 4.

Fang and Harrison [87] proposed Retargeted Self-Haptics, a proxy-
free approach to haptics, where hand movements are retargeted to
the user’s own body to deliver haptic touch feedback. The authors
provide several examples, illustrating the design space of the tech-
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nique. For instance, a user places their left hand onto a palm scanner
while entering a password via a number keypad with the right hand.
The right hand is retargeted to the backside of the left hand to provide
touch feedback—using the user’s own body (see Figure 2.28: middle
left). Finally, haptic retargeting and ETHF both address the challengeTimely topic with a

continuous stream of
innovation

of Colocation. As a result, researchers looked into ways to combine
them to maximize the techniques’ strengths. In REACH+, Gonzalez
et al. [132] propose hand retargeting to improve the perceived per-
formance of low-speed ETHF devices during physical interaction in
VR. They estimate the user’s contact time with their intended virtual
target using Cheng et al. [52]’s heuristic and redirect the user’s hand
to a point within the ETHF’s spatiotemporally reachable 2D space (see
Figure 2.28: right).

2.5.2 Detectability of Illusions

The presented techniques offset visual from proprioceptive sensory
information, which can, in fact, remain unnoticeable to users. This
can be explained by the inaccuracies in the SCs model [128] and
the visual-dominance phenomenon [47, 80, 123] as outlined in
Section 2.2.4. Here, the brain monitors the hand movement executionWhat I see is not

what I feel and corrects for sensorimotor discrepancies without the awareness
of the user. Burns et al. [47] and many others showed that vision
usually dominates over proprioception during hand movements
during sensory integration. Nevertheless, if the offset between vision
and proprioception becomes too large, it can result in a semantic vio-
lation [265], which in turn leads to a break in presence—disrupting
the immersive VR experience [314]. Hence, researchers looked at how
much offset the system may introduce without risking disruption, at-
tempting to find a sweet spot between noticeability and effectiveness.Breaks in presence

can occur One way to ensure that hand-based illusions remain unnoticeable is
by determining DTs. In signal detection theory, an absolute DT has to
be defined as the level at which a stimulus will be detected with a
certain probably (often 50% or 75%) [181]; in our case, that means the
offset between the visual and proprioceptive sensory inputs. There
exist a variety of methods that allow researchers to determine DTs
for interactions, which we describe in the next section.

The majority of the related work on hand-based illusions uses
the real world, i.e., one-to-one mapping between the position of
the real and the virtual hand, as the baseline stimulus. Participants
are asked to report any noticeable difference from this stimulus.
However, it is important to note that thresholds can be determined
with different baseline stimuli, e.g., after visuomotor adaptation. For
example, offsets such as those deployed by the Go-Go interaction
technique [272] can, after adaptation and onset of embodiment,
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be effectively used because interactions have in a way that aligns
with users’ expectations (in accordance with the SCs). While such
techniques are very effective in improving ergonimics and usability
[194], they require an initial adaption phase [172], and offsets cannot
be dynamically adapted unless we know how much we can divert Users can adapt to

offsets and perform
tasks efficiently

from the current mapping [90]. A DT can, therefore, be seen as the
first noticeable divergence for an expected behavior—the current
calibration of the user. As a result, they are relevant not only for
determining the maximum difference to the real world but to any VR

experiences utilizing sensory discrepancies. Our work in Chapter 4,
Chapter 5 and Section 6.2 uses the real world as a reference because
it is the easiest and most common to measure, while Section 6.1 looks
into adaption to visuo-proprioceptive offsets.

Burns et al. [47, 48] were the first to explore the role of visual-
dominance over proprioception during HR in VR. They offset the vir- Detection thresholds

to provide limits for
hand redirection

tual from the real hand position to avoid penetration of virtual ob-
jects. By investigating users’ DTs for visuo-proprioceptive offsets, they
found that users are much more sensitive to visual interpenetration
than to visuo-proprioceptive sensory conflicts. Zenner and Krüger
[384] report DT estimates for the amount of unnoticeable gradual
HR during mid-air reaching tasks, allowing designers to apply HR-
techniques without risking detection. The reported HR DTs were later
confirmed by Lebrun et al. [207] with Gonzalez and Follmer [133]
extending the results to bi-manual HR, and Hartfill et al. [144] to dif-
ferent movement directions. However, these thresholds were estab- Techniques to

enlarge the detection
thresholds

lished in very conservative settings, yielding relatively low DTs that
often lack the ability to create strong perceptual effects. Researchers
recently looked into two ways to improve this: (1) by deploying strate-
gies that utilize blinks [385] and saccades [381] (co-author publica-
tion), distraction factors [83, 384] or tendon stimulation [261] to cover
the presence of HR, allowing for greater offsets, or (2) looked into fac-
tors that impact the potential unnoticeable offset, a string of research
that we extensively contribute to in Chapter 5.

2.5.2.1 Potential Factor Influencing Noticeability

By far, the most apparent factor is participants’ awareness of HR be-
ing applied and the task to report its presence as soon as they noticed
it, leading to very conservative estimates, potentially way below the
‘true’ noticeability level. This is supported by Debarba et al. [64] re- Many factors impact

the detectability of
HR

sults that show participants perform poorly in detecting hand offsets
when they are unaware of their presence. Benda et al. [26] recently
followed up on this by quantifying the difference between DTs deter-
mined with participants being aware vs. unaware of the presence of
a gain-based HR technique. Their results suggest that unawareness of
HR result in an about ×2.3 increase in DTs than traditional conserva-
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Figure 2.29: Left: Investigating the effects of realistic and abstract hand vi-
sualizations on the DTs. (Source: extracted and cropped from Ogawa et al.
[262]; ©2021 IEEE). Middle: HR DTs threshold with passive haptic feedback.
(Source: extracted and modified from Zhou and Popescu [390]; ©2022 IEEE).
Right: Saccadic and blink-suppressed HR to increase DTs. (Source: extracted
from Zenner et al. [381] (co-author publication); ©2024).

tive experiments. There also exists strong evidence for significantly
different sensitivities to visuo-proprioceptive offsets, depending on
movement direction [144]. Esmaeili et al. [83] investigated the influ-
ence of cognitively demanding tasks on the detectability of HR, re-
porting anecdotal evidence for larger DTs with increased mental task
load. Experiments on redirected touch already suggested an influ-
ence of haptic feedback on the robust of the illusion during interac-
tion. Abtahi and Follmer [2] investigated the DTs for redirected index
finger movements with a congruent haptic cue. Their results show
much higher DTs in the presence of haptics, which may be a result
of greater weighting of the sensory inputs during integration. ZhouDTs cannot be seen

as fixed values and Popescu [390] recently studied DTs with a handheld stick with
which the user can tap virtual objects, receiving PHF through a wall
upon contact. Their presented technique enlarges the DTs, exploiting
both concurrent haptic feedback and clever interaction design that
only requires minimal hand movements to achieve larger offsets in
tapping location (see Figure 2.29: middle). Ogawa et al. [262] showed
that the hand visualization itself can affect the detectability of HR.
They found that realistic avatars (i.e., human hands) can foster own-
ership of the redirected movements better than abstract avatars (i.e.,
spherical pointers), thus making the redirection less noticeable. Sim-
ilar to the haptic stimuli, this can be attributed to the higher weight-
ing of the visual modality during multisensory integration (see Fig-
ure 2.29: left). Very recently, Lebrun et al. [206] proposed that the
optimal magnitude of hand-based illusions depends on users’ pro-
prioceptive and visual sensory sensitivities. The precision of the sen-
sory modalities may serve as an input for computational modeling
of the consequences of hand-based illusion at different magnitudes.
In Chapter 5, we contribute to this ongoing research by exploring
several factors related to the user, interaction, and proxy (RQ3).
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Figure 2.30: Psychophysical methods. Left: Psychometric sigmoid function
showing discrimination results for gain-based HR. (Source: extracted and
cropped from Zenner and Krüger [384]; ©2019 IEEE). Right: The staircase
procedure toolkit to determine DTs. (Source: extracted and cropped from
GitHub repo by Zenner et al. [379]; ©2023).

2.5.2.2 Detect Noticeability through Psychophysics

The previously discussed literature typically applies psychophysical
methods to determine DTs for various types of hand-based illusions
with and without proxies. Our work also applies methodologies
for estimating DTs in Chapter 4, Chapter 5, and Chapter 6. Since
this is a central aspect of this dissertation, we outline the three key
methods we use in the following section. A comprehensive overview
can be found in the book “Psychophysics: A Practical Introduction” by
Kingdom and Prins [181]. An absolute DT is defined as the point
at which participants have the probability ψtarget to detect the
stimulus when presented to them. Two probabilities have received
special recognition in the scientific community, 75% and 50%. The Definition of

perceptual limitslatter is also known as the Point of Subjective Equality (PSE) [322] or
the Conservative Detection Threshold (CDT), i.e., users have a 50%
chance to detect the stimulus. This point is of interest because it is
where users perceive a stimulus to be equal to the baseline. On the
other hand, the DT marks the point where users can discriminate
the stimulus from the baseline in 75% of the time. The target prob-
ably depends on the research goal, and our choice varies between
projects. To determine DTs, we applied three scientifically established
methods: the method of constant stimuli, the adaptive staircase method,
and the method of adjustments. Next, we describe the theory behind
these procedures. The exact configuration of these methods in our
experiments can be found in the corresponding sections.

In the method of constant stimuli, participants are repeatedly
exposed to a set of pre-selected stimuli of different intensities, i.e., in
our case, illusions of different magnitudes. They range from unde-
tectable to apparent stimuli [215] and are presented to participants in
a randomized order. Each stimulus is repeated x times, with x being
a parameter of the study design. Participants are instructed to detect
the absence or presence of a stimulus after each trial and report this
to the experimenter. As a result, we can compute the percentage of
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correct detection per stimulus intensity, i.e., the probability of detect-
ing the illusion. Next, we fit a psychometric sigmoid function to the
data, modeling the discrimination performance of the participants.Methods to estimate

detection thresholds The intersection between the psychometric function and the target
probably marks the DT. Thus, the psychometric function describes
the relationship between all stimuli and their probability of detection.

In contrast, the adaptive Up(∆+)/Down(∆−) staircase method does
not model the discrimination performance across all stimuli but in-
stead provides a streamlined way to estimate a DT at a target proba-
bility ψtarget. This can be achieved by selecting the next stimulus
based on the previous responses of the participants. For example,
an ascending staircase sequence starts with an unnoticeable stimulus
and increases the stimulus intensity at a predefined step size ∆+ as
long as the participant does not detect it. Once the participant detects
the stimulus, it decreases the stimulus by step size ∆−. A directional
change within a sequence is noted as a reversal point. Typically, the
number of reversal points is used as a termination criterion and for
computing the DT at a target probability ψtarget. Equation 1 can be
used to compute the required step size ∆+ and ∆− for ψtarget = .75:

ψtarget =
∆+

∆+ +∆−
=>

∆−

∆+
=
1−ψtarget

ψtarget
=

(1− .75)
.75

=
1

3
(1)

Note that if ∆+ = 1 and ∆− = 1, the staircase is called symmetric
and targets ψtarget = .50 or the CDT. There exist three different
types of staircases: ascending, descending, and interleaved. An
ascending staircase starts with the minimum stimulus and increases
the intensity until a participant detects it. Vice versa, a descending
staircase starts with the maximum stimulus and decreases the inten-
sity of the stimuli. Both approaches are prone to biases. Therefore,Types of staircases

the interleaved staircase uses one descending and one ascending
sequence and randomly assigns the next trial to one of the sequences.
The procedure increases the next stimulus intensity if a participant
fails to detect the current stimulus and decreases the next stimulus if
the user detects the manipulation.

Finally, we also applied the method of adjustments or sometimes
called the average error method. Here, participants adjust, i.e.,
increase or decrease the stimulus intensity to match a comparison
stimulus. For example, the participant is presented with a com-
parison color and is asked to adjust another color to match the
comparison. The CDT is the point at which participants detect a
difference from the comparison stimulus in 50% of the trials.

In this dissertation, we used three different task structures in com-
bination with psychophysical experiments. A 1-Alternative-Forced
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Choice (1AFC), a 2-Alternative-Forced Choice (2AFC) and a 2-Interval-
Forced Choice (2IFC) method [181]. In a 1AFC or (‘yes’, ‘no’) task, par- Task structures used

in combination with
psychophysical
methods

ticipants perform a single trial at a given stimulus intensity and are
asked to report if they noticed the stimulus or not. Typically, this
task structure is used to determine an absolute DT. During 2AFC or
2IFC, participants experience two stimuli and are asked to compare
them, reporting if they differ or not. During a 2AFC, the two stimuli
are being presented simultaneously, while in the 2IFC, participants ex-
perience them consecutively. By using these methods, we target the
difference DT, which is the minimum amount of change in stimuli
required for a human to notice it.

2.5.2.3 A Novel Approach Towards Detecting Noticeability

In RQ4, we set out to establish a novel method to tailor hand-based il-
lusions to individuals’ perceptual boundaries in a continuous fashion.
We base our explorations on related literature, looking at physiologi-
cal, interaction, and eye gaze data.

physiological data Physiological data such as RSP, EDA,
Heart Rate Variability (HRV), and so on, have been used as part of
many VR systems. This type of data can be tracked noninvasively
by, e.g., attaching electrodes to the human body. For example, only
two electrodes at the fingertips are needed to track EDA. Using
physiological data as an HCI research tool is well established and has
received considerable attention [205]. It is often used for detecting Beyond subjective

user feedbackemotional states [154], stress, and cognitive load [72, 122] without the
need to directly ask participants about their experience. Additionally,
researchers constantly improve hardware and software to enable
ubiquitous and high-quality data acquisition in our daily lives
through devices such as smart rings, watches, and neglects. More
recently, we have also seen HMDs with integrated sensing capabil-
ities, such as Galea50 that offers EDA, ECG, EEG, and eye tracking,
demonstrating commercial interest and the potential of collecting
physiological data with consumer-grade devices.

In VR, physiological data have been used as part of adaptive
systems that aid relaxation and reflection. For example, Amores
et al. [9] developed DeepReality, a system which adapts the VR envi-
ronment based on users heart rate, EDA and brain activity. Another
domain is (affective) games, where we would like to highlight two
systems, starting with BreathVR [318], which uses breathing as an Adapting systems

through monitoring
physiological
reponses

input, providing a unique and engaging way to interact in single
and multiplayer VR games, increasing presence and enjoyment.
And secondly, the infamous Brainball system [152], in which a pair

49 Wikipedia webpage: https://tinyurl.com/26rvhuk6. Last accessed: Nov 1, 2024

50 Galea webpage: https://galea.co/. Last accessed: Nov 1, 2024

https://tinyurl.com/26rvhuk6
https://galea.co/
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Figure 2.31: Simplified representation of brain areas responsible for process-
ing visual and haptic information (left) and international 10–20 EEG eletrode
setup (right). (Source: Raw images taken from Wikipedia49 under public do-
main license. Annotations based on Mutschler et al. [249] p.688 and p.704).

controls a steel ball with their brain activity. Here, the goal of the
game is to relax because the ball rolls towards the more mentally
tensed player who, as a result, loses the game. Most relevant to our
work are studies assessing users’ experience inside IVEs.

For example, Egan et al. [78] investigated heart rate and EDA as
an objective evaluation metric to assess the system immersion of a
VR experience. Here, participants experienced the same virtual scene
through an HMD vs. a 2D monitor. Differences in participants’ heart
rate and EDA were correlated to the display condition, which was also
correlated with their subjective assessments of the experience. HeartMetric for assessing

system immersion rate and HRV have also been used to study motion sickness within
the context of long-term immersion in VR [140, 231]. Marchiori et al.
[232] observed an increase in HR in response to virtual scenes that
were perceived as less realistic according to participants’ question-
naire responses. Guna et al. [140] studied changes in SCR and Skin
Conductance Level (SCL), a measure of EDA, to assess VR sickness,
demonstrating a correlation between SCL and participants’ subjective
responses in a Simulator Sickness Questionnaire (SSQ) [177]. Jordan
and Slater [169] investigated SCR during the onset of presence in aReponse to VR

sickness and stress gradually forming environment, reporting SCR responds realistically
to the scenario shown in the virtual environment. Here, participants
standing on top of the tall column exhibited a significant increase in
the number of SCR, whereas participants at the ground level showed
no increase in SCR. On the other hand, respiratory rate changes with
respect to humans’ perceived stress, and therefore, has been studied
when experiencing stressful scenarios such as flight or roller coaster
simulations in VR [86]. These studies aim to establish an explicit ob-
jective metric, which is in line with our eventual goal of detecting
noticeable hand-based illusions and consequently may allow us to
tailor them to individuals’ perceptual boundaries (RQ4).
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Figure 2.32: Event-Related Potential (ERP) in VR. Left: Hand movement vi-
olations of avatar. (Source: extracted from Padrao et al. [265]; ©2015 Else-
vier Inc.). Right: Haptic mismatches trigger ERPs of different magnitudes.
(Source: extracted and modified from Gehrke et al. [118]; ©2019).

Most closely related to our work are EEG studies [118, 119, 253,
303, 306], concerning ERPs caused by errors and mismatches. In
the HCI and VR community, ERPs have become a useful measure,
allowing researchers to detect if participants experience an error
without directly asking them [197]. For example, Si-Mohammed et al. EEG as a direct

correlate of user
experience

[303] showed that ERPs can be used to detect system errors in VR

such as background anomalies or tracking errors while interacting
with virtual objects. They further demonstrated that single trial
classification can achieve average prediction accuracies of 59.3% and
84.9% depending on the type of error. Gehrke et al. [118] used ERPs to
detect visuo-haptic mismatches by comparing three levels of haptic
immersion when touching a virtual cube: (1) visual but no haptic
feedback, (2) visual feedback + vibrotactile feedback on the fingertip
and (3) visual feedback + vibrotactile feedback + electro-muscle
stimulation. Their results show that it is possible to distinguish Semantic and haptic

mismatches in VRmatching and mismatched trials using ERP’s error peak negativity
(see Figure 2.32: right). In another study by Yazmir et al. [374] ERPs
were used in a visuo-haptic error-induced task, where participants
used a PHANToM haptic device to move a sphere horizontally. To get
to the target location, one must pass an obstacle that momentarily
obscures the sphere. In about 60% of the trials, they introduced a
disturbance, i.e., the sphere was offset, horizontally and/or vertically,
‘behind’ the obstacle. In a small study, they collected evidence for
a strong ERP shortly after the error. Padrao et al. [265] studied the
difference between self-generated and externally imposed errors on Body movement

violations show
similar results

the sense of agency when users were embodied by a virtual avatar.
Their work provides a strong foundation for our investigations in
Chapter 6 because the externally imposed errors were provoked by
moving the virtual avatar hand in the opposite direction from the
participant’s real hand (see Figure 2.32: left). The results showed a
strong similarity to ERP signatures related to semantic or conceptual
violations (central cortex area).
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Figure 2.33: Hand movement velocity in VR. Left: Velocity profile during
aimed hand movements in VR. (Source: extracted and cropped from Liu et
al. [221]; ©2009 IEEE). Right: Velocity profile during aimed hand movements
under the influence of horizontal HR. (Source: extracted from Gonzalez et al.
[131]; ©2019).

interaction & eye gaze data Aimed real-world hand move-
ments have two distinct movement phases, ballistic and (an optional)
correction [221], with predictable hand speed and arrival time using
models such as the Minimum-Jerk model. Gonzalez et al. [131] found
that horizontal HR of noticeable magnitudes significantly worsens
Minimum-Jerk model fit, suggesting that prediction models should
be adjusted for redirection (Figure 2.33: right). Not only hand speed
and arrival times are affected by HR, but also by reach trajectory as
shown in Figure 2.24 top right. In their follow-up work, Gonzalez
and Follmer [134] incorporated a variety of distinct properties ofDo hand movements

under the influence
of HR reveal their

noticeability?

redirected movements and presented an approach to predict a user’s
hand trajectory during redirected movements based on stochastic
optimal feedback control. While these studies inform the selection
of our movement features in Chapter 6, they did not incorporate the
aspect of noticeability into their investigations. Notably is the work
by Lebrun et al. [207], who present an empirical model predicting the
hand trajectory as a function of the redirection. The presented model
achieves robust prediction of detection probabilities for individuals.
This string of research was executed parallel to this dissertation,
demonstrating the importance and relevance of this research problem
in the scientific HCI/VR community.

Eye gaze is commonly used in VR systems to select targets or inter-
act with virtual content [201]. In the context of HR it has been used
in haptic retargeting applications. For example, for target prediction
to seamlessly redirect users’ hands between physical proxies [52, 237].
This works because findings from interaction studies showed that dur-Eye gaze as an

implicit metric for
HR DTs

ing targeted movements, participants predominantly fixate their gaze
on objects that are relevant to the task while devoting minimal at-
tention to their own hand when reaching for an object [203]. Jordan
and Slater [169] used eye scan path entropy as a correlate of feeling
present in virtual environments, demonstrating the potential of this
measure as a response variable.
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2.5.3 Conclusion

Hand-based illusions that build on HR are an inexpensive and
effective way to enhance haptic feedback and interactions in VR.
The scope of presented techniques in the literature still leaves room
for innovation, especially in combination with proxy objects. Most
relevant to this dissertation are Visuo-Haptic [20] and Pseudo-Haptic
[227] techniques that can change proxies perceived properties with- Hand-based illusions

to overcome physical
limitations of proxies

out requiring physical modification. Similar to AHF, the techniques
promise high control over the provided stimuli and can dynamically
adapt to the situation due to their inherent software-based nature.
They have the potential to address the challenges of Colocation and
Similiarity [256], with the latter being the focus of Chapter 4.

However, the techniques come at a risk of disrupting the immer-
sive nature of the experience if the applied offsets exceed users’
perceptual limits. As a result, the research community established
CDT for HR [384], providing estimates for the amount of sensory
discrepancy between vision and proprioception that can be applied.
While these conservative lower bounds can be safely used without
risking disrupting the VR experience, they severely limit the types Introduced offsets

depends on several
unknown factors

of illusionary (haptic) effects that can be created. There is an in-
herent trade-off between the detectability of applied offset and the
magnitude of the illusion that can be achieved. Thus, researchers
set out to explore DTs in various settings relevant to any interaction.
Together with the work in this dissertation, particularly in Chapter 5,
DTs manifest themselves as highly dependent on the interaction, the
environment, and the individual user.

The previously outlined studies, as well as in the upcoming experi-
ments in this dissertation, use psychophysical methods to determine
DTs to compare factors and investigate perceptual effects. However,
these DTs only work in the specific study setups and lack practical Current methods

lack continuous
adaption to dynamic
IVEs

relevance, given the complexity of constantly changing demands of
IVEs. Users’ body responses and their interactions have been shown
to correlate with their subjective experiences of an IVEs. Inspired by
this, we set out to explore a novel method for continuously moni-
toring and adaptation of the undetectable visuo-proprioceptive offset
during hand-based illusions in VR in Chapter 6.
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C H A N G I N G P R O P E RT I E S O F H A P T I C P R O X I E S

We open-source the VoxelHap toolkit to the community1. Videos
about the work and prototypes presented in this chapter are avail-
able online and can be accessed through the QR code. Images and
parts of the text in this chapter, as well as the presented figures,
tables, ideas, concepts, implementations, applications and uses cases,
studies and experiments, results, discussions, and conclusions, have
been published previously in:

[92] Martin Feick, Cihan Biyikli, Kiran Gani, Anton Wittig, Anthony
Tang, and Antonio Krüger. In Proceedings of UIST 2023. VoxelHap: A
Toolkit for Constructing Proxies Providing Tactile and Kinesthetic
Haptic Feedback in Virtual Reality.

VoxelHap video

[93] Martin Feick, Donald Degraen, Fabian Hupperich and Antonio
Krüger. In Frontiers in Virtual Reality 2023. MetaReality: Enhancing
Tactile Experiences using Actuated 3D-printed Metamaterials in Vir-
tual Reality.

3.1 constructing multimodal haptic proxies

Figure 3.1: Lisa wants to use a power drill for training in VR, requiring a
dedicated proxy that replicates form, feel, and function.

3.1.1 Introduction

Remember Lisa, our medical student who wants to improve her sur-
gical skills in a safe and responsible manner. Lisa can use the VR

training program, but she would need a dedicated controller for each
of the tools she wants to practice with. A single reconfigurable de- Motivation for

VoxelHapvice could address this problem. It could provide realistic haptic feed-
back to be a scalpel or a power drill because it can change its shape
and function to adapt to the particular needs of the moment. This is
where VoxelHap comes in, allowing Lisa to build a functional proxy

1 VoxelHap GitHub: https://tinyurl.com/mp44kkpz. Last accessed: Nov 1, 2024
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Figure 3.2: BaseVoxel consists of a PCB in a block design, a translucent 3D-
printed shell assembled with M3 screws, and conductive touch pads.

power drill using reconfigurable blocks (Voxels), approximating size
and shape to allow for embodied interaction (see Figure 3.1). As she
wants to practice working with the power drill, the proxy needs to
support the desired functions: for example, provide tactile feedback
when pressing the trigger button or kinesthetic haptic feedback when
securing the drill bit. Lisa can add this functionality by using two spe-
cial types of Voxels: Vibration and Rotation. Finally, she increases the
shape fidelity of the proxy by adding 3D-printed ShapePlates withWhat is VoxelHap?

the aim of increasing overall similarity and usability. In summary,
VoxelHap is a block-based construction kit that enables users to build
fully functional proxy objects that deliver tactile and kinesthetic hap-
tic sensations. In its current implementation, VoxelHap combines and
supports a range of haptic modalities while enabling realistic input
and output controls. Our main goal with VoxelHap proxies is to al-
low users to construct proxies with great expressibility, combining
multimodal kinesthetic and tactile haptic feedback.

3.1.2 VoxelHap Toolkit

VoxelHap is a toolkit that gives users the ability to create haptic prox-
ies based on a set of building blocks. These building blocks give the
proxies different physical and interaction capabilities. VoxelHap is anHow does VoxelHap

work, and what is it
made of?

end-to-end system that offers a software tool that supports the as-
sembly process by providing visual guidance to efficiently construct
the desired proxy. The system hosts an exact representation of each
proxy in its current configuration in real time. At VoxelHap’s core, we
have BaseVoxels, the most basic reusable unit. To increase haptic res-
olution, Voxels and Plates with special functionalities and properties
can be added on demand. Below, we discuss the design rationale and
fabrication of VoxelHap’s components.

voxels We use cube blocks (Voxels) as our basic building
structure [91, 183, 258, 284, 294, 298, 357], because cubes are a
well-established approach for construction kits, and have been
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Figure 3.3: Schematics of a BaseVoxel.

demonstrated to be effective. Voxels can be connected to each other
genderlessly using a custom-designed ConnectionPlate mechanism
(i.e., they can be connected in any direction and in any orientation).
Inspired by ActiveCubes [357], each Voxel is a self-contained unit
and is designed for input and output. In this work, we present two
additional types of Voxels that provide additional (corresponding) Blocks build the

foundation of each
proxy

capabilities, VibrationVoxel and RotationVoxel. The toolkit can be
extended to include new capabilities, e.g., twistable or bendable
units or other types of sensors as previously shown in other works
[16, 91, 239, 357]. Voxels are rechargeable and flashable through a
custom docking station with pogo pin connections (see Figure 3.2
and Figure 3.4).

BaseVoxel. The BaseVoxel offers the basis for all other types of
Voxels. It measures 37× 37 mm (outer shell) and weighs 38 g. Each
BaseVoxel consists of six FDM 3D-printed translucent PETG shells
of 3 mm thickness secured with M3 screws and has touch-sensitive
areas on all sides, which have been 3D-printed with conductive fila-
ment. It hosts an Espressif ESP8266 (ESP12F Module), a TP4056 LiPo Simplest

self-contained unitCharger IC, an MPU6050 six-axis gyroscope and accelerometer, a
voltage regulator (LDL212D33R), a proximity capacitive touch sensor
controller (MPR121), six NeoPixel Nano 2020 LEDs to illuminate
the sides, and a 3.7 V 200 mAh LiPo for powering the Voxel. The
PCB comes in a cube shape (33 × 33 mm) with a cut-out part for
the antenna to ensure a proper fit inside the 3D-printed Voxel; the
high-level schematics can be found in Figure 3.3.

VibrationVoxel. This type of Voxel enables the rendering of
tactile feedback when holding or touching the proxy, weighing 46 g.
We implemented this by extending the BaseVoxel by a voice-coil
actuator (HAPTIC™ Reactor ALPSALPINE AFT14), a Bluetooth 5.0 Can render tactile

outputlow latency (45 ms) audio receiver and an audio class D amplifier
(PAM8403). Our PCB design ensures that the actuator can be placed
and affixed inside the PCB cube. For ease of use, the vibration
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Figure 3.4: Displaying how the PCB fits inside the 3D-printed shell. The Con-
nectionPlate adapter of the RotationVoxel. The pin layout, LED and touch
sensing pin, and right next to it, the charging and flashing unit with pogo
pins (left to right).

patterns (audio files) are sent directly from the PC via Bluetooth, i.e.,
once the VibrationVoxel is running, it can be used as any other audio
output device.

RotationVoxel. This type of Voxel enables proxies to have rota-
tional parts [16, 91, 218], but also renders kinesthetic force feedback
for rotational movements. To achieve this, we added a brushless
DC Motor2204 260KV, an ICTMC6300 motor driver, and a magnetic
position sensor (MAQ473) to the BaseVoxel’s PCB. The RotationVoxelProvides kinesthetic

force feedback can be used passively, e.g., for sensing, or as an active component
to provide resistance when turning it or even blocking involuntary
rotations. To enable a solid connection, one side of the BaseVoxel and
the PCB was removed to offer space for the ConnectionPlate adapter
(see Figure 3.4). Total weight is 65 g.

In summary, block-like structures enable rapid prototyping of prox-
ies within several minutes [91], creating functional low-fidelity ver-
sions of virtual models that may be sufficient in some situations, for
example, to better understand the depth and scale of virtual scenes
[248]. However, many interactions with objects require higher shape
similarity [184].

plates Plates are optional passive components that can increase
the haptic resolution and functionality of proxies. These allow
Lisa to achieve high shape fidelity, which can be used for realistic
training and simulations. We took inspiration from Mueller et al.
[247]’s work on faBrickation, because similar to VoxelHap, the authorsConnect Voxels to

each other use basic block structures (LEGO®) to improve fabrication and
prototyping time. Additionally, they 3D-printed high-fidelity parts
for accurate shape approximation. Within VoxelHap, we currently
provide 5 different types of Plates as depicted in Figure 3.5 and
Figure 3.6: Connection-, Shape-, Texture-, Weight- and TrackingPlates.

ConnectionPlates. Required to connect Voxels to each other. They
are 3D-printed using conductive filament, creating a closed circuit
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Figure 3.5: 3D-printed ShapePlates of the power drill that can be attached to
the low fidelity power drill to increase shape resolution.

upon connection, allowing the system to determine the side and the
type of Voxels that got connected to each other (see Figure 3.6).

ShapePlates. Can be used to increase proxy fidelity if needed (see
Figure 3.5). For instance, any shape can be 3D-printed onto the Plates
to increase shape resolution. ShapePlates can be generated by first Increase shape

resolutionapplying voxelization and second, projecting anything below a 45◦

angle onto the ShapePlate because that is the maximum overhang
that can be reliable 3D-printed without a support structure. If
3D-printed with conductive filament, we can also detect touch input
on ShapePlates, since they make contact with Voxel’s touch pads,
e.g., the power drill’s trigger button shown in Figure 3.1.

TexturePlates. Plates that are augmented with material textures
such as fabric or rubber. They can be used to simulate local dif-
ferences in textures to, e.g., improve the grip when holding a tool
or, depending on the use case, create various touch sensations
(see Figure 3.6: left). TexturePlates can also be combined with Renders tactile

featuresother fabrication techniques, such as 3D-printed hair structures by
Degraen et al. [69] or metamaterials [93], to create different material
texture sensations—the advantage being that it can be 3D-printed all
together.

WeightPlates. The overall weight and center of mass are important
properties of proxies [382] and hence, VoxelHap offers Plates to
‘balance’ them. To do so, we embedded lead into the Plates, allowing Enhances kinesthetic

feedbackusers to increase the overall weight. Moreover, the location of the
WeightPlate will shift a proxy’s center of mass. A single WeightPlate
adds up to 45 g to the proxy (see Figure 3.6: middle).

TrackingPlates. Voxels sense their orientation and acceleration, but
for accurate mapping between real-world proxy and virtual model,
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Figure 3.6: TexturePlates, WeightPlate and ConnectionPlate.

a shared coordinate system is required. Here, TrackingPlates offer
mounts for systems such as an HTC Vive tracker or Optitrack marker
to enable robust 6-DoF tracking. Overall, we fabricated 13 Voxels (nine
BaseVoxels, three VibrationVoxels, and one RotationVoxel) and sev-
eral Plates of each type.

haptic proxy description format While haptic proxies
can be constructed haphazardly, we need a structured format to
describe the appearance, behavior, and functionality of block-like
proxies. For this purpose, we introduce the Haptic Proxy Description
Format (.hpdf), a semi-generalizable description format for proxy
design, which includes a proxy’s kinematics, a functionality log, and
a construction plan. To this end, users need to manually create theFacilitates the

assembly process .hpdf once and thence, they can re-use or share it.
Kinematics. 3D models for different parts of the object as .fbx files,
especially for functional parts. This includes physical properties
of object parts such as their texture, material, and mass, but also
mechanical features to allow realistic approximation and animations.
Functionality Log. Contains a list of available parametric input and
output controls for the proxy such as button press and the resulting
visual and haptic renderings.
Construction Plan. A visual construction plan where a user can
decide between three levels of proxy fidelity: (1) a low fidelity
approximation only requiring BaseVoxels, (2) high shape fidelity
by adding ShapePlates, and (3) functionality through the use of
Vibration- and/or RotationVoxels.

construction walkthrough In the following, we illustrate
the construction process (Figure 3.7), where Lisa downloads the .hpdf

file for the desired power drill. As soon as she powers the Voxels,
they connect wirelessly and appear in the virtual environment. As
she engages with the assembly process, two Voxels light up to in-
dicate which sides should be connected. As Lisa follows the step-by-How to construct

VoxelHap proxies step instructions, different sides light up until she is finished with the
low-fidelity proxy. She wants to increase the shape resolution, so she
selects the ShapePlate option. As a result, she needs to 3D print the
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Figure 3.7: VoxelHap’s supported construction process. VoxelHap provides a
3DUI, allowing users to select the desired fidelity. The basic construction
plan only uses BaseVoxels, visualizing the Voxels’ sides that should be con-
nected through LED indication.

missing pieces to achieve the desired shape resolution. Similarly, she
can select the functional features for the proxy. Lisa opts for the trig-
ger button and three haptic renderings: vibrotactile feedback when
using the trigger button, as well as for the power drill running in
idle and power drill mode. For the latter, she can map interactions
with virtual objects to their corresponding haptic feedback pattern;
for instance, the haptic feedback when power drilling wood is dif-
ferent from that of steel or concrete. After Lisa has practiced using Offline

reconfigurationher power drill proxy, she wants to try a different type of power drill,
e.g., one with two handles, to improve stability. Thus, she simply goes
through the steps outlined before, reconfiguring her proxy.

3.1.2.1 Constructing VoxelHap Proxies

In this section, we showcase VoxelHap proxies’ expressiveness power
across three dimensions: types of functionality, haptic feedback, and
geometry. We did this as a first evaluation of the toolkit as proposed
by Ledo et al. [212]. A video of how users interact with all presented
VoxelHap proxies can be accessed through the QR code at the begin-
ning of this Section 3.1.1.

types of functionalities One of the VoxelHap toolkit’s main Examples of
constructed proxies
using VoxelHap

contributions are proxy replicas that combine multimodal tactile and
kinesthetic haptic feedback. To illustrate this, we built two functional
proxies, a rattle, and a coded dial lock.

Rattle. We chose a matraca toy (see Figure 3.13) because it nicely
demonstrates tactile and kinesthetic haptic feedback within a single
interaction. When rattling, a user can feel the moving parts (inertia)
and the distinct clacks of the cogwheel. This is an example of how
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Figure 3.8: VoxelHap rattle. A matraca rattle toy, constructed using only Vox-
els (cubes) and the same proxy with ShapePlates to improve ergonomics and
realism. Low shape fidelity, high shape fidelity, and corresponding virtual
model (left to right).

Figure 3.9: VoxelHap dial lock. Low shape fidelity, high shape fidelity, and
corresponding virtual model (left to right).

VoxelHap can support dynamic touch [349]. We assembled this proxy
using four BaseVoxels, a VibrationVoxel, and the RotationVoxel. The
BaseVoxels allow a rough approximation of the rattle, but more
importantly, the RotationVoxel enables the rotating parts and thus
renders the kinesthetic feedback (inertia). Tactile sensations of the
cogwheel are then added at each cog (35◦) using the VibrationVoxel.Combining tactile

and kinesthetic
haptic feedback

By 3D printing ShapePlates, the handle becomes more realistic and
ergonomic (see Figure 3.8). This is an ungrounded haptic device.

Coded Dial Lock. A coded dial lock is another example where tac-
tile feedback (tick marks) and kinesthetic feedback (resistance) are
needed to provide compelling haptic feedback. The VoxelHap proxy
consists of six BaseVoxels to create a supporting structure, approxi-
mating the height of a stationary dial lock, a VibrationVoxel to hap-
tically render the tick marks, and the RotationVoxel for sensing and
for providing basic resistance when turning (see Figure 3.9). This is
an example of a grounded haptic device.

types of haptic feedback Using the VibrationVoxel and
RotationVoxel with touch/force sensing capabilities gives us the
ability to create a variety of highly synchronized haptic impressions
and hand-based illusions. Here, we present a set of functional proxies
that we constructed using VoxelHap.
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Figure 3.10: VoxelHap salt shaker. Low shape fidelity, high shape fidelity, and
corresponding virtual model (left to right).

Figure 3.11: Pseudo-haptic button, stiffness and size variations. We can hap-
tically render a virtual button press or change the perceived stiffness of a
rigid Voxel by coupling the touch input to tactile output and the correspond-
ing pseudo-haptic effect.

Pseudo-Haptic Illusions. Combining pseudo-haptic effects [227]
with vibrotactile actuation [148] can result in realistic haptic sen-
sations. As shown in Figure 3.11, we re-implemented Park et al.
[267] simulated physical button press using VoxelHap, coupling Adding existing

illusion techniques
to improve haptic
rendering

touch sensor input (pressure) to the corresponding pseudo-haptic
visualization and tactile feedback. Similarly, we can alter the per-
ceived stiffness of the VibrationVoxel when pinching it. This can
be achieved by mapping the force input to a mesh deformer2 and
the corresponding vibrations analogously to [6, 37, 179]. For this
type of interaction, we can also alter the size of the virtual model
while using the same proxy. Bergström et al. [30] showed that
virtual objects can be up to 50% larger or 10% smaller compared to
their physical counterpart. These illusions are depicted in Figure 3.11.

Rendering Textures. Interacting with surface textures results in
unique haptic feedback. For instance, the feeling when drilling wood
differs significantly from that of drilling metal. Our VoxelHap power Vibrotactile

rendering of mid-air
textures

drill proxy (see Figure 3.1) allows users to perceive this difference
through varying vibrotactile feedback [328]. Finally, TexturePlates
can be used to provide tactile feedback when touching proxies in an

2 Unity assetstore: https://tinyurl.com/ykhcpevh. Last accessed: Nov 1, 2024

https://tinyurl.com/ykhcpevh
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Figure 3.12: VoxelHap mug. BaseVoxel, VibrationVoxel, and a mug handle
using ShapePlates. Full shape resolution using ShapePlates. Added Rota-
tionVoxel and WeightPlate for moving mass simulation (left to right).

encounter-type fashion [12, 328], i.e., rotating to the corresponding
textures when needed.

Simulating Mass. We can simulate coffee sloshing around in a mug,
e.g., through vibrotactile feedback [335]. To demonstrate this, we built
a mug consisting of a VibrationVoxel, a BaseVoxel, and ShapePlates
(see Figure 3.12). Even more realistic sensations can be achieved byKinesthetic effect of

moving mass adding the RotationVoxel and a WeightPlate. Synchronizing the mov-
ing WeightPlate with the interaction creates a realistic feeling of iner-
tia [287, 346]. This effect may be strengthened when combined with
pseudo-haptic weight techniques [288].

types of geometries VoxelHap’s core capability is limited by
the Voxel’s size. To increase shape resolution, one may add Shape-
Plates; however, this requires additional fabrication time. Moreover,
the block-based approach favors certain types of geometries. Our cur-
rent implementation benefits convex object geometries but only for
objects bigger than the BaseVoxel size of 3.7 cm. Any arbitrary shape
can be 3D-printed onto the ShapePlates to resemble smaller features
of the virtual object, for instance, a trigger button, handles, or evenShapes can be

attached to Voxels to
increase resolution

other geometric primitives e.g., spheres, triangles or pyramids. One
limitation is that the construction of high-fidelity objects such as pens
or screwdrivers [218] may be 3D-printed onto a ShapePlate, but in-
teractions will often be limited to touch and exploration rather than
function. On the other hand, concave geometries can also be achieved.
For instance, a ring may be built with BaseVoxels and ShapePlates,
but this may quickly become bulky, depending on the use case.

3.1.2.2 Implementation

voxel firmware The Voxel software is implemented in C++ and
uses an ESP-WIFI MESH3 to communicate with a master (ESP32),
which is tethered to a host machine using serial port communica-
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Figure 3.13: Recording vibrations from real-world object interactions using
a condenser vibration pickup microphone.

tion. ESP-MESH has low power consumption, low latency, and great
scalability, theoretically up to 1000 Voxels. There exist two template
commands, for sensing and actuation, which are used to enable seam-
less communication between Voxels and the master. Our master ap- VoxelHap’s firmware

consists of multiple
parts

plication offers an exact representation of the current types of Voxels
used, their functionality, and their status. Moreover, we can support
and monitor multiple proxies at the same time. Once a user powers
on a Voxel of any type, it automatically registers at the master with
a unique ID and calibrates itself. Voxels can detect their neighbors
when being connected to each other using conductive pins on the
ConnectionPlates and pads on the underlying PCB. They constantly
send updates to the master (baud rate 115200) to enable seamless in-
teractions. The RotationVoxel was controlled using SimpleFOC [309].

virtual environment Our Voxel pipeline works with any
machine and software that supports serial port communication. We
implemented our virtual environment using Unity3D (v.2021.3.10f1).
Sensing updates are received asynchronously and can be mapped
to the desired visualization. Actuation commands can be triggered
within the virtual environment and are then forwarded to the
corresponding Voxel. To this end, we provide a basic set of functions
as illustrated before; however, additional functionality can be added
as needed. The virtual model was voxelized using the mesh voxelizer How to render

VoxelHap proxies
input and output

asset4. Currently ShapePlates have to be manually post-processed in
CAD software. When initiating the construction process, the system
sends two actuation commands (i.e., turn LED on) to a pair of Voxels.
This lights up one side on each Voxel, indicating which sides should
be connected [183]. Connecting to the wrong side will prevent users
from continuing. Once either Voxel has established a connection,
they send a confirmation event. The construction plan retrieves
information from the manually generated .hpdf file.

recording vibrotactile feedback Vibrotactile feedback can
offer rich haptic feedback but is challenging to program [66]. Inspired

3 Espressif: https://tinyurl.com/4xf7694d. Last accessed: Nov 1, 2024

4 Unity assetstore: https://tinyurl.com/2km4bsua. Last accessed: Nov 1, 2024

https://tinyurl.com/4xf7694d
https://tinyurl.com/2km4bsua
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by Tanaka et al. [335], we attached an AKG C411 high-performance
miniature condenser vibration pickup microphone to the real-world
objects, recording the vibrations caused by the interactions on a ZoomHaptic feedback can

be recorded from
real-world

interactions

H4n Pro, as depicted in Figure 3.13. Through early pilot testing, we
found that simply replaying the recorded sounds on the actuator did
not result in convincing haptic feedback. The sensations felt rather
weak, and pilots struggled to distinguish them. Therefore, we modu-
lated the recorded sound using a square-shaped wave with an ampli-
tude corresponding to the recorded volume (in dB). We synchronized
the vibrotactile feedback using discrete key points in the interaction.

3.1.3 Technical Evaluation

We evaluated the technical capabilities of VoxelHap with respect to the
following aspects. The table below summarizes the results: (1) accord-
ing to ESP-MESH up to 1000 Voxels; however, we can only guarantee
13 Voxels; (2) measured weight of the proxies (excluding trackers), ex-
cept the dial lock, because it was stationary; (3) measurements were
taken using a PCE-FM 50N Series force gauge, and we report average
values after three repetitions. (4) and (5) are hardware limitations;How does it compare

to existing toolkits? (6) fabrication costs, including all hardware components. (7) was es-
timated by combining the latency of the different components. (8) is
runtime under 50% load when fully charged. To further evaluate the
toolkit, we conduct two user studies, comparing VoxelHap against the
current state of the art, following Ledo et al. [212]’s proposed holis-
tic evaluation strategy for toolkits. First, we want to understand the
potential benefits of coupling function with the corresponding tactile
and kinesthetic haptic feedback provided by VoxelHap. Second, we
study VoxelHap’s high shape approximation feature ShapePlates.

3.1.4 Experiment 1—The Impact of Functionality

We designed the first experiment to compare low-fidelity BaseVoxel
approximations with combined functional multimodal haptic feed-
back against the current state of the art, a standard Vive controller
that provides basic vibrotactile feedback. We allowed participants to
customize the strength of the vibrotactile feedback for both devicesVoxelHap vs.

controller until it felt realistic to them. We included this to collect more in-
sights, potentially informing future research on designing vibrotac-
tile feedback for VR. Here, we only use Base and Functional Voxels.
Please note that the Vive controller uses a rumble motor instead of a
voice-coil actuator. Therefore, we could not play the recorded sounds.
We opted for the three VoxelHap proxies because they combine tac-The impact of a

function tile and kinesthetic haptic feedback, differ in dimensions, and cover
two types of devices, grounded as well as ungrounded. We decided
against proxies that utilize hand-based illusions because they need to
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1 Maximum # of Voxels 13

2.a Shaker Weight 85 g

2.b Rattle Weight 339 g

2.c Shaker Weight With ShapePlates 105 g

2.d Rattle Weight With ShapePlates 368 g

3.b ConnectionPlate Strength Vertically 36.56 Nm

3.c ConnectionPlate Strength Horizontally 7.87 Nm

3.d ConnectionPlate Req. Connection Force 1.26 Nm

3.e RotationVoxel Rotational Torque Range 0.3− 17.2 Nmm

4 RotationVoxel Rotational Range ∞
5 RotationVoxel Max. Rotational Velocity 260 RPM

6.a BaseVoxel Fabrication Cost €19.87

6.b RotationVoxel Fabrication Cost €58.28

6.c VibrationVoxel Fabrication Cost €37.99

7.a BaseVoxel & RotationVoxel Est. Latency 48 ms

7.b VibrationVoxel Est. Latency 56 ms

8.a BaseVoxel Avg. Battery Power 82 min

8.b RotationVoxel Avg. Battery Power 26 min

8.c VibrationVoxel Avg. Battery Power 63 min

Table 1: Summary of technical evaluation.

be carefully calibrated to an individual’s perceptual limits in order
to remain unnoticeable [99]. Otherwise, this might affect participants’
assessments. The duration of the vibrations was tailored to fit the
interaction, and strength was adjusted by changing the amplitude.

3.1.4.1 Task & Proxies

We implemented three mini-games, highlighting VoxelHap’s func-
tional capabilities. We used the Rattle, Dial Lock and Shaker proxies
shown above. Since we only fabricated a single RotationVoxel, we
built a second stationary device with the RotationVoxel’s hardware,
except the PCB. This was used for the safe dial lock. In the following,
we describe the three mini-games.

dial lock The goal of this task is to unlock the safe. To do so,
participants had to rotate the dial to different positions highlighted
in red. They had to remain in that position for 500 ms before the next
target appeared. Six combinations had to be solved to unlock the
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safe. The order was randomized; however, the total rotational travel
distance required to complete the task remained equal.

rattle Here, participants were asked to cheer for their favorite
team by rattling with a specific rotational speed in order to fill theTasks and proxies

used in our
experiments

progress bar. The progress bar filled quicker if they stayed within the
correct speed range. This was done to limit participants’ maximum
rotational velocity while still allowing them to focus on the haptic
feedback provided.

shaker Participants were asked to shake salt into the highlighted
pots. The amount of salt required to complete one pot was set to three
successful shakes, i.e., at least 75% of the salt needed to land in the
pot. To finish the game, six completed pots were required, resulting
in 3 × 6 = 18 interactions. The order of the highlighted pots was
randomized to make the game more unpredictable.

3.1.4.2 Design

We used a within-subjects design. We had three conditions: Dial Lock,
Rattle, and Shaker, each performed once with a VoxelHap proxy and
the standard Vive controller. The conditions were counterbalanced us-
ing a Latin square, and we alternated the order of VoxelHap/controller
with each participant. This way, we ensured that each participant was
able to directly compare devices.

3.1.4.3 Participants

We recruited twelve right-handed participants (four females, eight
males), aged 18–27 (mean = 24.15; SD = 3.02) from the general
public and the local university. Participants had a range of different
educational and professional backgrounds, including computer sci-
ence, linguistics, and data science. All participants reported normalDiverse set of

participants or corrected-to-normal vision and did not report any known health is-
sues that might impair their perception. Three participants had never
used VR before, six had used it a few times (1–5 times a year), two
reported using it often (6–10 times a year), and one participant used
it on a regular basis (more than 10 times a year). Participants not
associated with our institution received €10 as remuneration for tak-
ing part in the experiment. The study was approved by the Saarland
University’s Ethics Board.

3.1.4.4 Apparatus

We used an apparatus consisting of an HTC VIVE Pro Eye tracking
system with SteamVR (v.1.22) and OpenVR SDK (v.1.16.8). The simple
virtual scene was developed in Unity3D (v.2021.3.10f1). We used an
Acer Predator Orion 5000 PO5-615s offering an Intel® Core i9 10900k
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CPU, 32 GB RAM and an Nvidia® GeForce RTX 3080 for running the
experiment. VoxelHap proxies were tracked using Vive trackers (v.3).
In order to avoid potential issues with battery power, we connected
VoxelHap proxies to a power source for the study.

3.1.4.5 Experimental Protocol

Participants were given a general introduction to the study. Following
this, we obtained consent, and asked them to fill in a demographics
questionnaire. Next, we showed and explained the VoxelHap proxies
to the participants to ensure that they were familiar with the devices.
Then, they entered the VR environment and were guided through a Participants received

the following
instructions

practice round before they started with the main task. During the
warm-up round, they were asked to adjust the strength of the vibro-
tactile feedback for both devices until it felt realistic to them. Par-
ticipants were instructed to perform a mini-game with each of the
devices. After they had completed the mini-game, a questionnaire
appeared, assessing their experience with the device. After each con-
dition (i.e. they finished a mini-game with both devices) participants
were asked to name their favorite and the most realistic device and,
if possible, explain why they preferred it over the other. The total
experiment took about 45 min.

3.1.4.6 Data Collection

We collected data from five sources: a pre-study questionnaire for
demographic information; field notes and observations; configured
strength of haptic feedback; a questionnaire after each task and condi-
tion in VR using our VRQuestionnaireToolkit [94] and a semi-structured
interview to better understand participants’ experiences with the sys-
tem. The questionnaire items were adapted from prior work [91, 382]:

(1.1) My interactions felt realistic.
(1.2) The vibrations were in sync with my interactions.
(1.3) The vibrations matched my visual impression of the game. Questionnaire items

were taken from
related work

(1.4) I enjoyed playing the game.
(1.5) Overall impression of the game.
(2.1) Which of the two devices did you enjoy more?
(2.2) Which of the two devices felt more realistic?

3.1.4.7 Analysis

Statistical tests were chosen based on whether the data satisfied para-
metric test assumptions at α = .05 using Shapiro–Wilk tests and
QQ plots. For outlier removal, we used the box plot method. We
corrected pairwise comparisons using Bonferroni-Holm adjustments.
Semi-structured interviews were coded for qualitative analysis.
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*** * *** *** * *

Rattle ShakerDial lock

*

Figure 3.14: Experiment 1 results. VoxelHap proxies against Vive controller. *
= p < .05, ** = p < .01, *** = p < .001. VoxelHap received significantly higher
ratings for realism than the Vive controller for all three proxies.

3.1.5 Results

Overall, our three VoxelHap proxies, Dial Lock, Rattle, and Shaker, re-
ceived better scores compared to the standard Vive controller across
all five questions regarding realism, synchronization, haptic feedback,
enjoyment, and overall impression (see Figure 3.14). Differences were
most clear for the Rattle, which saw the most significant differences,
followed by the Dial Lock and the Shaker. Participants reported sig-VoxelHap

outperforms
controller

nificantly higher levels of realism and enjoyment with the VoxelHap
Rattle. This is supported by our analysis on which device participants
associated with the highest realism. As depicted in Figure 3.14, par-
ticipants overwhelmingly answered VoxelHap proxies. When asking
participants which device they enjoyed the most, the VoxelHap Rattle
and Dial Lock received comparable results, despite the Shaker being
on par (see Figure 3.17). Here, some participants stated that the er-
gonomics of the Vive controller and the basic haptic feedback were

“good enough” (P8) to play the game. Further, they expected the Dial
Lock to have “more friction” (P6), which we intentionally kept low. Fi-Participants

comment on
VoxelHaps’ pros and

cons

nally, participants chose VoxelHap proxies to feel more realistic: for
example, the VoxelHap Rattle, due to its “realistic and smooth motion”
(P1) and the “weight balance [feeling] so nice” (P5), because “you can
really feel the weight moving” (P7). The VoxelHap Shaker was selected
because “shape and vibration were more realistic” (P6) and had a “similar
shape” (P3) than a real salt shaker. Finally, participants preferred the
VoxelHap Dial Lock because it “was more intuitive” (P3) and “you could
actually feel it rotating” (P11). Our study demonstrates that combin-
ing low fidelity approximation and function significantly increased
realism in VR and that VoxelHap is an effective toolkit to achieve this.

3.1.5.1 Vibrotactile Feedback

We asked participants to configure the strength of the vibro-
tactile feedback during the warm-up phase in 10% increments
(0%–unnoticeable; 100%–strongest vibration possible). They were
instructed to select a strength that felt realistic to them. The results
for both Vive controller, (r(34) = −.60, p < .001), and VoxelHap,
(r(34) = −.49, p = .002), suggest a strong negative correlation
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between object and configured vibration strength, meaning that for
the Shaker participants selected weaker vibrations than for the Dial
Lock and the Rattle, respectively (see Figure 3.17: right). This is Voxels can

effectively render
tactile feedback

in line with our assumption that the three study objects differ in
their ‘expected’ feedback. Together with the findings above, receiving
high ratings in synchronization and greater average scores for the
provided vibrotactile feedback, this demonstrates that VoxelHap
proxies effectively produce realistic haptic sensations.

3.1.5.2 Summary

Our study showed that VoxelHap proxies outperform the current stan-
dard VR controllers. This demonstrates that VoxelHap’s concept and
implementation is effective and robust. However, we frequently ob-
served uncanny valley of haptics effects [29]—where small differences
affected participants’ assessments, e.g., the low friction of the Dial
Lock. Even though participants preferred the direct mapping between VoxelHap proxies are

robust and facilitate
interactions in VR

VoxelHap proxies, the virtual model and their interactions, they often
highlighted the Vive controller’s better ergonomics. This is not sur-
prising because block-like structures can be difficult to hold (e.g., the
handle of the rattle). With this in mind, we designed a second experi-
ment, hypothesizing that adding VoxelHap’s ShapePlates significantly
improves user experience.

3.1.6 Experiment 2—The Impact of Shape Fidelity

Informed by the results of experiment 1, we conducted a second ex-
periment. Our central interest lies in whether adding shape resolu-
tion through ShapePlates improves the experience, especially how it
influences realism, tactile feedback, and synchronization that may be
affected by adding an additional 3D-printed layer to the proxy. By do- Effects of adding

ShapePlates to
VoxelHap proxies

ing so, we could study if our three Voxeltypes and ShapePlates work
effectively together. We kept the Task, Design, Experimental Protocol,
Data Collection, and Analysis the same. For the Shaker, this meant
that the proxy’s size exceeded the virtual model’s size by more than
recommended [30]. We included this (1) to study trade-offs of Shape-
Plates and (2) to better understand the practical effects of VoxelHap’s
geometric limitations. Finally, we also asked participants to customize
the resistance of the Dial Lock to be as realistic as possible.

3.1.6.1 Participants

We recruited a new set of twelve right-handed participants (five fe-
males, seven males), aged 19–32 (mean = 23.92; SD = 3.73) from the
general public and the local university. Participants had a range of dif-
ferent educational and professional backgrounds, including psychol-
ogy, computer science, law, cybersecurity, economics, biology, and
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* *

Rattle ShakerDial lock

*

Figure 3.15: Experiment 2 results. VoxelHap proxies with ShapePlates against
Vive controller. * = p < .05.

Rattle ShakerDial lock

Figure 3.16: Experiment 1 and 2 descriptive comparison. VoxelHap proxies
with vs. without ShapePlates.

visual computing. All participants reported normal or corrected-to-
normal vision and did not report any known health issues which
might impair their perception. Four participants had never used VRBackground of our

participants before, six had used it a few times (1–5 times a year), one reported
using it often (6–10 times a year), and another participant used it on a
regular basis (more than 10 times a year). Participants not associated
with our institution received €10 as remuneration for taking part in
the experiment. The study was approved by the University’s Ethics
Board.

3.1.7 Results

Our results confirm the findings from experiment 1. VoxelHap prox-
ies received greater average scores than the Vive controller. We found
significant differences in realism for the Rattle and the Dial Lock but
not for the Shaker (see Figure 3.15). Participants’ ratings on the most
realistic device clearly favored VoxelHap. Interestingly, for the Shaker,
the Vive controller came out as more enjoyable in the forced-choice
question (see Figure 3.17). This is in line with participants’ commentsVoxelHap has clear

advantages often stating that the VoxelHap proxy “feels too bulky for a salt shaker“
(P5), “is difficult to hold because of its size” (P10) or “is heavier than I
would expect it to be” (P2). Participants were able to configure the re-
sistance of the Dial Lock (Mtorque = 1.0 Nmm; SD = 0.4 Nmm).
Since all selected values lie well within the possible Nmm range, we
conclude that the RotationVoxel’s technical capabilities to provide re-
sistance is suitable for many rotational interactions, e.g., knobs.
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Figure 3.17: Left: Participants’ forced-choice votes regarding their preferred
and most realistic device in both experiments. Right: Participants’ config-
ured strength of vibrotactile feedback in both experiments using VoxelHap.

3.1.7.1 Experiment 1 & Experiment 2

Here, we descriptively compare both experiments because a statistical
comparison between them is not possible due to the iterative nature
of our study design. When directly looking at participants’ responses,
it becomes evident that VoxelHap ratings were already quite high in
experiment 1 (see Figure 3.16). Therefore, a distinct separation be- Comparing our

results with and
without ShapePlates

tween ShapePlates vs. no ShapePlates was unlikely, especially given
our sample size. Nevertheless, the questions regarding the most real-
istic and enjoyable device showed a clear increase in favor of Shape-
Plates, except for the Shaker. Here, adding ShapePlates led to a proxy
that exceeded participants’ expectations, both in terms of proxy size
and weight. However, functionality, haptic feedback, and shape still
seemed to be convincing to receive relatively high realism. Shape-
Plates are additional 3D-printed parts that can be attached to the Vox-
els. Yet it was unclear how this design choice might affect the percep-
tion of vibrotactile feedback. Therefore, we compared the configured
strength (see Figure 3.17: right), synchronization, and vibration scores
between the two experiments (see Figure 3.16), but we observed no
clear difference that would suggest a decrease in haptic resolution,
potentially caused by damped vibrations.

3.1.7.2 Summary

The results of experiment 2 confirm participants’ positive responses
towards VoxelHap proxies. Further, we found that the RotationVoxel’s
resistance feedback appeared to be in a reasonable range for hand
interactions and that attaching ShapePlates does not seem to affect vi-
brotactile resolution. Finally, we gathered insights into how the differ-
ent levels of shape fidelity provided by VoxelHap affect users’ percep-
tion. VoxelHap proxies with ShapePlates were selected as more real-
istic, even though the Shaker exceeded a reasonable size and weight.
This may suggest that shape contributes more strongly to the over-
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all perception of realism than size [199] and weight. Nevertheless,
it comes down to users’ preferences and the demands of the task,
which is in line with the core objective of VoxelHap, allowing users to
approximate the (for them) crucial aspects, given the VR experience.

3.1.8 Discussion of VoxelHap

3.1.8.1 VoxelHap Types of Haptic Feedback

As demonstrated above, VoxelHap proxies enable various types of hap-
tic feedback such as simulating moving mass [54, 287, 335], stiffness
[6, 20, 37], resistance [104] and size [30] variations or texture feedback
[12, 69, 93]. In this work, we use application cases to evaluate theMany capabilities,

but we could only
evaluate a subset

capabilities of VoxelHap, which, together with our technical and user
evaluation, aligns with the proposed methods for toolkit evaluation
according to Ledo et al. [212]. Yet, our user evaluation only included
a subset of the demonstrated proxies. Thus, the created haptic effects
need to be evaluated in future work. To this end, we only built three
types of Voxels, but VoxelHap is not limited to this. We also imag-
ine integrated hinges [218], bendable [91, 148, 239], twistable [391]
or stretchable [91, 95] parts to unlock more functionality and combi-
nations of haptic feedback. Moreover, Voxels could also be equipped
with wheels [333], allowing them to re-position themselves, acting as
an encounter-type device [240]. There is also a possibility to include
rich electrotactile feedback as suggested by Groeger et al. [139]. The
authors embedded conductive pads and wires directly into the 3D
prints, providing tactile cues on various geometries. Since we use the
same materials for fabrication, their technique could be adapted to
further increase the tactile resolution of VoxelHap.

3.1.8.2 VoxelHap Beyond Virtual Reality

VoxelHap was designed to build proxies that can be used in VR, but
any other XR technology could benefit from it. For example, func-
tional physical visualizations are still used in many domains, such as
design or urban planning, because it is easier to understand spatial di-
mensions and facilitate discussions [156]. Users could collaborativelyVoxelHap also works

beyond VR interfaces create functional drafts and the corresponding virtual model is gen-
erated automatically. In addition, VoxelHap’s rich input and output
controls could be used for interactive music production or 3D ani-
mations using a paradigm of programming by demonstration [168].
We also envision VoxelHap proxies to be effective in remote collab-
oration, acting as a shared physical artifact. For example, the local
novice could feel the manipulation of the proxy and could be guided
through a task by a remote expert [96].
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3.1.8.3 VoxelHap’s Limitations

Given the technical capabilities of our Voxels, they do have a com-
petitive size [91, 294, 357]. Nevertheless, they would benefit from
an even more compact design. Both BaseVoxel and VibrationVoxel
leave room for optimization; however, the RotationVoxel mainly de-
termined the final dimensions. This is a result of the chosen motor
because it needed to be large enough to produce human-noticeable re-
sistance. We tested several different motor versions and opted for the
smallest possible motor. This remains a problem of any active haptic
device or component—they are often bulky, because of the forces they
need to produce. Our construction pipeline only supports Voxels and Current proxy size

limitationspassive ShapePlates. We decided against active ShapePlates, since it
would have required us to equip ShapePlates with hardware, slow-
ing down the fabrication and construction process. Depending on the
use case, e.g., designers who re-use their ShapePlates in 3D model-
ing applications [183, 216], might benefit from active components. In
addition, the construction process relies on the manually generated
.hpdf which we aim to automate in the future. To this end, we did not
evaluate user performance in constructing VoxelHap proxies but leave
this for future work. Each Voxel is a self-contained unit and, there- Alternative design

choicesfore, comes with its own power source. This limits the scalability and
usability to a certain extent. Voxels cannot share or distribute power
and need to be recharged individually. One of our earlier prototypes
used wireless charging, but this only works when the proxy is fre-
quently placed and left on the table, for example, encounter-type or
grounded proxies. Another interesting approach would be to utilize
users’ mechanical manipulations of functional parts, i.e., rotation, to
harvest energy [340].

3.1.9 Conclusion & Contributions

In this section, we contribute to RQ1 by developing VoxelHap, a block-
based construction toolkit, allowing users to build functional hand-
held size VR proxies that provide multimodal tactile and kinesthetic
haptic feedback. VoxelHap proxies can change their haptic properties Provide multimodal

tactile and
kinesthetic haptic
feedback

through manual reconfiguration by using Voxels, blocks with spe-
cial haptic functionalities, and Plates, which can be attached to in-
crease the haptic resolution of proxies. To illustrate the potential of
the toolkit, we presented a range of fully functional proxies for vari-
ous use cases and applications (C5). In two experiments, we evaluated Presented use cases

and applicationsa subset of the constructed proxies and studied how they compare to
a traditional VR controller. First, we investigated VoxelHap’s combined
haptic feedback, showing that it can provide a variety of tactile and
kinesthetic haptic sensations while allowing dynamic touch and ex-
ploratory interactions (C1). To this day, most controllers are limited
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to rendering one type of haptic feedback and lack full embodiment,
which is crucial to enable natural and intuitive interaction [91]. To-Two experiments

show its
effectiveness

gether, with ongoing research in the field [16], we highlight the need
for more holistic approaches to haptic feedback and not solely focus
on the rendering quality of a single haptic modality. Second, we inves-
tigated the trade-offs of using additional shape resolution by apply-
ing VoxelHap’s ShapePlates. Here, our findings show that proxies withRapid fabrication

techniques for proxy
design

higher shape fidelity outperform traditional controllers and were gen-
erally favored by participants. However, we also provide further evi-
dence for the uncanny valley of haptics theory [29]. VoxelHap proxies
achieve greater shape and size similarity than a generic controller.
As a result, participants seemed to expect all of the proxies’ prop-
erties to match the virtual object, whereas the generic VR controller
did not trigger such expectations (C3). Here, participants mostly pre-Insights that point

to the uncanny
valley of haptics

ferred the great ergonomics over proxies. This could be a result of our
simple study tasks, where shape and size approximations and whole-
hand interactions were not a crucial part of the interaction. Thus, we
contribute towards a better understanding of proxy design, suggest-
ing that VR designers need to carefully balance task, interaction, and
proxy. As presence research suggests, realism seems to be directly
bound to users’ expectations and is not necessarily correlated with
real-world similarity. Finally, by open-sourcing VoxelHap’s hardware
and software, we hope to ease access, save resources and encourageOpen-source hard-

and software the community to contribute to haptic interfaces—even beyond VR

(C6). VoxelHap is the first VR toolkit that incorporates existing hand-
based illusion techniques into the design process, but without a for-
mal investigation, it falls short of its potential. To this end, VoxelHap
suffers from two major limitations, it requires manual reconfiguration
and it lacks haptic resolution in the light of uncanny valley. Therefore,
we use the next section to investigate an approach that supports dy-
namic reconfiguration (i.e., shape-change) of the proxy.
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3.2 enhancing tactile perception through visuo-
haptics

Figure 3.18: Metamaterial with visual material textures overlays. Six visual
material textures: concrete, wood, plastic, fabric, glass, and metal. In addi-
tion, an example of how a user interacts with a 3D-printed metamaterial.

3.2.1 Introduction

Touch sensations are an essential part of understanding the physical
world around us [283], and remain crucial in creating realistic and
plausible virtual experiences wherein Lisa can feel present and act
accordingly [310]. To successfully render haptic properties, proxies
need to provide physical sensations with a sufficiently similar feel-
ing in terms of its material, e.g., texture, and geometrical properties,
e.g., shape [256]. VoxelHap achieved this, but resulted in scaling is-
sues, as the number of manual reconfigurations required to represent
large amounts of virtual objects, each with varying haptic proper-
ties, rapidly increased. Therefore, we utilize digital fabrication to cre- Dynamic

reconfiguration
helps overcome
scaling issues

ate more scalable and flexible proxy objects. Recent advancements
in fabrication technologies support the manufacturing of highly de-
tailed physical artifacts with varying haptic properties. Examples in-
clude methods for designing objects with desired mechanical behav-
ior, such as elasticity or deformation through varying internal mi-
crostructures [34, 297], or for fabricating perceptually-varying surface
texture qualities [67, 117, 271]. When combining such abstract struc-
tures with visual texture overlays in IVEs, they are able to support
the visuo-haptic perception of different virtual materials. However,
still a large enough set of objects needs to be produced [69]. This Combining digital

fabrication with
visual overlays

section aims to support the design and fabrication of novel proxy
objects that can dynamically change (i.e., DPHF device) their tactile
properties upon actuation and combine this with visual overlays. We
take inspiration from the most recent work in the fabrication space on
3D-printed metamaterials [159], studying their potential as proxies to
enhance tactile experiences in VR.
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3.2.2 Metamaterials for Tactile Texture Perception

Here, we outline the design, implementation and fabrication of our
actuated 3D-printed metamaterial prototypes. We provide valuable
insights and lessons learned to ensure that our approach is repro-
ducible. Our interest lies in changing roughness and hardness prop-
erties of a metamaterial by actuating (compressing) it, allowing it to
act as a proxy for several virtual material textures.

3.2.2.1 Design

In total, we designed five different metamaterial patterns that can
be actuated. To influence their tactile perception, we focus on the
properties of hardness and roughness, which have been found to beWe present five

metamaterial
patterns

the main contributors of texture and material perception [263]. Below,
we discuss the design choices for our two perceptional dimensions of
interest, hardness and roughness.

hardness To change the hardness of the metamaterial, we uti-
lize the concept of porous materials—solids that contain (penetrating)
pores. A measurement for how porous a material is, is called porosity,
which is defined by the fraction of pore volume to the total volume
of a material. If a material has a porosity level of 0.2–0.95, it counts
as porous, according to the definition of Ishizaki et al. [161]. This cri-
terion is fulfilled for our designed metamaterial patterns. Lu et al.Designing for

hardness [226] investigated strength, the elastic modulus and the hardness of
porous materials. They found that all of these material properties sub-
stantially decrease when porosity increases. We build on their results
by using porosity as our key design variable to change the hardness
within the same metamaterial. To summarize, when we decrease the
porosity within 3D-printed metamaterials, we increase their hardness.
In Figure 3.19, we illustrate a compressed cell of our metamaterial 3D
prints, leading to a reduced fraction of the pores. Thus, the poros-
ity decreases, and therefore, we would expect an increase in the per-
ceived hardness of the metamaterial. Please note that compressing
the metamaterial will ultimately lead to emerging features such as
bumps (see Figure 3.20). In fact, this adds a second ’haptic’ layer, po-
tentially affecting hardness sensations. To investigate this potential
issue, we ran a preliminary experiment.

roughness To achieve changing roughness sensations within one
metamaterial, we based our designs on two core principles. First, the
emerging features from our metamaterials should be in the range ofDesigning for

roughness 2 mm to 3.5 mm, because Klatzky et al. [185] found that the perceived
roughness increases consistently with inter-element spacing up to ap-
proximately 3.5 mm. Second, the features should still be perceived
as one surface. Therefore, we incorporate findings from two-point
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Figure 3.19: Metamaterial deformation simulation. (A) Fixating metamate-
rial arches creates a uniform periodic deformation. (B) By not fixating un-
even arches, the metamaterial deforms upwards.

discrimination experiments. Dellon [70] describe this as the distance
between two perceivable points that can be distinguished from one
another. Depending on age, this distance usually varies between two
and three mm. Hence, we use a feature distance of a maximum of
3 mm, ensuring that our metamaterials are perceived as one surface.

metamaterial patterns Finally, we present our resulting
metamaterial patterns based on the previously outlined design
principles and many iterations. MAT1 and MAT2 are closest to
the proposed feature spacing range of 2 mm to 3.5 mm when
they are compressed (see Figure 3.20). They contain the smallest
bumps and spikes emerging that we were able to produce with our
fabrication technique described below. Furthermore, their patterns
aim to achieve the smallest feature size achievable with the way our
metamaterials are structured—without the features being spaced Designing

metamaterial
patterns for fingertip
exploration

too far apart. The main difference between MAT1 and MAT2 is
the design of the spike shape emerging. MAT2 has more rounded
edges. We include this slight variation, as it reassembles a worn-off
version of MAT1, because Myers [250] found that worn-off materials
can result in different roughness sensations. Adding a worn-off
state of MAT1 enables us to collect insights, helping us to better
understand longevity and potential perceptual drifts caused by
material deterioration. We included MAT3 design as a pattern that
does not use ‘spiky’ features. This comes with the sacrifice of the
metamaterial features becoming larger—exceeding the 3.5 mm

discrimination threshold. Hence, this design does not meet the
criteria to achieve the feeling of one surface, as the features become
clearly distinguishable. Yet, exploring a non-spiky pattern was an MAT3 uses

non-spiky featuresinteresting design variation. MAT4 is the spiky counterpart to MAT3,
allowing us to investigate how much ‘spikiness’ plays a role with
larger surface features. Finally, metamaterial MAT5 was specifically
designed for simulating hardness. This material has the greatest
change in porosity among all metamaterials presented. With this, we
aim to study whether the change in hardness found by Lu et al. [226]
also holds true for our metamaterial patterns. When looking at the
structure of this material, the emerging features appear to be straight
bumps and, thus, will most likely not be associated with roughness.
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Figure 3.20: Metamaterial designs MAT1 to MAT5, each in three different
actuation states 0 mm, 2 mm, and 6 mm. 4 mm actuation state is missing.

3.2.2.2 Actuating 3D-printed Metamaterials

In this section, we describe our actuation approach. Our ultimate goal
was to implement a prototype that allows for the linear compression
of metamaterials, resulting in various different states. As a result, we
can control surface changes as shown before.

initial prototyping & design requirements Ion et al.
[159] demonstrate how 3D-printed metamaterials behave when being
compressed. An example of a non-actuated as well as an actuated
metamaterial can be seen in Figure 3.21. In order to actuate our meta-Design requirements

to achieve the
desired deformation

materials, resulting in the desired equal deformation, every second
pillar inside the metamaterials must freely move vertically upwards
upon compression. For instance, in Figure 3.19 these are the uneven
pillars 1, 3, 5 and 7; even pillars, i.e., 0, 2, 4, 6, and 8 are prevented
from going upwards. The triangular shapes in the segments between
the pillars encourage the behavior of moving only every second
pillar upwards. However, one key limitation is the flexibility of the
metamaterials, which causes the mechanism to not work properly
when metamaterial structures become larger. For instance, for two
rows of cells, triangular shapes work properly, but once we add a
third or more rows to the metamaterials, the deformation behavior
changes. Figure 3.19 (B) illustrates the effect when compressing a
larger metamaterial, only relying on the deformation mechanism
3D-printed directly into them. The metamaterial starts not deforming
row by row but instead deforms in total and escapes as an arch
unevenly upwards. Based on our initial experiments and several
prototyping iterations, we formulated the following requirements for
the actuation mechanism:

R1: Our actuation approach should force the metamaterials to move
vertically upwards row by row instead of the whole metamaterial
arching as one unit.



enhancing tactile perception through visuo-haptics 105

R2: Our actuation approach should only allow every second pillar
within the metamaterials to freely move vertically upwards and
downwards. Requirements for

our metamaterials
actuation deviceR3: Our actuation approach should result in a uniform distribution

of emerging features throughout the entire actuation spectrum.

actuation approach Based on the requirements stated above,
we developed a simple actuation approach inspired by Neville et al.
[252]. The authors fed strings through their metamaterials and used
a pulling force on the strings to achieve the deformation. Applying Compression to

achieve the
deformation

this to our designs comes with the need to further modify the 3D
prints with holes running through the materials and cut-outs in
the inner metamaterial pillars. We started testing with one hole
through each metamaterial cell, which we directly 3D-printed into
them. Initially, we used standard fishing line fed through the meta-
materials, allowing us to compress the material by pulling on the
strings. However, the metamaterials deform unevenly, as illustrated
in Figure 3.19 (B). This is caused by the strings because they do not
restrict the metamaterial to a single plane of motion. Therefore, we
replaced the fishing line with small metal pipes that can be seen in
Figure 3.21. The stiff metal pipes restrain the metamaterials from Adding small metal

pipesstaying in one plane—solving the problem of non-uniform deforma-
tion (R1). To achieve the desired deformation state, we switched to
a pushing/pulling approach and added two fixation blocks, where
either end of the metal pipes can be inserted. The cranks are moved
by a Nema 17 stepper motor and controlled using an Arduino Uno
and a DRV8825 driver. The setup can be seen in Figure 3.21. As
defined above, every second pillar within the metamaterial must be
allowed to move vertically upwards and downwards (R2). With only
the holes for the pipes inside the materials, the pillars inside are now
restricted from moving because of the metal pipes. As a result, we
changed the holes in every second pillar into full openings. For the
material next to the holes to not rub at the stiff metal pipes, we also
cut out the bottom layer of the metamaterial cells, which can be seen
in Figure 3.21 (right).

In the last step, we specifically looked at (R3) because we observed
differences in how the features emerged due to the way we achieved Altering the design

to allow equal
emerges of features

the material compression, i.e., the metamaterial cell row nearest to
the crank will compress more than the second one and so on. This
was unproblematic for achieving binary actuation states, compressed
and uncompressed; however, it does not support consistent ‘infinite’
states in between. Hence, we attempted to create a more uniform
force distribution while actuating. To do so, we first embedded small
metal springs around the metal pipes. If metal springs are sufficiently
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Figure 3.21: Metamaterial actuation setup. Left: A stepper motor and two
cranks are used to compress the metamaterial. Center: Detailed view of a
compressed metamaterial showing periodic deformation. Right: Embedded
tubes guide metal support pipes to ensure equal distribution of applied
force, creating a uniform compression across the surface.

stiff, they will transfer the applied pressure to the neighboring cell be-
fore they fully compress. Nevertheless, we were unable to find metal
springs that had the correct stiffness given our form factor; most
of them were not stiff enough or too large. Instead of springs, we
then 3D-printed small tubes out of flexible filament that we fitted
around the metal pipes shown in Figure 3.21. They offer suitable stiff-
ness, which can be adjusted by changing their wall thickness. For ourFour compression

states can be reliably
achieved

3× 3 metamaterial designs, we used tubes with a wall thickness of
2 mm and a length of cell space minus one mm. This allowed us
to reach four visibility distinct actuation states, with 2 mm steps of
compression added for each new state. Currently, our metamaterial
patterns have to be manually post-processed in CAD software after
they have been procedurally generated. In addition, they require ad-
ditional hardware embedding, e.g., metal pipes to serve as support
structures. More advanced multimaterial 3D printing may reduce the
need for such additional support, as this would be able to embed in-
ternal structures directly into the design using rigid filaments such
as PLA or carbon compounds. Additionally, the currently embedded
metal pipes influence hardness. To address this, we experimentedRecommendations

for alternative
fabrication
approaches

with different designs and found that up to a metamaterial size of
3 × 3 or 4 × 4 cells at a cell size of 15 mm, designers can rely on
only two metal pipes in the outermost cell rows. This creates an area
in the center of the metamaterials that can be explored without the
influence of the support structures.

3.2.2.3 Fabrication Process

Our objective was to create a 40 mm × 40 mm intractable surface
area that can be explored with a user’s index finger [69]. Similar to
Ion et al. [159], we aimed to fabricate our metamaterials with a low-
cost off-the-shelf FDM printer. According to the authors, they usedExperimenting with

hardness ratings of
3D printing filament

filament with a shore hardness rating of 85A. The lower the shore
hardness rating (A-value), the softer the material. However, since our
use case differs from their application, we 3D-printed metamaterial
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samples with multiple filaments: Prusa PLA (95A), Recreus FilaFlex
(90A), Recreus FilaFlex (82A) and Recreus FilaFlex (60A). We used
the most basic cell shape available in the editor and set the cell size to
15 mm. All samples were 3D-printed on a Prusa i3 MK3S using the
recommended settings from the corresponding filament providers.
We investigated two properties: (1) how easily the metamaterial can
be deformed and (2) how well the prints return to their original shape
after deformation. Both, the 82A and the 60A shore hardness fila-
ments showed promising results, satisfying the two criteria. In next
step, we 3D-printed varying cell sizes: 15 mm, 12 mm and 9 mm.
The latter being the smallest cell size we could reliably print with Setup for technical

explorationthe Prusa i3 MK3s. When testing the deformation of these prints, we
found that the smaller the movable features of the metamaterial, the
softer the filament needs to be. This appears to be an interesting trade-
off between cell size and filament hardness and an important aspect
when fabricating metamaterial structures. While experimenting with Fabrication process

and the resulting 3D
prints are sensitive
to many variables

the printing settings, we observed that many variables, such as slight
variations in nozzle temperature or tightness of the printer screw, sig-
nificantly affect the hardness and quality of the resulting metamate-
rial prints. Therefore, we provide our final 3D printing settings below.
This should be a solid starting point for anyone who wants to fabri-
cate and experiment with their own 3D-printed metamaterials.

• Basic settings: the basic profile and settings should be taken
from the manufacturer’s website.

• Print quality: 0.15 mm.

• Infill: 10%. May be increased for larger metamaterial prints.

• Printing speed settings: we set printing speed settings to
20 mm/s.

• Nozzle temperature: 212 °C.

• Printer screw position: unscrew 2− 3 rotations.

• Extruder: set to zero in the slicer software.

Finally, our final prototypes use a 3× 3 grid with 15 mm cell sizes.
This results in a 4.5 cm× 4.5 cm surface in the uncompressed state.
The average minimal actuation of the metamaterials for the first fea-
tures to emerge lies around 2 mm. Further actuation states are visi-
bly distinguishable when actuating linearly in 2 mm steps. With each Final setup for our

user studymetamaterial design (MAT1–MAT5), we achieved four distinct actua-
tion states, where the maximum compression will be reached at 6 mm.
As a result, even maximal compression still results in a large enough
surface of 4.5 cm× 3.9 cm to be explored.
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3.2.3 Experiment 1: Tactile Metamaterial Perception

To understand the tactile perception of our metamaterials, we con-
ducted an initial user study.

3.2.3.1 Design

The goal of this preliminary experiment was to gather first insights
into how our actuated 3D-printed metamaterial patterns are hapti-
cally perceived in terms of roughness and hardness. Additionally,
we wanted to understand whether certain metamaterial patterns are
more suitable for simulating roughness and hardness. To investigate
this, we used a within-subjects design consisting of a baseline and
similarity assessment phase.

baseline assessment In the baseline condition, we presented
each of the 20 material states once to the participant. They were
asked to explore them with the index finger of their dominant hand.
Then, they rated each material in terms of roughness and hardness
on a 9-point Likert scale. The order in which the metamaterials
were presented to the participants was counterbalanced using Latin
square. We asked the following questions:

Q1.1: How hard would you rate the inspected material? (1 = ex-
tremely soft; 9 = extremely hard)

Study questions for
baseline assessment Q1.2: How rough would you rate the inspected material? (1 = ex-

tremely smooth; 9 = extremely rough)

similarity assessment To directly compare the different
3D-printed metamaterial patterns and their actuation states to each
other, we included a second condition. This resulted in 20∗19

2 = 190

material combinations participants had to assess. Here, we presented
two different metamaterial patterns simultaneously to participants.
We asked them to explore both samples and consequently rate them
on a 9-point Likert scale with respect to their similarity in terms of
roughness and hardness:

Q2.1: How similar does this material feel in terms of hardness? (1 =
extremely different; 9 = extremely similar)

Study questions
similarity

assessment
Q2.2: How similar does this material feel in terms of roughness? (1 =
extremely different; 9 = extremely similar)
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3.2.3.2 Hypothesis

We formulated the following two hypotheses:

H1.1: Increasing the compression of our 3D-printed metamaterial Hypothesis for our
preliminary
experiment

patterns leads to an increase in their perceived roughness.

H1.2: Increasing the compression of our 3D-printed metamaterial pat-
terns leads to an increase in their perceived hardness.

3.2.3.3 Participants

We recruited six participants (two females and four males), aged be-
tween 23 and 59 (mean = 25.5; SD = 15.2) with backgrounds in law,
engineering, accounting, computer sciences and the medical domain.
Regarding hand dominance, five participants indicated being right-
handed, while one participant noted they were ambidextrous with a
preference for left-handed interaction. Participants stated they did not
have any impairments that could influence both their visual or tactile
perception. All participants indicated on a 5-point Likert scale they
never worked with textiles (mean = 2.0; SD = 1.0), and noted they
did not often perform precise handwork (mean = 1.1; SD = 0.3). Par-
ticipants received candy for taking part in the experiment. The study
was approved by the Saarland University’s Ethical Review board.

3.2.3.4 Apparatus

The experiment took place in a quiet room. Our set of metamaterials
consisted of a total of 20 surfaces, i.e., five specific metamaterial pat-
terns, with each having four fixed compression states, see Figure 3.20.
To avoid visual bias, participants were not allowed to see the surfaces
during exploration. To this aim, they were seated in front of a table Metamaterial

exploration study
setup

with a cardboard screen. The opening at the bottom of this screen en-
sured enough room for the hand of the participants to reach through.
Behind the screen, the metamaterial patterns were manually placed
by the experimenter in a fixed location in a laser-cut hold out of wood.
A digital rendering of the setup is depicted in Figure 3.22.

3.2.3.5 Experimental Protocol

Before starting the experiment, participants provided signed consent
and were briefed regarding the upcoming course of events. A short
introduction illustrated the setup and explained the experiment’s pur-
pose. Participants were asked to complete a questionnaire to collect Participants ran

through the
following procedure

their demographic information. During the experiment, participants
were instructed to explore the physical samples using only the index
finger of their dominant hand. For each task, we demonstrated how to
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Figure 3.22: Digital rendering of the experimental setup. The experimenter
prepared the samples for exploration, while the participant rated the tactile
perception of the samples hidden behind the screen.

explore the materials to ensure consistency between samples. Specif-
ically, participants were allowed to use circular lateral exploration to
assess each structure’s surface information and could lightly press
or tap each structure to assess hardness properties. Participants first
completed the baseline task before continuing with the comparison
task. The observer noted the responses for each trial and activated the
next sample. Short breaks were scheduled between tasks and when
the participant noted a feeling of numbness in their finger. Per partic-
ipant, the total experiment took about 60 min.

3.2.3.6 Data collection & Analysis

We collected data from four sources, i.e., demographic information
for the pre-study questionnaire, ratings for hardness, roughness and
similarity for each trial on a 9-point Likert scale. Statistical tests were
chosen based on whether the data satisfied parametric test assump-
tions at α = .05 using Shapiro–Wilk test and QQ plots. Reported
p-values are corrected using Greenhouse-Geisser when the spheric-
ity assumption was violated. For outlier removal, we initially applied
the box plot method. Post-hoc pairwise comparisons were corrected
using Bonferroni-Holm adjustments.

3.2.4 Results

In this section, we present the results of our preliminary experiment.
The analysis is split into two parts corresponding to our study condi-
tions. First, we report the roughness and hardness assessments of the
metamaterials by our participants.

3.2.4.1 Analysis of Baselines

Here, we consider average ratings for roughness and hardness for
each metamaterial and its compression states. We only ran our statis-
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Figure 3.23: Participants separate assessments for haptic roughness and
hardness for the different metamaterial actuation states 0, 2, 4, and 6 mm
(left to right).

tical analysis on each metamaterial, as we were primarily interested
in the change of roughness and hardness within the same material.

roughness All metamaterials MAT1 (F(3,15) = 69.0, p < .0001,
η2 = .828), MAT2 (F(3,15) = 97.8, p < .0001, η2 = .828), MAT3

(F(3,15) = 31.7, p < .0001, η2 = .725) and MAT4 (F(3,15) = 36.8,
p < .0001, η2 = .763), except MAT5 (F(3,15) = 1.80, p < .0001,
η2 = .121) showed a main effect when analysing their roughness
scores. As stated above, it is not surprising that MAT5’s actuation Compressing

metamaterials
significantly
increases the
perceived roughness

states did not show a main effect because its features are well above
the 3 mm threshold [70]. We ran post-hoc analysis on MAT1, MAT2,
MAT3 and MAT4 using Bonferroni-Holm adjustments. The results
are depicted in Figure 3.23 (top). All significant differences are in line
with our H1.1, i.e., showing an increase in perceived roughness with
increased compression of the metamaterial.

hardness MAT2 (F(3,15) = 20.1, p < .0001, η2 = .760), MAT3

(F(3,15) = 16.9, p < .0001, η2 = .578), MAT4 (F(3,15) = 6.82, p = .004,
η2 = .491), and to our surprise even MAT5 (F(3,15) = 14.2, p = .002,
η2 = .515) showed a main effect, when analyzing their hardness
scores. Only MAT1 (F(3,15) = 2.0, p = .157, η2 = .233) did not re-
veal a main effect. We ran post-hoc analysis using Bonferroni-Holm For hardness

perception results
are mixed

adjustments. The results are depicted in Figure 3.23 (bottom). For
hardness, our results are mixed. Even though we found significant
differences between the actuation states, they do not seem to follow a
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clear trend, an exception being MAT4 which follows our H1.2. For all
other metamaterials, our preliminary study fails to provide evidence.

3.2.4.2 Analysis of Similarities

Here, we consider the similarity ratings obtained through paired com-
parisons of our metamaterials. We combined the similarity ratings
of roughness and hardness for each metamaterial pair by averaging
them. To determine the consistency of the obtained data, we used
Spearman’s rank correlation tests on the averaged similarity assess-
ments. Here, we found the averaged similarity ratings for each partici-
pant to be correlated with those of every other participant (Mr = 0.52,
p < .001). Given this result, we note that averaged similarity assess-
ments remain consistent across participants. For further analysis, theHow similar are the

selected
metamaterials to

each other?

similarity assessments (1–9) were converted to normalized dissimilar-
ity ratings (0–1). With these ratings, we created a symmetric dissim-
ilarity matrix containing the perceptual distances between all meta-
materials and compression states. Using an analysis of similarities
(ANOSIM), we compared different groups within our distance ma-
trix. We found a significant difference when comparing groups of
different compression levels (R = 0.476, p < .001). However, we did
not find a significant difference when comparing groups of different
metamaterials (R = 0.156, p = .076). We conclude that compression
levels have the greatest impact on users’ perception of the material.

3.2.4.3 Summary & Metamaterial Selection

The main goal of the experiment was to collect early feedback on
the prototypes and select the most promising metamaterials for our
main study. Our preliminary findings suggest that MAT1, MAT2,
MAT3, and MAT4 appear to be promising candidates for increasing
the perceived roughness upon actuation. In contrast, for hardness,We selected MAT1

and MAT4 as the
most promising

candidates

only MAT4 followed our hypothesis, showing an upward trend in
hardness upon compression. Consequently, we decided to include
MAT4. In addition, we also used MAT1 in the main experiment as
it created the most distinct levels of roughness according to partici-
pants’ assessments.

3.2.5 Experiment 2: Visuo-Haptic Perception

Using our selected metamaterials MAT1 and MAT4, we conducted a
user study in VR to investigate how our designs were able to simulate
visuo-haptic materials.
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3.2.5.1 Design

The goal was to study how adding visual material textures atop our
3D-printed metamaterials affects their perception. Therefore, we com- Adding visual

texture overlaysbined our metamaterial patterns with virtual material textures in VR

and asked users to rate how well they matched. Moreover, we were
interested in the range of possible material textures that a single ac-
tuated metamaterial may simulate. We again used a within-subjects
study design. We focused on the two most promising metamaterial
patterns from our preliminary experiment, MAT1 and MAT4, at the
compression rates of 0, 2, 4, and 6 mm. This makes a total of eight
metamaterial patterns that participants ought to explore. Due to our
concerns regarding the longevity of the metamaterials, we again fix- Preparing the

samplesated the different compression states by screwing our actuation mech-
anism with the metamaterials onto small wooden plates (see Fig-
ure 3.20). The virtual material textures were chosen based on previous
research by Degraen et al. [69]. We added two additional virtual ma-
terials, resulting in the following selection: metal, wood, glass, plastic,
concrete, and fabric, depicted in Figure 3.18. We believe that our se-
lection covers a wide range of everyday materials and, therefore, pro-
vides a solid starting point. Below, we describe the three conditions
in the order participants completed them.

haptic baseline The participants were asked to explore all eight
metamaterial patterns once and rate them regarding their perceptual
dimensions, roughness, and hardness on a 9-point Likert scale. Addi-
tionally, we asked: “Which material do you think this is?” to better un-
derstand whether participants associate the 3D-printed metamateri-
als with known textures or objects from their everyday environments.
To ensure that the participants only relied on their haptic senses, the
VR headset was turned off during this condition, only showing a dark
screen. The order in which the participants explored the eight meta- Our two baseline

conditionsmaterial patterns was counterbalanced using a Latin square design.

visual baseline Next, participants rated all visual material tex-
tures regarding their roughness and hardness, i.e., they rated how
they would expect the materials that they saw to feel on a 9-point
Likert scale. We also used the question “Which material do you think
this is?”, to make sure all materials were properly recognizable by the
participants. The order in which the virtual material textures were
presented was again counterbalanced using a Latin square.

visuo-haptic combination Finally, we looked at the com-
bination of visual material textures and haptic exploration of the
metamaterial patterns. Each metamaterial pattern was paired with
all six virtual material textures, resulting in 48 pairs. These pairs
were presented to the participants in a randomized order. Repeatedly,
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one of the material spots in the VR environment was highlighted,
indicating which material textures should be explored next. The
participants then proceeded to explore the highlighted material both
visually and haptically at the same time. Consequently, they gave
a separate rating for roughness, hardness, and similarity (between
the visual and haptic material texture) on a 9-point Likert scale and
responded to the “Which material do you think this is?“ question.

Q1.1: How hard would you rate the inspected material? (1 = ex-
tremely soft; 9 = extremely hard)

Questions assessing
visuo-haptic
combination

Q1.2: How rough would you rate the inspected material? (1 =
extremely smooth; 9 = extremely rough)

Q1.3: How does the visual and the haptic perception match? (1 = not
at all; 9 = extremely similar)

3.2.5.2 Hypothesis

Besides confirming our preliminary findings from experiment one,
we formulated two additional hypotheses for our main experiment:

H2.1: Combining our 3D-printed metamaterials with visual materialHypothesis for our
main experiment overlays leads to a shift in perception.

H2.2: Our 3D-printed metamaterial patterns provide matching haptic
sensations for visual material textures.

3.2.5.3 Participants

We recruited 16 participants (six females and ten males), aged be-
tween 22 and 59 (mean = 25.5; SD = 11.1) with various backgrounds,
including computer sciences, education, economics, biology, law, elec-
trical and mechanical engineering. Twelve participants stated that
they were right-handed, and three were left-handed. All participants
confirmed that they have no impairment in their index finger which
may affect their perception. Additionally, we asked how often par-Participant pool for

our main experiment ticipants perform precise handwork, e.g., sewing or stitching, on a
5-point Likert scale. Four participants rated themselves with a four
or five; all others were three or below (mean = 2; SD = 1.3). Partici-
pants’ answers about how often they work with textiles, e.g., clothing,
design, or tailoring, on a 5-point Likert scale showed that only two
answered with a higher value than four. All others are around one
and two (mean = 1; SD = 1.1). Out of the 16 participants, only three
had prior experience with VR. Therefore, we highlighted very care-
fully to all participants that they can pause or stop the experiment at
any time, e.g., in case they feel uncomfortable. Participants received
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unlimited candy as compensation for taking part in the experiment.
The study was approved by the Saarland University’s Ethics and Hy-
giene Board.

3.2.5.4 Apparatus

Our apparatus consisted of an HTC VIVE Pro tracking system with
SteamVR (v.1.22) and OpenVR SDK (v.1.16.8). The simple virtual
scene was developed in Unity3D (v.2021.1.0). We used a Raubtier
NBB01471 offering an Intel® Core i7 9700kf CPU, 32 GB RAM and
an Nvidia® GeForce RTX 2080Ti for running the experiment. We
included an androgynous hand representation without noticeable
characteristics. To enable hand tracking, an HTC Vive tracker was Hardware setup in

the experimentattached to the back of the participant’s hand. We used the calibration
method from Zenner and Krüger [382], asking participants to touch
the touch-sensitive trackpad of an HTC Vive controller with the tip
of their index finger. This was used to properly align the virtual hand
model with the real hand. We rendered either a right or a left virtual
hand, corresponding to a participant’s handedness. To present the
eight different metamaterial patterns to the user, we laser-cut a
mount where the prepared metamaterial plates fit in. The mount was
placed on a table in front of the user, allowing participants to explore
the metamaterials while, at the same time, enabling the experimenter
to quickly rearrange the metamaterial patterns throughout the study.

3.2.5.5 Experimental Protocol

First, participants received a general introduction to the study. Next,
we gathered their consent and asked them to fill in a demograph-
ics questionnaire. We explained the task, including a demonstration
of how to explore the metamaterial patterns with the index finger
of their dominant hand. Then, we attached the Vive tracker to the Demographics hand

calibration and
practice round

participant’s hand, they entered the virtual environment, and we per-
formed the hand calibration. Participants were guided through a prac-
tice round, showing them how to respond to the questions displayed
in VR. Finally, they went through our three study conditions described
above. Participants were prevented from seeing the metamaterial pat-
terns before and during the study to avoid biases. Overall, the exper-
iment took about 70–80 min.

3.2.5.6 Data collection & Analysis

We collected data from six sources: a pre-study questionnaire for de-
mographic information; hardness, roughness and similarity ratings
on a 9-point Likert scale; participants material assessments and a
semi-structured interview to better understand participants’ experi-
ences with our prototypes. Questionnaire responses were collected Collected data from

six sourcesinside the virtual environment using our VRQuestionnaireToolkit [94].
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Figure 3.24: Haptic baseline. Participants separate assessments for rough-
ness (top) and hardness (bottom) for the different metamaterial actuation
states.

Interview responses and participants’ comments were coded for anal-
ysis. Analog to experiment 1, we chose statistical tests based on para-
metric test assumptions at α = .05, and we used outlier removal with
the box plot method. Post-hoc pairwise comparisons were corrected
using Bonferroni-Holm adjustments.

3.2.6 Results

3.2.6.1 Baseline Results

In this section, we present the results from our main experiment. The
analysis is split into two parts corresponding to our study conditions.
We start by reporting our results from the haptic and visual baseline
conditions. Finally, we present the results from the visuo-haptic com-
bination.

haptic baseline Participants rated the different actuation
states of MAT1 and MAT4 significantly different from each other,Haptic baseline

largely confirms
preliminary results

in terms of roughness MAT1 (F(3,15) = 2.025, p = .023, η2 = .578)
MAT4 (F(3,15) = 2.025, p = .023, η2 = .164) and hardness MAT1

(F(1.92,28.7) = 72.1, p < .0001, η2 = .774) MAT4 (F(1.9,28.6) = 182.0,
p < .0001, η2 = .853), across various metamaterial actuation states
(see Figure 3.24). This confirms the results from our preliminary
experiment and thus provides evidence for H1.1 and H1.2. One
exception is that MAT1 in its maximum actuation state (6 mm),
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Figure 3.25: Visual baseline. Participants separate assessments for roughness
(left) and hardness (right) for the different visual material textures.

was rated significantly softer than its predecessor 4 mm, which
contradicts with our hypothesis that increasing actuation leads to a
perceived increase in hardness. This might be caused by the fully
emerging features, adding up to 2 mm in height. This feature layer
has fewer support structure; thus, causing the material to deform
until the ‘base’ layer by acting like a cushion. Considering that all
other actuation states worked as expected, we believe that there is
an interesting trade-off between feature design and compression rate
that requires further exploration.

Participants’ responses when being asked to identify the material
without visual information. 64% of the collected answers were rub-
ber or plastic variations for MAT1. Interestingly, we mostly observed
other answers such as fish scales, tar, grass, tree branching or fine
stone, in the actuation states and not in the non-actuated state. This Shifting material

perception without a
visual stimulus
remains challenging

suggests that there exist materials that are closely reassembled by the
actuated metamaterials. For MAT4 however, substantially fewer al-
ternatives to rubber and plastic (only 15%) were given. For example,
tree bark, sandstone or metal. While the non-actuated metamaterials,
MAT1 and MAT4, were mostly associated with rubber or plastic, the
higher compression rates are potentially capable of providing more
complex material sensations. Moreover, participants often used adjec-
tives such as “rough” and “damaged” to describe metamaterials with
greater actuated states.

visual baseline The results confirm our selection of visual ma-
terial textures vary in expected roughness (F(6,30) = 4.025, p = .003,
η2 = .653) and hardness (F(6,30) = 2.025, p = .023, η2 = .853)
(see Figure 3.25). For example, glass and concrete have significantly
(p < .0001) different roughness ratings, comparable to fabric and
metal for hardness (p < .0001). Participants were able to identify Visual material

renderings in VR
could be easily
identified

all textures without prior information, purely upon visual inspection.
We only observed three mismatches, metal and concrete were per-
ceived as marble twice, and glass was perceived as ice once. Please
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Figure 3.26: Haptic baseline vs. visuo-haptic comparison. Combined assess-
ments for roughness (top) and hardness (bottom).

note that the fabric material was described as “jeans” in 81% of an-
swers, which was not concerning to us. This is a confirmation that
our visual materials were accurately represented in VR.

3.2.6.2 Mixed Perception Results

visuo-haptic perception First, we analyze how adding visual
material overlays affected the perceived roughness and hardness ofVisual material

overlays
significantly affect

tactile perception

our metamaterials. To do so, we compared participants’ roughness
and hardness assessments from the haptic baseline to the visuo-
haptic condition using multiple pairwise t-tests (Bonferroni-Holm
adjusted) at each actuation state. The results are depicted in Fig-
ure 3.26 and Figure 3.27, suggesting that displaying a visual material
texture on top of our metamaterials significantly affects perception.

For hardness, MAT1, three out of four actuation states are per-
ceived as significantly harder when a visual material was added. For
MAT4, only zero actuation shows a significant increase in reported
hardness (p < .05). When comparing the visual baseline to the visuo-
haptic condition, we found similar effects. Expected hardness basedVisual material

overlays affect
perceived hardness

on vision was significantly different to the visuo-haptic hardness
score for four out of six visual material textures: concrete (p < .0001),
fabric (p < .0001), glass (p < .0001) and metal (p < .0001). Fabric was
predicted to be softer, but felt harder in contrast to concrete, glass
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Figure 3.27: Visual baseline vs. visuo-haptic comparison. Combined assess-
ments for roughness (left) and hardness (right).

and metal which were softer than anticipated.

For roughness, only MAT4 at the two actuation states 2 and 6 mm
were perceived as significantly less rough when a visual material was
added compared to the haptic baseline. However, visual baseline and Visual material

overlays affect
perceived roughness

visuo-haptic condition, significantly differed for three out of six vi-
sual material textures: glass (p < .0001), metal (p < .0001), plastic
(p < .01). Here, adding a metamaterial significantly increased rough-
ness for the three materials. Together with our previous findings, we
conclude that participants mostly relied on their haptic sense to assess
roughness and hardness of a metamaterial, and that adding visual in-
formation can lead to a perceptual shift.

perception of similarity For each visuo-haptic combination,
we recorded the similarity rating of participants’ visual and haptic
sensations. Figure 3.28 shows the average matching rate for each
combination. For both metamaterials, we compared the ratings
between the four compression levels using Friedman tests (α = .05)
with post-hoc analysis using Wilcoxon signed ranks tests and
Bonferroni-Holm correction. Overall, the similarity ratings were
found to significantly differ depending on the level of compression
the material was in (MAT1: χ2(3) = 55.590, p < .001, W = .191;
MAT4: χ2(3) = 48.791, p < .001, W = .169). Pairwise comparisons
found significant differences between all compression states exclud-
ing 2 mm and 4 mm for MAT1, and 0 mm and 2 mm, and 4 mm
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Figure 3.28: Average similarity ratings for each visuo-haptic combination
per metamaterial.
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Figure 3.29: Similarity ratings in the visuo-haptic combination for MAT1

and MAT4 at each actuation state.

and 6 mm for MAT4 (see Figure 3.29). Furthermore, Kendall’s tau-bSimilarity rating
affected by

metamaterial
compression

correlation tests indicated a medium, negative correlation between
the rating of visuo-haptic similarity and the compression state of
a metamaterial (τ = −0.273, p < .001, N = 768). These results
indicate that as the metamaterial was compressed, the visual and
haptic impressions deviated from each other, showing an increase in
perceived mismatch.

For each metamaterial, we additionally compared the similar-
ity ratings between the six virtual textures using Friedman tests
(α = .05) with post-hoc analysis using Wilcoxon signed ranks tests
and Bonferroni-Holm correction. Overall, the similarity ratingsRobustness of

visuo-haptic illusion were found to significantly differ depending on the visual mate-
rial overlaid (MAT1: χ2(5) = 28.614, p < .001, W = .089; MAT4:
χ2(5) = 25.844, p < .001, W = .081). Pairwise comparisons indicated
significant differences between the pairs of glass-concrete, glass-
metal, glass-wood, and wood-fabric for MAT1, and between the
pairs of glass-concrete, glass-fabric, glass-plastic, and glass-wood for
MAT4 (see Figure 3.30). From these results, we see that the similarity
ratings were significantly lower for virtual glass, indicating that
visuo-haptic mismatches were easily perceived for this texture.
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Figure 3.30: Similarity ratings in the visuo-haptic combination for MAT1

(left) and MAT4 (right) for each visual material overlay.

subjective material perception The anecdotal data of the
perceived materials was further analyzed by manually extracting the
materials and objects participants identified. We characterized both
abstract and concrete depictions into a set of 28 distinct perceptions.
Here, we found eight recurring categories, namely stone-like (stone,
tile, concrete, rock, marble, pebbles), wood-like (wood, bark), glass- Participants

described material
states

like (glass), fabric-like (fabric, cotton, silk, wool, jeans, pad, car seat
fabric), plastic-like (plastic, laminate, epoxy, plastic doormat, toy),
metal-like (metal, sheet, splinter, tank armour), rubber-like (rubber,
tire), and other (water). From this, we note that our set of metamateri-
als combined with visual textures was able to elicit a wider range of
material perceptions. To explain their perception, participants used
adjectives to detail on the materials and objects in 28.52% of all in-
dications. We further analyzed adjectives by grouping them into 4

categories, i.e., tactile, visual, material, and geometric. In most cases
where adjectives were used (66.52% of all adjectives), tactile proper-
ties indicated sensations such as roughness, smoothness, or the pres-
ence of a texture. Material properties (32.16%) were used to indicate
the state of a perceived object, e.g., damaged, broken, or worn. Fur-
thermore, a small amount of adjectives referred to either visual prop-
erties (0.88%), e.g., shiny, or geometric properties (0.44%), e.g., small.
From this, we see that adjectives were mostly referring to users’ tac-
tile perception. We further investigated the relationship between the Participants used

adjectives to describe
their experiences

rating of visuo-haptic similarity, the compression state of the meta-
materials, and the subjectively perceived materials. Kendall’s tau-b
correlation tests indicated a small but significant positive correlation
between the use of an adjective and the compression state of a meta-
material (τ = .110, p < .001, N = 768). However, there was no corre-
lation found between the visuo-haptic similarity rating and the com-
pression state of a metamaterial (τ = .038, p = .226, N = 768). From
this, we see that adjectives were likely not used to explain mismatches
between users’ visual and haptic perception, but more likely to elab-
orate on the increased amount of surface features upon compression
of the metamaterials.
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3.2.6.3 Summary

Our main study supports the findings and hypothesis H1.1 and H1.2
from our first preliminary experiment. Hence, we conclude that meta-Metamaterials

enhance tactile VR
experiences

material patterns MAT1 and MAT4 can create distinct levels of rough-
ness, and especially MAT4, also for hardness. When combining our
metamaterials with visual material textures, we often observed a drift
in perception H2.1. For example, glass was rated with the lowest
roughness score; however, when combined with our metamaterials
received significantly higher scores. Thus, participants relied more on
their haptic sense in case of increasingly conflicting sensory (haptic
and visual) information. Our analysis of the similarity ratings sug-
gests that as the metamaterial was compressed, the visual and haptic
impressions deviated from each other, showing an increase in mis-
matching perception—most likely caused by the lack of adaption of
the virtual materials. This was supported by the high similarity rat-
ings for the 0 and 2 mm actuation states, contrary to the significant
decline at 4 and 6 mm (H2.2).

3.2.7 Discussion of Metamaterials

Motivated by recent advancements in the field of fabrication, we in-
vestigated the use of metamaterial textures to influence tactile percep-
tion. Next, we discuss the potential impact of our investigation and
its current limitations and provide directions for future work.

3.2.7.1 Metamaterials for Touch Experiences

Our work started out with the design and fabrication of five different
metamaterials. Through lateral compression, the surfaces were able
to dynamically change their physical configuration, which influenced
their compliance and surface texture. From the results of our prelimi-
nary perceptual user study, we show these different physical configu-
rations of our metamaterials translate to variations in their perceived
tactile hardness and roughness. While we found a clear relationship
between the compression state of a metamaterial and its tactile per-
ception, not all designs consistently influenced perception in the same
manner. Our results contribute to the field of fabrication and under-Compressing

metamaterials affects
perception

line that metamaterials are able to extend existing methods for fabri-
cating ‘feel’ aesthetics [344]. The careful construction of metamaterials
allows for the design of different tactile states that are able to commu-
nicate different sensations. Our psychophysical investigation bridges
the gap between fabrication of metamaterial textures [159] and their
perception. In a further step, a perceptual modeling approach would
enable procedural design of different tactile states in single fabricated
samples [271].
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3.2.7.2 Metamaterials for Passive Haptic Feedback

In a second study, we evaluated the use of a subset of our metamate-
rials in a virtual setting. The baseline analysis shows that the visual
properties of our set of virtual textures clearly communicated dif-
ferent impressions. For our physical metamaterials, the haptic base-
line indicated significant differences in roughness perception between
compression states, with limited differences in hardness perception.
By combining visual and haptic stimuli, we see that our metamateri-
als can serve as passive haptic proxies for virtual textures. Depend-
ing on the virtual texture and the metamaterial used, visuo-haptic
integration was able to serve a consistent tactile experience. This is
underlined by the similarity ratings of the visual and haptic stimuli.
However, discrepancies between visual and tactile features drove per-
ception to align with the haptic stimuli, causing haptic dominance.
A similar effect shown by Iesaki et al. [157], stated that although tac-
tile impressions can be intentionally changed by providing appropri-
ate visual stimulation, the coarseness of the visual and tactile tex-
tures has to be close to each other. This is further illustrated by the
indicated material perceptions. As highly matching sensations were
able to elicit clear material perceptions, discrepancies were explained
through the use of adjectives. Our work builds upon previous work Adding visual

feedback shifts tactile
perception

in combining visual and haptic impressions to influence material per-
ception [69, 182], and fabrication technologies for designing varying
psychophysical impressions [66, 139, 271]. From our results, we see
that haptically-varying metamaterial surfaces enable material percep-
tion in combination with visual textures. As users actively try to make
sense of sensory input, further work investigating the thresholds of
visuo-haptic discrepancies is needed to understand how consistent
material perceptions can be simulated. As underlined by the field of
haptic design, there is a pressing need for intuitive and comprehen-
sive approaches to enable designers to create and share convincing
and immersive experiences [68, 292, 293]. Rather than taking an ac-
tive feedback approach [66, 366], we envision the use of fabrication
technologies for designing haptic experiences. Specifically in virtual
environments, the visuo-haptic perception of fabricated artifacts is
able to drive on-demand creation of haptic experiences. Our work
presents an initial investigation into the use of metamaterials for tac-
tile experiences through passive haptic feedback in VR. Our results
are bound by several limitations that should be improved.

3.2.7.3 Study Limitations

In this first investigation, we asked participants to explore our meta-
materials through circular lateral movement using their index finger,
which was monitored by the experimenter. Since the perception of
textures is highly motion dependent [290], the lack of rigid control
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might have influenced our results. This needs to be addressed in fu-
ture psychological experiments by, e.g., only allowing passive explo-Motion dependence

and magnitude of
perceived change

ration through a robotic device, controlling for various interaction pa-
rameters such as velocity, pressure, and trajectory. Future work also
needs to improve the understanding of how the compression rate
of metamaterials affects the magnitude of, e.g., perceived roughness.
For example, by determining the Just-Noticeable-Difference (JND) be-
tween actuation states to more deeply investigate their relationship.

3.2.7.4 Visuo-Haptic Matching

A main limitation illustrated by our results is the lack of appropriate
adaptation of the used virtual models. In our naive approach, we did
not alter the virtual model overlaid onto the fabricated samples. As
the lateral compression of our samples influenced their physical con-
figuration, participants clearly noted discrepancies between their tac-
tile and visual perception. For high levels of compression, this visuo-
haptic mismatch led to haptic dominance, i.e., the scenario where par-
ticipants relied on their haptic sense to guide their entire perception.
Future iterations need to ensure that the physical metamaterials areInteraction with

materials was not
visually supported

correctly aligned with the virtual object they are paired with [256]. To
adapt virtual models appropriately, an accurate approach is needed
to record the state of the metamaterial in question while tracking the
user’s interaction with the sample. Recent advancements in multi-
material fabrication have allowed for the integration of conductive
materials that can be used for capacitive sensing. This would allow
tracking of a user’s finger during interaction. Furthermore, recent
work has shown that sensing mechanisms can be directly embedded
into the fabrication process to track the state of the metamaterial [125].
Through such sensing approaches, the virtual representation can be
adapted to emphasize the presence of more features.

3.2.7.5 Actuating Metamaterials

Our metamaterials changed their physical configuration through lat-
eral compression. For this, we designed and created a setup that in-
cluded an electromotor for actuating linear gears, controller by a mi-
crocontroller. Internal support for the surfaces was provided through
embedded metal pipes that controlled unwanted deformations by sta-
bilizing the samples. During our perceptual studies, we used pre-Actuation approach

needs further
refinement

compressed samples to ensure consistency and to reduce the study
duration. As our current setup remains bulky and lacks precision,
there is certainly room for improvement. For example, the actuating
elements can be embedded directly in the metamaterial design.
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3.2.7.6 Fabrication of Perceptual Features

One of the key limitations that we encountered while prototyping
was the metamaterial’s feature size that we could reliably print with
an off-the-shelf FDM 3D printer. We believe that there is still poten-
tial to improve upon our results and create other metamaterials with
different surface texture information. Perhaps other fabrication meth- Alternative

fabrication methodsods such as stereolithography (SLA) 3D printing, can be used to fabri-
cate metamaterials, including smaller features, which may benefit the
haptic resolution. In addition, approaches such as Taclets [139] which
enable rich electro-tactile feedback on various 3D-printed geometries,
may help to overcome such limitations. To further increase the resolu-
tion, our approach can be combined with methods that capture real-
world surface information [67]. Finally, this can be used in perceptual
modeling to ensure the user’s perception aligns with the designer’s
intention [271]. At this early stage, we did not conduct a technical
evaluation investigating longevity and potential issues caused by ma-
terial deterioration. We observed that our actuation approach suffers
from inaccuracies that need to be overcome in future iterations, and
therefore, we decided to use fixed samples in our experiments.

3.2.7.7 Visuo-Haptic Integration

Our method builds upon passive haptic feedback approaches that
pair physical objects with virtual representations to create visuo-
haptic experiences in VR. As pointed out by related work, such an
approach has the potential to improve the user’s sense of presence, Merging visual and

haptic sensory
inputs

positively impacting their experience [158]. The idea of metamaterials
builds upon the concept of fabricating abstract objects that influence
tactile dimensions in order to build texture or material impressions in
combination with visual information [69]. By capturing the baseline
assessments, we were able to receive an initial impression of what
users might expect from both modalities. For example, when visually
assessing a texture, some users might interpret the texture completely
differently, leading to different tactile expectations. This might have
caused a bias that influenced their further assessments. Through the
visuo-haptic combinations, we aimed to understand how different
combinations matched and how they were able to build consistent
material impressions. Future work would need to explore how the
presence of roughness and hardness guides material perception in
a more general manner and how immersive environments benefit
from these combinations in terms of realism and presence.

3.2.7.8 Beyond Touch

Expanding our approach to real-world use cases may create the de-
mand for local and global controllability, rather than uniform com-
pression as designers will need to integrate local texture variations.
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We believe that more advanced metamaterials can fulfill these require-
ments because they can actuate themselves in a cell-by-cell fashion
[368]. We are also interested in taking this approach beyond one-Not limited to form

factor finger-touch interactions. For example, Ion et al. [159] presented a
bike handle, differing in friction, depending on the compression of
the metamaterial. Similarly, we could envision metamaterials that
augment controller-based interfaces [363, 382]. Here, auxetics meta-
material designs might be worth investigating because their form
factor remains unaffected upon actuation [320]; instead, our current
metamaterial designs become smaller, reducing the interaction area.

3.2.8 Conclusion & Contributions

In this section, we contribute to RQ1 by presenting a novel concept
to simulate tactile experiences in VR using dynamic 3D-printed
metamaterial compression in combination with visual material
overlays (C1). We outline the design and fabrication process of five
metamaterials that can be fabricated with off-the-shelf hardware and
we open-source our 3D models to the community (C6). We bridge
the gap between fabrication and user perception of our metamaterial
designs by conducting two experiments. As a first proof of concept,Selection of most

promising
metamaterials

we investigated how participants perceive metamaterials and their
compression states across the perceptual dimensions of roughness
and hardness. In summary, MAT1–MAT4 showed promising results
in influencing roughness, but only MAT4 for hardness, showing
that not all designs consistently influenced perception in the same
manner. Based on these insights, we selected MAT1 and MAT4,
providing the widest range of tactile impressions.

Next, we conducted our main experiment, exploring the use of
these two metamaterial patterns as passive haptic proxies for simulat-
ing visuo-haptic material experiences in VR by combining them with
six visual material texture overlays. Our results suggest that meta-
materials can act as VR proxies and support tactile material percep-
tion through visuo-haptic stimuli. Our approach contributes to theMetamaterials can

be an effective asset
in haptic proxy

design

field of fabrication and underlines that metamaterials can be an ef-
fective tool in designing haptic VR experiences through proxies (C1).
The design and compression of metamaterials allow one to create dif-
ferent tactile states that can communicate different sensations. This
significantly enhances the state-of-the-art as it allows dynamic shape-
change, according to the concept of DPHF, of the metamaterial upon
compression. Therefore, they can provide a wide range of tactile sen-
sations without requiring additional fabrication. Together, this pavesOn the way to

multipurpose
proxies

the way for truly multipurpose proxies as metamaterials may be ap-
plied to existing controllers and devices. Thus, metamaterials could
also be used in combination with the VoxelHap toolkit presented in
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the previous section, augmenting Voxels and/or Plates. Because it
acts as an add-on, it can be combined with approaches that allow for
direct and embodied interaction. Finally, by introducing mismatches
between what users feel and what they see, we also contribute to
(C3). The process of multisensory integration between visual and tac-
tile features drove perception to align more with the haptic stimuli,
causing haptic dominance. This contributes to the theoretical knowl- Conflicting sensory

informationedge and understanding of the robustness of hand-based illusions
in VR, showing that although tactile impressions can be intentionally
changed by providing appropriate visual stimulation, the coarseness
of the visual and tactile textures has to be close to each other.

3.3 summary

In this chapter, we presented two novel approaches for proxy design,
going beyond focusing only on a single haptic modality or severely
limiting the type of interactions inside IVEs (RQ1). As a result, our
approaches enhance the field of proxy-based haptic feedback while
tackling the grand challenge of Similarity [256].

In Section 3.1.1, we presented the VoxelHap toolkit which enables
Lisa to construct highly functional proxy objects (i.e., replicas) using
Voxels and Plates. Voxels are blocks with special functionalities
that build the core of each physical proxy. They enable functional
proxy parts with sensing and actuation capabilities to ensure high
visuo-haptic synchronization during object manipulation. Additional
Plates increase a proxy’s haptic resolution, such as its shape, texture,
or weight, resulting in a holistic, multimodal haptic experience (C1).
The toolkit comes as an end-to-end system, providing open-source
hardware and software tools that support the construction and re-
configuration of proxies (C6). We demonstrate the capabilities of the
VoxelHap toolkit through our technical evaluation and the construc-
tion of a range of fully functional proxies (C5). In two experiments
with 24 participants, we evaluate a subset of the constructed proxies,
studying how they compare to a traditional VR controller. First, we VoxelHap proxies for

multimodal haptic
feedback

investigated VoxelHap’s multimodal haptic feedback, showing that
it can provide a variety of tactile and kinesthetic haptic sensations
while allowing dynamic touch and exploratory interactions (C1).
Second, we investigated the trade-offs of using additional shape
resolution by applying VoxelHap’s ShapePlates. Here, our findings
show proxies with higher shape fidelity outperform traditional
controllers and were generally favored by participants. However,
the greater Similiarity between the virtual object and the VoxelHap
proxy led to uncanny valley effects where participants’ sensitivity
to visuo-haptic mismatches increased (C3). Finally, one of the main
drawbacks of the approach is the manual reconfiguration required to
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change the properties of the proxy, slowing down its performance.

Therefore, in Section 3.2, we create more flexible and dynamic
proxies by combining actuation with 3D-printed metamaterials. To
this aim, we proposed metamaterial structures able to alter their
tactile surface properties, e.g., their hardness and roughness, upon
lateral compression. First, we designed and open-source five different
metamaterial patterns based on features that are known to affect tac-
tile properties (C6). In a preliminary experiment with six participants,
we evaluated whether our samples were able to successfully convey
different levels of roughness and hardness sensations at four levels
of compression. While we found that roughness was significantly
affected by compression state, hardness did not seem to follow
the same pattern. In a second experiment with 16 participants, we
focused on two metamaterial patterns that appeared to be promising
for roughness and hardness and investigated their visuo-haptic
perception in VR. Here, eight different compression states of our
two selected metamaterials were overlaid with six visual material
textures. Our results suggest that the visuo-haptic combinationsDynamic

metamaterials can
enhance texture

perception

enhanced tactile material perception in VR through which a single
physical proxy can provide a wide range of tactile sensations (C3).
Additionally, when asked which material participants perceived,
adjectives such as “broken” and “damaged” were used. This indicated
that metamaterial surface textures could be able to simulate different
object states. Our results underline that metamaterial design is able
to extend the gamut of tactile experiences of 3D-printed surface
structures, as a single sample is able to dynamically reconfigure its
haptic sensation through compression (C1).

Finally, both research projects can be situated in the field of haptic
proxies for VR, and while they provide valuable contributions, they
share the underlying limitations of any physical artifact that cannot
yet be easily overcome.
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Videos about the work and prototypes presented in this chapter are
available online and can be accessed through the QR codes. Images
and parts of the text in this chapter, as well as the presented figures,
tables, ideas, concepts, implementations, applications and uses cases,
studies and experiments, results, discussions, and conclusions, have
been published previously in:

[104] Martin Feick, André Zenner, Oscar Ariza, Anthony Tang,
Cihan Biyikli, and Antonio Krüger. In Proceedings of ACM UIST
2023. Turn-It-Up: Rendering Resistance for Knobs in Virtual Reality Video

through Undetectable Pseudo-Haptics.

[95] Martin Feick, Niko Kleer, André Zenner, Anthony Tang, and An-
tonio Krüger. In Proceedings of ACM CHI 2021. Visuo-haptic Illusions
for Linear Translation and Stretching using Physical Proxies in Virtual Video

Reality.

4.1 towards pseudo-haptic resistance

Figure 4.1: Pseudo-Haptic Resistance can be created by ‘slowing down’ a user’s
real-world rotations of a knob. As a result, the red needle rotates slower
than the white needle.

4.1.1 Introduction

Proxy objects underlie the physical constraints of fabrication, materi-
als, and energy management that cannot be easily overcome. Many
haptic VR controller and proxies, including our approaches devel-
oped in Chapter 3, suffer from this general limitation. However, hand- Undetectable

hand-based illusions
to enhance haptics

based illusion techniques for VR may help to address these limitations
as they can ‘trick’ Lisa’s perception into experiencing, for instance,
haptic feedback without the need of physically rendering it [227]. Yet,
while some illusion techniques can render haptics, there still exists
a high demand for unnoticeable hand-based illusion techniques for

129
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VR (RQ2) that can be used to improve the haptic resolution of prox-
ies and devices. Through Pseudo-Haptics [227], we can provide hap-
tic feedback based solely on visual stimuli, taking advantage of the
visual-dominance over proprioception [47]. Recently, this technique
has been successfully used to simulate 3D button presses in mid-air
[32]. Ariza Nunez et al. [15] presented the Holitouch technique, con-
veying the holistic sensation of stiffness, contact, and activation when
pressing mid-air buttons. They used a wearable device combining tap-Approaches to

haptically render
virtual buttons

ping and vibrotactile sensations on the fingertip and C/D ratio manip-
ulation to render various types of buttons. There exists a considerable
amount of work on buttons, but knobs, i.e., rotational elements that
are part of many interfaces with clear affordances in the real world,
have received little to no attention. This prevents VR designers from
incorporating such elements in VR as it is unclear how appropriate
haptic feedback can be achieved through proxy interfaces, and howHaptic rendering for

knobs is missing many proxies would be required to render virtual knobs that differ,
for example, in resistance. To fill this gap, we designed a novel type of
pseudo-haptic effect, called Pseudo-Haptic Resistance, which combines
rotational C/D gain manipulations with a physical proxy knob.

4.1.2 Undetectable Pseudo-Haptic Resistance

In this section, we introduce our Pseudo-Haptic Resistance and outline
the design and implementation of the prototype that provides phys-
ical resistance. Finally, we show the most relevant findings from our
preliminary experiment. Figure 4.1 illustrates Pseudo-Haptic Resistance
as it is experienced by users. Here, the user has physically rotated the
knob 60◦, but the virtual knob has only rotated 30◦. We create this ef-
fect by scaling the user’s real-world movements (Control) with what
is displayed in the virtual world (Display) with the C/D ratio. ThisChanging perceived

haptics while
remaining

unnoticeable

is a common approach to create illusions in VR, for example, pseudo
weight [288, 323]. Therefore, we opted for this method scaling down
users’ real-world movements, resulting in smaller virtual movements
than physically performed, which can be achieved with a C/D gain
factor ⩽ 1.0. We hypothesize that by combining this technique with
functional proxies that restrict users’ movements [99], it may be pos-
sible to suggest physical resistance through a pseudo-haptic effect
[227]. In this work, we are only interested in increasing the perceived
resistance since this would require embedding larger actuators into
the hardware to achieve the same haptic sensations with alternative,
active haptic approaches.

4.1.2.1 Proxy Knob

We built a proxy knob consisting of an ESP32, a brushless DC Mo-
tor2204 260KV, an ICTMC6300 motor driver and magnetic position
sensor (MAQ473) that enables sensing and actuation (see Figure 4.2).
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Figure 4.2: Proxy knob.

The motor was controlled using FoC [309] through a proportional
controller, which after an immediate (unnoticeable) ramp, provides a
constant level of resistance. We laser-cut an acrylic case for the hard- Hardware setup we

builtware components, and designed and 3D-printed a proxy knob, mea-
suring 7 cm in diameter, with a custom mount that a user can com-
fortably hold and rotate. In addition, we built a table mount using
a Manfrotto 3D pan/tilt tripod head with individual axis control at-
tached to a laser-cut wooden plate with adhesive tape on the bottom.
The proxy knob can generate between 0.3–3.2 Nmm of resistance,
measured with a PCE-FB 50N force gauge. A corresponding virtual The knob can render

rotational forcesreplica of the knob and its functionality was implemented in Unity3D
(v.2022.2.1f1). The proxy knob can be rotated to any desired position,
which is directly streamed using serial port communication (baud
rate 155200), ensuring direct coupling of the real and the virtual envi-
ronment.

4.1.2.2 Preliminary Experiment

We conducted a small preliminary experiment with four participants
to understand how users perceive our proposed pseudo-haptic
technique and inform the design of our main experiment. To do so,
we asked novices to rotate two knobs and compare them. One knob Perceptual effects of

rotational C/D gainsused a one-to-one mapping between the real and the virtual rotations;
on a second knob, we applied C/D gain manipulations of different
magnitudes (0.1–1.0). The physical resistance provided by the device
was set to the minimum (0.3 Nmm). Then, we specifically asked
participants about the differences between the knobs with respect
to their properties, their general impression of the visualization and
the provided haptic feedback. We did not specifically ask them any
questions that would point them towards our pseudo-haptic effect.
Below, we summarize the most relevant feedback and suggestions:

Range of C/D gains. All participants reported that the virtual knob
rotated noticeably slower than the real knob when applying a C/D
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gain below 0.6. Therefore, in the following main experiment, we set
the minimum C/D gain to 0.5 to ensure that we would stay within a
reasonable range of C/D gain manipulations.

Pseudo-Haptic Resistance. P1 and P3 felt the virtual knob sometimes
had more “friction”, while P4 described this sensation as feeling
“resistance”. These sensations corresponded to when we applied a
C/D gain below 1.0. This suggests that participants were able to
perceive the pseudo-haptic effect.

Visuo-Haptic Integration. To assist participants during the task, weWe identified the
following themes visualized tick marks, creating a dial-like layout (see Figure 4.1). P2

commented that s/he expected to also haptically “feel” these tick
marks. We found this to be very intriguing, and because our proxy
knob and FoC [309] supported the haptic rendering of tick marks,
we included this variation, with and without tick marks, in our main
experiment. Following multisensory integration theory [80], higher
visual-haptic congruence provided by tick marks on the knob could
potentially allow for more offset between real and virtual rotations to
go unnoticed, similar to what has been found for hand realism [262].

Expected Physical Resistance. P2, P3 and P4 stated that the physical
knob rotated “too loosely”, and suggested that it should have more
physical resistance. As a result, we asked them to increase the physi-
cal resistance of the knob (C/D gain = 1.0) using the keyboard, until
it matched their expectations. We took the average of the three values
(1.1 Nmm) and used it as the default value in our main experiment.

4.1.3 Experiment

We designed an experiment to investigate: (1) the DTs for manipulat-
ing the C/D gain when rotating knobs (i.e., how much manipulation
goes unnoticed), (2) the Just-Noticeable-Difference (JND) in resistanceThree-stage

psychophysical
experiment

caused by C/D gain manipulations (i.e., how much manipulation is
required to change the user’s perception of resistance), and (3) how
C/D gain manipulations translate to perceived physical resistance. To
do so, we conducted an experiment using different psychophysical
methods described in Section 2.5.2.2. Below, we briefly summarize
each method’s configuration. We formulated the following five
hypotheses:

H1: Considerable offsets between rotations of the real and virtual
knob can be introduced without users noticing.
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H2: By increasing visuo-haptic synchronization, the range of unno-
ticeable offset becomes larger.

H3: Users associate C/D gain manipulations with changes in physical
resistance.

H4: Within the range of unnoticeable C/D gains, designers can
effectively manipulate the perceived physical resistance.

H5: With unnoticeable C/D gain manipulations, we can achieve mul-
tiple distinguishable levels of perceived resistance.

4.1.3.1 How much C/D gain manipulation goes unnoticed?

To determine DTs (H1 and H2), we used an established adaptive psy-
chophysical 1-up-1-down interleaved staircase procedure, exposing
participants to different stimuli (C/D gains) repeatedly. Using a fixed
step size, we target the CDT or point of subjective equality (see Sec-
tion 2.5.2.2). To summarize, an interleaved staircase uses an ascend- Determine DTs for

rotational C/D gainsing and a descending sequence, and randomly assigns the next trial
to one of the sequences. The procedure increases the next stimulus in
a sequence if a participant fails to detect the current stimulus in this
sequence, and decreases the next stimulus if the user detects the off-
set. A directional change within a sequence is called a reversal point,
which we used as a convergence criterion (r = 4). Since we are the
first to explore rotations, we used our preliminary experiment to de-
termine range and start values for the procedure. We found a fixed
step size (i.e., changes in the C/D gain) of 0.05 to be appropriate and
selected 1.0 and 0.5 as starting values.

task Participants were asked to rotate the (proxy) knob until the
virtual knob matched a target position displayed in the virtual world
(at 60◦)—thus, the virtual distance remained equal (see Figure 4.3).
After they successfully established the position, a one-second dwell-
time indicator appeared, and they were required to maintain this po-
sition, before rotating the knob back to the start position. Next, a 1AFC Rotate and report if

visuo-proprioceptive
offset is present

(‘yes’, ‘no’) question appeared, and they responded to the following
statement: “My real hand rotated further than my virtual hand” following
Steinicke et al. [322]. Participants were instructed to perform a ‘nor-
mal’ rotation of the knob at a comfortable speed. Participants were not
allowed to repeat the rotation. The physical resistance of the proxy
knob was kept the same throughout this part of the experiment.

4.1.3.2 How does changing the C/D gain affect the perceived resistance?

We used a 2IFC procedure to determine the JND in resistance (H3 and
H4) [181]. We exposed participants to two successive stimuli (C/D
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Figure 4.3: Experimental task. Participant rotates the knob to target location
(A) and returns to the initial position (B).

gains), one being the baseline (C/D gain = 1.0) and a second stimulus
being randomly picked from the range from 1.0 to 0.5 in 0.05 steps.
Both stimuli were presented to the participant in a random order. TheC/D gain required to

trigger the haptic
effect of resistance

stimuli were generated using the 1-up-1-down interleaved staircase
procedure outlined above. We kept step size, target probability (here:
50%-correct) and start values the same to ensure comparability.

task Similar to the above, participants were asked to rotate the
(proxy) knob until it matched the target position. However, this time
they had to repeat this interaction and then compare both rotations
of the knob in terms of their physical resistance, i.e., one baseline
(C/D gain = 1.0) and one stimulus (C/D gain <= 1.0). Because theRotate twice and

compare both
rotations in terms of

their physical
resistance

physical resistance of the proxy knob was kept the same, participants
rated the pseudo-haptic effect created by the C/D gain manipulation.
Next, a 1AFC (‘yes’, ‘no’) question appeared, and they responded to
the following statement: “The physical resistance of two knobs felt the
same”. Participants were prevented from repeating the rotation and
could only explore each of the knobs once.

4.1.3.3 How do C/D gain and perceived resistance relate to each other?

In the last part of our experiment, we used the method of adjustments
to investigate how C/D gain and perceived resistance relate to each
other (H5). To this end, participants experienced two knobs, initially
not differing in their physical resistance, but only in their C/D gain
[288]. We asked them to adjust the physical resistance of the (red)
knob, with a C/D gain = 1.0, until it matched the resistance of the
(blue) knob, with a C/D gain <= 1.0 (see Figure 4.4). Participants hadRelationship

between
pseudo-haptic
resistance and

physical resistance

25 sec to adjust the resistance following Samad et al. [288]’s methodol-
ogy. After 25 sec, the configured resistance was logged and could not
be changed anymore. However, we only continued with the next trial
when participants confirmed that they felt ready, allowing them to
take breaks in between. Please note that participants were informed
that no physical difference between the two knobs is also a valid op-
tion, which was explained and shown to them during the warm-up.
Nevertheless, each trial started with the base level, which is different
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Figure 4.4: Method of adjustments. Participants can switch between the two
knobs (only differing in C/D gain) using the right arrow key. They can
adjust the physical resistance of the (red) knob so that it matches the (blue)
knob. They had 25 sec to match the resistance of the two knobs.

from what was used by Samad et al. [288] and thus may have affected
the results.

task In this part of the experiment, participants could rotate the
(proxy) knob in whatever way they preferred. Yet, they could only
switch between the two virtual knobs (red and blue) when the needle
was pointing upwards. Initially, the physical resistance of the proxy
knob was the same for both virtual knobs, as in previous parts of our
experiment. A progress bar showed the possible range of physical
resistance that could be configured in 0.1 Nmm increments. We tested Configure resistance

of one knob to match
another

C/D gains ranging from 1.0 to 0.5 in 0.1 increments (i.e., 1.0, 0.9, 0.8,
0.7, 0.6, 0.5) in a random order. We decided on this after rigorous
pilot testing, allowing us to collect more data points per participant to
increase robustness. To do so, we repeated the procedure three times,
resulting in 3× 6 = 18 configurations each participant adjusted.

4.1.3.4 Design

In this experiment, we used a within-subjects design. We had four
study parts: two times DTs for rotating knobs with and without hap-
tic tick marks, JND in resistance and a condition that studied how
C/D gain affects the perceived physical resistance. We fully counter-
balanced the conditions using a Latin square (n = 4).

4.1.3.5 Participants

We recruited 20 right-handed participants (nine females, eleven
males), aged 20–38 (mean = 26.42; SD = 3.65) from the general
public and the local university. This excludes one participant (P12),
in whose case we had to stop the experiment due to system failure.
Participants had a range of different educational and professional
backgrounds including media informatics, computer science, edu-
cation, pharmacy, anglistics, neuroengineering, embedded systems,
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data science and artificial intelligence. All participants reported
normal or corrected-to-normal vision and did not report any known
health issues which might impair their perception. Eight participants
had never used VR before, six had used it a few times (1–5 times
a year), no one reported using it often (6–10 times a year), and sixHealthy mix between

novice and expert
VR users

others used it on a regular basis (more than 10 times a year). Ten
participants reported that they had not played VR games before, five
people responded sometimes or infrequently (1–5 times a year), one
often (6–10 times a year), and four people on a regular basis (more
than 10 times a year). Participants not associated with our institution
received €10 as remuneration for taking part in the experiment. The
study was approved by the Saarland University’s Ethics Board.

4.1.3.6 Apparatus

Our apparatus consisted of a HTC VIVE Pro Eye system and our
implemented knob prototype shown above. The virtual scene was
aligned based on the position of the physical knob using a Vive
tracker, ensuring one-to-one mapping of the virtual- and real-world
setup. On the software side, we used SteamVR (v.1.17) with the
OpenVR SDK (v.1.1.4). We used a simple virtual scene, consisting
of a table, the virtual knob, and an instruction screen, which was
developed in Unity3D (v.2022.2.1f1) and was running on an Acer
Predator Orion 5000 PO5-615s offering an Intel® Core i9 10900k CPU,
32 GB RAM, and an Nvidia® GeForce RTX 3080. We used a simpleThe following

hardware setup was
used in the study

and fixed hand representation to prevent unwanted effects [262]. The
experimental logic was implemented using the Unity Experiment
Framework (UXF v.2.4.3) [42] and the Unity Staircase Procedure
Toolkit [379]. Participants remained seated on a chair throughout
the experiment, and we supported their arm position with a pillow
to reduce fatigue. Participants’ responses were collected using a
keyboard. The default resistance of the knob was taken from our
preliminary experiment.

haptic tick marks . To ensure high synchronization, the haptic
ticks were timed with the virtual marks. To achieve this, we had to
scale them up/down, depending on the applied C/D gain. The tickTactile cues to

enhance visuo-haptic
integration

marks were rendered by changing the proportional controller’s set-
point value when the knob reached the point halfway between two
tick marks.

4.1.3.7 Experimental Protocol

After giving participants a general introduction to the study and ob-
taining their informed consent, they filled in the demographics ques-
tionnaire. Following this, we showed them the physical knob and
explained how it should be used. Next, they were introduced to VR
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and the task through an open-ended practice round. Since all study
conditions significantly differed, participants were given enough time
to familiarize themselves. Participants were instructed to grasp the Study procedure for

each participantproxy object as indicated by the virtual hand and were told to main-
tain this pose, not readjusting their grip, which was monitored by the
experimenter. We instructed participants to respond to the question
as quickly as possible by using a keyboard with their non-dominant
hand. After completing all conditions, participants filled in a SSQ

[177]. The total experiment took about 60 min per participant.

4.1.3.8 Data Collection

We collected data from six sources: a pre-study questionnaire for de-
mographic information; the subjective responses to the forced-choice
questions; the configured physical resistance; field notes and observa-
tions; a short post-study interview and a SSQ in VR using our VRQues-
tionnaireToolkit [94].

4.1.3.9 Analysis

We analyzed our data using a One-Way Repeated Measures ANOVA.
First, we removed significant outliers using the box plot method and
verified the normality assumptions at α = .05, using a Shapiro-Wilk
test. We checked the assumption of sphericity using Mauchly’s test Traditional

frequentist analysisand applied Greenhouse-Geisser corrections when sphericity was
violated. Post-hoc pairwise t-tests were corrected using Bonferroni-
Holm adjustments.

To further investigate our data, we conducted a Bayesian analysis
using the BayesFactors R package1 with default priors (v.0.9.12+–4.4).
ANOVA effects are reported as the Bayes factor for the inclusion of
a particular effect (BFincl), calculated as the ratio between the like- Complemented by

Bayesian analysislihood of the data given the model with the effect vs. without that
effect [178]. Additionally, we performed paired Bayesian t-tests using
default effect size priors. Results are reported as two-tailed Bayes fac-
tors BF10 and effect size estimates as median posterior Cohen’s δwith
a 95% credibility interval (95%CI) [178].

4.1.4 Results

In this section, we report our results. First, we look at the DTs, com-
paring knob rendering with and without haptic marks to investigate
H1 and H2. Next, we analyze the results of JND and contrast them
with the DTs regarding H3 and H4. Finally, we plot participants’ per-
ceived physical resistance against the tested C/D gains (H5). The SSQ

1 BayesFactor GitHub: https://tinyurl.com/mr3v3jyp. Last accessed: Nov 1, 2024

https://tinyurl.com/mr3v3jyp
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****
**** Mean SD

0.81 0.06

0.67 0.08

0.67 0.08

Figure 4.5: Results from our threshold experiments show that only a small
C/D gain is needed to produce the illusion of resistance. The required C/D

gain is within the unnoticeable range.

results did not suggest simulator sickness caused by exposing partic-
ipants to, sometimes, noticeable offsets above their thresholds (Total
Severity (TS) score: mean = 18.04, SD = 7.02) compared to [2, 95].
For each participant, we computed DTs by averaging the last three re-
versal points within the ascending and descending staircase sequence.
All staircase plots are available in the supplementary materials of the
corresponding paper.

4.1.4.1 How much C/D gain manipulation goes unnoticed?

Figure 4.5 shows that we could introduce substantial offsets between
real and virtual rotations of the Knob (mean = .67; SD = .08) and
Knob + Ticks (mean = .67; SD = .08), without participants notic-
ing it, confirming H1. Our statistical analysis showed a main effect
(F(2,38) = 21.96, p < .0001, η2 = .431, BFincl = 773384); however,
post-hoc analysis did not suggest a significant difference between the
Knob and Knob + Ticks condition (p = .861, δ = −0.05). In fact,Substantial amount

of rotational C/D
gain remains
undetectable

our Bayesian analysis revealed evidence for the absence of an effect
(BF01 = 3.21, with median posterior δ = .038, 95%CI = [−.592, .509]),
suggesting that it is 3.21 times more likely to observe this data un-
der the null hypothesis. Thus, we reject H2, because based on our
collected sample, we could not identify an effect on the C/D gain tol-
erance caused by higher visuo-haptic congruence. Despite this not
being reflected in the DTs, participants frequently commented: “This
feels so satisfying” (P13), “So nice..so nice” (P19) or intentionally moved
slower during the warm-up, noting “the ticks are in perfect synchroniza-
tion” (P5).

4.1.4.2 How does changing the C/D gain affect the perceived resistance?

Interestingly, the CDTs for C/D manipulations found in the first part
of the experiment are significantly greater than the JND (mean = .81;
SD = .06) in resistance found in the second part (p < .0001, Knobδ =

1.96, KnobTicksδ = 1.80) (see Figure 4.5). This was supported by the
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Bayesian analysis, providing very strong evidence for the existence
of an effect, both for Knob (BF10 = 35600, with median posterior
δ = 1.824, 95%CI = [1.049, 2.606]) and Knob + Ticks (BF10 = 8460,
with median posterior δ = 1.662, 95%CI = [.907, 2.423]) against the
JND. Since the physical resistance did not change in this part of the
experiment, we conclude that, similar to our preliminary experiment, Only small C/D gain

necessary to trigger
haptic effects

participants in fact associate rotational C/D gain manipulations with
changes in physical resistance (H3). Moreover, as a central finding,
we could show that within the range of unnoticeable C/D gains, de-
signers can effectively change the perceived physical resistance of the
knob proxy (H4).

4.1.4.3 How do C/D gain and perceived resistance relate to each other?

Finally, we looked at the resistances perceived when different C/D

gains are applied. Initially, the resistance was set to 1.1 Nmm, which
pilot study participants stated to be most realistic, given the visu-
alization, form and feel of the knob, and the investigated interac-
tion. In the last part of our experiment, we obtained three configured
physical resistances per C/D gain, which were averaged for each par-
ticipant and then statistically compared. The results can be seen in
Figure 4.6, showing a robust baseline and an increase in configured
physical resistance with decreasing C/D gains. We found very strong Rotational C/D gain

trigger perceptual
different levels of
resistance

evidence for a main effect (F(1.72,29.29) = 27.34, p < .0001, η2 = .441,
BFincl > 10k) of C/D gain on the configured resistance. Post-hoc anal-
ysis indicated that there exist many significant differences between
C/D gains, demonstrating consistent and distinct configurations made
by participants. In addition, we found a strong negative correlation
(r(351977) = −.68, p < .0001) between C/D gain and configured phys-
ical resistance, meaning that lower C/D gains lead to higher physi-
cal resistances. This shows that participants were able to consistently
assign a physical resistance to a C/D gain (H3) and that the effects
of C/D gain manipulations were perceptually distinguishable for our
participants (H5).

Figure 4.6: Participants adjusted physical resistance given the applied C/D

gain. The orange line represents default resistance.
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C/D 0.5 0.6 0.7 0.8 0.9 1.0

0.5 - < .01 < .001 < .001 < .0001 < .001

0.6 137.10 - .21 < .01 < .0001 < .001

0.7 2315.4 1.11 - < .05 < .01 < .01

0.8 858.48 113.91 6.83 - .349 < .05

0.9 3755.2 5719.7 105.47 0.36 - .21

1.0 2139.1 1243.3 49.67 13.94 1.09 -

Figure 4.7: Bayes factors (BF) and p-values for comparing configured physi-
cal resistance between C/D gains.

4.1.4.4 Summary

Our experiment confirms that substantial differences between the real
and the virtual rotations of the knob can be introduced without users
noticing (H1). Participants interpreted the pseudo-haptic effect trig-
gered by C/D gain manipulation as physical resistance (H3). The JND

in terms of physical resistance stays within the unnoticeable range of
C/D gain manipulations, enabling designers to increase the perceived
resistance (H4) without users noticing that they are being manipu-Undetecable at

different magnitudes
of perceived physical

resistance

lated. The range of tested C/D gains created distinguishable levels of
Pseudo-Haptic Resistance and participants reliably assigned physical re-
sistance to the presented C/D gains, with smaller C/D gains resulting
in higher levels of perceived physical resistance (H5). However, we
could not identify a shift in perceptual thresholds caused by higher
visuo-haptic congruence (H2). In the following, we outline important
aspects and lessons learned when incorporating Pseudo-Haptic Resis-
tance in rotational interactions and discuss what could potentially
break the illusion.

rendering resistance for rotating knobs We found that
selecting an appropriate base level of resistance, which is in line with
participants’ expectations, is crucial for our Pseudo-Haptic Resistance il-
lusions to work. Notably, in the preliminary experiment, participants
immediately commented on the missing base resistance, which we
intentionally kept low (0.3 Nmm). We changed this for the main ex-
periment, and not a single participant commented on this. Following
the method of adjustments, the first significant change in participants’
configured resistance occurs at a C/D gain of 0.8. This is in line withPerceptual effect of

resistance may
depend on base level

our JND results, showing that participants notice a change in resis-
tance atmean = 0.81 compared to the baseline. However, it is unclear
whether the C/D steps required to achieve perceptually different lev-
els of resistance between two interactions follow a linear pattern [90].
With decreasing C/D gains, the amount of variance in the configured
physical resistance became larger. This may be attributable to two
things: (1) individual variances in participants’ perceptual abilities
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and (2) the fact that for some participants, the illusion broke when
being exposed to C/D gains above their DT.

breaking the illusion We observed two different effects that
occurred when the Pseudo-Haptic Resistance illusion broke. P8 stated,
“my virtual hand moves slower than my real hand”, which is the effect of a
C/D gain ⩽ 1.0. To our surprise, the participant did not change the de-
fault resistance of 1.1 Nmm to a C/D gain of 0.5, but selected 1.6 Nmm
for C/D gain = 0.8. In the interview, they said that when the virtual
hand moved slower they closed their eyes during the procedure, be-
cause it “was so confusing to compare the resistances, when the dials moved
at different speeds”. In contrast, P18 reached the maximum physical re- Proprioceptive

dominance occurssistance that could be configured with our device and stated, “Can’t I
go higher with the resistance of the red dial?”, followed by “I would need
more resistance to match the blue dial” (i.e., C/D gain = 0.5). Thus, the Robustness of the

illusion when
reaching its limits

participant still ‘believed’ the pseudo-haptic effect but exhausted the
physical scale. This happened all three times when the 0.5 C/D gain
was presented to this participant. Please note that P4 and P18 were
also identified as (the only) outliers, following the box plot method,
and were therefore excluded from the analysis above.

4.1.5 A Model of Pseudo-Haptic Resistance

Our goal is to provide a model for Pseudo-Haptic Resistance that can be
applied to new and exciting VR applications. Thus, we demonstrate
how our results can be applied. Since the provided resistance de-
pends on the radius of the knob, we compute the torque that the DC
motor can produce using the following equation τ = r×F. As a result,
depending on the designer’s needs, they can derive the required size
of the motor to produce the desired haptic resistance given the lever,
or vice versa (see Figure 4.8). Data from the method-of-adjustments
experiment was fitted following a forced fusion procedure as indi-
cated in Samad et al. [288]. Figure 4.8 shows the experimental data
for perceived torque according to the veridical values rendered by
our device per C/D gain, and the orange fitting curve of the model
(R = 0.96377). Additionally, the model in Equation 2 predicts the per- Relationship

between rotational
C/D gain and
perceived resistance

ceived torque in our VR knobs for a given C/D gain, which is parame-
terized with the variable CD. The resulting value unit is Newtons per
millimeter (Nmm), representing the counterforce provided at knob
rotation.

Torque(Nmm) =
6.684

0.054+ (0.946 ∗CD)
(2)
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Figure 4.8: Left: Depiction of torque components on our 3D-printed knob.
Right: Fitting for perceived torque by C/D gain.

4.1.6 Applications & Use Cases

To illustrate how VR designers can use our findings on rotational off-
sets and the introduced Pseudo-Haptic Resistance, we outline two po-
tential use cases. We used the proxy knob hardware described above,
and attached different 3D-printed objects using our custom mount.

4.1.6.1 Re-mapping 3D Interfaces

The ultimate goal of proxy-based haptics is that users only need a
minimal set of physical props to simulate a large set of virtual objects.
When also considering function, i.e., the different states that proxies
can adopt, it becomes more challenging. To illustrate this, we imple-
mented a DJ desk application where we redirect the virtual knobs
on the DJ desk to a single physical proxy knob (see Figure 4.9). De-Redirected 3D user

interfaces pending on the selected virtual knob, the proxy knob resets itself to
the corresponding state (e.g., the rotation limits or to align its haptic
features). With only two functional proxies, slider (which we devel-
oped in the next section) and knob, we could, in fact, provide haptic
feedback for the DJ desk’s UI by seamlessly redirecting users [52],
without them noticing (see Figure 4.9 B). This is possible because the

Figure 4.9: (A) displaying our knob proxy next to our slider proxy developed
in the section below. (B) shows a user’s hand is redirected. (C) indicates the
start position, while (D) shows the position of the hand after rotation in the
real and virtual world.
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Figure 4.10: 3D-printed steering wheel (A) and door handle (B) connected to
our prototype using the custom mount. Pseudo-haptic Resistance allows users
to perceive changing levels of resistance during interaction. Red indicates
displaced hand.

different hand poses, when interacting with the UI elements, do not
interfere with HR [99]. Finally, interactions could even be improved
by applying the REACH+ technique [132].

4.1.6.2 Pseudo-Haptic Resistance Beyond Knobs

Our results may be used beyond knobs to create realistic haptic sensa-
tions without the need of large and expensive actuators. For example,
other types of rotational manipulations could benefit from Pseudo-
Haptic Resistance: for example, simulating different door handles and
levers, or even bi-manual interactions with steering wheels. We also
envision our technique at a smaller scale, e.g., single finger interac-
tions with existing controllers. Often, they already host mechanical
actuators to provide haptic feedback and their haptic resolution could
be improved further. To showcase this, we implemented a set of these
interactions, depicted in Figure 4.10.

4.1.7 Discussion

4.1.7.1 Limitations of Pseudo-Haptic Resistance

Our proposed Pseudo-Haptic Resistance technique can be easily inte-
grated because there is no special hardware or knowledge required.
However, as with any other vision-based approach, it only works
when users directly look at the object or their hand during interaction.
We also encountered this issue with one of our participants who Illusion requires

visual attentionclosed their eyes in order to focus on the physical resistance. This
poses some limits on the technique, as users sometimes solely rely
on their proprioception, e.g., when interacting with devices while
focusing on another primary task. This is especially true for experts
familiar with an interface.
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We included a condition with haptic tick marks in order to im-
prove visuo-haptic integration, hypothesizing that it should increase
DTs [80, 262] which would have enlarged the possible range of
unnoticeable C/D gains for Pseudo-Haptic Resistance. However, our
results suggest that it did not have a measurable effect on the DTs.
Nevertheless, we believe it is an interesting area to explore in futureConservative C/D

gain prevented
stronger effects

work, since in this paper, we were focusing on the most conservative
case, i.e., we told and showed participants the effect of C/D gain ma-
nipulation and their only task was to detect it [384]. VR experiences
are much more complex and dynamic, including distracting factors
or tasks that require more attention—likely extending the range of
unnoticeable C/D gains [26, 83].

In our preliminary experiment, pilots commented on the physical
resistance of the knob being ‘too loose’. This suggests to us that there
is a physical resistance, given the visualization, form and feel of the
knob, that participants intuitively expect based on their everyday ex-
perience with similar interfaces in the real world. Hence, as with anyProperties of the

knob and the
interaction may

affect our results

other psychophysical experiment, our results may need to be adapted,
depending on the VR application. To this end, it is unclear how dif-
ferent base levels of physical resistance might affect the presented
Pseudo-Haptic Resistance model.

4.1.7.2 Utility of Pseudo-Haptic Resistance

Our model of Pseudo-Haptic Resistance is a simplification and cannot
replace a more comprehensive multisensory integration model such
as proposed by Ernst and Banks [80]. However, it still provides de-
signers with a validated range of perceived torque (i.e., from 6.683 to
12.684 Nmm according to our tested C/D gains), reasonable for com-
mon VR interactions with 3DUIs. Our technique is applicable to ex-
isting systems and controllers and can be used to adapt interfaces to
different users, e.g., based on their individual ergonomic preferences,
without changing the hardware. In this work, we were only inter-Starting point for

VR designers ested in increasing the perceived resistance in order to improve the
haptic resolution of new and existing devices. Still, we recommend
that future work should investigate whether Pseudo-Haptic Resistance
works bi-directionally, i.e., if C/D gains ⩾ 1.0 result in less perceived
physical resistance. Similarly, the method could be used not only for
rotations but also for translations or even stretching. The latter could
be achieved by gradually changing the C/D gain.

4.1.7.3 Extending the Approach

We are also interested in situations where proxies cannot be used, and
hence, the overall multimodal feedback relies on wearable haptic feed-
back and/or pseudo-haptics: for example, mid-air knobs, where, simi-
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lar to Holitouch [15], a holistic approach could be developed. Here, our
pseudo-haptic technique provides the first puzzle pieces to achieve
this, and we encourage the community to build upon it. Finally, we
did not evaluate the presented use cases through a formal user study
but left this for future work.

4.1.8 Conclusion & Contributions

This section contributes to RQ2 by presenting a novel undetectable
pseudo-haptic technique called Pseudo-Haptic Resistance, which
grants the VR system control over the perceived resistance during
proxy-based rotational interactions (C2). We implemented a physical
proxy knob capable of sensing, i.e., knowing the position of the
knob, and actuation, i.e., providing physical resistance at all times
(C1). Our preliminary study with four participants suggested that
rotational C/D gains of a knob may translate to perceived changes
in physical resistance. Given our promising results, we performed Novel undetectable

pseudo-haptic
technique

a thorough investigation of our proposed technique using a three-
staged psychophysical experiment with 20 participants. The results
showed that we can introduce substantial offsets between real and
virtual rotations of a proxy knob without users noticing. With this,
we provide evidence in favor of the visual-dominance phenomenon
by effectively exploiting the sensory dominance of vision over
proprioception. To quantify this effect for this type of interaction, we
report the previously unknown DTs (C3). Moreover, we demonstrate Conveys varying

levels of resistancethat the technique can effectively convey distinguishable levels of
rotational resistance while staying within unnoticeable ranges of
C/D gains (C2). Second, we found that higher visuo-haptic inte-
gration through our visual and haptic tick marks did not result in
a measurable effect on the detectability of rotational hand offsets (C3).

In addition, we provide a first multisensory integration model
based on forced fusion that describes how C/D gains correspond to
perceived physical resistances and outline how our results can be Model of C/D gain to

perceived resistancetranslated to other rotational manipulations by presenting two use
cases and applications (C5). We believe that our results will help
to overcome the current limitations of proxy-based VR systems. At
the same time, our technique can easily be deployed in new and
existing VR applications. To this end, we have contributed a thorough Applications and use

cases demonstrate its
potential

investigation of Pseudo-Haptic Resistance technique with a proxy
knob. However, one central UI element is still missing, sliders, which
would allow Lisa to experience haptically supported interfaces in VR.
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Figure 4.11: We create Visuo-Haptic Translation by using a single physical
proxy slider that can represent multiple virtual sliders varying in their
lengths. Our lab study reveals how much real-to-virtual offset can be in-
troduced for linear translation and stretching while remaining unnoticed.

4.2 towards visuo-haptic translation

4.2.1 Introduction

In this section, we focus on the missing fundamental object manipu-
lation of linear translation (i.e., a 1D slider), which can be found in
many domains, including traditional 2D UI elements such as scroll-
bars as well as physical interfaces (e.g., sliders and switches to con-
trol machines, vehicles, devices, and tools). Our central interest liesLinear translation

and stretching not in creating a pseudo-force but in understanding how much linear
translation capability a physical proxy needs in order to function as
a realistic stand-in for a broad spectrum of virtual objects with trans-
latable parts. Specifically, we asked: “Does the physical slider need to
be as long as the virtual slider?” If not, how much can this vary while
remaining unnoticeable? (RQ2). In contrast to our previous investiga-
tion on the rotation of a knob at fixed travel distances, we also test
sliders of varying lengths and bidirectional C/D gains. Through the
latter, we hope to be able to design illusions that allow for simulating
smaller and larger virtual sliders than physically available. Further,
we explore linear stretching, where the object itself supplies force in
the opposing direction of movement, to understand how this might
affect users’ perception of the illusion and the process of multisensory
integration.

4.2.2 Undetectable Visuo-Haptic Translation

Linear translation is a common object manipulation and plays an
important role in our everyday life. For instance, humans can trans-
late an entire object to a desired location, and many physical objects
and interfaces offer translatable parts. Software GUIs also frequently
make use of linear translation, scrollbars and sliders are used for in-
put in video-, and photo-editing, design, office, programming, gam-
ing and countless other softwares; physical sliders are often found
to control machines, vehicles, devices and various other equipment.
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Figure 4.12: Left: Effect of using C/D ratio manipulations. Right: Force
needed (Newton) to stretch the object across different distances and mea-
sured with a PCE-DFG Series force gauge.

Additionally, many tools make use of translational mechanical parts
such as when measuring distances using calipers, opening and clos-
ing a containment or clothing through zippers, workshop tools such
as screw clamps and mechanisms to extend a device, e.g., cutters,
rulers, or even fishing rods to shrink their form factor. Linear stretch- Why is linear

translation relevant?ing shares a lot of similarities with linear translation but adds relative
force feedback to the translation. This force feedback can give users
an understanding of the extent to which they manipulated the de-
vice, allowing them to better predict the resulting state or action. For
instance, when using a slingshot, a user can estimate distance, trajec-
tory, and velocity with which the object is going to fly based on the
stretched distance and the perceived resistance force. Thus, resistive
force actively contributes to the understanding of traveled distance.

4.2.2.1 C/D ratio

Similar to Pseudo-Haptic Resistance, we take advantage of the visual-
dominance effect by manipulating the C/D ratio, with the goal of
enabling functional proxy objects with translational parts to act as
stand-ins for multiple virtual objects. Manipulating C/D ratios is well-
known in the context of traditional 2D mouse interfaces [50] and can
be easily adapted to VR [10, 75, 288]. By increasing the C/D ratio, the Technique behind

our undetectable
illusion

method scales up the performed physical interactions resulting in a
larger virtual movement than the actual physical movement (see Fig-
ure 4.12 (C/D: 1.4). Reducing the C/D ratio leads to the opposite effect:
the real travel distance is further than the displayed virtual distance
(see Figure 4.12 (C/D: 0.8)). Our goal was to study to what extent
we can use this technique for linear translation and linear stretching
without being detected by humans.
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4.2.2.2 Form Factor & Interaction Technique

The various examples above illustrate the importance of linear trans-
lation as a widely used interaction method. Yet, the size of the object
being manipulated, how it is handled during manipulation, and so
on varies. Chapter 5 looks into potential effects on varying form fac-
tors and different types of interactions with a proxy. To control for
these variables in this research project, we decided to focus on single-
handed manipulations and a simple physical slider proxy that users
can comfortably grasp and hold. The form factor was determined us-
ing pilot studies experimenting with different slider sizes and widths
(see Figure 4.14). There are various ways to grasp and manipulateRationals behind our

proxy setup this simple slider [106]. The most common approach for this object
size and width appears to be a pinching-type gesture using middle,
index, and thumb fingers. We choose this interaction method based
on pilot testing and previous work on illusions with proxies [30, 288].
Participants were asked to grasp the object using this pinching-type
gesture, and this posture was replicated by a virtual hand (see Fig-
ure 4.14 and Figure 4.15). The experimenter monitored participants
throughout the experiment to ensure that they maintained this grip.

4.2.3 Experiment

In this experiment, we study how much offset between the physical
and the virtual representation can be introduced for linear transla-
tion and linear stretching without resulting in a semantic violation.
We also investigate the effects that C/D ratio manipulations have on
the interaction. We conducted a psychophysical threshold experiment
to investigate the CDT of C/D ratio manipulations for both manipula-
tion techniques, linear translation and linear stretching, and for two
different travel distances, 7 and 14 cm. We chose 7 cm based on theWhy did we choose

the distances travel distance offered by standard off-the-shelf slider potentiometers
which are part of many UIs, and 14 cm to test twice the length. In
the experiment, participants were seated on a chair while viewing
a simple virtual environment (through an HMD) with their dominant
hand being tracked. The virtual scene contained a table and the slider
setup corresponding to the physical world. Participants used a thumb,
index-middle finger pinch to grasp a virtual slider embodied by a
functional physical proxy slider. They were told to translate the slider
to a displayed position while being exposed to different C/D ratios
repeatedly. Once they reached the target position, they were asked a
1AFC about whether they noticed a manipulation [322]. Specifically, af-
ter each manipulation, they were to respond either ‘yes’ or ‘no’ to theUsing a 1AFC

question to assess
noticeability

following statements: “The virtual slider moved faster” or “The virtual
slider moved slower” depending on the condition, following Steinicke
et al. [321]’s methodology. Participants were informed about the pro-
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Figure 4.13: P#4’s interleaved-staircase in the upper stretching 7 cm condi-
tion converging at CDT = 1.3.

cedure and had to report a manipulation as soon as they noticed it.
The findings help to improve the understanding of how we can uti-
lize the visual-dominance effect for linear translation and stretching
across different distances aiming to support the design of rich physi-
cal proxies in VR.

4.2.3.1 Design

We used an adaptive psychophysical 1-up-1-down interleaved-
staircase procedure with a 2 × 2 within-subjects study design. We Psychophysical

experiment to
determine DT

had two independent variables: (1) manipulation techniques and (2)
travel distances with two levels each. In total, we investigated four
conditions. We measured three dependent variables: (1) participants’
responses to the forced-choice question regarding the manipulation,
(2) time needed to reach the target, and (3) movement profile for
each trial. We used an interleaved-staircase exposing participants
to different stimuli (C/D ratios) repeatedly. We chose a fixed step
size 1-up-1-down design targeting the CDT. Here, either of the two Compute step-size

for 50% target
probability

possible responses is equally likely to occur (50% due to chance).
Since the procedure can target different probabilities as described in
Section 2.5.2.2, we can compute the required step-size (ψtarget) for
the ∆+ and ∆− method and CDT = .5 as follows:

ψtarget =
∆+

∆+ +∆−
=>

∆−

∆+
=
1−ψtarget

ψtarget
=

(1− .5)
.5

=
1

1
(3)

We used the number of reversal points (r = 5) in each sequence as a
convergence criterion for the staircase procedure. For each condition,
we utilized two separate staircase procedures to determine the upper
(between 1.0 to 2.0) and lower (between 1.0 and 0.4) CDTs. Thus, the
highest C/D ratio subjects could be exposed to was 2.0, and 0.4, re-
spectively. These values were chosen based on previous findings in Range of tested C/D

gainshand/finger-redirection [2, 83, 133, 384], however after pilot testing,
we set the start values in the staircase procedure to upper (1.0–1.8)
and lower (1.0–0.5) using a 0.1 fixed step size as this leads to quicker
convergence [181]. We counterbalanced the ordering of the four con-
ditions using Latin square and randomized the order for the upper
and lower threshold procedures for each condition.
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4.2.3.2 Participants

We recruited 24 right-handed participants (eight females; 16 males)
aged 22–34 (mean = 27.04; SD = 3.42) from the general public and
the local university. This excludes one participant who was omitted
from the analysis due to not reaching convergence in the study. This
could have been due to system error or the participant not under-
standing the study which we could not determine in hindsight. Par-Recruited

participants with
varying backgrounds

ticipants had a range of different educational and professional back-
grounds, including media informatics, computer science, education,
chemistry, pharmacy, biology, anglistics, economics and law. Five par-
ticipants had never used VR before, twelve had used it a few times
(1–5 times a year), three people used it often (6–10 times a year), and
four other people on a regular basis (more than 10 times a year). Nine
participants reported that they have not played VR games before, 14

people responded sometimes or infrequently (1–5 times a year), and
one person on a regular basis (more than 10 times a year). Participants
not associated with our institution received €10 as compensation for
taking part in the experiment. The study was approved by the Saar-
land University’s Ethical Review and DFKI’s Hygiene Board.

4.2.3.3 Apparatus

In our study, we used the apparatus shown in Figure 4.14, consist-
ing of an HTC VIVE tracking system (2PR8100); HMD, base stations,
a VIVE controller and a VIVE tracker with SteamVR (v.1.13.10) and
the OpenVR SDK (v.1.12.5). The virtual scene was developed withHardware and

software setup Unity3D (v.2019.2.17f) representing a small virtual world including
the slider setup on a table running on an MSI P65 Creator 8RE with
an Intel Core i7-8750H CPU, 16GB RAM and a NVIDIA GeForce GTX
1060. For hand tracking, we used a Leap Motion controller (SDK v.3.2)
attached to the HMD to avoid augmenting the user’s hand. We used
a simple hand representation in the VR world to avoid distractions

Figure 4.14: Study setup showing the camera slider hosting the 3D-printed
slider with a conductive coating on both sides of the slider. The resistive
band and custom 3D-printed quick-release mount are shown on the right.
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Figure 4.15: Study task: Participant waits at the start position (A-a) and
stops at the goal position (B-b) followed by the forced-choice question asking
participants whether they noticed a manipulation

caused by, e.g., textures. The custom slider rig was built using an
80 cm camera slider, enabling a smooth translation movement across
its length and forcing participants to translate the object in this di-
rection. We 3D-printed a physical proxy slider and a custom mount
for the VIVE tracker to ensure a fixed position while interacting with Capacitive touch

sensing to improve
visuo-haptic
synchronization

the device. Following initial testing, we chose a slider width of 1 cm,
which users could comfortably grasp and hold throughout the exper-
iment. To avoid hand-tracking issues, we snapped the virtual hand
to the slider as soon as the participant grasped and held on to the
physical proxy slider. To support this, we included capacitive touch
sensing capability to the physical proxy slider using conductive 3D
printing filament (composite PLA – Electrically Conductive Graphite
Ø1.75 mm) on either side of the slider connected via wires to an
Arduino Nano 3.x running capacitive touch sensing firmware. Once
the participant grasped the proxy slider, the microcontroller sends
a touch event to the VR machine using serial port communication. Physical properties

of the slider setupFor the linear stretching conditions, we used a resistive rehabilita-
tion band providing 3.05 N (7 cm) and 5.02 N (14 cm) resistance
(see Figure 4.12: right C/D ratio: 1.0). We measured the resistance be-
fore and after the study and could not find any difference potentially
caused by material fatigue. The components were secured on the stan-
dard camera mount, which also had a plug mechanism to quickly
de-/attach the resistance band in between conditions. We carefully
calibrated the setup for each participant.

4.2.3.4 Experimental Protocol

The study was conducted in a quiet room to avoid distraction and
ensure the same testing conditions. After a study introduction, in-
formed consent and explaining the hygiene measurements in place,
participants filled in a demographics questionnaire. Then, they were Instructions to

participantsintroduced to the virtual environment and the task. They were in-
formed about the procedure and the goal of the study. Following this,
they performed an open-ended practice round until they were famil-
iar with the system and the task. Participants were instructed to hold
onto the slider throughout one staircase round, followed by a break.
They were not permitted to grasp the slider differently or repeat a
trial. Once they reached the goal position, the 1AFC question (‘yes’
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or ‘no’) about whether they noticed a manipulation appeared. Partici-
pants were instructed to answer as quickly as possible. The slider had
to stay at the goal position within a 5 mm threshold for the question
to remain visible. Participants responded using the VIVE controller
in their non-dominant hand by pointing with a laser, before bring-
ing the slider back to the start position and repeating the procedure.
In our pilot studies, we observed that movement speed may be an-
other crucial variable when determining DTs (aligned with Hall and
McCloskey [141]); therefore, we controlled for movement speed to iso-
late the effects of force and distance (position and movement). In ourControlling for

movement speed protocol, we instructed participants to translate the object with a con-
sistent ‘normal’ speed in the warm-up task. Later, participants were
informed when they moved the object too slow/fast, outside of the
initially established time frame. After completing the four conditions,
we asked them to fill in a SSQ in VR [177]. The total experiment took
about one hour.

4.2.3.5 Data Collection

We collected data from five sources: a pre-study questionnaire for de-
mographic information; the subjective responses to the forced-choice
staircase question; system logs (including trial times, traveled dis-
tance, velocity and acceleration at a sample rate of 5 ms, about 100.000
data points), field notes and observations, and a post-study SSQ in VR

using our VRQuestionnaireToolkit [94].

4.2.3.6 Hypothesis

In addition to determining the CDTs, we had the following two
hypotheses for this experiment:

H1: Manipulation distance has a significant effect on the DTs. Previ-We formulated the
following hypothesis ous work investigating DTs indicated a potential effect of the scale of

movement [2, 384]. We hypothesize that this effect should be evoked
in our experiment—increased manipulation distance leads to smaller
DTs.

H2: We hypothesize that linear stretching has lower DTs since the
added relative resistance force provides an additional kinesthetic cue,
which may support proprioception. Due to the proportional relation-
ship between travel distance and resistive force, we give users an addi-
tional proprioceptive channel, which may result in an earlier semantic
violation and potentially lead to quicker detection of manipulation.
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4.2.4 Results

We report our estimates for the CDT for linear translation and lin-
ear stretching at the two travel distances 7 cm and 14 cm. We then
analyze the CDT with respect to our hypothesis. Finally, we take a
deeper look at the effects that different C/D ratios have on the overall
performance and naturalism of the interaction. This helps to better
understand the potential effects that visuo-haptic illusions for linear
manipulations might have.

4.2.4.1 Detection Thresholds for Linear Translation and Linear Stretching

Overall, we collected 4080 responses as a result of our interleaved
staircase procedure. On average, participants completed 170 trials
(SD = 8.20). Each participant contributed one CDT per condition
which was computed as the average of the last four reversal points
out of each staircase sequences [181]. To determine the overall CDTs, Our estimates for

CDTswe computed the means across the 24 CDTs for all eight conditions
separately. The result can be found in Table 2 and Figure 4.16. For
further analysis, we plotted participants’ responses to see how they
converged (for example, see Figure 4.13). All 192 staircase plots are
available in the supplementary materials of the paper. Results from
the SSQ questionnaire suggest that the haptic illusion did not trig-
ger significant motion sickness. The Total Severity (TS) score was
mean = 18.23, SD = 10.54.

4.2.4.2 Effect of Manipulation Techniques and Travel Distance

To further analyze our collected data, we performed a Two-Way
ANOVA on the two independent variables, manipulation techniques
and travel distance with two levels each. The data was split into two Verifying test

assumptionsgroups, upper or lower threshold for analysis. We used Levene’s test
to check the homogeneity of variance and Shapiro-Wilk test to verify
a normal distribution. Both threshold data sets, upper and lower
meet the ANOVA assumptions at α = .05. The Two-Way ANOVA

Table 2: CDTs indicate the C/D ratio disparity that can be used without being
detected by a user. SD here indicates the variation across participants.

Condition Upper CDT Lower CDT

Mean SD Mean SD

Translation_7 cm 1.62 0.18 0.70 0.09

Translation_14 cm 1.50 0.20 0.76 0.11

Stretching_7 cm 1.54 0.16 0.75 0.12

Stretching_14 cm 1.42 0.12 0.80 0.08
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Figure 4.16: Violin plots visualizing the probability density of the collected
CDT for each condition.

revealed a significant difference for travel distance, 7 cm and 14 cm
for the lower (F(1,92) = 6.245, p = .014) and upper (F(1,92) = 10.845,
p = .001) thresholds. This supports our hypothesis that travel
distance ultimately determines how much offset can be introduced
while remaining unnoticed. This was also supported by various
post-study comments, for instance: “I just had much more time to see if
it moved faster” (P8). This provides evidence for our first hypothesis
that translation distance significantly affects the DTs. Next, we foundDistance affects the

amount of
unnoticeable offset

the manipulation technique to also have a significant effect on both,
lower (F(1,92) = 4.753, p = .031) and upper (F(1,92) = 4.548, p = .035)
thresholds. This supports our second hypothesis that adding relative
resistance force feedback to the manipulation provides additional
proprioceptive cues and, therefore, makes it easier to detect, result-
ing in lower thresholds. There was no interaction effect betweenStretching results in

lower thresholds manipulation techniques and travel distance for lower (F(1,92) = .086,
p = .076) and upper (F(1,92) = .004, p = .949) threshold.

Manipulation technique and travel distance significantly affect
CDTs. Our analysis showed that linear stretching has significantly
lower thresholds than linear translation. Further, we determined
that smaller travel distances allow for higher C/D ratios regardless
of the manipulation technique.

4.2.4.3 Proprioceptive Sensitivity

Even though the violin plots in Figure 4.16 support the assumption
of a normal distributed data set (verified through Shapiro-Wilk test),
it is inevitable that the individual thresholds can differ quite drasti-
cally. Most participants fluctuated around the threshold; however, we
were also interested in the extremes, and we wanted to understand
whether some participants’ proprioceptive senses are more sensitive
than others for these kinds of tasks [167]. Therefore, we used an ex-Individual

differences in CDT treme groups approach [273], allowing us to conceptually compare
our population as if we had sampled high and low sensitivity groups.
To do so, we computed participants’ proprioceptive acuity as an over-
all performance score by adding up all upper thresholds and the
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Figure 4.17: Visualizing the correlation between high- (blue) and low-(red)
performance groups. ‘x’ indicates overall CDT.

multiplicative inverse for all lower thresholds across the eight con-
ditions for each individual participant. We then assigned participants Extreme groups

approachto quartiles (groups of six) based on their overall performance score.
Thus, we ended up with a high and low-performance group as well
as two average groups. We were mostly interested in whether partic-
ipants in the high-performance group performed consistently better
than the main group or underly a random spread, and vice versa. Fig-
ure 4.17 shows the low- (red) and the high- (blue) performance group.
Connected data points in the high- and low-performance groups rep-
resent an individual participant. Here, we see a strong tendency to-
wards individuals in the high-performance group consistently per-
forming better and constantly staying below the overall CDT (marked
with ‘x’), and vice versa. Following this, we investigate if there is a Participants have

consistently high or
low thresholds

significant difference between the two performance groups by com-
paring them to the average group. Levene’s test revealed a violation
of the homogeneity of variance assumption at α = .05. Therefore, we
ran a Kruskal-Wallis-Test for unequal variances which did not indi-
cate a significant effect (H(2) = 1.343, p = .510). Participants in both
groups reported mixed experiences with VR and had various back-
grounds, countering our initial assumption that with more VR expe-
rience thresholds might become lower. Hence, we conclude that low-
and high-performance groups belong to a single homogenous group.

Individuals did not significantly differ in their proprioceptive
sensitivity in our study. We found a trend indicating individual dif-
ferences in proprioceptive sensitivity (similar to [144, 167]) leading
to an earlier semantic violation regardless of participants’ prior VR

experience and their professional background. However, this effect
was not statistically significant in our experiment.
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Figure 4.18: Trial completion times. Comparing two C/D ratios within the
individual CDTs and the two extremes (0.5 and 1.8) against the baseline (C/D

ratio = 1.0). ∗ ∗ ∗ = p < .001, ∗∗ = p < .01, ∗ = p < .05, ns = not significant.

4.2.4.4 Interaction Times and Movement

The question we address here is whether C/D ratios within the CDT

have acceptable performance and accuracy. We contrast this with
performance and accuracy on C/D ratios outside of the CDT. These
results help us to understand which factors contribute to semantic
violations and, therefore, how different C/D ratios affect proxy-based
interactions across the different conditions. First, we look at thePotential side effects

of applying illusions trial completion times for all conditions at different C/D ratios by
choosing the two initial staircase C/D ratios (0.5 and 1.8) as extremes,
two C/D ratios within the threshold in each individual condition and
the baseline C/D ratio = 1.0. We analyzed the trial time data at five
C/D ratios depending on the conditions. Shapiro-Wilk indicated a
violation of the normality assumption at α = .05.

Following this, we ran non-parametric Kruskal-Wallis-Test which
revealed a significant effect in all four conditions, Translation 7

(H(4) = 97.24, p < .001), Stretching 7 (H(4) = 88.45, p < .001), Trans-
lation 14 (H(4) = 40.00, p < .001) and Stretching 14 (H(4) = 65.17,
p < .001). We performed Wilcoxon post-hoc comparisons with Bon-
ferroni corrections for each condition, comparing baseline 1.0 to the
four other C/D ratios. As shown in Figure 4.18, it took participants
significantly longer to move the slider to the goal position using a
0.5 C/D ratio. In contrast, for each condition’s lower threshold, thereC/D ratio

significantly affects
the interaction time

was no significant difference between the threshold and the baseline
in terms of trial completion time. However, in the upper conditions,
we did not see such consistent results. In the 7 cm conditions, par-
ticipants were significantly faster within their CDT. Contrary, there
was no significant difference in the 14 cm condition. At the extremes
(C/D ratio: 1.8), participants reached significantly faster completion
times in the translation condition. However, there was no effect in the
stretching condition. Throughout the study, we frequently observed
that participants overshot the goal as a consequence of exposing
them to higher C/D ratios. Moreover, some participants reported
that they used this effect as an indicator to detect a manipulation.
We followed up on this observation by investigating the movement
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Figure 4.19: Virtual distance traveled – time relationship graph for all con-
ditions. Comparing two C/D ratios within the individual CDT and the two
extremes (0.5 and 1.8) against the baseline (C/D ratio = 1.0).

data. To do so, we plotted the virtual distance–time relationship
graph for again five different C/D ratios consisting of the two
extremes (0.5 and 1.8), upper and lower CDT for each condition
as well as the baseline (1.0). The graph is based on the logged
timestamps and the corresponding median distance value across all
participants. In Figure 4.19, we can observe that the different C/D

ratios show a substantial effect on the movement data. First, the Hand movements
affected by offsetsCDT curves (red and yellow) are closest to the baseline and result

in a consistent, stable movement, i.e., accelerating at the beginning
and slowing down when approaching the goal position. Aligned
with our observations, the median curve for C/D ratio = 1.8 (purple)
shows that participants frequently overshot and had to correct for it,
especially in the translation condition. However, stretching seems to
prevent overshooting, even with higher C/D ratios leading to high
accuracy. In contrast, the curve in lower extrema condition (blue)
slowly approaches the goal and in the stretching 14 cm condition
almost ends-up in a linear motion (see Figure 4.19: bottom right).

Performance and accuracy remain stable within the CDTs. Our
analysis showed that higher C/D ratios generally result in quicker
completion times but create problems with accuracy. However, stay-
ing within the CDT seems to prevent these effects from occurring.

4.2.4.5 Summary

In this section, we reported our estimates for the CDTs for all four
conditions. Further, we demonstrated the significant effect of travel
distance on the thresholds, smaller distances allow for higher C/D

ratios. Moreover, we found that added relative resistance force feed-
back in the linear stretching condition provides an additional pro-
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Figure 4.20: Lisa translates the ’high-pass filter’ slider (A – s2) through the
physical proxy and then wants to operate the ’track-speed’ slider (B – s1).
The proxy slider resets itself to the previously stored position of s1 (see
B - bottom Log). For the proxy to work as a stand-in for multiple virtual
sliders, an on-the-fly HR technique is used (a and b). Finally, (1) shows a
user interacting with the VR-DJ environment.

prioceptive cue, which supports people in detecting manipulations,
consequently leading to significantly lower thresholds. Then, we ran
an investigation regarding the possible differences in human propri-
oceptive capabilities, identifying a trend towards some people being
more sensitive to visual-proprioceptive conflicts than others; however,
this effect was only numerical present and not statistically significant
in our experiment. Finally, we show that keeping C/D ratios within
the CDT generally preserves performance and accuracy.

4.2.5 Applications & Use Cases

4.2.5.1 Linear Translation: Extending the VR-DJ Experience

To illustrate how Visuo-Haptic Translation can be used, we extended
our VR-DJ experience. The main goal of this application was to
demonstrate the possibilities that visuo-haptic illusions offer by
replicating several virtual sliders (Figure 4.20B – s1, s2 and s3) of
different lengths on a DJ desk through a single functional proxy
slider. Here, Lisa can enter a virtual discotheque in order to practice
her performance without the need of expensive mixer equipment2.
Various effects can be triggered, e.g., a fog machine can be triggered
by using a switch. The single physical slider stands in for every sliderExtending the

VR-DJ Experience in the virtual DJ mixer. Here, we use a 10 cm linear potentiometer
(RSA0N11M9-LIN10k) offering 10 kΩ resolution which can be
moved by using a 10V DC-motor. The DC-motor was controlled
using an Arduino Uno Rev3 (AVR ATmega328) and a L298N Dual
H Bridge motor driver powered by a 12V (1.0 A) DC power supply.
When interacting with the device, the motor needs to be turned off.
Therefore, we included capacitive touch sensing capability to the
proxy by 3D printing a conductive slider mount (600 Ω resistance)
using composite PLA – Electrically Conductive Graphite Ø1.75 mm.
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The sensor states and touch events were transmitted via serial
communication to the VR machine and adequately mapped to the
different slider lengths of 12 cm (s1 = C/D ratio: 1.2), 10 cm (s2 = C/D

ratio: 1.0) and 8 cm (s3 = C/D ratio: 0.8) remaining within the CDT.
On the VR side, we use a similar implementation as in our user study
utilizing an HTC VIVE for VR and Leap motion for hand-tracking.
Figure 4.20 illustrates how the system works. A user manipulates the Supported

interactions with the
sliders on the virtual
DJ desk

’high-pass filter’ slider (Figure 4.20A – s2) to a position and releases
the slider. The system stores the slider state (analog potentiometer
signal) for s2 in a position log. Then, the user wants to manipulate
the ’track-speed’ slider (Figure 4.20B – s1) which is still at the default
position. The system fetches the current state of s1 from the position
log and resets the physical proxy slider accordingly (Figure 4.20B -
bottom). For the proxy slider to function as a stand-in for multiple
virtual sliders, we used Cheng et al. [52]’s on-the-fly HR algorithm.
Hence, a user touches a different virtual slider but, in fact, has
been redirected to the same physical proxy (Figure 4.20a and b).
Finally, she starts to manipulate s1 which updates the position log
simultaneously (Figure 4.20b - bottom).

4.2.5.2 Linear Stretching

There is huge potential in applying our findings in the context of
linear stretching. For instance, toolkits such as TanGi [91] and Virtu-
alBricks [16] allow the creation of proxy objects including stretchable
parts. Our findings help to expand their interaction space, enabling The benefits for

stretching
interactions

multipurpose manipulable proxies. Moreover, several haptic VR con-
trollers utilize resistive forces for example, ElasticVR [347], Haptic
Links [327] and ElastiLinks [358]. They support a rich set of interac-
tions which can further be enhanced by using visuo-haptic illusions.

4.2.6 Discussion

Based on our study, we discuss visuo-haptic illusions for linear trans-
lation and stretching in VR. Finally, we identify potential future direc-
tions enabling the design of more generic proxy objects.

4.2.6.1 Proprioceptive Limits

Through our study, we determined the CDTs for linear translation
and stretching at the travel distances 7 and 14 cm. We found that
in some cases, relatively high C/D ratios remained undetected;
thus, it appears that individuals’ proprioceptive capabilities vary. Wide range of

undetectable offsetsWe assume these differences are grounded in more fundamental
human experiences. For instance, some people participate in sports

2 Unity assetstore: https://tinyurl.com/mr26a34j. Last accessed: Nov 1, 2024

https://tinyurl.com/mr26a34j
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[167], arts and crafts, or playing musical instruments—perhaps these
activities select for or enhance people’s proprioception skills since
these activities demand moving limbs out of binocular vision—which
is not necessarily connected to people’s prior experience with VR.
Investigating these differences appears to be an interesting and
valuable direction for future VR research.

The difference between translation and stretching shows that not
only the absolute limb position and potential differences to the virtual
position can lead to a semantic violation. Instead, the entire arm chain,
muscle contractions and moreover, the required force to manipulate
an object may contribute to a semantic violation. This appears to beParticipants seem to

rely more on their
proprioceptive sense

an unconscious process since none of our participants reported that it
was easier to detect a C/D manipulation in the stretching conditions.
When designing generic proxy objects, these findings need to be care-
fully considered to create a compelling VR experience. Addressing the
question to what extent these individual differences might impact the
practical feasibility of using visuo-haptic illusion is discussed in the
section below.

4.2.6.2 Role of Movement Speed

In our study, we controlled for movement speed, which appears to be
another important variable contributing to a semantic violation. Our
work provides supporting evidence for the role of position and force
feedback as relevant proprioceptive factors; however, at this point,Faster hand

movements may be
easier to detect

we cannot disentangle the effects of movement, speed, and force as
well as possible correlations between them. Therefore, we propose
this as an important direction for future work, allowing us to better
understand how closely physical proxy and virtual objects need to
match in order to enable the design of truly multipurpose proxies.

4.2.6.3 Practical Feasibility

Our reported estimates are the result of investigating the most CDTs
by informing participants about the procedure, reducing distractions
to a minimum level, and converging at 0.5 probably (CDT) for a correct
answer in the staircase procedure. In a more realistic VR experience,
users are exposed to other distracting factors such as ambient sounds,
incident light, multiple objects and so on. Thus, being immersed inStudy setup let to

smaller CDTs the virtual environment most likely allows for higher manipulation
factors while remaining unnoticed or at least are not experienced as
disruptive [52, 83]. This is also supported by the SSQ results which did
not indicate any significant motion sickness because of the illusion,
even though we exposed participants to C/D ratios above their DT.
There is also an interesting trade-off regarding the interaction speed
and accuracy. For instance, lower C/D ratios result in longer and con-
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stantly more stable interactions. In contrast, a designer likely wants to
expand the virtual interaction space (e.g., let a virtual slider appear
longer than its real counterpart is) by applying a higher C/D ratio.
Here, a manipulation factor within the CDT could prevent overshoot-
ing, which impacts accuracy. Designers should be aware that using
visuo-haptic illusions may affect accuracy and overall performance.

4.2.6.4 Generalizability for Proxies Design

In this first iteration, we abstracted from different grasping types
and form factors. However, this raises the question: to what extent
can these thresholds be applied to a larger set of translatable objects and in-
teractions? As already discussed, in this work, we look at the most Form factors and

grasping gesturesconservative case. Therefore, we expect these thresholds to work for
different grasping types and form factors. We explore these aspects
in the next Chapter 5 as researchers begin continuing to expand the
scope of such proxies in future VR systems. Moreover, visuo-haptic
illusions offer great potential to enhance proxy-based design by in-
corporating richer object characteristics such as bendable, twistable,
and deformable object parts [91, 148, 239]. By doing so, we allow for Visuo-haptic

illusions for other
types of object
manipulation

re-usable, multipurpose, and realistic proxy objects pushing towards
tangible VR. Finally, going beyond proxy design, this research also
poses an interesting question to the HR approach, as it shows that
force feedback is a proprioceptive factor; to what extent does lifting
and holding an object affect HR.

4.2.7 Conclusion & Contributions

In this section, we primarily contribute to RQ2 by presenting a novel
undetectable visuo-haptic technique, Visuo-Haptic Translation, which
allows a single physical proxy slider to act as a stand-in for multiple
virtual sliders of different length (C2). We base our technique on the
findings from a controlled lab study involving 24 participants. Our
work identifies CDTs for both linear translation and linear stretching
(C3). The reported CDT help VR designers to incorporate haptic
feedback into their designs with slider proxies. For instance, a VR

designer interested in supporting novice DJs might build a virtual DJ
desk without the need for expensive equipment; however, suppose On the quest to

multipurpose
proxies

the designer only has a single physical slider available. Because
the designer cannot have a proxy for every virtual slider (and their
lengths), she would employ visuo-haptic illusions alongside a single
physical slider. Our findings would inform her the limits of what she
can simulate without users noticing (C2).

By determining and investigating the CDTs, we further enhance
the understanding of multisensory integration [80] during visuo-
proprioceptive conflicts. Due to the absence of a corresponding
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visualization for linear stretching, participants immediately experi-What happens
during sensory

mismatches
enced a mismatch between the sensory modalities, which led them
to rely more on their proprioceptive sense. As a result, we observed
significantly lower CDTs than in the translation condition. Thus,
force feedback along with visualization likely impacts detectability
(C3). In addition, smaller translations allowed for significantly
higher relative C/D gains. Although we did not find statistical
evidence for significant differences in participants’ sensitivity to
visuo-proprioceptive offsets, we found that indivituals’ thresholds
are generally consistently high or low, covering a wide range, similar
to Hartfill et al. [144].

To demonstrate our novel Visuo-Haptic Translation technique, we de-
veloped a proxy slider that is capable of sensing and actuation (C1).
The proxy slider can store multiple virtual slider positions and can
quickly reset itself depending on the user’s virtual target. To achieveUnlocking the

potential of
multipurpose

proxies

this, we combined our visuo-haptic technique with Haptic Retargeting
[17] to seamlessly redirect users’ hands to our proxy. Together with
our virtual DJ environment, this creates an immersive experience that
haptically supports interactions with sliders through a single multi-
purpose proxy (C5). Our findings also help to outline the effects of
noticeable vs. unnoticeable visuo-haptic illusions on the interaction,
which we later build upon in Chapter 6.

4.3 summary

In this chapter, we presented two novel undetectable hand-based
illusion techniques, Pseudo-Haptic Resistance and Visuo-Haptic Transla-
tion, allowing us to expand the scope of proxy-based interactions in
VR (RQ2). As a result, our techniques help to overcome the physical
limitations of proxy design while not disrupting the immersive
nature of the VR experience (C2).

We established our illusion techniques through two controlled lab
studies with a total of 48 participants using a range of psychophysical
methods. Through this, we ensured that (1) we can effectively triggerTwo novel

hand-based illusion
techniques

perceptual illusions and (2) users do not notice the manipulations of
their interactions within the IVE. Both techniques exploit the visual-
dominance phenomenon by offsetting visual from proprioceptive
sensory information to create haptic effects. We quantified the unde-
tectable magnitudes of these types of illusions by reporting estimates
for the CDT (C3). In Section 4.1, we presented Pseudo-Haptic ResistanceChanging perceived

kinesthetic feedback which allows the system to change the perceived resistance of a knob
upon rotational interactions. This can be achieved by visually slowing
down Lisa’s real-world rotations of the knob. As a result, she needs
to cover more distance to reach the target location, which translates
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into the sensation of more resistance (C2). We presented a first model
based on multisensory integration that describes the relationship Model describing

C/D gain and
perceived resistance

between C/D gain and perceived resistance, which helps designers to
effectively apply our results to new and existing VR experiences. In
Section 4.2, we presented Visuo-Haptic Translation, enabling a single
physical proxy slider to act as a stand-in for multiple virtual sliders of
varying lengths. This can be achieved by visually scaling up or down Multipurpose

proxies through
dynamic re-mapping

Lisa’s real-world translations of the slider. Consequently, the haptic
limits of virtual sliders are adequately represented, tricking Lisa’s
perception into believing that the proxy and virtual slider match (C2).

As part of our investigation, we developed two fully functional
proxy prototypes (C1) and designed the corresponding interactions
and IVEs. Our presented applications and use cases demonstrate the Effectiveness

demonstrated
through applications

rich interaction space of our techniques and outline the possibili-
ties for interaction design with proxies (C5). During our investiga-
tions, we found many factors that had a measurable effect on the
detectability of our hand-based illusions. For instance, travel distance
and adding a distinct haptic cue (i.e., linear stretching) (C3). Thus,
we were questioning the robustness and generalizability of our tech-
niques, allowing them to be applied to practical VR settings rather What about

robustness and
generalizability?

than controlled lab environments. To better understand these aspects,
we used the next Chapter 5 to study how different factors related
to the user, the interaction, and the proxy affect the detectability of
hand-based illusions that apply visuo-proprioceptive offsets (RQ3).





5
D E T E C TA B I L I T Y O F H A N D - B A S E D I L L U S I O N S

Videos about the work and prototypes presented in this chapter are
available online and can be accessed through the QR codes. Images
and parts of the text in this chapter, as well as the presented figures,
tables, ideas, concepts, implementations, applications and uses cases,
studies and experiments, results, discussions, and conclusions, have
been published previously in:

[103] Martin Feick, André Zenner, Simon Seibert, Anthony Tang,
and Antonio Krüger. In Proceedings of ACM CHI 2024. The Impact of
Avatar Completeness on Embodiment and the Detectability of Hand Video

Redirection in Virtual Reality.

[99] Martin Feick, Kora Regitz, Anthony Tang, and Antonio Krüger.
In Proceedings of ACM CHI 2022. Designing Visuo-Haptic Illusions
with Proxies in Virtual Reality: Exploration of Grasp, Movement Tra- Video

jectory and Object Mass.

5.1 factors influencing detectability

Figure 5.1: Lisa moves a proxy whisk inside a proxy pot (left). Visuo-Haptic
Rotation works by offsetting the virtual hand/tool from the real hand/tool.
We can simulate virtual pots of different sizes, which provide realistic hap-
tic sensations when stirring. Our studies investigate the extent to which we
can use such illusions by exploring the potential effects of grasp, movement
trajectory and object mass on the offset which can be introduced while re-
maining unnoticed by a user.

5.1.1 Introduction

In addition to our two novel hand-based illusion techniques for VR

presented in the previous Chapter 4, researchers introduced several
other illusion techniques that can enhance interactions with proxies

165
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such as Redirected Touching [193], Pseudo-Haptic Weight [288], Pseudo-
Haptic Stiffness [360] or Resized Grasping [30], that all decouple visual
information from proprioception. These approaches present an effec-
tive and inexpensive way to achieve a variety of haptic sensations
with proxies. Nevertheless, these techniques are only effective as longIllusions need to

remain undetectable as they do not noticeably disrupt the VR experience—e.g., if we ap-
ply a visual offset that is too large, it disrupts Lisa’s sense of pres-
ence [128, 265, 314]. Previously, we noticed factors that influence how
much offset can unnoticeably be applied, e.g., movement distance
(see Section 4.2). Ongoing work in the field identified factors such
as movement direction [25], complexity of the task [83] or the visu-Factors influencing

the unnoticeable
offset

alization of the virtual hand within an IVE [262]. To contribute to
this stream of research and promote the use of hand-based illusions
outside lab settings, we designed two experiments investigating: (1)
effects of grasping type and the manipulation trajectory, and (2) theInvestigate grasping

type, trajectory and
object mass

effect of different grasping types and object mass (see Figure 5.4). To
do so, we varied the offset between the physical proxy and virtual
object position by applying different C/D ratios for simple manipula-
tion tasks. Additionally, we propose an extension of our Visuo-Haptic
Translation technique, called Visuo-Haptic Rotation.

5.1.2 Impact of Grasp, Object Mass and Motion

There are several variables which may contribute to a semantic vio-
lation. Here, we explore the effect of three such variables: grasping
type, object mass, and movement trajectory. In the following, we out-
line our selection process and discuss why it is important to under-
stand the impact of these variables to develop a generalizable design
approach for visuo-haptic illusions.

Does how we hold an object affect how much offset may be introduced?

Humans choose the correct grasping type based on the underlying
task requirements [45, 62, 105] and objects’ characteristics [106] (par-
ticularly, the shape of the object [62]). These variables remain entan-The role of grasp

type gled and can therefore only be considered holistically. Cutkosky [62]’s
grasping taxonomy broadly distinguishes between power, (interme-
diate) and precision grasps. As the name already suggests, power
grasps are used to manipulate heavier/larger objects or when dexter-
ity is secondary. On the other hand, precision grasps are primarily
for fine-grained manipulations. Hence, different muscle groups are
involved when changing or adjusting the grasping type [325] which
motivates the question of whether the grasping pose itself affects howUsing grasp types

taxonomies much offset between the real and virtual world may be introduced.
Below, we outline the selection process of the four grasping types
we chose for our studies. We analyzed several grasping taxonomies
describing between 14 and 33 grasping types by comparing their sim-
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Figure 5.2: The four grasping types: Lateral (A), Medium Wrap (B), Tripod
(C) and Writing Tripod (D) – that we chose following the selection process
described above. The objects were designed and 3D-printed according to the
grasp requirements.

ilarities and differences [62, 107, 174, 325]. Our goal was to include
one representative grasping type per established category across the
different taxonomies, maximizing the likelihood of identifying poten-
tial differences. To do so, we prioritized the grasping types in each
category based on their usage frequency in four different application
areas: housekeeping, machinery, food preparation, and laundry [106,
389]. We selected the four grasping types for our study according to Procedure for

selecting grasping
types

their usage frequency, kinematic differences [325, 370], and distinct
object characteristics (i.e., size and mass) to obtain a diverse set of
grasping types and to increase variability. This also aligns with the
proposed optimal grasp set by Feix et al. [106]. We designed the cor-
responding proxy objects (see Figure 5.2 and Table 3) based on Feix’s
grasp size analysis with real-world use cases in mind.

Does how heavy the object is affect how much offset may be introduced?

Besides the shape and size of the object, another important variable is
the mass of the object since the (predicted) mass of the object strongly
correlates with the chosen grasping type [106]. It is unclear whether Is lighter more

accurate?the properties of an object, such as its weight, contribute to a semantic
violation when manipulating it. This question is grounded in the pro-
prioceptive research field, where there is an interesting trade-off be-
tween accuracy and force, where movement accuracy is significantly
affected by the force required for the manipulation [11, 274]. Follow-
ing this, we included different object masses, up to 500 g, in our
second study to investigate the impact on the DTs. In this work, we

Table 3: Grasp classification, correlated object masses and dimensions, and
examples for our four grasping types.

Grasping Type

Lateral Medium Wrap Tripod Writing Tripod

Grasp class [62, 325] intermediate and flat power and cylindrical precision and spherical precision and distal

Mass (avg.) [105, 106] 150 g 400 g 150 g 20 g

Dimensions [105, 106] up to 2 cm thick 4.5 cm in diameter 3 cm in diameter
1 cm in diameter,

tilt angle of 62.4° [74]

Examples [45, 105, 106,

389]

towels, keys, paper, mug 

handle, cards

bottles, cans, vacuum, 

mop, handles

doorknobs, salt/pepper 

shaker, chess pieces

drawing and writing tasks, 

kitchen and workshop tools
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Figure 5.3: Visualization of how C/D ratio manipulations affect linear (Visuo-
Haptic Translation) and circular movement (Visuo-Haptic Rotation).

consider handheld-sized objects, so we used object masses that corre-
spond with our four gasping types and can usually be encountered
in our everyday environments [106].

Does how we move the proxy affect how much offset may be introduced?

Findings in the HR domain show that the movement direction and
distance with respect to the user’s body significantly affect the DTs
[144]. For instance, distancing one’s hand from one’s body allows forVisuo-Haptic

Rotation much greater offset than vice versa (i.e., bringing one’s hand closer
to oneself) [25]. We included two distinct manipulation trajectories
to explore if possible differences between grasping types occur for
different movement directions. Rather than opting for the three main
axes and limiting the DoF to only one, we used Lissajous-figures,
which are used in the motor learning field [24], to systematically
include more complex and rich interactions. We chose a one-to-one
frequency ratio and 0° phase offset, and a one-to-one frequency ratio
and 90° phase offset, resulting in a linear and circular movement
(Figure 5.3). The furthest waypoint was set to 30 cm [384] to ensurePreviously limited to

1D that participants could physically reach it without fully extending
their arm, which would provide a strong proprioceptive cue. To
be able to compare the two movement trajectories, we used the
distance point D in relation to a user’s torso and mapped the C/D

ratio intervals for physical movements and their corresponding
virtual representation to one another. As a result, the only difference
between the two trajectories is the total movement distance covered
(i.e., circle perimeter u = π * D > linear distance D). We coined the
circular extension of Visuo-Haptic Translation, Visuo-Haptic Rotation.

In line with our RQ3, we formulated the following sub-research
questions:
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Study 1: Effects of Grasping Type and Movement Trajectory (R1 & R2) Study 2: Effects of Grasping Type and of Object Mass (R1 & R3) 

Impact of Grasp, Movement Trajectory and Object Mass (R4 & R5)

Within-subjects

Grasping Type Movement Trajectory Object Mass

Final

Final

Start

different vs. 

equal mass

equal mass
unrestricted linear 

movement trajectory

Within-subjects

Final

Start

Grasping Type

restricted movement

trajectory

Figure 5.4: Experiment 1 investigates potential effects of grasping type and
movement trajectory on the CDTs while neglecting an object’s mass (left). Ex-
periment 2 investigates the effects of grasping type and object mass (right).

RQ3.1: Does how a user holds the object affect how much offset may
be introduced?

RQ3.2: Does the movement trajectory affect how much offset may be
introduced?

Sub-research
questionsRQ3.3: Does how heavy an object is, affect how much offset may be

introduced?

RQ3.4: Does performing restricted vs. unrestricted movements affect
proprioceptive accuracy?

RQ3.5: Do participants differ in their proprioceptive acuity?

To investigate these sub-research questions, we conducted two psy-
chophysical threshold experiments to investigate the effects on the
CDT [95, 385] for different independent variables outlined in experi-
ments 1 and 2 below. Both experiments were executed at the same
lab facility and used the same simple virtual environment consisting
of two tables, the experimental setup, and an instruction screen. Par- Conducted two

psychophysical
threshold
experiments

ticipants remained seated on a chair throughout the experiment and
were carefully positioned in front of the physical setup. Participants
wore an HMD with their dominant hand being tracked. They were
told to manipulate the proxy until it matched a target position dis-
played in the virtual world. After they successfully established the po-
sition, a 1AFC (‘yes’ or ‘no’) question appeared, and they were asked
whether they noticed a manipulation or not [322]. In the linear move-
ment condition (experiment 1 and 2), they responded to the following Participants reported

offset as soon as they
noticed it

statement: “My virtual hand moved faster than my own”. In contrast, in
the circular condition (experiment 1) they responded to: “My virtual
hand moved in a wider circle than my own”. In both experiments, partic-
ipants were informed about the procedure, and we explicitly showed
them the effect of C/D ratio manipulations multiple times during the
warm-up phase. They were told to report a manipulation as soon as
they noticed it, thus targeting the most conservative case.
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5.1.3 Experiment 1: Grasp Type and Trajectory

In experiment 1, we compared the four grasping types (medium
wrap, lateral, tripod and writing tripod) across two restricted move-
ment trajectories (linear and circular manipulation). We used two
different physical setups, enabling us to restrict a user’s movement,
preventing involuntary path deviations and neglecting an object’s
weight. This allowed us to isolate the effects that different grasp-Does how we hold

and move objects
influence the
detectability?

ing types and movement trajectories may have on the perception.
Through this study, we wanted to understand whether we could use
the same thresholds when using different grasping postures and
manipulating proxies along different trajectories.

5.1.3.1 Design

We utilized an adaptive psychophysical 1-up-1-down interleaved
staircase procedure with a 4 × 2 within-subjects design. We had
two independent variables: GRASPING TYPE (lateral vs. medium
wrap vs. tripod vs. writing tripod) × MOVEMENT TRAJECTORY
(linear vs. circular). In total we investigated eight conditions which
were counterbalanced using a Latin square (n = 8). We used a
1-up-1-down interleaved staircase procedure, exposing participants
to different stimuli (C/D ratios) repeatedly. Using a fixed step size,
we target the (CDT) (see Section 2.5.2.2). We used the number of
reversal points (r = 5) as a convergence criterion, and chose 1.0 and
2.0 for our range of manipulation factors with a 0.1 fixed step size
[83, 384]. Following our pilot tests, we selected 1.0 (↑ asc.) and 1.8 (↓
desc.) as the starting values for the procedure to allow for quicker
convergence.

5.1.3.2 Participants

We recruited 24 right-handed participants (11 females, 13 males),
aged 20–36 (mean = 26.42; SD = 3.65) from the general public and
the local university. Participants had a range of different educational
and professional backgrounds, including media informatics, com-
puter science, education, pharmacy, anglistics, neuroengineering,
embedded systems, data science and artificial intelligence. AllVR experts and

novices participated
in our experiment

participants reported normal or corrected-to-normal vision and
did not report any known health issues which might impair their
perception or proprioception. Eight participants had never used
VR before, ten had used it a few times (1–5 times a year), no one
reported using it often (6–10 times a year), and six others used it on
a regular basis (more than 10 times a year). Ten participants reported
that they had not played VR games before, nine people responded
sometimes or infrequently (1–5 times a year), one often (6–10 times
a year), and four people on a regular basis (more than 10 times a
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Figure 5.5: Experiment 1 apparatus. Left shows the turntable allowing us
to limit users’ movements to a circular trajectory, resulting in Visuo-Haptic
Rotation. The camera slider on the right ensures a smooth linear movement,
resulting in Visuo-Haptic Translation.

year). Participants not associated with our institution received €10

as remuneration for taking part in the experiment. The study was
approved by the Saarland University’s Ethics and Hygiene Board.

5.1.3.3 Apparatus

In experiment 1, we used the apparatus shown in Figure 5.5, consist-
ing of an HTC VIVE Pro Eye tracking system and an Optitrack system
with five Flex13 cameras. On the software side, we used SteamVR
(v.1.17), OpenVR SDK (v.1.1.4) and Motive (v.2.3.0) for motion cap-
turing and running a simple virtual scene, which was developed in
Unity3D(v.2020.2.1f1) and was executed on an Acer Predator Orion
5000 PO5-615s offering an Intel® Core i9 10900k CPU, 32 GB RAM
and an Nvidia® GeForce RTX 3080. To support the initial grasping
phase, we included hand tracking through a Leap Motion controller
(core v.4.5.0) using an androgynous hand representation without no-
ticeable characteristics as suggested by Schwind et al. [300] to pre-
vent unwanted effects [262]. We built two different physical setups Used generic hand

models to prevent
unwanted effects

allowing us to restrict users’ movement. For the linear setup, our
80 cm camera slider from Section 4.2 was used, forcing participants
to translate the proxy alongside its path, thus, not allowing any path
deviations as in our previous chapter. Additionally, this mechanism
enables us to ignore object mass. A custom mount was 3D-printed
allowing us to quickly swap out the objects for the different study
conditions. The circular setup makes use of a lazy Susan turntable
(metal bearing) with a laser-cut wooden plate and a custom mount
which: (1) could rotate around its center using a second bearing, and
(2) hosted the magnetic mount for attaching the different study ob-
jects. The two setups were fixed on tables and therefore could not
be accidentally moved by our participants. The four objects were 3D-
printed using PLA, and included 3D-printed conductive parts (com- Included touch

sensing to warrant
visuo-haptic
synchronization

posite PLA – Electrically Conductive Graphite) to enable touch sens-
ing. Following Tinguy et al. [343], we used a combination of optical
tracking and capacitive sensors to improve the visuo-haptic synchro-
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Figure 5.6: Visualizes the effect of C/D ratio manipulations when rotating
and translating a proxy along a fixed trajectory. Bottom left shows our
four objects augmented with 3D-printed capacitive touch sensors. Colors
adjusted for presentation clarity.

nization and immersion in VR. In addition, by snapping the virtual
hand to the virtual object when physically touching the proxy, we
could avoid hand tracking issues. For touch sensing we used an Ar-
duino Uno running a capacitive touch sensing sketch—transmitting
(no-)touch events to the Unity3D program through serial port com-
munication. The experimental logic was implemented using the Unity
Experiment Framework (UXF v.2.1.1) [42] and the Unity Staircase Pro-
cedure Toolkit [379].

5.1.3.4 Experimental Protocol

After a general introduction to the study, informed consent and ex-
plaining the hygiene measures in place, participants filled in the de-
mographics questionnaire. Following this, they were introduced to
VR, the system, and the task. Participants were guided through an
open-ended practice round to familiarize themselves with the task
and the system. In the second step, we exposed them to trials with
and without manipulation factors to illustrate the effect and only pro-
ceeded once they felt confident in detecting a manipulation. Partici-
pants were instructed to grasp the proxy object as indicated and to
maintain the pose through each round of the experiment. The experi-
menter ensured that participants did not change their grasping pose
unintentionally. They were told to move the object to the target posi-
tion with a consistent and comfortable speed. The system monitored
that they stayed within a reasonable time limit. Once they reached
the goal position, the 1AFC question appeared, and the object needed
to stay within a 5 mm distance for the question to remain visible.
Participants were instructed to respond to the question as quickly
as possible by pointing to either ‘yes’ (there was a manipulation) or
‘no’ (there was no manipulation) using the VIVE controller in their
non-dominant hand. In our pilot experiments, we observed that par-Responded with

controller in
non-dominant hand

ticipants carried a bias from the previous staircase round to the next.
To address this and to cope with proprioceptive fatigue [280], partic-
ipants took a longer break after each staircase round (by removing
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their headset). Before starting a new round, participants were given
five calibration trials with no manipulation factor, helping them to
‘re-calibrate’ themselves. After completing the eight conditions, partici-
pants filled in a SSQ [177]. The total experiment took about 60–70 min
per participant.

5.1.3.5 Data Collection

We collected data from five sources: a pre-study questionnaire for de-
mographic information; the subjective responses to the forced-choice
staircase question; system logs (including trial times, object position
and orientation, and velocity using UXF [42]); field notes and obser-
vations; and a poststudy SSQ using our VRQuestionnaireToolkit [94].

5.1.3.6 Analysis

We statistically analyzed our data using a Two-Way RM ANOVA
on the two independent variables, movement trajectory with two
levels and grasping type with four levels. First, we identified two
significant outliers using the box plot method, which we removed
from the dataset for the analysis step. The dataset met the normality
assumptions at α = .05, verified through a Shapiro-Wilk test. We Applying mixed

methods to get a
holistic picture

checked the assumption of sphericity using Mauchly’s test and
applied Greenhouse-Geisser corrections to the within-subject factor
grasping type, because sphericity was violated. Additionally, we
conducted a Bayesian ANOVA using the BayesFactors R package1

with default priors (v.0.9.12–4.3). Effects are reported as the Bayes
factor for the exclusion of a particular effect (BFexcl), calculated as
the ratio between the likelihood of the data given the model with the
effect vs. the next simpler model without that effect [178].

5.1.4 Results

We report our estimates for the CDTs using different grasping types
(lateral, writing tripod, medium wrap, and tripod) along two re-
stricted movement trajectories (linear and circular). Then, we analyze
the results with respect to our research questions.

5.1.4.1 Detection Thresholds for Grasping Types and Movement Trajecto-
ries

We collected 4346 responses through the interleaved-staircase proce-
dure. On average, it took participants 22.6 (SD = 3.6) trials to reach
convergence. For each participant, we obtained eight thresholds (i.e.,
one per condition) by averaging the last four reversal points within

1 BayesFactor GitHub: https://tinyurl.com/mr3v3jyp. Last accessed: Nov 1, 2024

https://tinyurl.com/mr3v3jyp
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Grasping 

Type

Threshold

Linear Circular

Lateral 1.41 ± 0.19 1.42 ± 0.16

Medium Wrap 1.45 ± 0.20 1.39 ± 0.21

Tripod 1.46 ± 0.20 1.41 ± 0.22

Writing Tripod 1.46 ± 0.20 1.38 ± 0.18

Values are given as mean ± SD.

Figure 5.7: Experiment 1 violin plots and data points for the different condi-
tions (left). CDTs reported as mean ± SD (right). Outliers included.

the ascending and descending staircase sequence. The overall thresh-
olds for the eight study conditions were determined by computing
the mean across all 24 individual threshold values [385]. The results
can be found in Figure 5.7. All 192 staircase plots from experiment 1

are available in the supplementary materials of the paper. Our anal-
ysis from the SSQ responses shows an increased Total Severity (TS)
score, mean = 21.04, SD = 12.02 (P10 and P21 SSQ data lost). WeSlight increase in

simulation sickness hypothesize that this was a result of participants wearing a medical
mask under the headset (as a COVID-19 hygiene measure) which
increased sweating and discomfort, according to participants’ post-
study comments.

5.1.4.2 Research Questions RQ3.1 & RQ3.2.

The Two-Way Repeated Measures ANOVA did not reveal a main ef-
fect on both variables, manipulation trajectory (F1,21 = 2.292, p =

.145) and grasping type (F3,63 = .298, p = .827), within our collected
data. There was also no interaction effect (F3,63 = 1.152, p = .335). At
this point, it is unclear whether there is (practically seen) no effect,
and designers can use the same thresholds regardless of how people
grasp and move the proxy object, or there might be an effect that we
could not find due to insensitive data. Therefore, we computed BayesFactors did not affect

the CDTs factors, which for manipulation trajectory 0.918 (BFexcl) did not favor
either hypothesis, and thus, indicates that the data is insensitive [73].
We conclude that more data would be needed to unravel this variable.
On the other hand, the BFexcl for grasping type is 29.760, suggestingStrong evidence for

the absence of effect that it is 29.760 times more likely to observe this data under the null
hypothesis. Hence, there exists very strong evidence that grasping
type did not affect the CDTs [162]. For the interaction effect, we found
moderate evidence for the null hypothesis (BFexcl = 7.590).

5.1.4.3 Summary

The study showed that we can introduce substantial offsets that are
undetectable by humans for all grasping types and across both move-
ment trajectories. Our Two-Way Repeated Measures ANOVA could
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Figure 5.8: Experiment 2 linear unrestricted movement task. Our four differ-
ent objects were augmented with markers for tracking. We fabricated two
objects of each kind, with equal weight and different weights. Colors ad-
justed for presentation clarity.

not reveal a main effect in our data, and the Bayesian analysis sug-
gests that for movement trajectory, this is due to insensitive data. In
contrast, for grasping type, the Bayesian analysis provides strong ev-
idence for the null hypothesis, i.e., there exists a high likelihood that
grasping type did not affect the CDTs. To this end, we restricted users’
motion to isolate the potential effects of grasping type and move-
ment trajectory on the CDTs. However, in our everyday environment,
humans regularly perform unrestricted movements with objects, re-
quiring them to lift the objects. Therefore, we conducted a second
study to investigate the role of different grasping types and object
masses during unrestricted movement.

5.1.5 Experiment 2: Grasp Type and Object Mass

In experiment 2, we compared four grasping types (lateral, medium
wrap, tripod and writing tripod) and two mass conditions: (1) all ob-
jects had equal mass and (2) all objects had a range of different masses
according to the grasping type. We did not restrict user movements Do heavier objects

impact with
proprioceptive
accuracy

in any way (i.e., we apply normal gain-based HR), which introduces
some variance. This allows us to isolate the effects that different grasp-
ing types and object masses may have on the perception. Through
this experiment, we wanted to understand whether these variables
significantly contribute to a semantic violation and, therefore, require
special consideration when designing hand-based illusions.

5.1.5.1 Design

We utilized an adaptive psychophysical 1-up-1-down interleaved
staircase procedure with a 4 × 2 within-subjects design. We had Experimental 2

design follows
experiment 1

two independent variables: GRASPING TYPE (lateral vs. medium
wrap vs. tripod vs. writing tripod) × OBJECT MASS (equal vs.
unequal mass). In total, we investigated eight conditions, which were
counterbalanced using a Latin square (n = 8). We applied the same
method as in experiment 1.
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5.1.5.2 Participants

We recruited a new set of 24 right-handed participants (nine females,
15 males), aged 20–37 (mean = 26.70; SD = 5.01) from the gen-
eral public and the local university. This excludes two participants
who were omitted from the analysis due to (1) not reaching conver-
gence in the study and (2) a complete system failure. Participants had
a range of different educational and professional backgrounds, in-
cluding computer science, media informatics, electronics, pharmacy,
bioinformatics, HCI, mathematics, and psychology. All participantsParticipants from

previous study were
not permitted

reported normal or corrected-to-normal vision and did not report any
known health issues which might impair their perception or proprio-
ception. Two participants had never used VR before, sixteen had used
it a few times (1–5 times a year), one person used VR often (6–10 times
a year), and five others on a regular basis (more than 10 times a year).
Nine participants reported that they had not played VR games be-
fore, eleven people responded sometimes or infrequently (1–5 times
a year), one person used it often (6–10 times a year), and three peo-
ple on a regular basis (more than 10 times a year). Participants not
associated with our institution received €10 as remuneration for tak-
ing part in the experiment. The study was approved by the Saarland
University’s Ethics and Hygiene Board.

5.1.5.3 Apparatus

In experiment 2, we used the same apparatus as in experiment 1,
but we removed the turntable and the slider. Instead, participants
manipulated the proxies directly on the table (see Figure 5.8). For ex-
periment 2, we 3D-printed eight objects, two of each kind using PLA,
and included 3D-printed conductive parts to enable touch sensing.
The objects were connected via long thin cables to the Arduino Uno,
not limiting the interaction space. The design of the lateral objectPreparing our

proxies for
experiment 2

was slightly altered to ensure a more natural manipulation (center of
mass). The first set of objects was fabricated to have an equal weight
of 40 g (± 1 g tolerance), whereas the second set was weighted (see
Figure 5.8, right) using lead shot and secured with super glue (±
2 g tolerance). The lead shot was equally distributed and superglued
inside the objects, providing a realistic center of mass to avoid im-
mediate breaks in presence [382]. All objects were augmented with
three retroreflective markers, allowing us to precisely track them in
3D space using Optitrack. To improve tracking quality and robust-
ness, we added paper straws to enable an optimal marker setup. The
pivots were carefully calibrated for each object.

5.1.5.4 Experimental Protocol & Data Collection

We used the same procedure and data collection method as in exper-
iment 1. Participants were instructed to move the object in the most
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Grasping 

Type

Threshold

Equal Weight Weighted

Lateral 1.34 ± 0.15 1.35 ± 0.16

Medium Wrap 1.32 ± 0.20 1.31 ± 0.14

Tripod 1.34 ± 0.16 1.36 ± 0.17

Writing Tripod 1.32 ± 0.15 1.33 ± 0.14

Values are given as mean ± SD.

Figure 5.9: Experiment 2 violin plots and data points for the different condi-
tions (left). CDTs reported as mean ± SD (right).

direct way (linear) to the goal position without dragging it on the
table, requiring them to slightly lift the object. This ensured that par-
ticipants felt the mass of the object.

5.1.5.5 Analysis

We further analyzed our data using a Two-Way Repeated Measures
ANOVA on the two independent variables grasping type and object
mass. There were no extreme outliers in the dataset. A Shapiro–Wilk
test indicated a violation of the normality assumption at α = .05 in the
lateral/equal mass condition. Hence, we examined the normal QQ Justified to conduct

parametric statistical
hypothesis testing

plots (see supplementary materials of paper) and computed skew-
ness γ̂1 and kurtosis γ̂2 values (|γ̂1| and |γ̂2| < 2.3) leading to the
conclusion that we can run parametric tests [110, 233]. The dataset
met the assumption of sphericity verified through Mauchly’s test at
α = .05. As in experiment 1, we computed Bayes factors to further
analyze our collected data.

5.1.6 Results

We report our estimates for the CDTs using different grasping types
(lateral, medium wrap, tripod, and writing tripod) with two mass
conditions (equal and unequal mass). Then, we analyze the results
with respect to our study questions.

5.1.6.1 Detection Thresholds for Grasping Types and Object Mass

Overall, we received 3950 responses in the interleaved-staircase pro-
cedure, and it took participants 21.5 (SD = 2.9) trials to reach conver-
gence. As in experiment 1, each participant contributed eight thresh-
olds, i.e., one per condition, which was determined by averaging the Summary of

collected resultslast four reversal points in each sequence. The overall thresholds for
all eight study conditions were computed by taking the mean across
all 24 individual threshold values. The results can be found in Fig-
ure 5.9. All 192 staircase plots from experiment 2 are available in the
paper appendix. Similar to experiment 1, the analyses of the SSQ re-
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sponses show an increase in the total severity score (mean = 27.43;
SD = 22.56).

5.1.6.2 Research Questions RQ3.1 & RQ3.3.

The Two-Way Repeated Measures ANOVA did not reveal a main ef-
fect of either variable, object mass (F1,21 = .371, p = .549) or grasping
type (F3,63 = .430, p = .732). In addition, there was also no interac-
tion effect (F3,63 = .757, p = .522). Following this analysis, we com-Confirms experiment

1 results for
unrestricted
movements

puted Bayes factors, and for object mass we found moderate evidence
(BFexcl = 5.527) in favor of the absence of an effect on the thresholds,
i.e., no effect on the CDTs is 5.527 times more likely than that there was
an effect. This does not contradict previous findings on the significant
impact of force on proprioceptive accuracy. Ansems et al. [11] tested
10%, 25% and 40% of maximum voluntary contraction (MVC) force,
which refers to the highest possible load an individual can move us-
ing a muscle (group). In fact, these values are substantially greaterObject mass did not

affect the CDTs than the maximum proxy weight of 500 g in our experiment. In line
with experiment 1, the Bayes factor for grasping type, 9.623 (BFexcl),
provides moderate evidence for the null hypothesis (RQ3.1), and for
the interaction effect model, strong evidence (BFexcl = 13.112) for the
null hypothesis given the data.

5.1.6.3 Summary

We reported our estimates for the CDTs to quantify the amount
of unnoticeable offset. The Two-Way RM ANOVA did not show
a main effect. However, the Bayesian analysis provides support-
ing evidence for accepting the null hypothesis on the variables
grasping type and object mass—there exists a high likelihood that
neither variable, grasping type or object masses (⩽ 500 g), affected
the amount of offset which can be introduced. Next, we analyze
both studies with respect to our research questions RQ3.4 and RQ3.5.

5.1.7 Movement and Individual Differences

In this section, we analyze both studies, in total 48 participants con-
tributing 384 thresholds, to investigate the differences between linear
restricted vs. unrestricted movement type (RQ3.4). We observed a
high threshold variance across participants, which led to the question
of whether there are consistent differences in humans’ proprioceptive
acuity (RQ3.5). Finally, we analyze participants’ backgrounds with re-
spect to the determined thresholds to better understand where such
differences may come from.
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5.1.7.1 Restricted vs. Unrestricted Linear Movement

Here, we make the assumption that grasping type did not have
an effect on the CDTs following the evidence obtained through our
Bayesian analysis in both studies. We analyzed the between-subjects
factor linear movement type (restricted vs. unrestricted movement).
Since there are two levels in the unrestricted movement condition The role of

congruent haptic
feedback

(equal weight and weighted), we ran two independent samples
Welch’s t-tests because the dataset did not meet the homogeneity of
variance assumption verified through Levene’s test. A Shapiro–Wilk
test indicated a violation of the normality assumption at α = .05.
Given our sample size, we examined the normal QQ plots (see
supplementary materials in paper) and computed skewness γ̂1 and
kurtosis γ̂2 values (for all conditions |γ̂1| and |γ̂2| < 3) leading to
the conclusion that there is no severe violation of normality [110,
233]. Further, we applied Bonferroni corrections to account for Type
I errors. Additionally, we performed two Bayesian independent
samples t-tests using default effect size priors. Results are reported
as two-tailed Bayes factors BF10 and effect size estimates as median
posterior Cohen’s δ with a 95% credibility interval (95%CI) [178].

research objective rq3 .4 Our analysis provides strong evi-
dence for an increase in CDTs in the linear restricted (haptic) move-
ment condition (Mdn = 1.45), when comparing to both unrestricted
conditions: (1) linear weighted (Mdn = 1.33) (t(180) = 4.13, p < .001, Significant difference

between restricted
and unrestricted
movements

d = 0.596, BF10 = 350.080, with median posterior δ = 0.567, 95%CI
= [0.282, 0.855]), and (2) linear equal weight (Mdn = 1.34) (t(186) =

−4.36, p < .001, d = −0.629, BF10 = 826.248, with median poste-
rior δ = −0.600, 95%CI = [−0.890,−0.313]). These results suggest that
providing congruent haptic feedback and limited participants’ DoF re-
duces proprioceptive accuracy and thus allows for greater offsets (see
Figure 5.10). This could have potentially two reasons: (1) due to the
presence of continuous haptic feedback, the combined visuo-haptic
perception was more robust because of higher weighting during mul-

***
***

Figure 5.10: Restricted (continous haptic cue) vs. unrestricted (normal
HR gain) linear movement violin plots and data points. *** = p < .001
(Bonferroni-adjusted).
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tisensory integration, or (2) based on our observations, we believe
that this could also be caused by the ’somewhat’ artificial movementCongruent haptic

feedback may lead to
more robust sensory

integration

and the momentum that is generated when smoothly manipulating
the object along a fixed trajectory. In contrast, unrestricted linear ma-
nipulations resemble a frequently occurring, highly trained and mem-
orized interaction, which may lead to higher accuracy.

5.1.7.2 Proprioceptive Differences

As illustrated in Figures 5.8, 5.9 and 5.10, participants’ thresholds are
widely spread across the entire testing spectrum, which leads to the
question: Are humans equally sensitive to visuo-haptic illusions? We ran aAre we all the same?

descriptive analysis on our experiment 1 and experiment 2 data. Then,
we computed an overall threshold for each participant by averaging
their eight CDTs.

research objective rq3 .5 The dataset follows a normal distri-
bution, indicating that it is representative of the general population.
Since there are no additional density humps, (which could suggest
multiple performance groups) we conclude that all participants be-
long to the same population (see supplementary materials in paper).
However, we were still surprised by how large the threshold spectrum
is, reaching from 5% to almost 67% possible C/D gains. Therefore, we
analyzed whether these differences are linked to participants’ back-
grounds reported in the demographic questionnaires.

Analysis. We conducted multiple Spearman’s ρ rank correlations
across all 48 participants, evaluating if there is a relationship between
the CDTs and the ratings on the following questionnaire items: par-
ticipating in physical sports activities, prior experience with VR, 3D
interactions or VR gaming, gender, and age.Prior VR experience

may impact
tolerance

Results. There was a positive correlation between the two vari-
ables threshold and prior VR experience (ρ(46) = .15, p = .003), in-
dicating that with more VR experience, thresholds become smaller.
There was no correlation between participants’ thresholds and phys-
ical activities (ρ(46) = .03, p = .567), experience with 3D interactions
(ρ(46) = .03, p = .502), VR gaming (ρ(46) = −.04, p = .385), gender
(ρ(46) = −.03, p = .592) or age (ρ(46) = −.02, p = .682).

5.1.7.3 Summary

We found that restricting a user’s movement results in significantly
higher CDT. Additionally, we investigated where differences in propri-
oceptive accuracy may be linked to. It appears that one of the impor-
tant factors is previous experience in VR, impacting how much offset
can be introduced. In the next section we outline how our results sup-
port designers when incorporating visuo-haptic illusions into their
workflow.
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Figure 5.11: The virtual kitchen space and the questions that Lisa encoun-
ters (A, B, and C). She can use the same movement offset (=) regardless of
the grasping type (A) and the weight of the different kitchen utensils (B).
In addition, Lisa can overcome the mismatch between the physical proxy
(document holder) and the virtual oven by applying a greater unnoticeable
movement offset, resulting in a realistic haptic sensation (C).

5.1.8 Effects on Applications & Use Cases

Here, we demonstrate the impact of our key findings on the design
process of visuo-haptic illusions in VR. For illustration purposes, we
use a virtual cooking class scenario in which Lisa wants to experience
haptic feedback for her interaction with the various virtual tools. We
can achieve this by including our visuo-haptic illusions to enhance Illustrate interaction

design process of VR
illusions with
proxies

the experience (see Figure 5.11). Lisa is thinking about the possible
interactions with objects and the environment as well as the physical
proxies that are available, and encounters the challenges below:

Grasping Types (A). Lisa is designing the kitchen space consisting
of a virtual stove and a single proxy which acts as a stand-in for all the
available virtual pots (and maybe pans and bowls) in the kitchen. By
using visuo-haptic illusions, she can simulate different-sized pots on
the stove. Consider that there are several ways that kitchen utensils
such as a whisk could be grasped. Here, she needs to be aware of Applying of

Visuo-Haptic
Rotation

whether the differences in how the tool is handled affect the extent
to which an illusion can be used. Following our results, she would
not have to restrict the interaction type in any way. Hence, Lisa can
seamlessly transition between different grasping types, resulting in a
natural and realistic experience.

Proxy Mass (B). Depending on the desired dish, the students need
different kitchen utensils (e.g., a whisk, a hand mixer, or spoons).
Clearly, each tool is suited for a specific use case; thus, they differ
in their properties and dimensions. Given these uncertainties, Lisa Considerations of

our findings in VR
interaction design

needs to understand which attributes might limit or expand the de-
tectability. Our results suggest that for handheld-sized objects (⩽
500 g), the amount of movement offset which can be introduced is
not noticeably affected by the object’s mass.

Restricted vs. Unrestricted Movement (C). Finally, we demonstrate
how increased CDTs may help to enhance proxy-based interactions.
For instance, a student is holding a virtual baking sheet embodied
by a physical (document holder) proxy. The physical proxy does not
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perfectly match the depth of the virtual oven. By using a visuo-haptic
illusion, Lisa can create a matching depth sensation. She is aware that
the oven rails restrict a user’s movement; this allows her to include a
larger offset, which would otherwise not have been possible.

5.1.9 Discussion

Our work aims to untangle the contributing factors leading to a se-
mantic violation when manipulating a virtual object embodied by
a physical proxy. We believe that our results can be seen as a first
step towards a generalizable approach for visuo-haptic illusion de-
sign. Here, we discuss our findings in a broader context, outline cur-
rent limitations, and give recommendations for future work.

5.1.9.1 Role of Movement Speed

Aligned with our previous studies in Chapter 4, we observed that
movement speed seems to be a critical variable. To the best of our
ability, we tried to control for it by (1) instructing participants to moveFuture work should

consider differences
in hand movements

velocity

the object with a consistent ‘normal’ speed, (2) giving them a warm-
up round to establish a comfortable pacing and (3) monitoring their
speed through our study program. As soon as participants moved
the object faster or slower than the previously determined threshold
boundaries, they were instructed (by using audio feedback) to adjust
their speed. Future work should aim to investigate the role of move-
ment speed in visuo-proprioceptive conflicts.

5.1.9.2 Restricted vs. Unrestricted Movement

The potential difference between restricting and not restricting the
DoF of a user’s motion has powerful implications for the design pro-
cess of visuo-haptic illusions. In fact, many real-world objects, UICongruent haptic

feedback impacts
CDTs

elements and mechanics limit or guide users’ movements and pro-
vide continuous congruent haptic feedback, such as steering wheels,
levers, switches, shifters, door handles, keyholes, sliders, knobs and
many others. Capitalizing on this potential when designing VR illu-
sions can help to create more engaging, realistic, and powerful appli-
cations. Moreover, there are several haptic devices that steer or guide
a user’s movement, such as ElastiLinks [358] and Haptic Links [327],
which could greatly benefit from illusions. To this end, our results
build on the assumption that different grasping types do not have an
effect on the thresholds. Therefore, future work should focus on di-
rect comparison between restricted vs. unrestricted movements and
additionally, incorporate other trajectories.
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5.1.9.3 Generalizability

It is important to note that we only investigated HR gains ⩾ 1.0, scal-
ing up a user’s real-world movement which is in practical terms more
prevalent. Nevertheless, at this point, it is unclear whether scaling
down (gain < 1.0) may reveal other results. Further, we chose our set
of diverse grasping types and object masses based on the selection
criteria described above, covering a wide spectrum to detect potential
differences; however, there is still the possibility that other grasping
types/object masses might influence the amount of offset that can
be introduced. In addition, the role of movement trajectory needs fur- Only investigated

practically relevant
effects

ther investigation because our experiment could not unpack it. Hence,
future studies are needed to gather more evidence leading to a bet-
ter understanding of the relevant variables in visuo-proprioceptive
conflicts. Finally, an interesting question for future work is how the
visualization (i.e., only showing a user’s hand and not the entire arm
chain, thus offering very limited visual cues to detect a manipulation)
generally affects the CDTs.

5.1.9.4 Personalized VR Experiences

We found that individual thresholds differ quite drastically. Our anal-
ysis suggests that this is linked to participants’ previous experience in
VR. Likewise, there are many more variables contributing to an indi-
vidual’s proprioceptive acuity, which we could not assess in our ques-
tionnaire [280]. Since the perceptual differences appear to be widely
spread, we propose to investigate whether we can establish a method Large indivitual

differences in CDTfor proprioceptive calibration in Chapter 6. In fact, this could also
be expanded to other illusion techniques such as redirected walking
[322], haptic retargeting [17] or redirected touch [193]. This approach
could first calibrate a conservative base threshold, and depending on
other parameters such as complexity of the experience (distracting
factors) [52, 83, 384] or time spent in the application [280], we could
dynamically adjust the magnitude of the hand-base illusion, deliver-
ing a VR experience tailored to the individual.

5.1.10 Conclusion & Contributions

In this section, we primarily contribute to RQ3 by investigating
factors related to the user, interaction, and the proxy itself, studying
their potential impact on the detectability during HR-based redirec-
tion. The results provide a better understanding of the contribution
variables leading to a semantic violation (C3).

To achieve this, we conducted two experiments with 48 partic-
ipants, unravelling the extent to which three variables (grasping
type, movement trajectory and object mass) impact the amount of
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offset which can be introduced while remaining unnoticeable for
users. Our reported CDTs for the different conditions support theMovement

trajectory, proxy
mass and grasp type
do not seem to have
practically relevant

effects

visual-dominance phenomenon for new types of interactions with
proxies. Our frequentist analysis did not reveal a significant effect of
the study variables grasping types, object masses (⩽ 500 g) and the
different movement conditions (linear and circular) on the amount
of offset which can be introduced. The computed Bayes factors
suggest that for movement trajectory, this was due to insensitive
data. For grasping type and object mass, there was evidence for the
absence of an effect on the CDTs, suggesting that existing hand-based
illusions and their perceptual boundaries can be applied (C3).
However, we found a significant effect between linear restricted andContinous

congruent haptics
enlarges CDTs

unrestricted movement. Restricted movement led to smaller CDTs,
indicating that proxy manipulations that limit a user’s motion along
a fixed path, providing continuous congruent haptic feedback, may
allow for greater offsets. We identified a wide range of thresholds
linked to participants’ prior experience in VR, suggesting that weSensitivity to offsets

seem to depend on
prior experience

need some sort of proprioceptive calibration process—pushing
towards personalized VR experiences (C3 and RQ4). Together, these
results strengthen the understanding of the factors that need to be
considered when moving from lab to practical VR settings, contribut-
ing to the continously growing number of studies and aiming to
establish design guidelines for including undetectable illusions in VR.

Although not the main focus of this section, our investigation also
produced a novel illusion technique, Visuo-Haptic Rotation, which isIntroduced

Visuo-Haptic
Rotation

an extension of Visuo-Haptic Translation. It allows Lisa to, e.g., steer
inside virtual pots of different sizes embodied by a single physical
proxy. Thus, it contributes to illusion techniques that expand the hap-
tic rendering capabilities of proxies (C2). Finally, we outline how to
incorporate Visuo-Haptic Translation and Visuo-Haptic Rotation, inter-
action techniques and proxies studied in this section into a practicalHow to apply

visuo-haptic
illusions to VR

VR experiences (C5). Through this, we also provide considerations
for VR designers on how to apply undetectable hand-based illusion
techniques (C3).
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5.2 effects of avatar representation on detectability

Figure 5.12: Left: A user is performing a pointing task with HR in VR. Middle:
shows the four avatar completeness levels Hand, Hand+Arm, FullBody
and a FullBodyTexture. Right: Depicts the experimental setup, where the
user (right) sees himself in the virtual mirror (left).

5.2.1 Introduction

Yet, previous studies (including ours) investigated HR thresholds
using mid-air ‘floating’ hands that are disconnected from the user’s
body. At the same time, however, there is a growing interest in
full-body avatars for social and collaborative VR, games, simulations,
etc. [115, 359] supported by more advanced body tracking in con-
sumer hardware23. This leads to the question: “Does HR still work
if users are embodied in full-body avatars?”. There is good reason to
expect HR to not function as properly given full-body avatars as Does HR rely on

mid-air floating
virtual hands?

when only visualizing virtual hands. When HR is working, we see
our virtual hands as moving slower/faster away from our bodies
compared to what our proprioceptive sense is telling us. Yet a more
prominent and complete avatar could make it even more obvious
that an unusual manipulation is going on. Here, we would visually
perceive more of an arm instead of just a hand, and we might also
see more clearly that our arm is not moving proportionately in
the way we would expect. Further, our motivation to study this is
grounded in previous work that found that users embodied by a
full-body avatar perform better in estimating targets [77, 126], and
that higher avatar embodiment generally improves spatial [281] and
depth [270] perception in VR. Given that HR exploits users’ perceptual
inaccuracies [47], it is possible that previous HR DTs, determined
by only visualizing hands, are inflated because users experienced
very low embodiment. As a consequence, many of the established
hand-based illusion techniques and their perceptual thresholds could
unexpectedly disrupt the VR experience if systems begin to use
full-body avatars for embodiments. Thus, in accordance to RQ3, we
formulate the following two sub-research questions:

2 Meta webpage: https://tinyurl.com/4te9nknv. Last accessed: Nov 1, 2024

3 Steam webpage: https://tinyurl.com/39wxtxhj. Last accessed: Nov 1, 2024

https://tinyurl.com/4te9nknv
https://tinyurl.com/39wxtxhj
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RQ3.6: Does increased avatar completeness lead to a greater sense of
embodiment?

We ask the following
research questions RQ3.7: Does a greater sense of embodiment lead to smaller HR thresh-

olds?

5.2.2 Experiment

We conducted an experiment in a quiet room, using a non-distracting
virtual environment consisting of a chair, the experimental setup, and
an instruction screen. Additionally, we used a virtual mirror to enable
participants to see their virtual avatar in order to enhance their behav-
ior responses [115]. Participants remained seated on a physical chair
throughout the experiment.

5.2.2.1 Avatar Completeness Levels

Inspired by Eubanks et al. [84], we defined four levels of avatar
completeness: (1) Hand, (2) Hand + Arm, (3) FullBody and (4)
a FullBody Texture avatars. The avatar levels are depicted in
Figure 5.12. We used an abstract and generic 3D avatar modelWe defined four

avatar completeness
levels based on RW

and current
hardware tracking

capabilities

for completeness level (1)–(3) to prevent unwanted effects caused
by the visualization [13, 262] as, in this iteration, we were mostly
interested in the effects of avatar completeness. Therefore, we aimed
to reduce other influences by uniformly coloring these avatars white
and designing them in a gender-neutral way [300]. To facilitate the
feeling of embodiment, we developed a calibration tool for scaling
the size of an avatar to match the user’s body, specifically, the hand,
forearm and upper arm length as well as the height of the user. In
addition, we allowed the calibration of hand width, forearm and
upper arm diameter, leading to higher anthropomorphic fidelity [77].
By customizing the size of an avatar, we ensured that the virtual
body parts correspond to the physical dimensions of the user’s
body, promoting better distance and spatial perception [77, 217, 281].
Additionally, we investigate how a textured full-body avatar would
affect the DTs compared to an abstract avatar. This decision was
motivated by Ogawa et al. [262]’s results, showing that visually more
realistic hands make it more difficult to notice HR. To investigate this,
we used two fully rigged FullBodyTexture avatars from Microsoft’s
RocketBox library4 [129] shown in Figure 5.12.

5.2.2.2 Method

does increased avatar completeness lead to a greater

sense of embodiment? To answer RQ3.6, we used a relevant

4 Microsoft GitHub: https://tinyurl.com/dsaaya6c. Last accessed: Nov 1, 2024

https://tinyurl.com/dsaaya6c
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Figure 5.13: Shows the ten body poses participants had to replicate for a
total of 2 min. This was done to give participants sufficient time to explore
and familiarize themselves with each avatar completeness level.

subset of Gonzalez-Franco and Peck [130]’s embodiment question-
naire for Body Ownership, Agency, Location and Appearance. Ques-
tions regarding Tactile Sensations and the Response to External Stim-
uli did not apply to our experiment. Participants were asked to repli-
cate various body postures with the help of the mirror shown to them
in the virtual environment (see Figure 5.13). This was done to give
participants sufficient time to familiarize themselves with each avatar
completeness level, which is crucial to develop the sense of embod-
iment towards a virtual avatar [172]. Participants adopted a total of
ten postures and were required to hold each position for two seconds
before the system displayed the next one. There was also a free ex-
ploration where participants could explore their avatar. Overall, the Our investigation is

twofoldfamiliarization phase took 2 min.

does a greater sense of embodiment lead to smaller hr

thresholds? To investigate the potential effects on the detectabil-
ity of HR (RQ3.7), we conducted a psychophysical DT experiment us-
ing a 2IFC procedure, investigating the effects of different avatar com-
pleteness levels on the CDT. Participants were repeatedly required to
move their hand from a start to a target location displayed in the vir-
tual world (30 cm in front of them), indicated by a sphere. In each
trial, participants performed two successive movements and were
consequently asked to respond to the two-alternative forced choice
statement “The two movements felt the same” with either ‘yes’ or ‘no’
using a Vive Controller in their non-dominant hand. During one of
the movements, no HR was applied (= baseline), whereas during the
other, we applied a certain magnitude of HR (= the stimulus of this
trial). The order of baseline and stimuli was randomized. We used a
1-up/1-down interleaved staircase method, using a fixed step-size of
∆step = 0.7 cm. We chose the number of reversals = 5 as the termi-
nation criterion, and 0 cm for the starting stimulus of the ascending
and 8.4 cm for the descending sequence, respectively. These values
were determined based on the existing literature and pilot testing.
The final CDT was computed by averaging the last four reversals in
each sequence. Participants were informed about the procedure, and
we explicitly showed them the effect of HR multiple times during the
warm-up phase to ensure that they understood the effect. They were
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Participant 1: FullBody

Figure 5.14: Example of a 1-up/1-down interleaved staircase procedure, con-
sisting of an ascending (red) and a descending (blue) sequence. Depending
on a participant’s previous response the procedure either increases or de-
creases the next stimulus within a sequence. A directional change within a
sequence is called a reversal point.

told to report HR as soon as they noticed it, thus targeting the most
conservative case.

5.2.2.3 Design

We used a within-subjects design and included four avatar complete-
ness levels:Hand,Hand+Arm, FullBody, and the FullBodyTexture
avatar. We fully counterbalanced the conditions using a Latin square
(n = 4).

5.2.2.4 Participants

We recruited 24 right-handed participants (nine female, 15 male),
aged 20–38 (mean = 26.42;SD = 3.65) from the general public and
the local university. This excludes one participant (P2), in whose case
we had to stop the experiment due to system failure. Participants
had a range of different educational and professional backgrounds,
including media informatics, computer science, education, pharmacy,
anglistics, neuroengineering, embedded systems, data science and
artificial intelligence. All participants reported normal or corrected-
to-normal vision and did not report any known health issues which
might impair their perception. Twelve participants had never used
VR before, seven had used it a few times (1–5 times a year), no one
reported using it often (6–10 times a year), and 5 others used it on a
regular basis (more than 10 times a year). Participants not associated
with our institution received €10 as remuneration for taking part in
the experiment. The study was approved by the Saarland University’s
Ethics Board.

5.2.2.5 Apparatus

Our apparatus consisted of a HTC VIVE Pro Eye system, three Vive
Trackers (v.3), a Vive Controller, two base stations, a chair and a splint
to fix the position of the index finger. For tracking users’ movements,
we attached two Vive Trackers to users’ feet and a Vive Tracker to their
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dominant hand. In addition, users were holding a Vive Controller in
their non-dominant hand that also acted as a tracker. In order to re-
alistically animate the virtual avatar, we used FinalIK5; specifically,
the VRIK algorithm that is optimized for human locomotion. Oth-
erwise, inaccuracies may affect the user’s motor behavior without
their noticing [204], which Gonzalez-Franco et al. [127] describe as
the self-avatar follower effect. The virtual environment was developed
in Unity3D (v.2022.3.10f1) and was rendered on an Nvidia® GeForce
RTX 3080. The experimental logic was implemented using the Unity
Experiment Framework (UXF v.2.4.3) [42], the Unity Staircase Proce-
dure Toolkit [379] and our VRQuestionnaireToolkit [94].

redirected movements Redirecting users’ hand movements is
most often done by gradually offsetting the virtual hand from its
physical counterpart as users reach towards a target. Cheng et al.
[52], Azmandian et al. [17] and Kohli [193], for example, presented
algorithms to achieve this, where the virtual hand can be offset hori-
zontally, vertically and in the depth axis. We only opted for gradual Horizontal HR, a

simple type of
hand-based illusion

horizontal displacement [52] in this experiment, because it is a well-
studied direction [384] and common in scenarios employing HR for
haptic retargeting. The previous chapters of this disssertation did not
investigate this type of mid-air HR with the absence of a haptic stim-
uli. Following the experimental design of Zenner et al. [385], we offset
the virtual hand only to the right in our study. As a result, users need
to compensate with their real hand moving towards the left in order
to reach the virtual target (conceptually illustrated in Figure 5.12 left).

5.2.2.6 Experimental Protocol

Participants were given a general introduction to the study. Next, we
gathered their informed consent, and asked them to fill in a demo-
graphics questionnaire. Then, we guided them through our calibra-
tion routine to adjust the avatar’s size to the participant’s, and we
showed them the tracking setup, before equipping them with the
different sensors. We fixed participants’ index fingers using a splint
and carefully calibrated limb positions [384] to ensure high visuo-
proprioceptive alignment. Next, the participants were introduced to
VR and the task through an open-ended practice round. Participants
chose the FullBodyTexture avatar they could best identify with for
the study. Once everything was set up, we started with the familiar- Participants

followed this study
procedure

ization phase, asking participants to replicate a series of body poses
shown to them. Afterwards, they filled in the embodiment question-
naire inside the VR environment (RQ3.6). After completing this part
for a specific avatar completeness level, we continued with the second
phase, where participants ran through the DT experiment (RQ3.7). Af-

5 Unity assetstore: https://tinyurl.com/5n6v8jbf. Last accessed: Nov 1, 2024

https://tinyurl.com/5n6v8jbf
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ter completing both phases for all four avatars, participants filled in
a SSQ [177]. The total experiment took about 70 min per participant.

5.2.2.7 Data Collection

We collected data from six sources: a pre-study questionnaire for
demographic information, the responses in the avatar embodiment
questionnaire, the subjective responses to the forced choice questions,
field notes and observations, a short post-study interview and a SSQ

inside the IVE.

5.2.2.8 Analysis

First, we removed significant outliers using the box plot method. We
statistically analyzed our data using Friedman tests, because Shapiro-
Wilk and QQ plots indicated a violation of the normality assumption
at α = .05. Post-hoc pairwise tests were corrected using Bonferroni-
Holm adjustments. To further investigate our data, we conducted aWe apply

Frequentist and
Bayesian analysis

methods

Bayesian analysis using the BayesFactors R package1 with default pri-
ors (v.0.9.12+–4.4). Effects are reported as the Bayes factor for the in-
clusion of a particular effect (BFincl), calculated as the ratio between
the likelihood of the data given the model with the effect vs. with-
out that effect [178]. Additionally, we performed paired Bayesian t-
tests using default effect size priors. Results are reported as two-tailed
Bayes factors BF10 [178].

5.2.3 Results

First, we examine whether greater avatar completeness leads to an
increase in embodiment (RQ3.6).

increased avatar completeness leads to a greater

sense of embodiment. Analogously to Gonzalez-Franco and
Peck [130] we computed an embodiment score (range: −3 to 3) based
on our subset of questions for Body Ownership (Q1–Q5), Agency
(Q6–Q9), Location (Q14) and Appearance (Q17–Q18) (we abbreviate
the score here as OALA). We used the following Equation 4 to
compute the OALA score:Determine users

perceived
embodiment

OALA =
Ownership

5 · 2+ Agency
4 · 2+ Location · 2+ Appearance

2

7
(4)

The results are depicted in Figure 5.15. Friedman tests revealed
a main effect (χ(3) = 13.946, p = .003, W = .194, BFincl = 1148).
Post-comparisons showed a significantly lower embodiment for
Hand (mean = 0.418, SD = 1.020) and Hand+Arm (mean = 0.489,
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***
****

Condition Hand +Arm FullBody +Texture

Hand - = 1.0 < .001 < .001

+Arm .242 - < .002 < .002

FullBody 20.531 21.644 - = 1.0

+Texture 11.537 17.570 .215 -

Figure 5.15: Top: OALA score across conditions, showing that participants
perceived significantly higher levels of embodiment towards FullBody

and FullBodyTexture than Hand, as well as between FullBody and
FullBodyTexture vs. Hand+Arm avatars. Perceived embodiment appears
to be unaffected when visualizing arms or textures. Bottom: Confusion ma-
trix shows the supporting Bayesian factors (BF10) and p-values.

SD = .983) in comparison to FullBody (mean = 1.157, SD = .849)
and FullBodyTexture (mean = 1.155, SD = .917). There was no sig- Significant lower

perceived
embodiment for
hand and hand +
arm

nificant differences found between Hand and Hand+Arm (p = 1.0,
BF10 = .242) as well as FullBody and FullBodyTexture (p = 1.0,
BF10 = .215). The Bayesian analysis provides supporting evidence
for the absence of an effect between the two conditions, suggesting
that it is about four times more likely to observe this data under the
null hypothesis. Thus, the FullBodyTexture avatar did not notably
increase the level of embodiment felt towards the avatar. Participants
had mixed feelings about this avatar, given the limited choice. For
example, P8 stated “[I] could really identify myself” with the avatar,
whereas P12 stated “The avatar does not look like me at all”. Finally, we Participants

subjective comments
on the avatar
completeness levels

identified a weak positive correlation between avatar completeness
levels and the OALA score (ρ(94) = .33, p = .001, BF10 = 1.470),
also visible in the distribution across conditions in Figure 5.17. As a
result, we can confirm that the avatar completeness level generally
increases the sense of embodiment (RQ3.6) which supports previous
findings on avatar embodiment research [84, 124].

greater sense of embodiment does not seem to impact

hr thresholds . All participants reached convergence in the
staircase procedure (see Figure 5.14 for an example). All staircase
plots are available in the paper’s supplementary materials. The CDT

for the different conditions (Hand = 3.7 cm, Hand+Arm = 3.8 cm,
FullBody = 4.0 cm, FullBodyTexture = 4.1 cm) are comparable
to the thresholds reported in the literature for this type of HR [384].
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Figure 5.16: Results from our psychophysical experiment suggest that our
four avatar completeness levels do not affect the CDTs for HR.

Figure 5.17: Relationship between CDT and OALA, showing that higher em-
bodiment does not seem to affect the CDTs. It can also be observed that data
points for Hand and Hand+Arm tend to have lower embodiment, whereas
FullBody and FullBodyTexture show higher embodiment.

There seems to be an increase in DTs with increasing avatar com-DTs remain robust
regardless of avatar

completness
pleteness level. To further investigate this, we statistically analyzed
our data by running a non-parametric Friedman test, which did not
reveal a main effect (χ(3) = .445, p = .931, W = .006, BFincl = .134).
In fact, the Bayesian analysis provides evidence for the absence of
an effect, suggesting that it is 7.46 times more likely that there is no
effect that can be attributed to our four study conditions within our
collected sample. This is supported by the violin plots depicted in
Figure 5.16, revealing no substantial differences in the CDT between
conditions. Contrasting the CDT with the OALA embodiment score
did not suggest a tangible relationship between them (ρ(94) = .042,
p = .685, BF10 = .138). The Bayesian analysis provided a 7.23
higher likelihood for the absence of an effect (Figure 5.17). Thus,
we conclude that embodiment most likely did not influence the
detectability of HR in our study (RQ3.7).

Finally, the SSQ results did not suggest simulator sickness caused
by exposing participants to sometimes noticeable offsets above their
DTs (Total Severity (TS) score: mean = 17.04, SD = 5.12) compared
to our previous work and [2].
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5.2.3.1 Summary of Results

Our study demonstrates that both full-body avatars lead to signifi-
cantly higher levels of embodiment compared to Hand and Hand+
Arm (RQ3.6). However, we found no difference between Hand and
Hand+Arm as well as FullBody and FullBodyTexture avatars. The
HR thresholds determined in our study confirm the results from pre-
vious studies. But our statistical analysis suggests that neither em-
bodiment nor avatar completeness had measurable effects on the de-
tectability of HR. Hence, we conclude that HR can be effectively used
for a large set of illusion techniques, regardless of the avatar com-
pleteness level (RQ3.7). Our results contribute towards the trend of
visualizing more complete avatars (e.g., in consumer applications),
and suggest that designers and practitioners can apply existing il-
lusion techniques and their perceptual thresholds even when using
full-body representations of the user in VR

5.2.4 Discussion

5.2.4.1 Impact on Avatar Embodiment

Our results showed an increasing sense of embodiment felt towards
full-body avatars. However, the absence of an effect between the
FullBodyTexture and the FullBody avatar contradicts Ogawa et al.
[262]’s results on more realistic hand representations. We believe that
this could have been a result of participants having to choose between
two very basic textured avatars with no room for customization in
terms of appearance in our study. Thus, they had very different Appearance of

avatars did not
match participants

experiences under this condition, some participants identifying with
the avatar, while others did not [29, 300]. As a result, one participant
stated: “I think the robot avatar works better for me than the realistic one
because...it feels more comfortable.” (P6). Despite this, the completeness
level still appears to be the dominating factor, because both full-body
avatars created a significantly greater sense of embodiment than
hands or arms [84]. We recommend that future studies should allow
for avatar customization or consider using a realistic full-body 3D
scan of participants, which was out of the scope of this work.

Despite a small numerical increase in the CDT from Hand to
Hand + Arm, our statistical analysis did not reveal a significant
increase in embodiment between the two conditions. In fact, we Extending the avatar

completeness levelsprovide evidence for the absence of an effect which supports the find-
ings of Tran et al. [345]. We included Hand+Arm based on previous
work [84, 109] and since it is commonly used by consumer systems
such as Leap Motion6. However, our qualitative findings suggest

6 Ultraleap webpage: https://tinyurl.com/3ynfpn6m. Last accessed: Nov 1, 2024

https://tinyurl.com/3ynfpn6m
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that participants still felt a stronger connection to the Hand+Arm,
supported by participants’ comments (such as those of P4: “Arms
and hands feel way more realistic and comfortable than only hands.”), and
the general correlation between higher avatar completeness levels
and embodiment. Finally, future research should extend the avatar
completeness levels, e.g., by including facial tracking, which might
enhance the sense of embodiment even further.

5.2.4.2 Practical Implications for Hand Redirection

Ongoing research, including our in Chapter 4, identified many fac-
tors that can affect the detectability of HR [25, 83, 262]. Our estimates
for the CDT are in line with previous work [384], confirming the va-
lidity of our experimental design. Moreover, they suggest that the
most recent trend towards more complete avatars does not limit the
practical use of hand-based VR illusions. Thus, VR designers couldHR is not affected

my avatar
representation

apply existing hand-based illusion techniques [17, 193, 288, 360] and
their perceptual thresholds, regardless of the avatar representation,
because we provide supporting evidence for the absence of an effect
on the CDT through our Bayesian analysis. However, we would like to
note that additional studies are required to confirm this. Also, the con-
figuration of our psychophysical experiment (i.e., step size, range of
tested offsets, number of steps, etc.) and the number of participants
limit the kind of effects that we can detect reliability. For instance,Experiment was

designed to identify
large effects

there could be much smaller effects than we anticipated. However,
we would like to note that such minimal effects—if existent—would
then be merely of a theoretical nature and would have no practical
implications for the use of HR. To investigate the effects of such mag-
nitudes, we would also approach thresholds for which the Vive track-
ing system, as well as the IK heuristic, might not be accurate enough
to arrive at reliable results. To this end, more advanced tracking sys-
tems, such as Optitrack7, could improve tracking accuracy and thus
also reduce potential Self-Follower Effects [127]. Finally, it is again im-
portant to note that we investigated only a specific type of redirection,
i.e., gradual, horizontal hand offsets towards the right. This type ofOnly one type of HR

was tested redirection is commonly used in haptic retargeting applications [17,
132] and remapped interfaces [237]. Nevertheless, it remains to be ex-
plored in future studies if our results might be affected by the direc-
tion [25, 144] or the trajectory [385] of HR. This is important because
other types of hand-based illusions [288, 360] make use of them.

5.2.4.3 Hand Redirection Beyond the Reachable

We only investigated CDT for HR in a ‘reasonable’ area, i.e., the virtual
hand position was always within reaching distance given the human
body’s biomechanics. However, HR can also be used for interacting

7 Optitrack webpage: https://www.optitrack.com/. Last accessed: Nov 1, 2024

https://www.optitrack.com/
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with distant objects in order to improve usability and ergonomics
[272]. Here, out-of-reach interactions are often necessary, especially
in the depth axis, which allows for the greatest offset between the
real and virtual hand position to go unnoticed [25]. This can be stud- Beyond reach

interactionsied easily with mid-air floating hands but becomes more challenging
when using arms or full-body avatars. Feuchtner and Müller [109]
presented an interaction technique for out-of-reach interactions by
elongating a user’s virtual arm. While preserving high body own-
ership over the virtual arm to improve usability, the visual manip-
ulation can be clearly noticed. With a similar goal in mind, Dewez
et al. [71] introduced dual body representations, a technique visual-
izing the real world as well as the visually offset position of users’
arm movements to preserve high embodiment—while neglecting no-
ticeability. MultiSoma [244] extends this by allowing a user to control
up to four bodies at the same while maintaining a high sense of em-
bodiment and agency. This raises the question of how unnoticeable Controlling avatars

with multiple limbsredirected movements can be achieved with higher levels of avatar
embodiment or even multiple synchronized avatars. For example, is
it more reasonable to ‘grow’ the virtual hand, forearm, and upper
arm uniformly, or should designers manipulate the dimensions of
one limb to hide the offset, and if so, which one? Here, we still see
the greatest risk for potential disruptions in the VR experience caused
by the avatar completeness levels because there still exist no visualiza-
tion techniques or algorithms for redirected movements that should
remain unnoticeable for users.

5.2.5 Conclusion & Contributions

In this section, we contribute to (RQ3) by studying the potential
effects of more complete avatars on the sense of embodiment
and the detectability of horizontal HR. To do so, we conducted a
psychophysical experiment with 24 participants, investigating the
four levels of avatar completeness: (1) Hand, (2) Hand + Arm, (3)
FullBody and (4) FullBodyTexture. Our results help to understand
the potential factors that designers need to consider when includ-
ing hand-based illusions in VR to improve haptics or ergonomics (C3).

Participants experienced four avatar completeness levels by repli- Sense of embodiment
increases with
higher completeness

cating a series of body postures to promote the onset of embodiment.
Next, we assessed participants’ sense of embodiment felt towards the
avatars and found that they experienced significantly higher levels
of embodiment towards more complete avatars. There were signifi-
cant differences between Hand vs. FullBody and FullBodyTexture
as well as Hand + Arm vs. FullBody and FullBodyTexture. As a
result, we contribute supporting evidence for previous findings on
avatar embodiment research [84, 124]. Our participants’ ability to de-
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tect HR was comparable to that reported in existing literature [385], re-
gardless of the avatar completeness level. Through this, we ensure theCDTs for horizontal

HR remains
unaffected

validity of our result and confirm the established perceptual bound-
aries for this type of HR. Moreover, we are the first to report CDTs for
HR that does not use mid-air floating virtual hands. Our analysis pro-
vides evidence for the absence of practically relevant effects on the
detectability of HR, suggesting that designers and practitioners can
continue to apply existing hand-based illusion techniques with vary-
ing levels of avatar completeness. Our findings contribute towards a
better understanding of the factors that limit unnoticeable HR-based
illusion techniques that use visuo-proprioceptive offsets (C3).

5.3 summary

In this chapter, we investigated how factors related to the user,
interaction, and proxy affect the detectability of hand-based illusions
(RQ3). Our findings raise awareness of the factors that should be
considered when designing VR experiences that utilize hand-based
illusion techniques and their established perceptual thresholds (C3).

To achieve this, we conducted three controlled lab experiments
with a total of 72 participants using psychophysical methods to
determine CDTs for new and existing types of interactions, with and
without proxies, contributing to the landscape of perceptual studies
concerning illusions that exploit visuo-proprioceptive offsets. Next,
we analyzed the CDTs through a mix of frequentist and Bayesian
statistics to infer a more holistic picture of the potential effects during
multisensory integration.

For example, we found that Visuo-Haptic Translation leads to an
increase in CDT compared to free-form translation of a proxy, which
may be attributed to stronger sensory weighting during integration,
because of the presence of congruent haptic cues. Moreover, our re-Congruent haptic

cues enlarge CDT sults suggest that hand-based illusions seem to work regardless of the
avatar representation, grasp type, and proxy mass, which is crucial
for many VR applications. Overall, we saw that individual thresholds
differ quite drastically, which could be linked to their previous expe-
rience in VR. Nevertheless, there most likely exist many more factors
that contribute to an individual’s proprioceptive sensitivity that weSet of factors that

may influence
detectability is long

did not assess through our questionnaires, raising the need for an
alternative approach. This chapter contributes to the ongoing string
of research that attempts to untangle the dominating factors during
visuo-proprioceptive conflicts with and without proxies [26, 133, 384].

We developed a design scenario using a cooking application that
illustrates the process of how illusion techniques can be applied in
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practical VR settings (C5). Through this application, we also highlight
the relevance of the techniques studied. While this was not the
primary focus of this chapter, as a part of this investigation, we also
presented a novel hand-based illusion for VR, Visuo-Haptic Rotation
(C2), enabling users to interact with virtual containers of varying Visuo-Haptic

Rotation in actionsizes represented by a single physical proxy. This method employs
a similar concept to Visuo-Haptic Translation, which was previously
introduced in Section 4.2. Consequently, it extends the landscape
of perceptually validated hand-based illusion techniques, and we
quantify the limits of the techniques in the form of CDTs.

During our investigations, we found many factors that had a mea-
surable effect on the detectability of our illusions and others that did
not seem to be practically relevant (C3). Together with ongoing work
in the field, our results paint a complex picture between the type Where do we go from

here?of interaction, individual’s sensitivity, and the IVE on the amount of
undetectable offset. Therefore, in the next chapter, we investigate an
alternative method with the goal of allowing dynamic adaption of the
undetectable offset independent of these factors (RQ4).
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6.1 physiological and interaction data during illu-
sions

Figure 6.1: Study setup: A participant is moving a virtual object embodied
by a physical proxy. The VR view shows the one-to-one mapping and the
redirected position of the virtual hand/object.

6.1.1 Introduction

The extent to which hand-based illusions can be used without de-
tection is a constantly growing field with the current state of the art
of conducting psychophysical threshold experiments to determine
humans’ tolerance to offsets, reporting DTs that future work can

199
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build upon [2, 30, 133, 342, 372, 384]. However, this approach has
three major limitations: (1) the psychophysical experiment needs to
be conducted for each new device and illusion technique; (2) con-Psychophysical

experiments are
time-consuming and
lack generalizability

textual factors limit the generalizability of the technique; and (3) the
experiments do not account for individual differences, which is more
meaningful compared to a group mean accordingly to Hartfill et al.
[144] and other previous findings in Chapter 5. The general question
remains, how far can we push an illusion without an individual noticing it?

In this section, we consider individuals’ perceptual boundaries of
these illusions as a form of personalization. We explore the extent to
which a system can automatically detect when these thresholds have
been crossed for an individual—i.e., how can we assess whether a seman-
tic violation has occurred without a user telling us? Our long-term vision
is to use this information to automatically tailor illusions based on an
individual’s perceptual boundary in an on-the-fly fashion. Therefore,Tailor illusions to

users’ current
sensitivity to offsets

the goal of this section is to understand which sensor modalities can
be reliably used to detect noticeable visuo-proprioceptive offsets by
investigating EEG, ECG, EDA, RSP and interaction data. As part of this
section, we also investigate how quickly participants adapt to such
offsets and study how long this adaptation process takes.

6.1.2 Physiological & Interaction Data

In this section, we investigate if noninvasive physiological measures
may show a unique signature that can be used to reliably detect
gain-based HR that goes beyond individuals’ perceptual boundaries.
Additionally, we also incorporate measures that are linked to the
interaction itself. Each of these measures has been used in prior
related work, and we order them based on whether the measure was
likely to provide a strong signal.

EEG: As discussed in Section 2.5.2.2, there exists a body of work
which uses EEG, specifically ERPs, to detect errors in VR. Commonly,
these studies report an effect in the frontal cortex area (FCz) betweenBrain shows

response to
noticeable offset

100 to 360 ms after the stimulus onset [118, 265, 303, 306]. We
hypothesize that noticeable gain-based HR shows a similar ERP

pattern to errors in VR in the frontal cortex area, but in contrast to
prior work, it is unclear when the effect occurs (e.g., beginning vs.
middle vs. end of the movement phase).

Movement phases: Aimed movements can be separated into two
distinct movement phases, ballistic and (an optional) correction [221].
It has been shown that introducing offsets between the real and
the virtual world influences the execution of targeted movements
because users need to compensate for the offset [17, 131, 207].
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Therefore, we expect that noticeable gain-based HR also results in
consistent shifts of movement phases, leading to a much longer
correction phase when experiencing a noticeable hand offset because
users would need to correct for the unexpected offset.

EDA: Facing noticeable gain-based HR may trigger physiological Modalities we
consider in our
investigation

arousal and thus increases in the number of SCR peaks. We for-
mulated this hypothesis based on findings reporting a correlation
between greater self-reported VR immersion scores and lower physi-
ological (EDA) responses [78].

RSP: Performing precise interactions while coping with changing
visuo-proprioceptive offsets is a challenging task. Respiration ap-
pears to be affected by various environmental stimuli in VR [86, 140].
Therefore, we hypothesize that changes in respiratory rate appear
when encountering noticeable gain-based HR as a direct response to
the unexpected mismatch.

ECG: Changes in heart rate or HRV measures can be observed when HRV measures
typically respond
slower

studying long-term immersion [231] and therefore may also be ob-
served when exposing participants to a noticeable gain-based HR,
which may disrupt presence, because of violated SCs [128, 310]. How-
ever, our work involves a comparatively short interaction, and it is
unclear whether this would affect the rather slow-adapting HRV.

6.1.3 Experiment

We conducted an experiment in a quiet room with air conditioning
to ensure a room temperature of 22–24°C, which is ideal for high-
quality physiological data acquisition. We used a non-distracting vir-
tual environment consisting of two tables, the experimental setup,
and an instruction screen. Participants remained seated on a chair
throughout the experiment. They wore an HMD, an EEG headset and
various sensors on their body. They were told to move the virtual ob- Creating a controlled

environmentject (embodied by a physical proxy) forward until it matched a target
location displayed in the virtual world. After they successfully estab-
lished the position, they were required to maintain the position for
two seconds before moving the object back to the start location. We
explicitly showed participants the effect of C/D gain manipulations
multiple times during the warm-up phase to ensure that they under-
stood the effect.

6.1.3.1 Research Questions

Based on our (RQ4), we formulated the following five sub-research
research:
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RQ4.1: Are EDA, RSP and ECG responses triggered when experiencing
a noticeable gain-based HR illusion?

RQ4.2: Can interaction data reveal a noticeable gain-based HR?

RQ4.3: Does a noticeable gain-based HR illusion show a distinguish-
able ERP?

RQ4.4: When in the interaction does a semantic violation happen?

RQ4.5: Do humans adapt to noticeable gain-based HR over time, and
if so, how long does it take for them to adapt to these offsets?

6.1.3.2 Design

In this experiment we use a within-subjects design. We had four
study conditions: two Baselines, a Steady and a Mixed, each consist-
ing of 16 trials (see Figure 6.2).

Baseline: Uses a one-to-one mapping between real and virtual move-
ment corresponding to a C/D gain of 1.0. These conditions are used
to collect ground-truth data [118] about what participants experienceCollecting baseline

data to be ‘normal’, which needs to be captured in VR [78]. By including
two baseline conditions, we are able to perform consistency checks
on our collected sample.

Steady: Applies a fixed C/D gain that lies above an individual’s
perceptual boundary, i.e., they can detect the offset. To establish
this per-participant gain, we use a pre-calibration described below.Investigating

adaption This condition enables us to address (RQ4.5) because participants
may adapt to the pre-calibrated threshold, i.e. they do not notice the
manipulation anymore, even though they did initially.

Mixed: Randomly jumps between two C/D gains (1-to-1 mappingExposing
participants to

sudden noticeable
changes

from Baseline, and the calibrated offset used in Steady condition).
The system ensures an equal occurrence of both C/D gains and only
allows for a maximum of three consecutive trials with the same C/D

gain. With this, we want to provoke a situation where a participant
fails to adapt because of the repeatedly changing C/D gains.

Baseline
16 trials

1-to-1 mapping

Steady
16 trials

personalized C/D gain 

Mixed
8 baseline

8 steady trials

randomized

Baseline
16 trials

1-to-1 mapping

Block A Block B

Participants
even P#: AB

odd P#: BA

Figure 6.2: Study design. Even participant#: AB, odd participant#: BA.
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Each of the Steady and Mixed conditions was paired with a pre-
ceding Baseline condition, respectively. This was done to ensure that
participants could establish a stable model of the environment, i.e.
re-calibrate themselves, before experiencing a condition with visuo-
proprioceptive offsets. To counterbalance the study, we alternated the
order of the two blocks A and B for each participant, resulting in a
factor two design (see Figure 6.2).

6.1.3.3 Participants

We recruited 22 right-handed participants (five females, 17 males),
aged 18–31 (mean = 25.05; SD = 3.05) from the general public
and the local university. Participants had a range of different edu-
cational and professional backgrounds, including media informatics,
computer science, education, pharmacy, cybersecurity, entrepreneur-
ship, biomedical engineering, data science and artificial intelligence. No one reported

health issues that
impair perception or
proprioception

All participants reported normal or corrected-to-normal vision and
did not report any known health issues which might impair their
perception or proprioception. Nine participants had never used VR

before, ten had used it a few times (1–5 times a year), no one re-
ported using it often (6–10 times a year), and three others used it on a
regular basis (more than 10 times a year). Participants not associated
with our institution received €15 as remuneration for taking part in
the experiment. The study was approved by the Saarland University’s
Ethics and Hygiene Board.

6.1.3.4 Apparatus

We used the apparatus consisting of an HTC VIVE Pro tracking sys-
tem with SteamVR (v.1.22) and OpenVR SDK (v.1.16.8). The simple
virtual scene was developed in Unity3D (v.2022.1.0). We used an Acer
Predator Orion 5000 PO5-615s offering an Intel® Core i9 10900k CPU,
32 GB RAM and an Nvidia® GeForce RTX 3080 for running the ex- We extended the

basic system from
our previous DT
experiments to
ensure comparability

periment. We included an androgynous hand representation without
noticeable characteristics as suggested by Schwind et al. [300] to pre-
vent unwanted effects [262]. To avoid mismatches due to error-prone
hand tracking [303], the virtual hand was affixed to the virtual object,
and initially aligned with a participant’s real hand. The experimental
logic was implemented using the Unity Experiment Framework (UXF
v.2.1.1) [42] and the Unity Staircase Procedure Toolkit [379].

eeg setup EEG data was recorded from 32 actively amplified elec-
trodes using BrainAmp DC amplifiers from BrainProducts1. Elec-
trodes were placed according to the international 10–20 system with

1 Brainproducts webpage: https://www.brainproducts.com/. Last accessed: Nov 1,
2024

https://www.brainproducts.com/
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nasion/inion as reference points (see Figure 2.31 in RW). We ap-
plied conductive gel to establish a proper connection between elec-
trodes and scalp, and brought impedance of all active electrodes be-
low 20 kOhm, before continuing in the experiment. Impedance was
verified before and after the study. EEG data was recorded with a sam-
pling rate of 500 Hz. The validity of EEG recordings with an HMD has
been verified previously [149].

biosignal setup To collect ECG, RSP, and EDA data, we used
Biosignalsplux’s2 multi-sensor research platform together with the
OpenSignal software, allowing for medical-grade data acquisitions.
The corresponding sensors were attached to the human body using
six pre-gelled and disposable electrodes. Signals were streamed at aWe used the

Biosignalsplux
physiological sensors

500 Hz sampling rate and 16-bit resolution per channel. Overall, par-
ticipants wore four sensors consisting of (1) an ECG sensor with an
Einthoven Lead I setup, (2) a piezo-electric respiration (PZT) sensor
between the 8th and 10th rib, (3) a two electrode EDA sensor attached
to participants’ palms and (4) a reference on their right collarbone.
We synchronized tracking, EEG and biosignal data, and events of the
study procedure using labstreaminglayer (LSL) [200].

6.1.3.5 Experimental Protocol

Participants were given a general introduction to the study, i.e.,
we showed them the setup and explained each sensor to make
sure that they were comfortable having their physiological data
tracked. Next, we gathered participants’ consent and asked them
to fill in a demographics questionnaire. We then started with theInitial setup phase

for participants procedure of attaching the physiological sensors. There were always
two experimenters available, one identifying as male and another
one as female. Participants could choose who should assist during
the procedure to ensure proper placement of the sensors. Next, both
experimenters fitted the EEG cap on participants’ heads. Overall, the
preparation time was about 40 min.

Following this, participants were placed in the VR environment and
guided through an open-ended practice round, showing them the ef-
fect of C/D gain manipulations (i.e., the virtual hand moves faster
than their real hand). By doing so, we allowed them to familiarize
themselves with the task and the system. Once they felt comfortable,
we moved to the second phase, where we calibrated their personal
DT as described in the section below. Participants were instructed to
grasp the proxy object as visually indicated and to maintain this pose
throughout the experiment. They were told to sit comfortably and

2 Biosignalsplux webpage: https://tinyurl.com/sv7r43ju. Last accessed: Nov 1,
2024

https://tinyurl.com/sv7r43ju
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only move the object to the target position with a consistent and com-
fortable speed. The system monitored that they stayed within a rea-
sonable time range. Once they reached the goal position, the object
needed to remain in that position for 2 sec, before the visual start tar-
get appeared again. Participants were required to stay within a 5 mm
distance (C/D gain = 1.0) for the countdown to remain active. To ac- Participants

performed the same
movement with and
without HR applied

count for increased task difficulty caused by greater C/D gains, the
threshold distance was adjusted using the Fitts’s law method [228].
Participant and experimenters were not allowed to talk during each
trial, to avoid interrupting the continuous docking task or introduc-
ing artifacts in the data. To minimize carry-over effects and cope
with proprioceptive fatigue [280], participants took a break after each
study conditions, and filled in a questionnaire in VR. On average, the
data-collecting process was 25 min long, during which participants
were not allowed to remove the VR headset. The total experiment took
about 90 min per participant.

6.1.3.6 Determining Individuals’ Perceptual Boundaries

To tailor our study to each participant’s individual perceptual bound-
aries, we calibrated their personal DTs, which were then used in the
mixed and steady conditions. This was done because we found large
differences between DTs, ranging from 5% to 67%, may be undetected
in Section 5.1: what is an ‘obvious’ C/D manipulation for one person
may not be perceivable by another. To achieve this, we used a 3-up- Compute individual

C/D gain for HR
1-down interleaved staircase procedure, exposing participants to dif-
ferent stimuli (C/D gains) repeatedly. Using an unequal step size, we
target the DT, meaning that a participant can detect the manipulation
75% of the time (see Section 2.5.2.2). We can compute the required
step-size (ψtarget) for the step Up(∆+)/Down(∆−) method and DT =
.75 as follows:

ψtarget =
∆+

∆+ +∆−
=>

∆−

∆+
=
1−ψtarget

ψtarget
=

(1− 0.75)
0.75

=
1

3
(5)

We used the number of reversal points (r = 3) in each sequence
as a convergence criterion. Based on our previous studies, we chose Configuration of the

threshold experiment1.0 and 2.0 for our range of manipulation factors with a 0.1 step size.
Following our pilot tests, we selected 1.0 (↑ asc.) and 1.8 (↓ desc.) as
the starting values for the procedure to allow for quicker convergence.
Finally, we added a relative 25% to the personalized DT and since
perception is known to behave non-linear [90], this ensures that the
C/D gain is always noticeable.

6.1.3.7 Data Collection

We collected data from nine sources: a pre-study questionnaire for
demographic information; EEG, ECG, RSP, EDA and interaction data;
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system logs (including trial times, object position and orientation, and
velocity using UXF [42]); field notes and observations; and a subset
of the avatar embodiment questionnaire [130] after each condition in
VR using our VRQuestionnaireToolkit [94].

avatar embodiment questionnaire To establish a basis for
the overall analysis, we first need to ensure that participants feel that
the avatar is easily controlled and that the HR is noticeable. Therefore,Used a subset of

embodiment
questionnaire

we use a subset of the complete avatar embodiment questionnaire
[130] concerning only body ownership, agency and location, result-
ing in ten questionnaire items. Responses were collected on a 7-point
Likert scale (-3 = strongly disagree, 0 = neutral, 3 = strongly agree).

6.1.3.8 Analysis

For the analysis, our data was split into epochs corresponding to the
conditions and the trials within them. Then, we pre-processed, fil-
tered and analyzed the data using the method described below.

eeg We utilized the EEGLAB3 and MoBILAB4 toolboxes inside the
MATLAB environment for our analysis. We followed Gehrke et al.
[118]’s methodology to pre-process, filter and analyze the EEG data
and extract ERPs. To summarize, raw EEG data was re-sampled to
250 Hz, high-pass filtered at 1 Hz and low-pass filtered at 125 Hz.
Then, the data was re-referenced to the average of all channels, fol-
lowed by applying ICA to reject eye and line noise activity.Pre-processing of

EEG data Extracting ERPs. To obtain the ERPs (shown in Figure 6.5 right), we
filtered the EEG data with a 0.2 Hz high-pass and 35 Hz low-pass fil-
ter. Then we created epochs from −0.2 sec to 0.9 sec around the Move-
mentStartEvent, i.e., past the jitter threshold. To guarantee robust data,
we rejected 10% of the noisiest epochs [137]. We focused our analysis
on one electrode, FCz, located on the forehead, which previous stud-
ies found to be a strong predictor for visual and haptic mismatches
[118, 303, 306]. Furthermore, we automatically extracted the ERP neg-
ativity peaks and their latencies by locating the minimum peak in a
400–700 ms time window after the MovementStartEvent, using a 10 Hz
low-pass filter. The time window was derived from visual inspection
of the mean difference ERP wave in Figure 6.5 left.

6.1.3.9 Biosignals

We used NeuroKit2 [230] with its automated pipeline for pre-
processing ECG, RSP and EDA signals.

3 EEGLAB webpage: https://tinyurl.com/5n99v6a2. Last accessed: Nov 1, 2024

4 MoBILAB webpage: https://tinyurl.com/n47zr33x. Last accessed: Nov 1, 2024

https://tinyurl.com/5n99v6a2
https://tinyurl.com/n47zr33x
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ECG: Raw data was cleaned using a fifth order 0.5 Hz high-pass
Butterworth filter and powerline filtering at 50 Hz. R peaks were
extracted using NeuroKit2’s default method.

Pre-processing and
analysis of
biosignals

RSP: Raw data was cleaned using linear detrending followed by a
fifth order 2 Hz low-pass IIR Butterworth filter. To extract RSP peaks,
we applied Noto et al. [260] analysis method.

EDA: Raw data was cleaned using a fourth order 3 Hz high-pass But-
terworth filter. We accepted SCR peaks below the rejection threshold
set relative to the largest amplitude in the signal (min 0.1).

Finally, the results were then processed for descriptive and/or sta-
tistical analysis. After cleaning the signal, we extracted features such
as number of skin conductance peaks (EDA) and we computed com-
mon event and interval-related, e.g., HRV indices [269].

6.1.4 Results

In this section, we investigate whether all participants show consis-
tent and systematic responses across the different modalities, seeking
to understand whether the monitored measures show a consistent ef-
fect across all participants when knowingly exposing them to notice-
able virtual/real hand mismatches. Here, the goal is to distinguish
between VR experiences that do vs. do not use noticeable HR. Our Analysis split into

five parts
corresponding to
data source

data analysis is split into five parts based on the data source; for each,
we discuss which research objective the data source addresses. First,
we report the results from the personalized DTs procedure. Next, we
analyzed the questionnaire responses to ensure that the avatar did
not consciously create dissonance for our participants. Then, we look
at the EEG data followed by the interaction data, and finally, we report
our results from the EDA, RSP, and ECG data analysis. The biosignals
analysis excludes P9 due to data loss, and the EEG analysis excludes
participants 1–4 because of an experimenter error with the electrode
setup. Statistical tests were chosen based on parametric test assump-
tions at α = .05, and we use outlier removal with the box plot method.

6.1.4.1 Personalized Detection Thresholds

We collected 277 responses through the interleaved-staircase proce-
dure. On average, it took participants 12.6 (SD = 2.6) trials to reach
convergence. For each participant, we obtained one personalized DT

by averaging the last three reversal points within the ascending and All participants
converged in our
staircase

descending staircase sequence [385]. The results can be found in Fig-
ure 6.3. The average DT was 1.7 (SD = 0.12). All 22 staircase plots are
available in the supplementary materials of the paper.
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Figure 6.3: DT distribution and 3-up/1-down staircase.

6.1.4.2 Avatar Embodiment Questionnaire

Here, we analyze the responses from the virtual embodiment ques-
tionnaire, namely the items concerning body ownership, agency/mo-
tor control and location, by running Friedmann tests on the afore-
mentioned three categories. The results are depicted in Figure 6.4; all
questionnaire items showed a main effect. Consequently, we ran mul-
tiple pairwise comparisons using paired Wilcoxon signed-rank tests
and Holm adjustments.

Body ownership. One can have high body ownership over, e.g.,
a virtual hand that is dislocated from the position of the real hand
when visuo-tactile stimuli are provided synchronously [130]. In the
case of noticeable HR gains, the initial position of the hand is correctly
rendered in place, but once a user starts the movement, a gradually
changing offset is applied, leading to a break in body ownership. Q1 -Effect on the

different dimensions
of avatar

embodiment

“I felt if as my virtual hand was my real hand” supports this by showing
significantly greater scores in both baseline conditions compared to
the mixed condition.

Agency/motor control. These questions target whether participants
can move their virtual body parts in synch with their real movements.
Interestingly, the baseline conditions showed significantly greater
scores than the mixed condition on question Q4 - “It felt like I could
control the virtual hand as if it was my own hand”, but this was not the
case for the steady condition. This shows that the random jumps
between gain factors made it difficult for participants to predict
and control their movements accurately. The steady condition, how-
ever, lies between baseline and mixed, suggesting that participants

*

*
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*
*

*
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** **
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*
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Body ownership Agency Location
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Figure 6.4: Responses from the avatar embodiment questionnaire items. ***
= p < .001; ** = p < .01; * = p < .05 (Holm-adjusted).
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Figure 6.5: Mean ERP amplitudes for all study conditions across participants
(left) and P8 (right). Time window for peak negativity.
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Figure 6.6: Negativity peak amplitudes trend, severity and latency across
conditions. *** = p < .001.

adapted to the (large, but consistent) offset (RQ4.5).

Location. Here, the differences between the conditions became
most visible in participants’ ratings. For example, the significant
difference between baseline and mixed as well as steady and mixed
on Q8 - “I felt as if my hand was located where I saw the virtual hand”
suggests that participants clearly noticed the positional offset in the Participants noticed

the offset early but
adapted to it

mixed condition. Interestingly, participants frequently asked: “I am
not sure how to respond, because at the beginning it was faster (the effect of
a high C/D gain), but at the end, it felt normal” (P11) after they finished
the steady condition, showing that they adapted to even higher C/D

gains (RQ4.5).

Summary. The results demonstrate that: (1) we successfully established
a solid baseline in our experiment with high body ownership, agency and lo-
cation scores and (2) the induced HR illusion was noticeable for participants,
significantly affecting their questionnaire responses. This ensures that the
data analysis below can be linked to the effects we aim to investigate. Next,
we report the result from our EEG analysis.

6.1.4.3 EEG Analysis

Since all conditions showed error negativity between 420–630 ms,
we investigated the severity of the visuo-proprioceptive conflict
by computing and analyzing the global minimum prediction error
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amplitudes and their latencies [118]. We found a main effect for
the amplitude of a global minimum (χ2(3) = 22.482, p < .0001)
between our four study conditions. The mixed condition showed
significantly stronger prediction negativity than all other conditions
as illustrated in Figure 6.6, right. The strength of global minimumMismatch is

reflected in the EEG
signal

prediction error amplitudes in the mixed condition is comparable
to the visual mismatch negative amplitude reported by Gehrke
et al. [118], demonstrating the validity of the results. Second, as
shown in Figure 6.6, right, we observed no significant differences
(χ2(3) = 3.988, p = 0.262) for the peak latencies across the four
conditions. We conclude that it is possible to distinguish the
mixed from the other conditions based on error negativity peak
amplitude, i.e., the severity of the mismatch is reflected in the
negativity (RQ4.3).

Next, we explore ERP negativity in the steady condition to consider
research objective (RQ4.5), whether humans adapt to noticeable
virtual/real hand offsets. We investigate the distribution of negativ-
ity peaks within our conditions across the 16 consecutive trials per
participant. We observed much greater negativity in earlier trials,
which decreases throughout the steady condition, quickly matching
the baseline after trial 4 and reaching a stable plateau between trial
8 and 12 (see Figure 6.6). We ran a Spearman correlation analysis onParticipants seem to

quickly re-calibrate
their SCs based on
their most recent

experience

the negativity peaks along the 16 trials for each condition, and found
a small positive correlation in the steady (peakss(2263338) = .17,
p = .006) and the baseline (peaksb(2336333) = .15, p = .013)
conditions, but not in the mixed (p = .778) and baseline_2 conditions
(p = .606). By trial 4, there was almost no difference between
steady and baseline conditions. Our results suggest that there is a
possibility of almost immediate adaptation to HR i.e., participants
quickly re-calibrate themselves to the given offset.

Finally, we were specifically interested in the mixed condition
because participants reported that this condition was “...all over the
place” (P18) and was often perceived as “...movement was either too
fast [C/D gain > 1] or too slow [C/D gain = 1].” (P1). We extracted the
baseline trials from the mixed condition and re-ran the analysis
on the global minimum prediction error amplitudes χ2(3) = 213,
p < .001. The mixed_baseline showed significantly greater errorMoving away from

the real-world
mapping

negativity than baseline (p < .001) and baseline_2 (p < .001). Thus,
we conclude that even the one-to-one mapping can be experienced
as disruptive if participants had previously adapted to a different
C/D gain.

Summary of EEG Results. We found that all conditions (incl. baseline)
provoked error negativity consistently between 420–630 ms and thus, we
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conclude that participants notice errors early in their movements. Addition-
ally, the minimum prediction error amplitudes allowed us to distinguish the
mixed from all other conditions. Further, participants seem to adapt quickly
to the offset, reflected in decreasing error negativity. In the following we look
at the interaction data.

6.1.4.4 Interaction Data

We analyze how noticeable HR affects two main movement phases:
ballistic and correction. We hypothesized that C/D gain manipu-
lations increase the relative duration of the correction phase and
shorten the ballistic phase because participants start to compensate
for the offset. There exist variations on how these phases are defined, Holistic view on

movement profilesbut we follow Nieuwenhuizen et al. [254] to obtain ballistic and
correction phases. According to Liu et al. [221]’s recommendation,
we analyze movement phases across two dimensions, distance and
time, to achieve a more encompassing view of the interaction.

Our central interest lies at the transition point between the ballistic
and correction phases, which we normalized (by travel distance and
time) to account for differences in task completion time and total
distance traveled. For analysis, we computed movement profiles for
all 1408 interactions (see paper supplementary materials). We ran
a Friedman test on the normalized (time and distance) transition
points. The Friedman test revealed a main effect for both indepen-
dent variables, distance (χ2(3) = 53, p < .001) and time (χ2(3) = 53,
p < .001). Hence, we conducted multiple post-hoc pairwise Wilcoxon
rank tests with Holm adjustments (see Figure 6.7).

Time. The results show a significantly shorter ballistic phase in
the mixed, compared to both baselines (p < .001) and the steady
condition (p < .001). However, we could not find evidence for
an effect between the steady and baseline conditions on the time Considering time

and distancedimension. The total task completion time (χ2(3) = 176, p < .001)
was significantly faster in the steady condition than in all other
conditions, which is unsurprising because we compensated for the
increased task difficulty using Fitts’s law.

Distance. On the other hand, distance results reveal that both
mixed and steady conditions have significantly later transition
points (p < .001). As illustrated in Figure 6.7, we observed high
levels of participants over- and under-shooting the target due to
unexpected slow or fast movements. In contrast, baseline conditions Erroneous

movements result in
greater total distance
covered

showed consistent transition points, before or right at the required
distance, indicating high accuracy. Looking at the total distance
traveled (χ2(3) = 213, p < .001) reveals that significantly more
distance was covered in the steady and mixed condition than in both
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Figure 6.7: Time and real-world distance needed to reach the virtual target.
**** = p < .0001 (Holm-adjusted).

baselines. Again, this demonstrates the under- and overshooting in
combination with many corrections due to erroneous movements,
in contrast to the baseline conditions in which overshooting was
nonexistent. With this in mind, we investigate whether participants
adapt to virtual/real hand offsets (RQ4.5) by running a Spearman
correlation analysis on the normalized transition points alongside the
16 trials for each condition. We found a medium negative correlation
in the steady condition on (distancer(20) = −.37, p < .001), and a
positive correlation for (timer(20) = .25, p < .001), both indicating
that transition points move closer to normal, i.e., to both baseline con-
ditions, with each trial. In contrast, this correlation was not present
in the mixed (timer(20) = .08, p = .148; distancer(20) = −.09,
p = .106) and baseline_2 conditions (timer(20) = .07, p = .219;
distancer(20) = −.02, p = .713). However, baseline showed aAdaptation is also

visible in the
movement profiles

weak correlation (timer(20) = .12, p = .034; distancer(20) = .16,
p = .006) which may be attributed to learning effects, because it was
the first study condition. Figure 6.8 illustrates how P4 adapts to a
constant C/D gain in the steady condition with a large correction
phase at the beginning (trial 1), and decreasing correction phases
in trial 4, 8 and 12 until the end of the study condition. This is in
line with our results from the questionnaire and EEG analysis (RQ4.5).

Analogously to the ERP analysis, we extracted baseline trials from
the mixed condition and re-ran the analysis. Mixed_baseline had
shorter and earlier transition points than baseline (timep = .004;
distancep = .003) and baseline_2 (timep < .011; distancep < .001).
Again, this provides supporting evidence that there is no ‘absolute’
baseline, but instead, participants quickly adapt to the offsets, and
thus, how an illusion is perceived is relative to a user’s most recent
experience with this kind of interaction (RQ4.5).

Summary. Movement profiles, time and distance appear to be reliable
metrics to distinguish unnoticeable vs. noticeable HR offsets because these
are directly affected by the performed interaction (RQ4.2). Further, we found
that participants adapt to consistent offsets in the steady condition (RQ4.5),
which was not the case in the mixed condition.
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Figure 6.8: Movement normalizes and becomes more accurate in the steady
condition over time. Correction phase becomes shorter.

6.1.4.5 EDA, RSP and ECG Data Exploration

eda Participant 15, 17, and 20 were omitted from the analysis be-
cause it was not possible to compute SCR peaks, possibly due to noisy
data. The corresponding raw/cleaned data plots of all participants
can be found in the paper’s supplementary materials. To investigate
our hypothesis that the total number of SCR peaks increases in the
mixed condition because it creates arousal, we ran an RM ANOVA.
However, we did not find a main effect on the total number of SCR

peaks across our study conditions (F(3,48) = 2.025, p = .123). We
further analyzed the data by examining the SCR plots. Overall, we
observed that the majority of SCR peaks seem to appear at the begin-
ning of a study block, which might suggest that this phase is used Participants used the

initial movements
for self-calibration

for initial self-calibration—even in the baseline condition, although
there was a break and a questionnaire between study conditions. To
further investigate this, we split each study condition into quartiles,
analogous to an extreme groups approach [273], and then computed
the number of SCR peaks for each quartile/condition. The results
are depicted in Figure 6.9, showing a downward trend in the steady
condition similar to the baseline, especially in the 3rd quartile (trial
9 to 12), but an equal distribution of SCR peaks in the mixed condition.

Summary of EDA Results. Even though we could not identify a signifi-
cant effect on the overall number of SCR peaks, our results may be interpreted
as evidence that participants adapt to even larger offsets (RQ4.5) but fail to
adapt to the constantly changing offsets in the mixed condition, reflected in
the distribution of SCR peaks.

rsp and ecg To the best of our knowledge, we are the first
to explore the relationship between ECG and RSP in the context of
hand-based illusions. Therefore, hypothesis testing using statistical
methods is inappropriate; instead, we use a descriptive and ex-
ploratory data analysis approach, splitting the data into four epochs
corresponding to our four study conditions. We performed an
interval analysis, computing the most-common RSP, time, frequency Exploratory nature

of our analysisas well as non-linear ECG indices accordingly to Makowski et al.
[230] and Pham et al. [269]. Overall, we obtained 86 indices that
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Figure 6.9: Top: Phasic component during baseline, steady, and mixed con-
dition. Bottom: Number of SCR peaks separated in quartiles.

may be selected for statistical analysis or ML approaches. Here, we
only report a subset of our results. However, we make the data set
publicly available to inform future research hypotheses and studies
that can then be evaluated in dedicated studies.

First, we descriptively analyze respiration profiles because, in our
study, we observed that participants’ responses differed dramatically.
For instance, in the mixed condition (see Figure 6.10: bottom), P11

held his breath for several seconds followed by heavily in-/exhaling,
because he was focused on matching the target and start position
while coping with the effects of frequently changing C/D gains.
On the other hand, P5 reacted ‘surprised’ when the C/D gain
changed, triggering smaller exhales corresponding to the trials,
leading to a completely different breathing pattern, demonstrating
how different individual participants’ reactions can be. However,Respiration was

visibly affected when
experiencing strong

HR

most participants seem to fall in the latter category, according to
RSP rate and amplitude measures, when comparing mixed with
baseline conditions. Overall, there seems to be a trend towards an in-
crease in RSP rate and more shallow breathing in the mixed condition.
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Figure 6.10: Different RSP responses when exposing P5 (top) and P11 (bot-
tom) to frequently changing C/D gains in the mixed condition.
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Figure 6.11: RSP Cohen’s d in combination with dimensional reduction.

Principal components analysis. Next, we computed 22 common
RSP indices, and we performed a dimensional reduction using princi-
pal components analysis (PCA) in order to determine the number of
components that are needed to describe the variance in the data. In
the next step, we check whether the PCs reveal clusters within our
collected sample, allowing us to distinguish study conditions. The
PCA showed that 65.2% of the variance can be explained by PC1 and
PC2. Five additional PCs are needed to reach the often-propagated
total variance of 80% for exploratory data analysis (see Figure 6.12).
However, when inspecting the biplots, we see that even the most Exploratory data

analysis suggests
that the RSP features
lack predictive power

powerful principal components PC1 and PC2 do not indicate a
distinct separation in clusters that correspond to our study condi-
tions (see Figure 6.12). Although this is desirable for both baseline
conditions, it shows that there seems to be no consistent pattern
within our collected data which can be linked to our study conditions.

Standardized mean difference. Next, we compared the standard-
ized mean difference between conditions using paired Cohen’s d.
A d of .5 is generally considered a medium effect size, meaning
that 69.1% of one group will be above the mean of the other group
(Cohen’s U3). Six indices between baseline and mixed conditions
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Figure 6.12: Biplot: of PC1 and PC2 describing the greatest variance in the
data. Scree plot: number of PCs needed to describe variance.

were above d = .5. Additionally, the RSP_Amplitude_Mean metric
still shows noticeable mean differences between baseline and steady
conditions. Figure 6.11 shows the results of the dimensional reduc-
tion in combination with d scores above .5 in at least one comparison.

Summary of RSP Results. Exposing participants to a noticeable HR

illusion seems to have an impact on respiration. That being said, it is unclear
whether changes in respiration are consistent following our observations
and the PCA analysis. However, a combination of RSP_Amplitude_Mean
and RSP_Rate appear to be worth investigating in the future (RQ4.1).

Next, we conducted a similar exploratory analysis for the ECG

data. We computed 64 common time, frequency, and non-linear ECG

indices. Our goal was to narrow down potentially useful indices,
providing as many insights into our data as possible.

Principal components analysis. A PCA on this data showed that
51.7% of the variance can be explained by PC1 (40.4%) and PC2

(11.3%). Five additional PCs are needed to reach a total variance
of 80%. However, similarly to the RSP data, PC1 and PC2 do not
allow a distinct separation in clusters that correspond to our study
conditions (similar to Figure 6.12; plot in paper supplements).

Standardized mean difference. We again computed Cohen’s dResults suggest that
the ECG features do

not allow us to
distinguish study

conditions

scores. The first baseline against the mixed condition showed strong
effects across the two indices: HRV_SD1SD2 (d = .854), describing
long and short-term HRV variance, as well as HRV_CSI_Modified
(d = .835). Further, we found that the standard deviation of RR-
intervals (SDNN) showed consistent d scores across all conditions,
especially in the mixed, but also the steady condition, compared
to both baselines. Because SDNN is a known stress indicator, we
specifically looked at other stress-related HRV indices, since coping
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Figure 6.13: ECG Cohen’s d in combination with dimensional reduction.

with constantly changing C/D gains in the mixed condition could
have an effect on them. However, other well-studied stress indices,
such as RMSSD, remained consistent across all study conditions and
did not suggest any differences. Figure 6.13 shows the resulting d
scores of each variable that contributed to the first seven principal
components with at least a medium effect size of d > .5.

Summary of ECG Results. We descriptively analyzed ECG data, laying
the foundations for future research that aims to detect noticeable illusions
using heart rate data. We provide an overview of common ECG indices, help-
ing the community to make informed decisions about research hypotheses
by outlining the most promising ECG features. Specifically, the stress-related
index SDNN, as well as the SD1SD2 and CSI_Modified indices, appear to
be promising candidates for future investigations. However, it must be noted
that based on our PCA analysis, there exist inconsistencies in participants’
ECG responses within our collected sample (RQ4.1).

6.1.4.6 Summary of Results Towards Research Questions

RQ4.1: We investigated EDA, RSP and ECG, providing an overview
of the most promising indices that may be selected for future
hypothesis-driven studies. Our analysis revealed inconsistencies for
RSP and ECG, while simultaneously demonstrating substantial indi-
vidual differences in participants’ physiological responses. Hence, at
this point, we are unable to conclude if these measures can or cannot
be used to distinguish study conditions. Our analysis on the SCR

peaks was inconclusive, but we identified a downward trend in SCR

peaks except in the mixed condition, which seems to indicate that
participants adapted to the offset.

RQ4.2: Interaction data, specifically the analysis of movement phases
and transition points, showed a significant difference that could be What do our results

mean in the context
of our research
questions?

systematically linked to our study conditions.

RQ4.3: ERPs were found in all conditions, but differed in their am-
plitudes and negativity, which allowed us to distinguish the mixed
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from the other conditions. The steady condition seemed (except for
the initial strong negativity during the first four repetitions) mostly
indistinguishable from the baseline conditions.

RQ4.4: The ERP analysis suggests that noticeable visuo-proprioceptive
offsets were detected early after movement start, which is supported
by the movement analysis, showing very early transition points from
ballistic to correction phase in the mixed and steady conditions,
caused by participants compensating for the offset.

RQ4.5: We found overwhelming evidence that participants adapted
to the offsets in the steady condition through analyzing participants’
comments, questionnaire, EDA, movement and EEG data. The exact
number of repetitions needed most likely depends on the individ-
ual. However, our data suggest that somewhere around repetition
4–8, participants were adapted to the offset. Interestingly, steady and
baseline conditions showed very similar patterns across all measures,
suggesting that participants used the initial phase for self-calibration
and to establish a robust model of their environment.

6.1.5 Discussion

6.1.5.1 Combining Physiological Modalities

In this work, we investigated a set of physiological measures that we
intend to expand, including eye blinks, pupil dilation and gaze. The
next logical step is to combine multiple modalities to classify whether
a visuo-proprioceptive offset was noticed or not. Just as we found
in our prior research that DTs differed between individuals, we ob-
served that our participants’ individual physiological responses also
differed. Similarly, we expect that each user would have their own per-Physiological

responses underlie
large variance

sonalized classifier. Based on our data, it is unclear whether these re-
sponses would remain stable—an individual may, for instance, differ
from one day to another. Running an analysis on individuals across
time requires substantially more data. This is difficult because of the
trade-off between collecting sufficient samples versus proprioceptive
fatigue [280]. It is thus possible that the lack of consistency in our data
may be attributed to the small sample size; however, our effect-size
analysis provides a foundation and a solid starting point for future
hypothesis-driven studies.

6.1.5.2 Validity & Applicability of EEG Results

Our results confirm that the frontal cortex area, especially the FCz
electrode, and the concept of ERPs [118, 303, 306] can be used to
detect noticeable visuo-proprioceptive offsets. However, previous re-
sults show a more consistent ERP mean curve, which can be explained
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by the distinct events used in their studies. Instead, our work intro-
duces gradually increasing offsets, where the precise time of violation ERPs are challenging

without a temporal
anchor

is unclear and thus, temporal shifts in the ERP curves occur. To our
surprise, even the baseline conditions showed weak error negativity,
which is reduced over time (see Figure 6.5) and therefore, may be
caused by the visualization itself [306] (i.e., the simple floating hands
combined with reduced depth perception in VR). Other measures
than ERPs to detect a mismatch also exist and could be used for com-
parison with our results. For instance, a haptic delay has been shown
to significantly increase beta and theta band activity [8]. Another in-
teresting aspect is the indistinguishability between the steady and
baseline conditions, when compared to the questionnaire responses. Questionnaire data

provide insights
about users’
perception

We assume that the questionnaire responses were given by partici-
pants averaging their experiences in the steady condition, leading to
a score in-between those of the baseline and mixed conditions. In con-
trast, the EEG results perhaps give a more direct estimate of how the
illusion was perceived, also showcasing the quick adaptation. Lastly,
determining the time (RQ4.4) when a violation gets noticed is a cru-
cial aspect for many techniques that aim to increase DTs for illusions
in VR (e.g., by utilizing eye blinks and saccades [381]).

6.1.5.3 Beyond Noticeable Hand Redirection

Our long-term goal is to tailor illusions to an individual’s percep-
tual boundary. In this work, we used offsets that are obvious to the
user; however, more conservative studies found that the DTs are much
smaller [384]. Therefore, we need to investigate offsets that are not
only above but also around and below participants’ thresholds. Fu- Basis for our next

experimentture work needs to investigate whether unnoticeable offsets trigger
similar effects, allowing us to differentiate them. In our vision, VR de-
signers and systems could tell when they reach the perceptual bound-
ary of an individual and stay just below this threshold. Therefore, we
need to study more realistic settings and scenarios to investigate the
approach’s robustness. Finally, it would also be interesting to apply
this method for different types of hand-based illusions such as our
Pseudo-Haptic Resistance technique or Redirected Touching [193].

6.1.6 Conclusion & Contributions

In this section, we contributed to RQ4 by investigating physiological
and interaction data to implicitly detect noticeable HR offsets between
users’ movements of their real and virtual hand (C4). We designed
an experiment to (1) determine noticeable HR gains and (2) collect
EEG, ECG, EDA, RSP and interaction data for no HR and noticeable HR.
Given the novelty of our research, we conducted an exploratory data
analysis to identify the most promising features.



220 physiological and interaction data during illusions

First, our experiment with 22 participants contributes to C3 by
extending the previously determined DT [144, 384] for gain-based HR.ERP peak negativity

appears to be a
promising candidate

Our EEG results suggest that especially ERPs and their peak negativity
are reliable in detecting strong visuo-proprioceptive offsets, making
them a valid candidate for further explorations. This is in line with
previous results on error detection in VR [118, 303] and research on
semantic body violations [265]. Thus, they show great potential to
address RQ4, and therefore, we further investigate them in the next
Section 6.2.

Furthermore, movement phases appeared to be directly affected
by noticeable hand offsets. Already in Section 4.2, we found evidence
that in the presence of visuo-haptic redirection, movement accuracy,
and time change according to the magnitude of the redirection. These
findings challenged existing movement prediction models that are
crucial for planning and executing effective redirection [131]. ThisRedirected

movements have
distinct properties

resulted in a new string of research, e.g., by Gonzalez and Follmer
[134] who propose a new model for the trajectory prediction of
the hand during redirected reaching in VR. Given these promising
results, we use these measures in Section 6.2.

Next, we provide the first investigation of ECG and RSP in relation
to the illusion of HR, and we recommend indices that may be
studied in further experiments. While these physiological measures
may work for separating conditions with vs. without noticeable
HR, their slow-responding nature make them unsuitable for ourECG and RSP have

limited utility for
our research goal

research goal RQ4, because we require measures that immediately
react according to user perception of the interaction. Neverthe-
less, there is still great potential to predict affective states [171] or
potentially even monitor users’ felt long-term presences inside an IVE.

Interestingly, we found that participants quickly adapted to larger
offsets within 4–8 trials, and whether an offset remains unnoticed
primarily depends on their most recent experience with this kind
of interaction. This provides evidence for previous observations
of Kohli [193], reporting a quick adaption to offsets. Moreover,
our results provide valuable insights into the relationship between
learned SCs, their temporal validity and robustness, and suggestQuick adaption to

HR offsets that the current calibration of the user is another factor to consider
during ongoing VR applications (C3). It appears that participants
used their initial hand movements to establish a mental model of
their environment, which may also explain why participants with
previous VR experience had lower thresholds in Section 5.1.

Finally, we contribute a data set containing EEG, ECG, EDA, RSP, and
interaction features that the community can be built upon (C6). There



physiological and interaction data during illusions 221

is great value in such data sets considering the financial and time re-
quired to collect this type of data. In summary, we conducted a first Open source data set

including all
collected features

investigation of implicit measures that allow us to detect if an indi-
vidual experienced noticeable HR, laying the foundation for the next
section that attempts to differentiate between HR offsets of different
magnitudes corresponding to perceptual boundaries of individuals
based on a single movement.
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6.2 tailoring illusions to users’ sensitivity
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Figure 6.14: We use the psychophysical method of constant stimuli to deter-
mine participants’ perceptual boundaries for horizontal HR Below, At and
Above their individual DT. Next, we collect movement, eye gaze and EEG

data, compute features, and analyze them using frequentist and Bayesian
statistics. Finally, we trained a multimodal classifier using Random Forest
to predict if participants are exposed to HR of different magnitudes corre-
sponding to their perceptual boundaries based on a single movement.

6.2.1 Introduction

In this section, we take the next step by exploring the potential of com-
bining the most promising movement and EEG features from the pre-
vious Section 6.1, together with eye gaze data to distinguish whether
an applied HR offset is Below, At, or Above a user’s individual DT.
In our vision, this method allows constant monitoring of a user’s
tolerance to the exposed hand-based illusion throughout an entireOur Vision for

hand-based illusions VR experience. This would allow the VR system to adjust the mag-
nitude of employed HR dynamically, depending on context, interac-
tion, and an individual’s sensitivity to visuo-proprioceptive conflicts.
Therefore, the goal is to understand if movement, eye gaze, and EEG

data can substitute a DT experiment, eventually allowing continuous
adaptation of HR offsets.

6.2.2 Experiment

We designed a 2-part experiment, investigating whether gradual hor-
izontal HR around an individual’s perceptual boundary can be de-
tected using the three modalities: movement, eye gaze and EEG. In
part 1, we used the psychophysical method of constant stimuli anal-
ogous to Steinicke et al. [322] and Zenner and Krüger [384] to model
the discrimination performance for each participant for the specific
type of HR (i.e., gradual horizontal offsets of the virtual hand to the
right; see Figure 6.1: left). The results were used in part 2 of the exper-
iment, which was tailored to each participant with HR offsets that cor-Tailor experiment to

each participant’s
sensitivity to offsets

responded to their perceptual boundaries. This way, we ensured that
each participant was exposed to the same magnitude of perceived
offsets. In part 1 and 2, we applied a 2IFC (see Section 2.5.2.2), where
participants were instructed to perform two consecutive hand move-
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ments, hitting a virtual target with their index finger. During the first
movement, no HR was applied, whereas in the second movement, we
either applied HR of different magnitudes or no HR. Participants were
asked to compare both movements and report if they felt a difference
between them by responding to the 1AFC question: “Both movements
felt the same” (see Figure 6.14: left). Participants could respond by us-
ing the ‘Yes’ or ‘No’ button on a presenter stick in their non-dominant
hand [385]. Subsequently, the participants returned their hand to the
initial location and continued with the task. The location of the vir-
tual target (a red sphere) always appeared in the same location, 30 cm
in front of them [97]. Although the task remains the same in part 1

and 2 of the experiment, the underlying methodologies and objectives
differ substantially.

part 1—determine perceptual boundaries To tailor part
2 to each participant’s individual perceptual boundary, we modeled
their discrimination performance in distinguishing movements with
HR vs. no HR. To do so, we conducted a psychophysical threshold ex-
periment, fitting the psychometric quick function [181] through our
collected sample by optimizing the parameters α and β. We define Modelling

participants’
discrimination
performance for
horizontal HR

these probabilities as perceptual boundaries, Below (25% probabil-
ity), At (50% probability), and Above (75% probability), with At rep-
resenting the CDT. This means that there is a 50% chance that a par-
ticipant can detect the presence of HR, respectively, for 25% and 75%.
75% (Above) is often used as a less conservative threshold in the lit-
erature, whereas 25% (Below) was chosen to include a sample below
the DT, investigating if participants respond to the offset even without
consciously noticing it. To model the discrimination performance for
each individual, a sufficient amount of data is needed. Based on the
HR literature and our pilot tests, we arrived at the following configu-
ration for the method of constant stimuli. We tested offsets ranging
from 0 cm to 7 cm in increments of 1 cm, resulting in eight stimuli.
Participants experienced each stimulus eight times (= 64 stimuli; in
total 128 hand movements) to improve the robustness of the fitting
and allow for consistency checks.

part 2—collecting data at perceptual boundaries In
the second part, participants performed a total of eight rounds of
the discrimination task while only exposed to HR offsets Below, At,
Above as well as no HR (Base). Each round consisted of 16 stimuli tri-
als, 4 × Below, At, Above, and Base, presented in a randomized or-
der, resulting in 32 reaching movements per round. The 2IFC method
allowed us to include a sufficient amount of ground truth reaching
movements (no HR) on what participants experience to be ‘normal’
[118], which must be captured in VR [78]. In this part of the experi-
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Figure 6.15: Effect of horizontal HR and our events used during aimed reach-
ing movements in our experiment.

ment, the main focus was on collecting movement, eye gaze, and EEG

data at participants’ perceptual boundaries.

6.2.2.1 Participants

We recruited 18 right-handed participants (six females, twelve males),
aged 18–31 (mean = 25.05; SD = 3.05) from the general public and
the local university. We asked participants not to consume alcohol or
caffeine twelve hours before the study. Participants had a range of dif-
ferent educational and professional backgrounds, including media in-
formatics, computer science, education, pharmacy, cybersecurity, en-
trepreneurship, biomedical engineering, data science, and artificialParticipants were

asked to not
consume alcohol or

caffeine twelve hours
before the study

intelligence. All participants reported normal or corrected-to-normal
vision and did not report any known health issues which might im-
pair their perception or proprioception. Nine participants had never
used VR before, six had used it a few times (1–5 times a year), no
one reported using it often (6–10 times a year), and three others used
it regularly (more than 10 times a year). Participants not associated
with our institution received €30 as remuneration for participating in
the experiment. The study was approved by the University’s Ethics
Board.

6.2.2.2 Apparatus

We used a simple virtual environment consisting of a table, the ex-Extending previous
testbed to ensure

comparability
between experiments

perimental setup, and an instruction screen, which was implemented
in Unity3D (v.2022.2.0). We included an androgynous representation
of the virtual hand [300] to prevent unwanted effects such as a drift
in DT [262]. The experimental logic was implemented using the Unity
Experiment Framework (UXF v.2.4.3) [42], the Unity Staircase Pro-
cedure Toolkit [379] and our VRQuestionnaireToolkit [94]. Participants
remained seated on a chair throughout the experiment with a table in
front of them. They wore an HMD, an EEG headset and a Vive tracker
attached to their dominant hand with a finger spline to fixate their
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index finger. We used the HTC VIVE Pro Eye tracking system (SRani-
pal SDK) to capture eye movements. The experiment ran on an XMG
PRO One offering an Intel® Core i7-10870H CPU, 32 GB RAM and
an Nvidia® GeForce RTX 3070.

eeg setup EEG data were captured from 32 actively amplified elec-
trodes using BrainAmp DC amplifiers from BrainProducts like in the
previous experiment. Electrodes were placed according to the inter-
national 10–20 system, using the nasion/inion as reference points. To Same EEG setup as

in the previous
experiment

establish a connection between the electrodes and the scalp, conduc-
tive gel was applied and the impedance of all active electrodes was
reduced to 5–10 kOhm before the experiment started [118]. The EEG

data were sampled at a rate of 500 Hz.

6.2.2.3 Experimental Protocol

Participants arrived at the location and first received a general
introduction to the study, i.e., we showed them the setup and
explained the EEG headset to ensure that they were comfortable with
it. Next, we gathered participants’ consent and asked them to fill in Introduction and

preparation phasea demographic questionnaire. We then started with the procedure of
attaching the EEG electrodes to the heads of our participants. This
procedure was carried out with two experimenters, one identified as
male and one as female, to improve the comfort of our participants
and to reduce the preparation time to about 40 min. Subsequently,
participants were placed in the IVE and guided through an open-
ended practice round, showing them the effect of horizontal HR. By
doing so, we allowed them to familiarize themselves with the system
and the task. Once they felt comfortable, we moved to the first part of
the experiment, where we modeled their discrimination performance.

Participants were told to sit comfortably and to move their hand to
the target position at a consistent and comfortable speed. The system
monitored that they stayed within a reasonable time range. Once Collect data for

determining
individual
sensitivity to HR

their virtual index fingers reached the goal position, their finger
needed to remain in that position for one second before the 1AFC

question appeared. Participants were required to stay within a 5 mm
radius for the dwell time indicator to remain active. Participants and
experimenters were not allowed to talk to avoid interrupting the
continuous docking task or introducing artifacts in the data. This
part of the experiment took 40–45 min.

Next, participants took a longer break (about 15 min), while the Exposing
participants to offset
corresponding to
their perceptual
boundaries

experimenters configured part 2 of the experiment. In part 2, partic-
ipants performed the same task tailored to their perceptual bound-
aries. After each of the eight rounds, participants took a break to re-
duce the effects of proprioceptive fatigue [280]. On average, the data
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collection took 35–40 min, during which participants were not al-
lowed to remove the VR headset to avoid moving the EEG electrodes.
In total, the experiment was about 2.5 h, and we provided compli-
mentary snacks and water.

6.2.2.4 Data Collection

We collected data from six sources: a pre-study questionnaire for de-
mographic information; EEG, eye tracking and movement data; sys-
tem logs (including trial times, object position and orientation, and
velocity); and we collected participants’ responses to the 1AFC ques-
tion in VR [94]. To synchronize our data streams with VR interactions
and the events, we again used the lab streaming layer (LSL)[200].

6.2.2.5 Events, Pre-Processing & Analysis

Our data from part 2 of the study were split into epochs correspond-
ing to the conditions, the trials, and the events within them. We
pre-processed, filtered, and analyzed the data using the methods de-
scribed below. An overview of the events can be seen in Figure 6.15.
The trialStart event is triggered after the participants successfully held
the start position for 1 sec and moved 5 mm away from the start, and
the trialEnd event as soon as they reached the target.

gaze and movement data . We statistically analyzed our data
after verifying the parametric test assumptions at α = .05. We per-Movement time,

peakvelocity and
transition points

formed RM ANOVAs and applied Greenhouse–Geisser corrections
when the assumption of sphericity was violated. In the presence of a
main effect, we performed post hoc pairwise comparison t-tests ad-
justed using the Bonferroni-Holm method. In addition, we conducted
a Bayesian analysis using JASP5 following Wagenmakers et al. [353]’s
method. We exported our previously used measures totalTime and
peakVelocity [289]. We extracted the transition points between ballis-
tic and correction phases according to Liu et al. [221] in the time
(transitionPointTime) and spatial domain (transitionPointDistance). We
statistically analyze the two gaze features, #handFixations and dura-
tionHandFixations previously used by Lavoie et al. [203]. We defineEye gaze fixation

and duration with
the virtual hand

#handFixations as the number of gaze intersects where the virtual
hand is fixated for at least 60 ms. DurationHandFixations is the total
duration of hand fixations that are ⩾ 60 ms.

eeg . Our analyses focused on the midline electrodes FCz, Cz, and
Pz that have been successfully used to detect error and mismatches in
VR [118, 119, 303], and our previous experiment in the section before.

5 JASP webpage: https://jasp-stats.org/. Last accessed: Nov 1, 2024

https://jasp-stats.org/
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event-related potentials We followed Gehrke et al. [118,
119] approach to extract single-trial ERPs. After applying a band-pass
filter from 0.1 to 15 Hz, ERPs were extracted around three event
markers coupled to the hand movement: peakAcceleration, peakVelocity,
and transitionPointTime. ERPs were baseline corrected by subtracting
the average amplitude of the last 100 ms preceding the trial start.
To ascertain the effects, the linear mixed-effects model ‘eegfeature
∼ condition * modality + 1|participantID’ was fit at each time
point. Effects were assessed using likelihood ratio tests for the Extracted ERPs at

several temporal
anchors

main effects with Benjamini-Hochberg p-value correction for false
discovery rate [27]. For post-hoc analyses, we specifically focus on
the time window between 150–250 ms following salient moments
of the movement phase with respect to HR. This time window is
of key interest as a negative going deflection in the ERP here has
frequently been linked to the detection of mismatches between
what is predicted to be picked up by the sensory organs and what
they actually sample [116]. In a confirmatory step, we defined the
peak velocity of the reaching motion as a salient moment of the
movement, as it marks the beginning of the correction phase towards
reaching the target [289]. Specifically in HR, we believe this moment
is a good approximation at which the HR offset may be consciously
experienced [307].

To address the specific aspects of unnoticeable hand-based illu-
sions, we further propose time-frequency decomposed EEG data,
which has yet to be explored as a novel direction in characterizing
and understanding brain responses to HR. Spectral features may hold When does the

disruption occur?significant promise for a continuous metric describing participants’
individual perceptual boundaries, as they do not require as precise a
temporal anchor for meaningful feature extraction as do ERPs. One
metric based on spectral features is the ratio of frontal theta power
and parietal alpha power. This ratio has been shown to correlate with
a subjective rating of workload or an increased cognitive load [72,
122]. We explore this novel metric as a correlate of cognitively
processing HR since predicting the correlation between one’s own
movements and the HR gain likely increases spatial processing
demands.

event-related spectral perturbation (ersp) First, we set
out to confirm that our experimental task elicited robust spectral ERSP as a novel

approach to
detecting HR of
different magnitudes

brain modulations. Hence, the evoked spectral response was com-
pared to a baseline. To this end, grand-average event-related spectral
perturbations (ERSP) were computed using the ‘newtimef’ function
in EEGLAB (3 to 100 Hz in logarithmic scale, using a wavelet trans-
formation with 3 cycles for the lowest frequency and a linear increase
with frequency of 0.5 cycles). In order to account for different trial
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segment duration and maintain the time-frequency resolution across
participants, the spectrograms were linearly time-warped to the me-
dian times of the movement, i.e., the median time of movement onset,
max. acceleration, max. velocity, and the onset of the correction phase.
Then, a spatio-temporal cluster test (using MNE-python [138]) was
conducted in comparison to power values in a −300 to −100 ms pre-
trial baseline window. Lastly, we focus our analyses on one specific
spectral feature: the ratio of theta band power at electrode FCz and
alpha band power at Pz. This ratio has been shown to correlate with a
subjective rating of workload or an increased cognitive load [72, 122].
Effects were assessed analogous to the ERP analyses.

6.2.3 Results

6.2.3.1 Part 1—Determine Perceptual Boundaries

We computed the thresholds at 25%, 50% and 75% detectability
based on the fittings of the psychometric function. The results for
75% detectability are depicted in Figure 6.16, suggesting that the
participant provided consistent responses. Plots for 25% and 50%
can be found in the supplementary materials. However, for P09. the
fitting did not reach convergence. As a result, we could not compute
the DTs, which means that the participant could not continue part
2 of the experiment. This could have happened for various reasons.
For example, the participant perhaps did not really understand the
study task, or the HR offsets tested were too small. However, for the
remaining 17 participants, we were able to compute DTs shown in
Figure 6.17. The horizontal HR 50% DTs obtained are comparable toDTs are comparable

to literture those of the existing literature [207, 384]. Furthermore, Figure 6.17

(left) supports Hartfill et al. [144]’s and our previous findings towards
personalized DTs, because thresholds differ substantially across par-
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Figure 6.16: Plotted psychometric functions with 75% probability of a correct
response (i.e., 75% DT) for each participant. The modeled discrimination
performance shows an S-shaped curve typical for human perception. For
P09 marked with a ’?’, we could not compute DTs, because all stimuli were
perceived as equal according to the discrimination performance.
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Figure 6.17: Obtained thresholds corresponding to individuals’ perceptual
boundaries. Below shows significantly lower thresholds than At and Above.
At has significantly lower thresholds than Above.

ticipants, but are consistently high or low for each individual (see
Section 4.2). This further demonstrates the need for novel approaches
to tackle this problem, supporting our overarching research objective.

Threshold experiments can be subject to noise and are very sen-
sitive to their configuration (#repetitions, #steps, etc.). For example,
it could be that 25% and 50% result in DT clusters that overlap and
are perceived as more or less the same. Therefore, verifying that our Perceptual HR

boundaries are
significantly
different

HR DTs are perceptually different is a prerequisite for part 2. We sta-
tistically analyzed the resulting thresholds and found a main effect
(F(1.036) = 105.7, p < .001, η2p = .869, BFincl > 1000) of condition
on the DTs. Post-hoc tests revealed that Below has significantly lower
thresholds than At (p < .001, d = −1.663, BF10 > 1000) and Above
(p < .001, d = −3.524, BF10 > 1000). Similarly, At showed lower
thresholds than Above (p < .001, d = −1.861, BF10 > 1000) with
strong positive correlations (p < .001, BF10 > 280, with ρ > .8) be-
tween Below, At, Above based on the DT. As a result, we can confirm
that our obtained HR DTs are perceptually different.

6.2.3.2 Part 2—Distinguish Perceptual Boundaries

To ensure that participants did not suffer from fatigue, we first visu-
alized their discrimination performance for the eight rounds in Fig-
ure 6.18. The graph suggests that there is no notable shift in Base,
Below, At, Above over the eight rounds. Bayesian analysis provided DTs remained robust

throughout the
experiment

strong evidence for the absence of an effect between study round
and the four conditions, Base (F(7) = 25.584, p = .520, η2p = .064,
BFexcl = 10.6), Below (F(7) = 0.664, p = .702, η2p = .049, BFexcl =

16.5), At (F(7) = 0.443, p = .872, η2p = .033, BFexcl = 24.4) and Above
(F(7) = 0.780, p = .605, η2p = .057, BFexcl = 13.1). Thus, we conclude
that individuals’ thresholds remain consistent throughout part 2 of
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Figure 6.18: Participants’ discrimination performance at Base, Below, At
and Above their individual DTs over the eight study rounds. The horizontal
red line shows the expected probability of a correct response for Base = 0%,
Below = 25%, At = 50% and Above = 75%. The boxplots display partici-
pants’ responses throughout part 2 of the experiment. Visual inspection and
Bayesian analysis suggest that there is no noticeable difference in discrimi-
nation performance, e.g., caused by fatigue.

time \ peakVelo Base Below At Above

Base - p = 1.0; B10 = 0.403 p = 1.0; B10 = .279 p = 1.0; B10 = .305

Below p = .028; B10 = 3.6 - p = 1.0; B10 = .270 p = 1.0; B10 = .260

At p = .001; B10 = 106.7 p = .208; B10 = .481 - p = 1.0; B10 = .259

Above p < .001; B10 > 1000 p < .001; B10 = 263.2 p < .001; B10 = 311.7 -

transitT \ transitD Base Below At Above

Base - p < .001; B10 = 183.2 p < .001; B10 > 1000 p < .001; B10 > 1000

Below p = .437; B10 = .745 - p = .005; B10 = 17.3 p < .001; B10 > 1000

At p = .116; B10 = 1.4 p = .437; B10 = .433 - p = .008; B10 = 6.2

Above p < .001; B10 = 311.5 p < .001; B10 = 185.4 p < .001; B10 = 193.4 -

Figure 6.19: P-values and Bayesian factors for the four movement features
totalTime, peakVelocity, transitionPointTime and transitionPointDistance.

the experiment, allowing us to link our analysis back to the estab-
lished perceptual boundaries.

movement data . We extracted and analyzed the four features,
totalTime, peakVelocity, transitionPointTime and transitionPointDistance.
We found evidence for a main effect on totalTime (F(3) = 25.584,
p < .001, η2p = .615, BFincl > 1000), transitionPointTime (F(3) =

15.792, p < .001, η2p = .497, BFincl > 1000) and transitionPointDis-
tance (F(3) = 40.493, p < .001, η2p = .717, BFincl > 1000), but not for
peakVelocity (F(3) = 0.336, p = .724, η2p = .021, BFincl = 0.111). Post-
hoc tests showed significant differences between movements without
HR and any other condition. Transition points from the ballistic to the
correction phase appeared significantly earlier, and hand movements
took significantly longer when horizontal HR was applied. The latter
effect is in the opposite direction to what we already found for gain-
based HR. This is an interesting finding that can be explained by the
HR direction. Gain-based HR effectively leads to shorter movements
because less physical distance is required to reach the virtual target,Trajectory not only

predicts noticeability,
but also different

magnitudes of HR

in contrast to horizontal HR, which increases physical movement dis-
tance (see Figure 6.15), and most likely also task difficulty. Figure 6.19

reports the test statistics, which are in line with previous findings that
investigate the effects of redirected movements [134, 207]—but we ex-
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Figure 6.20: #HandFixations occurred significantly more frequently in the
Base condition and Below the threshold than Above it. Besides looking
more frequently to the hand, participants also spent more time looking at
the hand in the Base condition than At and Above the threshold.

tend them to distinct perceptual boundaries around the noticeability
threshold. Thus, our findings support (H1), confirming the potential
of movement data to differentiate between HR of magnitudes corre-
sponding to individuals’ sensitivity to visuo-proprioceptive offsets.

gaze data . Next, we analyze the two features, #handFixations and
durationHandFixations depicted in Figure 6.20. We found evidence for
a main effect for both #handFixations (F(2.322) = 5.616, p = .005,
η2p = .260, BFincl = 16.141) and durationHandFixations (F(1.9) = 6.510,
p = .005, η2p = .289, BFincl = 35.118), depending on the condition. Participants look at

their hand more
frequently and for
longer duration
during normal hand
movements

Post-hoc pairwise comparisons for #handFixations showed significant
differences between Base and At (p = .002, d = .929, BF10 = 7.453)
as well as Below and Above (p = .018, d = .742, BF10 = 3.401).
DurationHandFixations showed significant differences between Base

and At (p = .002, d = .916, BF10 = 8.306) as well as Base and
Above (p = .002, d = .938, BF10 = 5.462). Bayesian analysis pro-
vided evidence for the absence of an effect between Base and Below
for #handFixations (BF10 = 0.311), and between At and Above for
durationHandFixation (BF10 = 0.252). Contrary to (H2), participants
looked at their virtual hand more frequently and for longer during
hand movements without HR than in any other condition. We be-
lieve that this could be the result of the nature of the task, which
we further discuss in Section 6.2.5. Nevertheless, #handFixations
and durationHandFixations clearly separate movements without HR

from movements with HR at individuals’ 75% DT.

eeg data . First, we examine ERPs by plotting the mean ERP am-
plitudes for the electrodes FCz and Cz (available in supplementary
materials of the corresponding paper) located above frontal cortical
areas analog to [118, 119, 265] and our previous study. However,
we did not observe the typical ERP amplitude following prediction
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Figure 6.21: Amplitude minima in the 150–250 ms time window for each
condition at electrode FCz (a) and Cz (b) following peak acceleration (left)
and peak velocity (right) respectively.

violations in VR that often exhibit a negative component followed
by a strong positive deflection. Given the absence of a distinct
event, this is not surprising because semantic violations could, in
fact, appear at different points during the interaction, given theSuffer from lack of

temporal anchor nature of HR around the noticeability level. We examined the peak
negativity in the 150–250 ms window following salient moments of
the movement (see Figure 6.21). We found a main effect of HR for
FCz at both peakAcceleration (χ2 = 15.7, p = .001) and peakVelocity
(χ2 = 16.3, p < .001). Similar main effects were observed at Cz for
peakAcceleration (χ2 = 32.5, p < .001) and peakVelocity (χ2 = 23.1,
p < .001). Post-hoc tests revealed significant differences between
Base and Below (p = .005) as well as Base and Above (p = .001)
at electrode Cz. There were no other significant differences between
conditions after p-adjustments. While some differentiation betweenOnly weak evidence

for ERPs the baseline and HR conditions was observed, suggesting a trend
towards increasingly larger peak amplitude from modest negativity
at Base, all the way to the strongest at Above, the pattern was
inconclusive.

The spectral equivalent to ERP is ERSP, which provides another
view on the effects of HR around the DT. For this type of analysis,
we included the Pz electrode because it is located above the parietal
lobe of the brain, responsible for movement guidance. Figure 6.23

shows the grand average ERSP cluster permutation test against the
pre-stimulus baseline. The black contours outline the significant
activity in the spectral power, differing from the baseline. At elec-
trode FCz an initial burst in theta power occurred with the onset
of movement and lasted until the peak velocity was reached. We
observed a desynchronization in the beta range between 20–30 Hz
lasting throughout the movement phase. Interestingly, a synchro-We measured the

perceptual effects of
HR

nization between 35–40 Hz first appeared at maximum acceleration,
lasting until the end of the trial. At Pz, the dominant spectral feature
was a desynchronization in the alpha band, appearing at maximum
acceleration and lasting until the end of the trial. Peak strength of the
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Figure 6.22: Top: Event-related spectral perturbations at electrodes FCz (a)
and Pz (b). Changes in power from a −300 to −100 ms pre-stimulus base-
line are marked by a black contour for significance. Bottom: Band power in
theta (4–8 Hz) frequency range for electrode FCz (a) and alpha (8–13 Hz) for
electrode Pz. Significant time points for the main effect condition are marked
by black bars.

Below
At

FC
z
th
et
a/
P
z
al
ph
a

Time (warped)

S
ta
rt

M
ax
A
cc

M
ax
Ve
l

C
or
re
ct
io
n

Ta
rg
et

Figure 6.23: Ratio of power in theta (4–8 Hz) frequency range at electrode
FCz divided by power in alpha (8–13 Hz) frequency range at electrode Pz.
Significant time points for the main effect condition are marked by black
bars.

desynchronization was between maximum velocity and the onset of
the correction phase. Taken together, we consider these findings to be
validations of the recorded data, clearly demonstrating task-related
spectral dynamics. Post-hoc tests for theta and alpha bands showed
significant differences between Base and all other conditions (see
Figure 6.22).

Finally, we calculated the ratio of theta FCz and alpha Pz, which
is commonly used to measure cognitive load [72, 122]. Similarly, we
found a main effect and a post-hoc test showed a significant differ- More severe HR can

make the task for
cognitively
demanding

ence between Base and any other condition. Nevertheless, we can
only partially confirm (H3), because contrary to previous studies
[118, 303], we did not observe the same distinct ERP signatures.
However, our analysis of the peak error negativity showed promis-
ing results at the peakAcceleration event, especially at Cz. As a re-
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sult, peakAcceleration is an interesting marker for further explo-
ration. Our ERSP analysis allowed us to distinguish between move-
ments under the influence of HR from movements with no redirec-
tion applied. However, we did not find evidence that would suggest
that, based on the presented features, we can easily differentiate be-
tween HR of different magnitudes.

6.2.3.3 Summary

In part 1 of the experiment, we established participants’ perceptual
boundaries Below, At, and Above their personal DTs using the
method of constant stimuli. We verified that the thresholds obtainedExperiment elicit

robust perceptual
boundaries

are perceptually different from each other and that the participants
did not suffer from proprioceptive drift or fatigue in part 2 of the
experiment. Our analysis showed that movement time and the
transition points from ballistic to correction phase can be used toHand movement and

eye gaze data are
promising

distinguish between all three perceptually different HR offsets (H1).
Furthermore, participants looked significantly more often and longer
at their virtual hand when no HR was applied than Above the DT

(H2). Finally, ERP peak error negativity and the ERSP results showed
great potential to detect the presence of HR, even at the unnoticeable
Below level (H3).

6.2.4 Predicting Perceptual Boundaries

To better understand the potential of our proposed method, we com-
bine the three modalities: movement, gaze, and EEG by training a
multimodal classifier. Here, our goal was to predict whether users
were exposed to no HR vs. HR Below, At or Above their DTs based on
a single trial. Unlike Si-Mohammed et al. [303], we did not performPredicting HR

magnitudes based on
a single hand

movement

a per-participant analysis but aggregated our collected samples into
one data set, which we made publicly available to the community in
the supplementary materials of the paper. This way, researchers can
train their own models or formulate new research hypotheses. The
data set contains 4352× 77 data points.

6.2.4.1 Features

Following our statistical analysis, we used the features totalTime,
transitionPointTime, transitionPointDistance, #handFixations, dura-
tionHandFixations, Cz_amplitude_min, FCz_amplitude _min and FCz
theta/Pz alpha ratio. Then, we normalized all features using z-scoring.
Since FCz theta/Pz alpha ratio is a continuous high-dimensional
feature, we computed skewness, median, interquartile range (iqr),
kurtosis, cumulated frequency (cumfreq_3), the 10th and the 90th
quantile (quantile_10 and quantile_90).
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Figure 6.24: Confusion matrix for 10-fold cross-validation of our multimodal
classifier. The classifier can distinguish Base from any other condition. It
appears that between movements under the influences of HR At and Below
the DT are challenging to predict.

6.2.4.2 Training

We performed a 10-fold cross-validation by shuffling the data and
splitting them in a stratified way, preserving the relative imbalance
in the data set. Samples of each class in the train and the test set are
removed until the data set is balanced. Then, we trained a classifier
using Random Forest. We provide our model and code base in the
supplementary materials of the paper.

6.2.4.3 Results

Our results show that without any optimization, we can achieve an
overall accuracy of 40.682% and a mean F1 score of 39.359% at a
theoretical probability of 25%, with a confusion matrix shown in Fig-
ure 6.24. We computed Combrisson and Jerbi [59]’s adjusted chance Without a

sophisticated
learning model and
hyperparameter
tuning

level of 36.184% at p < .001. This method takes the number of classes
and samples into account, where if the accuracy is higher than the ad-
justed chance level, the result is statistically significant by a p-value.
Since our classifier exceeds this probability, we can conclude that we
can predict the correct class with an accuracy significantly higher
than chance level. In particular, movements without HR can be cor-
rectly predicted with an accuracy of 63.2%. It appears that there is
ambiguity between movements Below, At, and Above the DT. Here,
the classifier performance seems rather weak under the influences
of HR At (28.0%) and Below (29.2%) the DT, while Above can be
predicted with an accuracy of 40.4%. The permutation feature impor- Can predict presence

and absence of HRtance depicted in Figure 6.25 suggests that no single feature dom-
inated the prediction, but highlights that totalTime, #handFixations,
transitionPointDistance and durationHandFixations are above average
in terms of prediction power.
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Figure 6.25: Shows mean permutation feature importance, suggesting
that the features totalTime, #handFixations, transitionPointDistance and dura-
tionHandFixations have the most predictive power.

6.2.4.4 Summary

We trained a multimodal classifier using Random Forest and per-
formed a 10-fold cross-validation, achieving an overall classification
accuracy of about 40%. This is significantly higher than the adjusted
chance level and demonstrates that movement, gaze, and EEG data col-
lected Below,At orAbove participants’ individual DTs can be used to
distinguish no HR from any other condition. However, for movementsMethod can predict

the correst class
significantly above

change level

under the influence of HR Below, At and Above the DT, it is challeng-
ing to separate them from one another. All features contributed to
the prediction of the perceptual limits, with totalTime, transitionPoint-
Distance, #handFixations and durationHandFixations contributing most
significantly. This marks a substantial step forward in tailoring illu-
sions to individuals’ perceptual boundaries.

6.2.5 Discussion

6.2.5.1 Predicting Perceptual Boundaries of HR

Considering all results, we provide evidence for being able to
distinguish between hand movements with (At and Above) from
without HR. Focusing on this binary classification problem would
yield more impressive prediction accuracy, but it is insufficient
to address our vision of predicting the perceptual boundaries of
users. While we can differentiate At and Above from no HR, weChallenging to

differentiate between
HR of varying

magnitudes

acknowledge that our current model performs rather poorly between
HR offsets of different magnitudes. Our results still support our
research goal, because offsets Below can be safely used (practically
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not crucial to detect), and appear to be indistinguishable from
no HR, following our Bayesian features analysis. The effects start
to occur when reaching At, but seem to be more prominent at Above.

We envision that users would start the VR experience with no
offset and the system would increase it (Below) until it detects the
unnoticeable limit (At, Above). Theoretically, it could dynamically
adjust offsets within that range (Below) and detect potential shifts
(At = no HR). However, based on our data, we cannot yet differentiate Continously monitor

and update HR
offsets

if HR offsets correspond to At or Above. Given the ambiguity in
the Below condition, we would argue that achieving an overall
accuracy of 40% for a 4-stage classifier on this type of data, without
a sophisticated learning model and any hyperparameter tuning, is
promising for a novel approach. We want to emphasize that the par-
ticipants experienced horizontal HR offsets of different magnitudes
in part 2 of the experiment and that our analysis was performed
across all participants. Therefore, we can confidently say that our Training a classifier

for each individualmethod is tailored to individuals’ perception rather than fixed offset
magnitudes. Most likely, better prediction accuracy can be achieved
when training and evaluating on a per-participant level similar to
Si-Mohammed et al. [303]; however, obtaining the necessary per-user
data through a controlled psychophysical experiment in advance
defeats the purpose of our method.

It is important to note that the perceptual boundaries Below, At, or
Above of the individual DTs should not be considered as distinct ef-
fects. For example, the average horizontal 25% threshold corresponds
to an offset of 2.58 cm, while the 50% threshold was 3.56 cm at the
target location of the hand, 30 cm in front of the participants. Thus, Results are

promisingthe type of effect always remains the same (i.e., virtual hand offset to
the right), and only its magnitude changes. In light of this, achieving
an overall accuracy of about 40% in single-trial classification, given
the limited amount of data that can reasonably be collected in a psy-
chophysical experiment, demonstrates the impressive potential of our
approach. We expect that with more data, the robustness and predic-
tion accuracy will improve further. Therefore, we recommend future
work to build on our foundation and the data set provided, adding
other types of redirection [381, 384] and interaction [17, 19, 133, 193],
or without informing participants [26]. Hence, researchers can simply
retrain our multimodal classifier using our resources, extending be-
yond our current setup to test its validity in diverse and more applied
VR settings. To this end, there also seems to be a tendency towards
movement and gaze features being the most effective. This opens up
exciting opportunities because these are much easier to monitor than
EEG data. However, it remains to be explored how these modalities
perform in demanding VR scenarios.
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6.2.5.2 Generalizability & Limitations of the Method

As with any novel method, the main question remains whether
our results are directly related to the effects of HR. To the best of
our knowledge, we controlled for as many variables as possible
to isolate potential effects by (1) calibrating individuals’ DTs [144]
and (2) verifying that the threshold did not drift over the course of
the experiment [280]. In the next iteration of this research, we aim
to investigate the robustness of the method in more realistic and
complex IVEs. For example, to ensure that we operate at participants’Validation in more

realistic and complex
IVEs nessesary

perceptual boundaries, we used an established methodology [322,
384] and informed the participants about the presence of HR. As a
result, some effects may be related to the procedure itself rather than
the interaction under the influence of HR. For example, participants
may have spent more time looking at their virtual hand when no
HR was applied because they observed their hand closely to detect
a potential offset, in contrast to the 75% Above threshold condition,
where participants noticed the offset relatively early and therefore
returned to their natural behavior, i.e., looking at the target [203].
Additionally, we used a specific type of HR (i.e., horizontal offsetsConsidering

different types of
hand-based illusions

to the right) at a fixed virtual distance and only looked at hand
movements performed by participant’s dominant hand. Thus, the
generalizability of the method to bi-manual interactions [133], other
HR algorithms [236, 261, 381, 385, 387], or greater visuo-haptic
integration [80] remains to be explored.

Furthermore, by informing the participants about the procedure
and designing the task around HR detection, we used a very conser-
vative approach. For our first exploration, this was needed to ensure
comparability between participants, but it is far from any real VR ex-
perience. For example, Benda et al. [26] found that the detectability
of HR differs greatly when participants are informed of its presence.
The application of HR techniques without informing users is more re-Awareness of HR

most likely affects
measures

alistic and practically relevant for VR design. As a result, much larger
HR offsets can be used without disrupting the VR experience, which
may help to improve the power of our method. Finally, understand-
ing how other variables and VR interactions affect movement, gaze,
and EEG features is crucial to assessing the potential of the method
for constant monitoring in immersive VR experiences, going beyond
substituting a threshold experiment. Ultimately, we rely on further
research to validate our method.

6.2.5.3 Practicality and Utility of the Method

Our method relies on tracking hand movements, gaze, and partici-
pants’ EEG. The first two measures can be monitored with most mod-
ern HMDs and do not require additional trackers, such as the one
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we used in our experiment. The bottleneck of the method is the ac-
quisition of EEG data because it is a time-consuming, tedious, and
uncomfortable procedure for users. Calibrating a DT for one type of
interaction takes about 10 min using a state-of-the-art DT experiment,
which is equivalent to 25% of the time it took two experimenters to
position gel-based EEG electrodes. However, this is only a hardware Physiological

measures can be
collected
ubiquitously

limitation because companies such as Galea6 offer HMDs with inte-
grated physiological sensing capabilities for not just EEG, but also
ECG and EDA. Ultimately, this would allow ubiquitous data collection
inside IVEs, and in contrast to calibrating just a single DT for one type
of interaction, it enables us to constantly monitor participants’ percep-
tual sensitivity and adapt if necessary. In this way, the system could
collect more data in varying environments, improving the robustness
and overall accuracy. With this promising potential on the horizon,
our investigation marks a significant step forward with serious im-
plications for the broad spectrum of perceptual illusion techniques in
VR, pushing toward immersive sensory experiences that feel indistin-
guishable from reality.

6.2.6 Conclusion & Contributions

In this section, we mainly contributed to RQ4 by investigating EEG,
eye gaze, and interaction data to implicitly detect offsets corre-
sponding to Below, AT and Above individuals’ HR DTs based on a
single hand movement (C4). This provides the foundation for our
multimodal classifier, which ultimately aims to distinguish between
HR of different magnitudes.

We conducted a 2-part experiment with 18 participants collecting
EEG, eye gaze and, interaction data. First, we estimated partici-
pants’ DTs for horizontal HR using the psychophysical method of Confirming previous

DTs from literatureconstant stimuli. Our results contribute to C3 by extending the previ-
ously determined DTs [144, 384] for this type of redirection technique.

The results of part 2 suggest that, unlike Section 6.1, ERPs and their
peak negativity show only anecdotal evidence to distinguish between
different HR magnitudes. This may be a result of the absence of a Movements under

the influence of HR
can be detected

distinct event, compared to [118, 265, 303] and our previous investi-
gation during strong HR in Section 6.1. Our ERSP analysis allowed
us to distinguish between movements under the influence of HR and
movements with no redirection applied. However, we did not find
evidence that would suggest that, based on the features presented,
we can easily differentiate between HR of different magnitudes.

6 Galea webpage: https://galea.co/. Last accessed: Nov 1, 2024

https://galea.co/
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In this experiment, we included eye gaze data because it is a
fast-responding measure. The number of gazes intersecting the
virtual hand and their duration was significantly lower during the
presence of HR At and Above than without HR, while there was
evidence for the absence of an effect between no HR and Below

the DTs of individuals. Although we observed a numerical trend
towards consistently lower number of intersects and their durationEye gaze and

movement features
hold great predictive

power

with increasing HR offsets (Figure 6.20), we did not find statistical
evidence that would suggest that we can easily differentiate between
HR At and Above the detectability level. In contrast, movement data,
especially movement duration and transition points from ballistic
to correction phase, can be used to distinguish between no HR and
HR Below, At and Above the DT. This extends our findings on
strong gain-based HR (Section 6.1) to a different type of redirection,
demonstrating the features’ predictive power, regardless of the
applied technique.

When combining the modalities through training a multimodal
classifier using a basic Random forest without hyperparameter tun-
ing, we achieved an overall prediction accuracy of about 40% for all
four HR magnitudes. Given the ambiguity between Below and no HR,
achieving an overall accuracy of 40% for a 4-stage classifier on this
type of data, without a sophisticated learning model is promisingMultimodal

classifier to
dynamically tailor

HR offsets

for a novel approach. Considering all results, we provide evidence
for the ability to distinguish between hand movements with HR (At
and Above) from without HR. Although we can differentiate At and
Above from no HR, we acknowledge that our current prediction
model performs rather poorly between HR offsets of different magni-
tudes. We cannot yet differentiate if a HR offset corresponds to At or
Above DT. To this end, we contribute a first step towards a methodImportant first step,

but not done yet that dynamically tailors HR to individuals’ perceptual boundaries,
which would elevate the practical utility of the large landscape of
illusions in VR–potentially even beyond hand-based techniques.

Finally, we open source a data set containing EEG, eye gaze andEffort towards open
science hand movement features that the community can be built upon. In

addition, we also provide the code base and learning parameter of
our multimodal classifier (C6).

6.3 summary

In this chapter, our aim was to propose a novel method that can
predict individuals’ perceptual boundaries for a simple HR illusion
using implicit user data (RQ4). To explore this, we conducted
two experiments with a total of 40 participants that (1) investigate
the potential of physiological and interaction data to differentiate
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between noticeable gain-based and no HR, and (2) use the most
promising measures to predict horizontal HR offsets that correspond
to users’ perceptual boundaries Below, AT and Above their DT. Our
findings demonstrate the potential and limitations of the proposed
method while providing a solid foundation for future work (C4).

Section 6.1 primarily investigates the effects of noticeable gain-
based HR during continuous reaching movements on several
physiological measures and movement data. In line with previous
work on error prediction in VR [118, 303], we found ERPs and
their peak negativity to correlate with the presence of strong HR.
The transition points between ballistic and correction movement Bridging the gap

between threshold
experiments and
implicit measures

phases occurred significantly earlier under the influences of HR.
Our exploratory data analysis on the ECG and RSP provided many
insights, but ultimately, these types of data have limited utility for
our research goal due to their slow-responding nature. Interestingly,
we also found evidence for quick adaptation to strong positional
hand offsets, only taking around 4–8 hand movements. Our results
informed the design of the second experiment in Section 6.2 that
attempts to bridge the gap between psychophysical threshold experi-
ments and implicit measures.

Here, we determined users’ individual sensitivity to gradual
offsets between their virtual and real hand caused by horizontal
HR. In contrast to our previous work, we not only determined a DT

but rather modeled participants’ discrimination performance across
the entire spectrum of HR offsets by fitting a psychometric function.
Hence, we select three offsets corresponding to Below (25%), AT
(50%) and Above (75%) an individuals DT. In the second part of the
experiment, we exposed participants only to offsets corresponding
to their ability to detect them while collecting EEG, eye gaze, and
movement data. Our ERP analysis could not confirm the predictive Physiological and

interaction data at
users’ perceptual
boundaries

power of peak amplitudes for HR offsets around the detectability
level. However, the ERSP analysis allowed us to distinguish between
movements under the influence of HR from movements with no redi-
rection applied. In contrast, movement features remain significantly
different similar to our results in Section 6.1, even between HR offsets
of different magnitudes. The added eye gaze features #HandFixa-
tions and DurationHandFixation showed a numerical trend between
HR magnitudes and significant differences between no HR and Above.

In the next step, we trained a multimodal classifier, which achieved
an overall prediction accuracy of about 40% for all four HR mag- Predicting

perceptual
boundaries

nitudes. Our approach can effectively distinguish between hand
movements with (At and Above) from without HR, but our current
prediction model has limitations between HR offsets of different
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magnitudes. This work enhances the state of the art by being the
first of its kind with the demonstrated potential of predicting HR

offsets significantly above chance level without explicit user feedback.

As part of this chapter, we open-sourced two data sets, our code
base for training the multimodal classifier, as well as raw data and
analysis scripts to facilitate future work in the field, enabling the re-
search community to more easily build upon our results (C6).



7
C O N C L U S I O N

In this chapter, we summarize the most important parts of this dis-
sertation in light of the major contributions stemming from our four
research questions RQ1–4. We also outline the minor contributions
that emerged from our investigations. Finally, we reflect on the over-
arching goal of this dissertation and provide recommendations for
future research directions.

7.1 summary & dissertation contributions

The goal of this dissertation is to improve haptic feedback for hand-
based interactions with virtual objects through proxies in VR (RQ1),
by applying undetectable hand-based illusion techniques (RQ2), un-
derstanding their application limits (RQ3) and tailoring them to in-
dividuals’ perceptual boundaries (RQ4). Our motivation is grounded
in the field of haptics in VR, which would ultimately allow Lisa to be
fully immersed in a virtual world where she can practice with tools
and experience a variety of scenarios first-hand in a safe and responsi-
ble way. To contribute to this vision, we conducted eleven lab studies Summary of

executed workwith a total of 206 participants, built four proxy-based research proto-
types and eight test beds for our experiments, and presented several
practical use cases and applications that demonstrate the implication
and relevance of our findings.

From our analysis of the current landscape of haptic concepts and
devices in our literature survey (Chapter 2), we learned that haptic
devices often focus on a single modality of haptic feedback and lack
direct embodiment to account for the wide variety of haptic sensa-
tions that occur during whole-hand exploration and manipulation of
virtual objects. Thus, we first set out to investigate novel approaches
for proxy design that address these shortcomings.

7.1.1 Major Contributions to RQ1

In Section 3.1.1, we explored reconfiguration as a method for proxy
design by developing the VoxelHap toolkit. It gives full embodiment
to virtual objects in the form of physical replicas, rendering tactile Manual proxy

reconfiguration to
change its haptic
properties

and kinesthetic haptic feedback for hand-based interactions (C1).
VoxelHap utilizes elements from both passive and active haptics that
can be used individually or in combination, making it a mixed haptic
feedback device. Users can change the haptic properties of their prox-
ies through manual offline reconfiguration by using a combination

243
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of Voxels and Plates. This process is facilitated through our design
tool based on the .hpdf. Our user studies showed that VoxelHap can
provide a variety of tactile and kinesthetic haptic sensations while
allowing direct and embodied whole-hand interactions (C1). WithDesign tool assists

users during proxy
construction process

this, we go beyond most VR controllers, which are often limited
to rendering one type of haptic feedback or lack full embodiment,
which is essential to promote natural and intuitive interactions [91].
Thus, we stress the need for more holistic approaches to haptics.
Compared to traditional VR controllers, VoxelHap proxies achieve
higher shape and size similarity with virtual objects. In turn, this
increased users’ expectations, which may have caused them to
become more sensitive to differences in the similarity between the
virtual and proxy object. Our findings contribute to the theory ofVoxelHap provides

multimodal haptic
feedback

uncanny valley of haptics [29], suggesting that the more closely
haptics in VR reassembles their real-world counterpart, the more
sensitive users become to mismatches. In its current implementation,
VoxelHap is limited to manual reconfiguration, which slows down
its performance, preventing seamless interactions between multiple
virtual objects.

In Section 3.2, we contribute a dynamic approach by using 3D-
printed metamaterials with visual material overlays to simulate tactile
experiences during one-finger exploration of a surface material (C1).
We designed and fabricated metamaterial structures that are able to
change their tactile surface properties, e.g., their hardness and rough-
ness, upon lateral compression. Given the novelty of the approach for
proxy-based haptic feedback, we contribute the design of five differ-
ent metamaterial patterns. Our initial user study, which focused on
haptic perception, identified two metamaterial designs that success-
fully convey different levels of roughness and (partially) hardness
at varying levels of compression. We combined these metamaterialCompressed

3D-printed
metamaterials can

enhance tactile
perception

patterns with visual material overlays to investigate their potential
as passive haptic proxies for simulating visuo-haptic material expe-
riences in VR. We demonstrated that our metamaterial designs cre-
ate different tactile states through compression that can communicate
different tactile sensations. Our approach significantly enhances the
state of the art, as it allows dynamic shape-change of the metamate-
rial upon compression. As a result, it can provide a wide range of
tactile sensations without requiring additional fabrication or manual
reconfiguration.
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Research Question 1

How can we design proxies that can change their perceived kinesthetic and
tactile properties?

Theoretical Contributions

• Concept of VoxelHap, a construction toolkit allowing users to build
proxies for VR that provide tactile and kinesthetic haptic feedback for
hand interactions.

• Investigation on how tactile and kinesthetic feedback through proxies
affect users’ perception of the VR interaction.

• Concept of 3D-printed metamaterial compression in combination
with visual texture overlays to enhance tactile perception in VR.

• Investigation of users’ perception of our metamaterials during visuo-
haptic interaction.

Design Contributions

• Design of VoxelHap concept consisting of Voxels and Plates, the me-
chanical mechanisms for Base-, Rotation- and VibrationVoxel as well
as Connection-, Texture-, Weight- and ShapePlates. Designs for the as-
sembly workflow that uses .hpdf for proxy construction, interactions
with VoxelHap proxies and tactile and kinesthetic renderings.

• Discussion of lessons learned for VR proxy design.

• Design of five metamaterial patterns with emerging tactile features
upon compression that we open-sourced in a repository.

Technical Contributions

• Implementation and fabrication of VoxelHap prototype, including
hardware consisting of low-cost microelectronics and actuators as
well as low and high-level software. A visualization tool to assist
proxy assembly, a test bed for two user evaluations, and a demonstra-
tion containing six interactive VR experiences. We open-source our
materials, i.e., code base, 3D models, and schematics in a repository.

• Fabrication of five metamaterial patterns using conventional FDM 3D
printing, a metamaterial actuation device, and a test bed for a user
evaluation.

Together, our contributions pave the way for multipurpose prox-
ies as metamaterials may be used to augment existing controllers
and devices—even in combination with VoxelHap. Finally, we open-
sourced all our materials to encourage future work to build upon our
results (C6).

7.1.2 Major Contributions to RQ2

Although our proposed approaches advance the field of proxy-based
haptic feedback for hand-based interactions, we noticed hardware
limitations that cannot yet be easily overcome. To address this issue,
we investigated software-based techniques where designers can
trigger haptic feedback based on visual manipulations. In Chapter 4
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and Section 5.1, we established three novel undetectable illusion
techniques: Pseudo-Haptic Resistance, Visuo-Haptic Translation and
Visuo-Haptic Rotation through a series of rigorous psychophysi-
cal lab experiments. All techniques exploit the visual-dominance
phenomenon by gradually offsetting visual from proprioceptive
information to create the effects. Our experiments ensured that: (1)Novel hand-based

illusion techniques we can effectively trigger perceptual illusions and (2) users do not
notice the manipulations of their interactions within the IVE. As a
result, they help to overcome the physical limitations of proxy design
without disrupting the VR experience (C2).

In Section 4.1, we presented Pseudo-Haptic Resistance, which allows
the system to change the perceived resistance of a knob upon
rotational interactions, which can be achieved by visually slowing
down users’ real-world rotations of the knob. As a result, users need
to cover more distance to reach the target location, which translates
into the perception of more resistance. We also provide a model that
describes the relationship between rotational C/D gain and perceived
physical resistance. Thus, VR designers can more effectively simulate
haptics for a variety of rotational interactions. Next, Section 4.2
introduced Visuo-Haptic Translation, enabling a single physical proxy
slider to act as a stand-in for multiple virtual sliders of varying
lengths. This can be achieved by visually scaling up or downIllusions enhance

tactile and
kinesthetic haptic

feedback

users’ real-world translations of the slider. Consequently, the haptic
limits of virtual sliders are adequately represented, tricking Lisa’s
perception into believing that the proxy and virtual slider match.
Here, we do not create a ‘pseudo-force’ as per definition of Lécuyer
[227], but instead present a way to alter the perceived properties of
proxy to make it more versatile. Visuo-Haptic Rotation established
in Section 5.1 demonstrates this principle for a different kind of
interaction, rotation with a tool inside virtual containers of varying
sizes embodied through a single container proxy.

As part of our investigation, we developed two fully functional
hardware prototypes, a knob and slider (C1), that allow monitoring
of the interaction through their integrated sensing capabilities, e.g.,
they can internally store the physical slider states for various virtual
objects. Both the slider and knob can reset themselves to the state
of the virtual object upon hand interaction. To illustrate the working
principle of these novel techniques, we designed and implemented a
total of five interactive VR experiences that demonstrate the possibili-
ties of the presented techniques (C5).
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Research Question 2

How can we design unnoticeable hand-based illusions that expand the
scope of proxy-based interactions?

Theoretical Contributions

• Proposal of a novel concept of Pseudo-Haptic Resistance, allowing de-
signers to create the perception of physical resistance based on C/D
gain-based HR during rotational interactions.

• Investigation on the rotational C/D gain necessary to change the per-
ceived physical resistance and to what extent C/D gains remain un-
noticeable to users, including a first model on how rotational C/D
gains translate to the perceived physical resistance.

• Proposal of a novel concept of Visuo-Haptic Translation, allowing de-
signers to remap a single proxy slider to multiple virtual sliders of
varying lengths by applying bidirectional linear C/D gains during
interactions with the proxy slider.

• Extension of the Visuo-Haptic Translation concept to Visuo-Haptic Ro-
tation. The technique allows designers to remap a single proxy con-
tainer to multiple virtual containers of varying diameters by applying
bidirectional rotational C/D gains.

• Quantification of the conservative lower bound for unnoticeable bidi-
rectional, linear and rotational C/D gains.

Design Contributions

• Design of several IVEs, virtual objects, and interactions that deliver
immersive VR experiences through our proposed illusion techniques
in combination with proxies.

• Investigation of the side effects of applying VR illusion techniques
that exploit visuo-proprioceptive mismatches, helping designers to
make informed decisions.

Technical Contributions

• Development of a prototype knob and slider proxy with sensing and
actuation capabilities using off-the-shelf low-cost hardware.

• Implementation of three psychophysical VR experiments to obtain
DTs for rotational interactions, the minimum rotational C/D change
required to create the sensation of physical resistance using the adap-
tive staircase methods, as well as the relationship between rotational
C/D gain and perceived resistance using the method of adjustments.

• Development of three interactive VR experiences displaying our de-
veloped Pseudo-Haptic Resistance technique.

• Implementation of two psychophysical VR experiments to obtain esti-
mates for the DTs of Visuo-Haptic Translation and Visuo-Haptic Rotation
using the adaptive staircase method.

• Development of an interactive VR-DJ experience that combines
Pseudo-Haptic Resistance and Visuo-Haptic Translation with on-the-fly
HR [52] to resemble multiple virtual sliders and dials on a DJ-desk.
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While we were studying the techniques, we found that the amount
of visual-proprioceptive offset and, thus, the detectability of our hand-
based illusions greatly differ between users. Moreover, factors such
as the traveled distance had measurable effects on the unnoticeable
offset. Thus, we used RQ3 to question the robustness and generaliz-
ability of our, but also any other hand-based illusion technique pre-
sented in the literature. Already in Section 4.2, we found that in theMany factors affect

the unnoticeable
offset

presence of visuo-haptic redirection, movement, accuracy, and time
change according to the magnitude of the redirection. These findings
challenged existing movement prediction models that are crucial for
planning and executing effective redirection [131]. This resulted in a
new string of research, e.g., by Gonzalez and Follmer [134], who pro-
posed a new model for the trajectory prediction of the hand during
redirected reaching in VR. Given these promising results, we use these
measures in Section 6.2.

7.1.3 Major Contributions to RQ3

Building on our observations from the previous research questions,
we contribute a thorough investigation of potential variables that
influence the detectability and robustness of hand-based illusions
(C3). In Section 3.2, we start by decoupling haptic (tactile) from
visual information, which resulted in mixed material perception,
allowing us to shift the perception of the hardness and roughness
of a material. However, the visuo-haptic combinations were oftenHaptic dominance

occurs when visual
stimulus becomes

implausible

implausible due to great mismatches (e.g., visual fabric and flat
uncompressed metamaterial). As a result, we found that participants
relied more on their haptic sense when facing large mismatches [157].
Interestingly, participants were also very sensitive to shape and size
differences when interacting with VoxelHap proxies (Section 3.1.1).
Although we did not quantify the effect with our experiments, we
provided considerations for proxy design and highlighted the limits
of visual-dominance during visual-haptic mismatches.

By introducing our novel hand-based illusion techniques for
VR in Chapter 4, we make an attempt to quantify the effect of
visuo-proprioceptive offsets, specifically gradual positional offsets.
We applied psychophysical methods to determine conservativeOur results

generalize to other
VR experiences due

to their conservative
nature

DT estimates for our techniques to give designers a lower bound
that they can safely apply in VR interaction design without risking
detection. These DTs were determined in very conservative settings,
where participants were made aware of the technique and their task
was to detect the offset as early as possible. Thus, any practical VR

experience can rely on our reported DTs. However, we surprisingly
found that DTs are significantly different for slider manipulations of
different lengths. As a result, we wanted to understand what limits
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or even extends the amount of unnoticeable offset to enhance the
practical utility of illusion techniques. Therefore, we used Section 5.1
to study the potential effects of aspects fundamental to any inter-
action. For instance, we looked at whether how users hold objects
may influence their proprioceptive accuracy. Our experiments were
designed to identify magnitudes of practically relevant effects, i.e.,
the offset was large enough to create a tangible difference, as minor We investigated a

large range of factors
relevant to any
interaction with
proxies

differences would be merely of theoretical nature. We quantify the
unnoticeable offset for four different grasping types, varying object
masses and three movement trajectories, which is of great value for
VR designers who want to include unnoticeable hand-based illusion
techniques. Our frequentist and Bayesian analysis of the DTs provide
evidence for the absence of a tangible effect on the detectability of
HR, contributing to the understanding of multisensory integration.
However, we found that restricted linear movement (through a The brain integrates

the sensory inputs,
and vision tends to
dominate

slider) allows for significantly greater offsets than unrestricted
linear movement. This poses the question of whether additional
proprioceptive cues caused by, e.g., haptic limits of sliders lead to
greater visuo-haptic integration [262]. As a result, users are less likely
to detect offsets because they rely more on their visual perception.
However, the opposite effect was found when adding additional rela-
tive force-feedback through linear stretching in Chapter 4. Here, DTs
significantly decreased during linear stretching compared to linear
translation. Nevertheless, it must be noted that stretching provides
a very strong distance cue and since there was no adequate visual
rendering, participants may have relied more on the proprioception
during sensory integration due to the implausible nature of the
visualization inside the IVE.

Given these findings about how proprioception affects users’ sen-
sitivity to offsets, in Section 5.2, we asked the question if only ren-
dering a mid-air floating disconnected virtual hand influences the
perceptual thresholds of hand-based illusion techniques. Up to this
point, hand-based illusion techniques, including ours, that provide
perceptual limits for the unnoticeable offset were established using
this type of visualization. However, more prominent and complete Embodiment does

not seem to
practically affect the
detectability of HR

avatars provide more visual cue anchoring and may, therefore, have
a significant impact on the perception of virtual/real hand offsets. To
investigate whether the results from previous studies hold up with
the increasing trend towards more embodiment avatars, we designed
four avatar completeness levels to study the effects of embodiment on
the detectability of horizontal HR. Again, we quantify the amount of
offset for this type of illusion, contributing towards a holistic picture
of the extent to which sensory mismatches remain undetected.
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Research Question 3

Which factors related to the user, interaction, and proxy extend or limit the
unnoticeable offset during hand-based illusions?

Theoretical Contributions

• Quantification of the conservative HR DTs for various grasping and
proxy types and weights, interactions and HR techniques.

• Investigation of the dominating factors during visuo-proprioceptive
conflicts related to users’ background, interaction and proxy.

• Conceptualisation of four avatar completeness levels: Hand,
Hand+Arm, FullBody and FullBodyTexture.

• Insights into multisensory integration during visuo-haptic mis-
matches.

• Insights on the robustness of our VR illusions during visuo-
proprioceptive conflicts in the presence of proprioceptive cues.

• Investigation of users’ adaptation process to visuo-proprioceptive off-
sets.

Design Contributions

• Insights on the factors that limit or extend human sensitivity to visuo-
proprioceptive mismatches, which helps design proxy objects, IVEs,
and interactions, including hand-based illusions, with the aim to re-
main unnoticeable.

• Designs of IVEs, virtual objects, and interactions that illustrate the
practical implications of our findings for VR design.

Technical Contributions

• Implementation of two psychophysical (+ experiments from novel
techniques proposed in RQ2 and RQ4) VR experiments to obtain esti-
mates for the DTs of a wide variety of interactions using the adaptive
staircase method.

• Development of an interactive VR cooking experience that demon-
strates a design process with visuo-haptic techniques.

Our results show a higher sense of embodiment felt towards
more complete avatars and provide strong evidence that the existing
hand-based illusion techniques and their perceptual thresholds can
be applied regardless of the avatar representation.

Next, in Section 6.1, our analysis of EEG, EDA, and movement data
suggested that the experience with the interaction itself affects the
detectability of HR. In our study, users quickly adapted to (larger)Updating

sensorimotor
contingencies

offsets within 4–8 interactions. This knowledge is of great value to
any VR designers because it provides insights into how much time
is required to develop full body ownership and suggests that the
current calibration of the user is another factor to consider during
ongoing VR applications (C3). Notably, it took participants 40–50 sec
to complete eight reaching movements, which is comparable to
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the previously reported onset time of the body ownership illusion
[172]. It appears that users initial movements serve the purpose of
establishing a mental model of their environment, which could also
explain why participants with previous VR experience had lower
thresholds in Section 5.1, because they can rely on their mental
model of the IVE.

Another aspect we explored through our studies is that while DTs
seem to differ drastically, they do so in a systematic way, i.e., thresh-
olds of individuals appear to be consistently high or low. Through our
questionnaires, we looked at whether this relates to factors known to
affect proprioceptive accuracy, such as participation in sports or users’ Sensitivity to offsets

could be linked to
users’ backgrounds

age. However, our sample size and diversity of participants were
severely limited. As a result, despite prior VR experience, our anal-
ysis did not reveal a relationship between any of the demographic
information and participants’ ability to detect visual-proprioceptive
offsets. Our findings, alongside the continuous stream of research
in the field, suggest a complex relationship between environment,
task, interaction, and individuals’ sensitivity. Therefore, we formu-
lated RQ4 with the ambiguous goal of establishing a novel method
that allows continuous monitoring of users’ current sensitivity to
visual-proprioceptive offsets.

7.1.4 Major Contributions to RQ4

Our contribution to this research question is two-fold. In Section 6.1
we first looked at the potential of physiological and interaction data
to distinguish VR experiences with noticeable gain-based HR from ex-
periences with no HR applied. Given the individual difference in the Novel approach to

tailor experiments to
individuals’
sensitivity to offsets

ability to detect visuo-proprioceptive hand offsets, we tailored this
experiment to each individual user by determining participants’ DT

for gain-based HR using a psychophysical interleaved staircase proce-
dure. In the main part of the experiment, participants performed a
continuous reaching task with and without personalized HR offsets.
We collected physiological (EEG, ECG, EDA, RSP) and interaction data
that, given the novelty of the approach, were analyzed using a mix
of statistical and exploratory research methods.

We contribute an investigation of ERPs and their peak nega-
tivity, showing that they are reliable in detecting strong visuo-
proprioceptive offsets, making them a valid candidate for further
explorations in Section 6.2. Similarly, movement phases were directly
affected by noticeable hand offsets. Next, we contribute a first Distinguish

experiences with and
without noticeable
HR

investigation of ECG and RSP in relation to an HR illusion, and we
recommend indices that may be studied in further experiments.
While these physiological measures may work for separating condi-
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tions with vs. without noticeable HR, their slow-responding nature
makes them unsuitable for our research goal RQ4 because we rely
on measures that immediately respond according to user perception
of the interaction in the IVE.

In the second experiment Section 6.2, we model participants’
perceptual ability to discriminate movements with and without
different magnitudes of horizontal HR using the psychophysical
method of constant stimuli. Through his approach, we determine
the perceptual boundaries Below, At, and Above their DT. BasedA novel method to

hand-based illusions
of different

magnitudes

on our previous experiment in Section 6.1, we only included EEG,
interaction data and added eye gaze due to its quick responding
nature. Participants then repeatedly performed reaching movements
while being exposed to no HR or HR offsets corresponding to their
perceptual boundaries. Our analysis suggests that, unlike Section 6.1,
ERPs and their peak negativity showed only a weak trend between
different HR magnitudes, which may be a result of the absence
of a distinct event compared to the literature [118, 265, 303]. OurGaze and movement

features worked best ERSP analysis and the number of gazes intersecting the virtual hand
allowed us to distinguish between movements under the influence
of HR from movements with no HR applied. Moreover, movement
duration and transition points from ballistic to correction phase can
be used to distinguish between HR at the perceptual boundaries.
This extends our findings on strong gain-based HR (Section 6.1) to a
different type of redirection, validating our previous contributions
and confirming the features’ predictive power, regardless of the
applied HR technique (C4).

On our mission to answer RQ4, we then combined the modalities
through training a multimodal classifier using a random forest ML
model without any hyperparameter tuning. We contribute the first
classifier in the literature that attempts to distinguish a hand-based
illusion technique at varying magnitudes based on a single exposure.
We achieved an overall prediction accuracy of about 40% for all fourDetecting perceptual

boundaries by
combining
modalities

HR magnitudes, which is promising for a 4-stage classifier on this
type of data without a sophisticated learning model. Although we can
differentiate HR offsets from no HR, we acknowledge that our current
prediction model needs further refinement for HR offsets of different
magnitudes. Our results still support (RQ4) because noticeable HR

offsets can be detected significantly above chance level (C4).
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Research Question 4

How can we tailor unnoticeable hand-based illusions to individual users’
perceptual boundaries?

Theoretical Contributions

• Investigation of physiological (EEG, ECG, EDA, RSP) and interaction
data to distinguish VR experiences that apply strong gain-based HR
vs. no HR.

• Proposal of a novel method, combining EEG, eye gaze, and interac-
tion data to distinguish between horizontal HR Below, At, and Above
individuals’ DTs based on a single interaction.

Design Contributions

• Insights on the potential of EEG, ECG, EDA, RSP, and interaction data
to determine noticeable HR.

• Insights on the potential of leveraging EEG, eye tracking, and interac-
tion data to detect visuo-proprioceptive offsets, which can ultimately
help adapt HR offsets to individual sensitivity in an on-the-fly fashion.

Technical Contributions

• Implementation of a 2-part psychophysical VR experiment to (1) ob-
tain estimates for individuals’ gain-based HR DTs using the adaptive
staircase method and (2) collect physiological and interaction data
under noticeable HR.

• Open-source a data set containing EEG, ECG, EDA, RSP, and interac-
tion features during the presence and absence of noticeable HR.

• Implementation of a psychophysical VR experiment to model partici-
pants’ perceptual sensitivity to horizontal HR offset using the method
of constant stimuli.

• Open-source a data set with EEG, eye gaze, and interaction data col-
lected at individuals’ perceptual boundaries for horizontal HR on a
single movement basis.

• Train and open-source a multimodal classifier to separate hand move-
ments at different HR magnitudes corresponding to individuals’ per-
ceptual boundaries.

Finally, conducting this type of research requires significant re-
sources (expensive equipment and time), which may prevent research
labs from contributing to this promising domain. To facilitate future Contributing to open

science movementexplorations, e.g., by applying more sophisticated learning methods
or running different types of analysis, we contribute two data sets
containing all collected features from both experiments in Section 6.1
and Section 6.2 that the research community can be built upon. In
addition, we also provide the code base and learning parameter of
our multimodal classifier to increase transparency (C6).
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7.1.5 Further System Contributions

Throughout our investigations, we developed several prototypes that
helped achieve our research goals but did not directly contribute to
the main research questions. We would like to dedicate this section to
two special contributions that received great attention in the HCI/VR

community and the public. Both contributions stem from our generalVRQuestionnaire-
Toolkit and MoVRI motivation to facilitate XR research and make illusion techniques in

VR accessible to a wider audience.

Videos about the work and prototypes presented in this chapter are
available online and can be accessed through the QR codes. Images
and parts of the text in this chapter, as well as the presented figures,
tables, ideas, concepts, implementations, applications and uses cases,
studies and experiments, results, discussions, and conclusions, have
been published previously in:

[94] Martin Feick, Niko Kleer, Anthony Tang, and Antonio Krüger.In
VRQuestionnaireToolkit Proceedings of ACM UIST 2020 Adjunct. The Virtual Reality Question-

naire Toolkit.

[102] Martin Feick, André Zenner, Simon Seibert, Oscar Javier Ariza
Nunez, David Wagmann, Juliana Helena Keller, Anton Wittig and
Antonio Krüger. Demo at Saarland Informatics Campus 2023. MoVRI:
The Museum of Virtual Reality Illusions.

MoVRI

7.1.5.1 VRQuestionnaireToolkit

First, we would like to highlight our contributions with the
VRQuestionnaireToolkit, which enables the research community to
easily collect subjective measures within IVEs in situ. Even thoughEnabling the

community to collect
measures in virtual

environments

researchers execute experiments in IVEs, they mostly rely on paper-
based or screen-based questionnaires. Thus, participants need to exit
the virtual world to self-report their experience. Putze et al. [276]
and Schwind et al. [299] found that removing subjects from the
IVE before filling out questionnaires introduces a systematic bias in

Figure 7.1: VRQuestionnaireToolkit’s UI: User selects radio button (A) using
pointer techniques. (B) NASA TLX using LinearGrid.
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their subjective responses due to them experiencing a break in pres-
ence. Therefore, we contribute a highly customizable and reusable
open-source toolkit in the form of a Unity3D asset that can be easily
integrated into existing Unity3D projects. Our questionnaire design
(see Figure 7.1) incorporates many findings from 3D interaction
design and is, therefore, the first open-source toolkit whose design is
based on solid academic ground. For instance, we chose pointing as
a selection technique and world-anchoring rather than using a track-
pad and body-anchoring [7]. The toolkit comes with a pre-installed Comes with a set of

standardized
questionnaires

set of standard questionnaires such as NASA TLX, SSQ, and SUS
Presence questionnaire, but can be easily customized and extended.
Our system aims to lower the entry barrier to use questionnaires in
VR and to significantly reduce the development time and cost needed
to run pre-, in-between- and post-study questionnaires. To this day,
we still support and improve the toolkit, which proved to be an
extremely valuable technical contribution to the research community.

We originally developed the VRQuestionnaireToolkit to conduct our
own research in this dissertation, but it quickly outgrew this pur-
pose and became a widely used tool in the community. Since it is a
Unity3D asset, it can be used with a variety of VR platforms, such
as HTC Vive or Meta Quest. Additionally, other researchers reported The VRQues-

tionnareToolkit is
used beyond VR

using it in mobile applications to conduct remote studies during the
COVID-19 pandemic or even integrated it in AR to work with Mi-
crosoft HoloLens [170]. At this point, renaming the toolkit to XRQues-
tionnareToolkit would better describe its broad application space.

7.1.5.2 MoVRI—The Museum of VR Illusions

Second, we would like to present MoVRI—The Museum of VR
Illusions. Many VR illusion techniques, including the ones presented
in this dissertation, have been documented and published in research
papers. But it is often difficult and cumbersome for people, in
particular those new to VR, to understand and imagine how the
techniques work and how the effects feel. An easy way to try out

Figure 7.2: MoVRI showcases four illusion techniques, Impossible Spaces [330],
Redirected Touching [193], Haptic Retargeting [17, 52], and Pseudo-Haptic Weight
[288] that can be experienced in different exhibition rooms. The system can
be calibrated to the physical space available, with larger spaces allowing for
more realistic museum tours.
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famous VR illusion techniques does not exist today and existing
demos are usually specialized on only a single technique. It is thisAllowing people to

experience illusions
firsthand

gap that MoVRI fits in by allowing users interested in VR illusion
techniques to explore different virtual “exhibition rooms”, each
demonstrating and explaining a different VR illusion technique. As
a result, MoVRI empowers novices and VR experts to experience VR

illusions firsthand that would otherwise remain inaccessible.

To achieve this, each illusion technique is implemented in two
ways, experience and explanation mode, because often, the purpose
of VR illusions is to remain unnoticeable for users. In experienceMoVRI is an

education tool that
not only shows but

also explains illusion

mode, a user performs interactions by playing a mini-game with, for
instance, an unnoticeable hand redirection illusion, while in explana-
tion mode, the real and the warped virtual hand position alongside
a textual (and audio) explanation is displayed in the VR environment
(see Figure 7.3). How this happens depends on the experienced
illusion. For example, since many of our exhibited techniques utilize
real/virtual hand offsets, we implemented a live-streaming of the
HMD’s front-facing camera into the virtual environment. This allows
visitors to compare their real hand position with the warped virtual
hand position (see Figure 7.3). In addition, the illusion techniques
are then explained by a museum guide through text and audio.

The clue about MoVRI is that exploring the museum works with
an illusion, suggesting a much larger virtual space than physically
available—which will be revealed to the visitor at the very end of
the museum tour. The museum consists of exhibition rooms and anMoVRI uses a plot

twist; the museum
itself uses an illusion

elevator to travel to different floors (or levels). An aisle around the
room can be used to access up to three exhibition rooms on one floor.
The MoVRI uses a modular approach, i.e., we offer a template room
that can be used when including a new illusion technique. MoVRI
can be tailored to the physical space available by running through a
calibration routine; however, the setup works best if more physical
space is available—smaller setups prevent compelling illusions and
may trigger claustrophobia. To this end, we provide three different
types of rooms: (1) the foyer, where each visitor starts; (2) place-
holder rooms that can be filled with any content; and (3) exhibition
rooms that showcase VR illusions. To demonstrate many of theMoVRI offers great

scalability well-established hand-based illusion techniques, proxies are needed
[256]; these are often placed on furniture. To prevent visitors from
bumping into such requisites, which are only relevant for specific
illusions, MoVRI uses placeholders such as virtual fountains, plants,
or couches [304]. During calibration, placeholders are automatically
scaled to the required size. MoVRI is customizable with respect to
physical constraints and room layout.
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Figure 7.3: Haptic Retargeting explanation mode shows real (top) and warped
virtual (bottom) hand by using the HMD’s front camera. Hand movements
with (A) one-to-one mapping and (B) under the influences of horizontal HR.

We displayed MoVRI on several occasions and received overwhelm-
ingly positive feedback, especially from users who have not had the
chance to experience illusions in VR before. The museum was also
used to educate university and high school students on the topic and MoVRI received

considerable
attention during
public
demonstrations

hopefully sparked their interest and inspired them to pursue their
studies or even careers in this research field. Our long-term vision for
MoVRI is that due to its modular approach, it can act as a platform to
share novel VR illusion techniques within the community or during
the review process to promote transparency and, thus, contribute to
better research practices.

7.2 future work & conclusion

We already proposed and discussed ideas for future work in the in-
dividual project sections of this dissertation. Here, we provide addi-
tional high-level recommendations and research directions for future
work before concluding this dissertation.

7.2.1 Future Directions for Proxy Design

With VoxelHap, we focused on addressing the challenge of Similarity
[256] with the idea of having a one-to-one mapping, i.e., a replica,
between the properties of the proxy and the virtual object, for the
most relevant virtual objects inside an IVE. However, this cannot be
scaled to all virtual objects inside an IVE—which would result in
users having to physically reconstruct the IVE, defeating the purpose
of VR [158]. With our approach to 3D-printed metamaterial actuation, Use advancements

from
interdisciplinary
fields

we contribute to multipurpose proxies, specifically focusing on touch
interactions. Through this, we promoted more interdisciplinary
research with domains such as soft robotics, fabrication, material
sciences, and shape-changing devices. Our work on compressing
3D-printed metamaterials to enhance tactile perception demonstrates
that these research fields offer great potential for the development of
novel haptic devices. We also recommend further research looking
into how we can leverage everyday objects that are already present in
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a user’s environment as proxies [63, 150]. With the constant advance-
ments in computer vision technology, we also believe that analyzingExploit ubiquitous

devices that we
already use

and/or predicting the physical properties of users’ surroundings can
be used to dynamically create and update mappings for proxy-based
haptics and various kinds of interactions. This is especially relevant
since our environments have become more ubiquitous, and smart
devices that already have sensing and actuation capabilities provide
an inexpensive way for interaction design with proxies [229].

To address the problem of Collocation [256], we used existing
redirection techniques in combination with our stationary slider
and knob proxies in Chapter 4. Matthews et al. [237] built on our
results by presenting the first fully-integrated proxy interface with
multiple sliders, buttons and knobs, seamlessly redirecting users to
the appropriate proxy given the virtual target control. Here, HapticCombine software-

and hardware-based
approaches

Retargeting allowed these proxies to act as stand-ins for multiple
virtual sliders and knobs with varying properties. However, the
technique also underlies the same perceptual limits and thus, it
cannot be scaled up indefinitely, limiting the interaction space. Here,
concepts such as robotic graphics [240] or encounter-type haptics
[132] can help to overcome the limitations of purely visual techniques
and stationary proxies. Proxy interfaces could quickly reposition
themselves based on the predicted target in 3D space [375]. Yet, the
virtual target prediction is another research area that needs furtherUnderstanding

users’ intentions is
key to illusion

improvement to enhance proxies’ application space. To this day, this
is mostly done by applying heuristics based on eye gaze, distance,
and trajectory from the hand to the virtual object [52, 237]. Research
in this direction should be extended to prediction models based on
semantic information about the environment and motion models [57,
375] to effectively combine hand-based illusion with proxies.

Our approach to address the physical limitations and expand the
scope of proxies-based interactions relied on visual manipulations
of users’ interactions inside the IVE. However, there is a large bodyApproaches to

haptics in VR can
complement each

other

of work that could provide great alternatives or additions to the use
of hand-based illusions with proxies. For example, devices worn
on the fingertip that can render high-resolution tactile feedback
[301] but lack kinesthetic haptic rendering capability would greatly
complement one another. Similarly, body-worn devices such as EMS

[225] or TES [15] could help to address the limited force feedback
capabilities of smaller actuators that can be found in most proxy
objects. Finally, a somewhat controversial direction is to draw
inspiration from the field of neurohaptics. Here, researchers apply
motor cortex stimulation to trigger haptic sensations through chip
implants [268]. While these invasive approaches are still in their early
days and are primarily applied to treat medical conditions such as
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post-stroke pain or phantom pain, they may become relevant for VR

research in the future. Their noninvasive technological counterparts,
transcranial direct current stimulation and TMS have already been
used to stimulate local brain areas. For example, Tanaka et al. [336]
presented a proof-of-concept prototype using TMS to create various
haptic sensations, such as tapping and pressing onto users’ hands
and feet. Yet this approach lacks resolution and conveys limited
haptic sensations, but it highlights an interesting direction for future
work to enhance haptic interaction with and without proxies.

7.2.2 Future Directions for Hand-based Illusions

Together with ongoing work in this field, we contributed three
novel hand-based illusion techniques for VR. However, as a grow-
ing research field, there is still room for innovative techniques
that can simulate haptic sensation as discussed in Chapter 4 and
Chapter 5. Here, the combination with advancements in the field
of proxies appears to be a promising direction [132, 372, 386]. Yet, Beyond

manipulating the
visual sensory
modality

many techniques focus on manipulating users’ visual perception
but ignore other senses, such as auditory. For example, we believe
that sound renderings that correspond to the interaction and IVE

are worth studying [40]. Furthermore, there is great potential in
investigating and especially combining multisensory manipula-
tions to achieve novel perceptual effects. Through this, researchers
could also increase the perceived realism, which may help to hide
the presence of illusion techniques as suggested by Ogawa et al. [262].

In this dissertation, we provide very conservative lower bounds
for the range of unnoticeable offsets; however, there exists a trade-off
between detectability and effectiveness. For example, larger offsets
are desirable because they result in stronger perceptual effects. Thus,
during our studies, researchers already explored ways to increase
DT by using tendon stimulation [261], exploiting change-blindness
effects through blinks [385] and saccades [381] or introducing dis-
tracting factors [83, 384]. There is great potential in exploring similar How can we

effectively hide
offsets?

techniques with other technologies such as EMS [225], MMS [337] or
even by including other sensory modalities. Also, we would argue
that there is a need for a conceptualization of the space through, for
instance, a validated taxonomy that investigates sensory modalities
and ways to stimulate them according to the interaction, as well as
their potential to hide offsets. As a result, VR designers would have
access to an effective toolbox that, depending on the environment,
interaction, and the user, seamlessly applies undetectable hand-based
illusions in VR experiences. Another interesting direction could be
looking at how hand-based illusion techniques can become part of
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the interaction design itself. For example, to mechanically reconfigure
a proxy without users even noticing.

This shows the need for new and innovative redirection algorithms
that meet these demands. For example, similar to the existing
shape-aware HR [236], physics-aware [338] HR could be used to
create realistic behavior during hand interactions with virtual objects
and proxies inside the IVE while preserving high levels of presence.
There is also still a need to improve the horizontal HR algorithm, as
the yaw rotation of the virtual hand is distorted. This is a result of
users aiming for a virtual target with their hand rotated towards
the target. Instead of updating the yaw rotation of the hand whileAddress limitations

of current HR
algorithms

reaching toward the target under the influence of horizontal HR, it
feels natural to maintain the initially established hand rotation. This
becomes problematic when grasping or interacting with virtual ob-
jects embodied by a physical proxy as users’ virtual hand approaches
the proxy from a different angle than they anticipate [17]. To this day,
it still remains an unaddressed challenge and as a result, we mostly
opted for gain-based HR in our studies. To address this problem,
we recommend future work to collect real-world grasping data and
apply target prediction models to compensate for the discrepancy
to facilitate grasping and interacting with virtual objects embodied
by a proxy. Finally, an interesting direction is to extend the idea of
Retargeted Self-Haptics [87], redirecting hands to the user’s own body
to create haptic feedback. This could be scaled up to multiple users,
similar to what has been done with TurkDeck [53] and proxy-based
haptic interaction. Ultimately, systems could leverage the diversity of
users’ clothes, jewelry, and the devices they carry to simulate touch
sensations; however, this also raises ethical and privacy concerns that
must be considered.

Another interesting direction to explore is how redirection tech-
niques can be used for other body parts, such as the user’s head,
trunk, or feet. Especially the latter could be used for foot-based
interfaces such as Kickables [291], but also for traditional interactions
such as the operation of pedals or during sports activities such as
climbing [195] or playing soccer. Alongside extending the effortsExpand to other

body parts towards bi-manual hand illusions [133], researchers could also look
into illusions with multiple hands [71] or bodies [244], which open up
new exciting interaction paradigms. However, one limitation might
be that while users’ hands are often in sight, other body parts usually
remain in the peripheral view, which limits the application space
of vision-based illusion techniques. This is also a general limitation
of the techniques presented in this dissertation because they only
work if users pay attention to their hands during interactions. That
being said, we expect that once body ownership is established and
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users adapt to offsets in SCs, they can effectively use their virtual
embodiment even without continuous visual feedback.

In our studies in Chapter 4 and Chapter 5, we used static hand
models, augmented users’ hands with tracking marker and capacitive
sensing to ensure high agency and visual-haptic integration [343]. In Advancements in

hand tracking
technology

recent years, more sophisticated hand-tracking technology based on
computer vision algorithms has emerged. While early approaches
for hand and finger tracking relied on heavy marker augmentation,
HMDs such as the Meta Quest 2 only require built-in cameras to
achieve robust and accurate hand tracking. This will facilitate the use
of hand-based illusion techniques, increase accessibility, and thus
pave the way to become more practical in VR interaction design.

We presented several use cases and applications for our developed
proxies and hand-based illusion techniques in Chapter 3, Chapter 4

and Chapter 5. Here, we primarily focused on the domains of train-
ing, entertainment, and simulation; however, there exist several other
application domains that can greatly benefit from hand-based illusion
techniques. For example, in our ongoing collaboration in the rehabil- Identify new

application domainsitation area, visuo-proprioceptive offsets in VR can be used to correct
movement trajectories or improve patients’ range of motion and bal-
ance according to the prescribed training protocol by the physiothera-
pists. Another application domain could be simulating environments
where movements ‘feel’ differently, e.g., underwater or in space. We
believe there exist many unexplored application domains that may
have a high impact on society, and we recommend that future work
carefully consider scenarios outside of the presented scope.

7.2.3 Individualizing Hand-based Illusions

Over the course of this dissertation, we observed that users’ expec-
tations and sensitivity to mismatches differ, and despite providing
useful estimates for HR DT, there does not appear to be a one-fits-all
solution. On our mission to personalize VR experiences, we focused
on hand-based illusions to gather insights into how users experience
visuo-proprioceptive offsets in VR. However, the results presented On the quest to

continuous
hand-based illusions
tailored to
indivituals

in Chapter 6 can only be seen as a first step because the classifier’s
performance needs to be improved, and validation of the approach
beyond a controlled lab environment is missing. The lack of data
sets, in particular, made it challenging to validate our method. Thus,
we strongly advocate extending the efforts toward open science,
especially considering the resources needed to collect such data.
Only when joining scientific efforts can we push the frontiers of
hand-based illusions for VR.



262 future work & conclusion

We would also like to highlight that undetectability is often not
necessary. While it may be crucial for VR training and simulation ap-Reaching

undetectability is
often not necessary

plications to ensure that the acquired motor skills transfer into the
real-world [164, 257], VR has the superpower to allow users to go be-
yond what is real [3]. Here, the most important aspect is to not disrupt
the immersive experience. For this, the context or plot [165] in which
body illusions occur plays a key role. For example, imagine Lisa is
playing a VR game embodied by an avatar that has extendable arms.
Thus, in this situation, there is nothing surprising about extended
reach, even though it is far from realistic. In fact, because she adapted
to it, it would be disruptive to the experience if suddenly, she could
not interact with distant objects anymore. This is also why many inter-
action techniques, such as the Go-Go technique [272], allows users to
maintain high body ownership without impacting presence in the IVE.
Consequently, the question becomes how much we can diverge from
the user’s current model of the world without causing disruption.
Our investigations considered the real world as the reference, but weCan Weber fractions

explain sensitivity to
jumps in offset?

believe that it is crucial to extend our results to varying contexts in fu-
ture work. For example, we could imagine that visuo-proprioceptive
hand offsets could behave similarly to the theory of Weber fractions
[259], where the maximum unnoticeable change in offset from one
movement to the next movement is proportional to the current offset.
This could be validated through a psychophysical experiment simi-
lar to the ones outlined in this dissertation, providing many insights
into the adaptation of hand offsets during continuous redirection. To
this end, we only focused on noticeability because it is well-defined
in the psychophysical literature with the scientific tools available to
measure it. Furthermore, while unnoticability ensures undisruptive-
ness, we acknowledge that it severely limits the kinds of interactions
and awesome things users can do and experience in VR. As a result,
our investigations are through a conservative lens, and we strongly
recommend future work to go beyond this.

7.2.4 Long-Term Exposure to Hand-based Illusions

One of our major concerns while developing our hand-based illu-
sion techniques is their potential impact on human proprioceptive
abilities. Considering these effects is of great importance since poor
proprioception can be harmful. For example, dysfunction of proprio-Deteriotated

proprioception may
harm users

ception results in impaired balance and is one of the leading causes
of many incidents, such as a higher possibility of falls [108]. When ex-
posing participants to visual hand offsets, they quickly adapted to it
(Section 6.1) and as a result, their real-world movements did not cor-
respond to what they were visually experiencing. While this might
be unproblematic for a short time period, for example, in the con-
text of our studies, we were wondering if there exist any long-term
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effects on users’ proprioceptive accuracy. This is of great importance
as, in the future, the ratio between time spent in the real vs. virtual
world may shift, e.g., because of new professions that may emerge
from the continuous movement towards the Metaverse1. Suddenly,
people will be spending their entire working day in IVEs. Therefore,
understanding the potential long-term effects of perceptual illusions,
even beyond hand-based techniques, is crucial, as this would greatly
impact the safety of users. We recommend future work look into this It is important to

consider the
consequences of
long-term exposure

topic, also for other types of body illusions, such as redirected walk-
ing, as manipulating the vestibular system could have serious con-
sequences [348]. Nevertheless, our proposed method (C4) could also
be used bidirectionally, i.e., users could be brought back to their real-
world SCs, and once we detect that they recalibrated to this state, they
can leave the virtual environment. This way, the method could be
considered as a form of reality mediator. We demonstrated the poten- Travelling between

realitiestial of hand-based illusions, but we only want to promote their use if
designers, users, and systems can apply them in an ethically correct,
i.e., a safe and responsible way. This is relevant not only to the field
of illusions but also to the whole domain of haptic feedback in VR. As
we advance the field and it becomes more realistic, future research
should consider the potential physical and mental harm it may cause
and look at ways how this can be prevented [58].

7.2.5 Conclusion

In this dissertation, we set out to explore the boundaries of hand-based il-
lusions to enhance haptics in VR with the help of four core research ques-
tions. We contributed four proxy-based approaches that rely on man-
ual reconfiguration and dynamic actuation to change proxies’ haptic
properties. We demonstrated that in combination with visual over-
lays, our proxies can effectively produce tactile and kinesthetic haptic
effects during hand interactions with virtual objects. Our user stud-
ies showed that this positively affected user experience inside IVEs.
Given the physical limitations of hardware devices, we investigated
software-based approaches, creating haptic effects only by applying
visuo-proprioceptive offsets during hand interactions with proxies.
Here, we contributed three novel hand-based illusions that can sim-
ulate resistance during rotations of a virtual knob, change the per-
ceived length of virtual sliders and the perceived diameter of virtual
containers. We studied how much offset between the visual and pro-
prioceptive sensory modality can go unnoticeable while still enabling
the system to change users’ perceived haptics. The extent to which
these hand-based illusions remained unnoticeable depends on several
(unknown) factors. Thus, we conducted a systematic analysis of fac-
tors related to user representation, interactions, and properties of the

1 Meta webpage: https://tinyurl.com/37jz3ctc. Last accessed: Nov 1, 2024

https://tinyurl.com/37jz3ctc
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proxy, studying their role in visuo-proprioceptive conflicts through a
series of psychophysical experiments. With this, we contributed many
insights but, most importantly, demonstrated that DTs have limited
practical utility. They vary significantly, even throughout a VR expe-
rience, which urges the need for an alternative approach to adapt
hand-based illusions to the environment, context, and users’ sensitiv-
ity to those offsets. Hence, we proposed a novel method that utilizes
implicit physiological and interaction data with the aim of predicting
if users were exposed to HR of different magnitudes, corresponding to
their individual sensitivity. Our results demonstrate the potential of
the approach, an important step into an unexplored territory. Finally,
this dissertation also contributes towards transparency, accessibility,
and reproducibility in science because we open-source a large part of
the developed hardware, software, and two data sets.
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