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ABSTRACT

Adverse drug reactions, often caused by drug-drug interactions (DDIs), are a
tremendous risk for multimorbid patients requiring polypharmacy. As a result,
potential DDIs are an important area of investigation during drug development.
New techniques, such as physiologically based pharmacokinetic (PBPK) model-
ing, are being applied and are recommended by both, the European Medicines
Agency and the U.S. Food and Drug Administration. Consequently, there is a
strong interest in the development of models for index substrates, inhibitors
and inducers of important cytochrome P450 (CYP) enzymes and transporters
involved in the absorption, distribution, metabolism and excretion of drugs.
In this thesis, whole-body PBPK models of index drugs were developed: midazo-
lam, alfentanil (CYP3A4 substrates), theophylline (CYP1A2 substrate), digoxin
(P-glycoprotein (Pgp) substrate), furosemide (organic anion transporter (OAT)
substrate), clarithromycin, itraconazole (CYP3A4 and Pgp inhibitors), fluvoxam-
ine (CYP1A2 inhibitor), probenecid (OAT inhibitor) and rifampicin (CYP3A4
and Pgp inducer). Two DDI networks were established, covering a total of 14
unique DDI combinations. All models are published open-source and accompa-
nied by transparent documentation. In combination with previously developed
models and models currently under development, they allow the prediction of
highly complex and realistic scenarios and can provide dose recommendations
for clinical drug interaction studies.
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ZUSAMMENFASSUNG

Multimorbide Patienten benötigen häufig Therapien mit mehreren Arzneimitteln
und sind somit besonders anfällig für das Auftreten unerwünschter Arzneimittel-
wirkungen, die häufig durch Arzneimittelwechselwirkungen verursacht werden.
Potenzielle Arzneimittelwechselwirkungen sind daher wichtiger Untersuchungs-
gegenstand während der Arzneimittelentwicklung. Neue Techniken, wie die
Physiologie-basierte Pharmakokinetik (PBPK) Modellierung werden dabei einge-
setzt und von den Arzneimittelzulassungsbehörden empfohlen. Folglich besteht
ein starkes Interesse an der Entwicklung von PBPK Modellen von Indexsubstra-
ten, -inhibitoren und -induktoren wichtiger Cytochrom P450 (CYP) Enzyme
und Transporter, die an der Absorption, Verteilung, Metabolisierung und der
Ausscheidung von Arzneistoffen beteiligt sind. In dieser Arbeit wurden PBPK
Modelle für Midazolam, Alfentanil (CYP3A4 Substrate), Theophyllin (CYP1A2
Substrat), Digoxin (P-Glykoprotein (Pgp) Substrat), Furosemid (Organo-Anion-
Transporter (OAT) Substrat), Clarithromycin, Itraconazol (CYP3A4 und Pgp
Inhibitoren), Fluvoxamin (CYP1A2 Inhibitor), Probenecid (OAT Inhibitor) und
Rifampicin (CYP3A4 und Pgp Induktor) entwickelt und evaluiert, zwei Inter-
aktionsnetzwerke erstellt und 14 verschiedene Arzneimittelinteraktionen vor-
hergesagt. Zusammen mit anderen bereits entwickelten Modellen bieten sie die
Möglichkeit, sehr komplexe und realitätsnahe Szenarien vorherzusagen und kön-
nen die Dosisfindung für klinische Interaktionsstudien unterstützen.
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1
INTRODUCT ION

1.1 motivation

On average, individuals covered by statutory health insurance in Germany take
two different drugs per day and the number of daily drug doses increases with age
(see figure 1.1) [2]. For instance, elderly people ≥ 65 years of age take an average
of four drugs per day. This observed trend of increasing daily drug doses with age
is closely related to the increasing prevalence of multimorbidity among the elderly
in comparison to younger individuals [3]. Multimorbidity is also associated with
treatment by multiple physicians and a higher frequency of medical consultations
per year [4]. The combination of advanced age, a high number of concomitant
drugs and multiple prescribers increases the potential for drug interactions and
adverse drug reactions (ADRs) [5, 6].

0.6
0.3 0.3 0.4 0.3 0.3 0.4 0.2

0.7
1.1

1.6
2.1

2.7

3.4

4

4.8 5 5.1
4.6

0

1

2

3

4

5

0−
4

5−
9

10
−1

4

15
−1

9

20
−2

4

25
−2

9

30
−3

4

35
−3

9

40
−4

4

45
−4

9

50
−5

4

55
−5

9

60
−6

4

65
−6

9

70
−7

4

75
−7

9

80
−8

4

85
−8

9
>9

0

Age group [years]

D
ef

in
ed

 d
ai

ly
 d

ru
g 

do
se

 p
er

 
 in

su
re

d 
pe

rs
on

 p
er

 d
ay

Figure 1.1: Defined daily drug doses. Defined daily drug doses per day for different age
groups of persons covered by statutory health insurance in Germany in 2021 [2].

adverse drug reactions

According to Aronson et al., an ADR is defined as ”an appreciably harmful or
unpleasant reaction resulting from an intervention related to the use of amedicinal
product; adverse effects usually predict hazard from future administration and
warrant prevention, or specific treatment, or alteration of the dosage regimen or
withdrawal of the product” [7].
ADRs can be categorized based on their cause, including:

1



2 introduction

1. Type of disease (e.g. hypokalemia associated with the intake of thiazide to
treat hypertension [8])

2. Drug interactions (e.g. co-administration of theophylline and fluvoxamine
can lead to toxic theophylline plasma concentrations [9])

3. Patient characteristics such as age, gender or altered physiology (e.g. al-
tered drug pharmacokinetics (PK) of dabigatran etexilate in renal-impaired
patients [10])

4. Problems with drug handling (e.g. dividing tablets with altered drug re-
lease).

Schurig et al. reported that 6.5% of emergency department visits were attributed
to suspected ADRs [11]. In these cases, the probability of hospitalization was 89%.
Particularly, elderly patients ≥ 65 years of age taking more than three medica-
tions exhibited a high susceptibility to ADRs [11]. Patients with suspected ADRs
spend nine days in the hospital on average resulting in treatment costs of about
$2250 per patient [12]. Enhancing awareness of drug-related symptoms among
both healthcare professionals and patients could potentially prevent hospital
admissions related to ADRs by up to 20% [11, 12]. Implementing this preventative
measure would reduce health insurance costs by about $87 million per year [11,
12].

drug interactions

When two or more drugs are taken concurrently, drug interactions must always
be considered as potential causes of ADRs. Drug interactions occur when the
effects of a drug are altered by the presence of another drug (drug-drug inter-
action (DDI)), genetic polymorphisms (drug-gene interaction (DGI)) or by food
intake (drug-food interaction) [13, 14]. DDIs have been estimated to be associated
with 20% of ADRs and the risk of a potentially clinically relevant DDI increases
with the number of drugs taken [15, 16].
DDIs can be categorized into pharmacodynamic (PD) and PK interactions [17].
PD describes the association between drug concentration and the corresponding
drug response. PK, on the other hand, describes the concentration changes of a
drug in different regions of the body [18].
In the case of PD DDIs, the pharmacological effect of a drug (victim drug) is
directly influenced during co-administration of another drug (perpetrator drug)
[19]. This can result in additive, synergistic or antagonistic drug response effects
[19, 20]. For example, co-administration of phenprocoumon with non-steroidal
anti-inflammatory drugs can increase the risk of bleeding events [21]. In the case of
PK DDIs, absorption, distribution, metabolism and excretion (ADME) parameters
of a victim drug are influenced by a perpetrator drug, leading to altered plasma
concentrations of the victim drug during co-administration of the perpetrator
drug [18, 19]. The absorption of drugs may be affected by pH value changes in the
gastrointestinal tract or complex formation during co-administration. For instance,
the absorption of levothyroxine is reduced when administered with proton pump
inhibitors, as proton pump inhibitors increase gastric pH, leading to reduced
solubility and absorption of levothyroxine [22, 23]. The metabolism and excre-
tion of victim drugs may be affected by inhibition or induction of metabolizing
enzymes by perpetrator drugs. The metabolizing cytochrome P450 (CYP) enzyme



1.1 motivation 3

family plays a prominent role in PK DDIs. A subset of ten enzymes, including
CYP3A4, CYP1A2 and CYP2E1, participate in the metabolism of more than 90%
of all known therapeutic drugs [24]. To give an example, the elimination half-life
of pioglitazone (CYP2C8 substrate) is prolonged during co-administration with
gemfibrozil due to CYP2C8 inhibition by gemfibrozil [25]. The absorption, distri-
bution and excretion of victim drugs may be affected by inhibition or induction
of transporters by perpetrator drugs [26]. P-glycoprotein (Pgp) and organic anion
transporter (OAT) are prominent examples of drug transporters affected by PK
DDIs [27]. The induction of Pgp by rifampicin, for example, leads to reduced
plasma concentrations of the Pgp substrate digoxin [28].

Clinically relevant DDIs are primarily caused by induction or inhibition of me-
tabolizing enzymes and transporters [17]. The induction of drug-metabolizing
enzymes and transporters is characterized by an increased level of activity after
repeated perpetrator exposure. This results in a more rapid (metabolic) elimi-
nation of co-administered drugs by the induced enzyme [29]. Inhibition can be
classified as either reversible or irreversible (see figure 1.2).
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Figure 1.2: Inhibition types. Inhibition of metabolizing enzymes can be either reversible
(A-C) or irreversible (D). Reversible inhibition includes competitive (A), non-competitive
(B) and uncompetitive (C) inhibition [30]. Adapted from Zhao et al. [31].

Reversible inhibitions include competitive, non-competitive and uncompetitive
inhibition [30]. During competitive inhibition, the substrate and inhibitor com-
pete for the same binding site on the enzyme. The inhibitor binds exclusively
to the free enzyme, preventing the substrate from binding to it. This inhibition
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can be overcome by high substrate concentrations [17, 32, 33] (see figure 1.2 A).
During non-competitive inhibition, the inhibitor binds to either the enzyme or
the enzyme-substrate complex but not at the active site [32, 33] (see figure 1.2 B).
For instance, the strong OAT inhibitor probenecid inhibits OAT and uridine 5’-
diphospho-glucuronosyltransferase 1A9 (UGT1A9) in a non-competitive manner
[34, 35]. In the rare occurrence of uncompetitive inhibition, the inhibitor binds to
the enzyme-substrate complex in a reversible manner [32, 33, 36] (see figure 1.2
C). Irreversible inhibition is caused by the covalent binding of the inhibitor to the
enzyme, resulting in the inactivation of the enzyme [32]. As a result, the amount
of free enzymes is reduced and they are no longer available for substrate binding
(see figure 1.2 D). To give an example, clarithromycin inhibits CYP3A4 through
irreversible inhibition [37].

During drug development, drug regulatory agencies such as the U.S. Food and
Drug Administration (FDA) and the European Medicines Agency (EMA) mandate
the investigation of the PK of drugs under development. They also require an
assessment of the potential impact of PK DDIs on ADME parameters [38–40].
To support the pharmaceutical industry in meeting these requirements, drug
regulatory agencies issue guidance documents. These documents provide recom-
mendations for conducting both in vitro and in vivo drug interaction studies with
investigational drugs [40–42]. The FDA guidance documents and associated ta-
bles entitled ”Table of Substrates, Inhibitors, and Inducers” and ”FDA’s Examples
ofDrugs that InteractwithCYPEnzymes andTransporter Systems” provide drugs
to be used as substrates, inhibitors or inducers for the evaluation of suspected
DDI pathways [40–44]. For in vitro DDI studies, the tables provide examples of
substrates, selective inhibitors and inducers for CYP-mediated metabolism, as
well as substrates and inhibitors for transporters [43, 44]. In the context of clinical
DDI studies drugs are proposed that are characterized as clinical index substrates,
inhibitors and inducers for CYP-mediated metabolism and substrates and in-
hibitors of transporter systems [43, 44]. Substrates for CYP-mediated metabolism
are further categorized into sensitive substrates, which show an increase in area
under the plasma concentration-time curve (AUC) ≥ 5-fold when co-administered
with a strong inhibitor and moderate sensitive substrates, which show an AUC
increase of ≥ 2-fold to < 5-fold when co-administered with a strong inhibitor.
Strong CYP inhibitors are drugs that increase the AUC of sensitive substrates by
≥ 5-fold when co-administered. Moderate CYP inhibitors increase the AUC of
sensitive substrates by ≥ 2-fold to < 5-fold during co-administration, whereas
weak CYP inhibitors result in an AUC increase of ≥ 1.25-fold to < 2-fold [44].
Drugs are classified as strong CYP inducers when the AUC of a sensitive substrate
decreases by ≥ 80% during co-administration. Moderate and weak CYP inducers
reduce the AUC of sensitive substrates by ≥ 50% to < 80% and by ≥ 20% to < 50%,
respectively, during co-administration [44]. This categorization is not applied to
transporter system substrates and inhibitors. Instead, a separate specification is
used for each transporter system [44].



1.2 model-informed drug development 5

need for predictive models
The increasing complexity of pharmacotherapy, especially among the elderly, is
a central issue in clinical practice and requires a deeper understanding of the
underlying mechanisms and potential risks associated with ADRs and drug in-
teractions. To ensure patient safety and optimize therapeutic outcome, solutions
must be developed that enable the identification and assessment of potential drug
interactions. Mathematical and statistical model-based approaches are essential
for understanding and predicting these complex drug interactions. They assist
in analyzing the effects of PK and PD, provide valuable insights into potential
drug interactions [45], enhance decision-making processes [40] and offer a quan-
titative and mechanistic framework to address these challenges. Particularly, the
development and combination of models for index substrates, inhibitors and
inducers proposed by the FDA and EMA advances the investigation of potential
drug interactions.

1.2 model-informed drug development

Model-informed drug development (MIDD) describes the development and ap-
plication of mathematical and statistical models to characterize the PK and PD
of a drug using available preclinical and clinical data [46]. MIDD is applied to
support drug development and decision-making and encompasses the entire drug
development process [45, 47]. This typically involves the use of modeling and
simulation (M&S) techniques, including pharmacometrics, systems pharmacol-
ogy and other mathematical and statistical approaches [48]. Table 1.1 shows the
drug development process and lists potential applications of different M&S tech-
niques. Among these techniques, physiologically based pharmacokinetic (PBPK)
modeling has emerged as a powerful tool to investigate drug interactions in a
mechanistic and quantitative manner [45].

Table 1.1:Modeling and Simulation techniques.Drug development phases and potential
for M&S techniques adapted from Kim et al. [47].

Drug development phases Model types
Discovery
• Identification and validation of targets
• Characterization of target mechanism

• Systems pharmacology
• PK model
• PK/PD model

Preclinical development
• Optimization of therapeutic drug candidates, dosage

form and dosage regimen
• Identification of surrogate markers and animal mod-

els for toxicity
• Evaluation of in vivo potency and intrinsic activity
• Extrapolation of preclinical data to humans
• Dose selection for first-in-human studies
• Evaluation of in vivo drug interactions

• PK model
• PK/PD model
• PBPK model
• Allometric scaling

NDA: new drug approval, PBPK: physiologically based pharmacokinetic, PD: pharmacodynamic,

PK: pharmacokinetic
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Table 1.1:Modeling and Simulation techniques.Drug development phases and potential
for M&S techniques adapted from Kim et al. [47]. (continued)

Drug development phases Model types
Clinical development
• Characterization of dose-effect relationship
• Design of subsequent clinical trials
• Evaluation of

– Dosage forms
– Administration pathways
– Special populations (dose recommendations)
– Food and gender effects

• Efficient analysis of data for label recommendations
• Identification and confirmation of predictive covari-

ates
• Characterization of

– Active metabolites
– Drug-drug interactions
– Drug-disease interactions

• PK model
• PK/PD model
• PBPK model
• Population scaling

Post-marketing
• Facilitation of the NDA review process and resolving

regulatory issues
• Detection of

– Drug-drug interactions
– Drug-disease interactions
– Other covariates (demographics or genetics)

• Design and development of extended release formu-
lation

• PK model
• PK/PD model

NDA: new drug approval, PBPK: physiologically based pharmacokinetic, PD: pharmacodynamic,

PK: pharmacokinetic

1.2.1 Pharmacometrics

Williams et al. define pharmacometrics as ”the science of developing and ap-
plying mathematical and statistical methods to characterize, understand, and
predict a drug’s pharmacokinetic and pharmacodynamic behavior, quantify the
uncertainty of information about that behavior and rationalize knowledge-driven
decision-making in the process” [49]. In drug development, pharmacometrics
includes the development of PK, PD, PK/PD, population PK (PopPK), PBPK and
disease progression models [49, 50]. Those models are based on a large amount
of data generated during the drug development process and can improve drug
development and drug therapy [51]. The choice of technique depends on the
research question and the data availability [47, 50].
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1.2.1.1 Pharmacokinetic models

PK models are mathematical models used to describe drug and/or metabolite
concentration-time courses. Compartments are the fundamental building blocks
of PK models and, depending on the model type, are used to represent the
body with its physiological spaces or abstract concepts that do not obligatorily
have physiological or anatomical relevance [47, 49]. Drug distribution between
the compartments can be parameterized with volumes and rate constants. The
connection between compartments is a major factor that distinguishes different
PK models [49, 52]. An exemplary structure of a PK model is presented in figure
1.3.

Compartment 1

ka

kel

Compartment 2
k12

k21

Figure 1.3: PK model structure. In the PK model, the compartments are connected via
rate constants (k𝑎, k𝑒𝑙,k12, k21). Adapted from Williams et al. [49].

population pharmacokinetic models
PopPKmodels are empirical compartment-basedmodels [47]. They are developed
based on observed clinical data and aim to understand system characteristics by
extrapolating from these data (”top-down” approach) [53, 54]. The concentration-
time profile of a drug is described using population PK parameters and the
variability in a population [55]. PopPK models integrate structural, stochastic and
covariate models [52]. The structural model describes the population median
drug concentration-time profile, while the stochastic model accounts for random
effects within the observed data. The covariate model considers variability based
on subject characteristics such as demographics [52, 55].

physiologically based pharmacokinetic models
PBPK models are more complex and consist of various compartments, with
each compartment assigned to a specific organ or tissue and connected through
blood flow [47, 56]. The arrangement of these compartments defines the struc-
tural model [57]. The structural model generally remains consistent across mam-
malian species and is drug-independent [57]. It is combined with system-specific
(anatomical and physiological properties, e.g. organ volume) and drug properties
(e.g. plasma-protein binding affinity) to a framework [57]. In this framework, the
physiological and biochemical processes are described by differential equations
[56]. This allows the quantitative prediction of the PK of a drug [56]. Whole-body
PBPK models use a structural model that includes compartments for all organs
and tissues thought to be generally relevant to the processes of a drug [53]. Figure
1.4 illustrates the structure of a whole-body PBPKmodel. PBPKmodels developed
within the same framework can be combined, enabling the development of PBPK
DDI networks and the simultaneous assessment of DDIs, while accounting for the
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complexities of polypharmacy andmultiple interacting pathways within the body.
PBPK modeling provides a ”bottom-up” approach [53, 54]. They combine prior
information on system characteristics and relevant variables to predict outcomes.
Insights into the underlying mechanisms can be gained from any discrepancies
between predictions and observations.
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Figure 1.4: PBPK model structure. In a PBPK model, a network of compartments repre-
sents various organs within the body. These compartments are connected via arterial and
venous blood flow. Each compartment can be further divided into four subcompartments:
erythrocytes, plasma, interstitial space and intracellular space. Adapted from Rowland et
al. [57] and Kuepfer et al. [58]. Parts of the figure were illustrated using pictures from
ServierMedical Art. ServierMedical Art by Servier is licensed under a Creative Commons
Attribution 3.0 Unported License (https://creativecommons.org/licenses/by/3.0/).

PBPK modeling gives support for further information about ADME of a drug or
its metabolites and the application during drug development is recognized by the
FDA and EMA [59–61]. Guidelines for the format and content of PBPK analyses
have been published by both agencies [62, 63]. The manifold applications of
PBPK modeling include the prediction of metabolizing enzyme-mediated DDIs,

https://creativecommons.org/licenses/by/3.0/
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transporter-mediated DDIs, PK for special populations (e.g. pediatrics), PK in
renal-impaired patients and support in oral drug product development [42, 63–
65]. PBPK models to investigate drug interactions can be developed de novo using
in vitro parameters and already established DDI networks or utilizing clinical DDI
studies.





2
AIMS

The aim of this thesis is to develop whole-body PBPKmodels of clinically relevant
index enzyme and transporter substrates, inhibitors or inducers, as recommended
by regulatory agencies such as the FDA and the EMA and their use in predicting
DDIs [40, 43, 44]. The primary objective is to develop comprehensive whole-
body PBPK models encompassing substrates, inhibitors and inducers of key drug
metabolizing enzymes and transporters involved in ADME processes, includ-
ing CYP3A4, CYP1A2, Pgp and OAT. PBPK models for midazolam, alfentanil,
theophylline, digoxin, furosemide, clarithromycin, itraconazole, fluvoxamine,
probenecid and rifampicin have been developed and evaluated for their ability
to predict DDIs. These models have been made publicly accessible through the
PBPK model library [66]. This work has been divided into three distinct projects,
as described below:

Project I: CYP3A4 and Pgp DDI network
In project I, whole-body PBPK models for recommended CYP3A4 and Pgp sub-
strates, inhibitors and inducers were developed. These compounds included
midazolam and alfentanil as CYP3A4 substrates, digoxin as Pgp substrate, itra-
conazole and clarithromycin as CYP3A4 and Pgp inhibitor and rifampicin as
CYP3A4 and Pgp inducer. The developed models were subsequently employed
to predict DDIs in eight unique drug combinations, resulting in a comprehensive
PBPK DDI network. This investigation provides insights into the complex inter-
play between metabolic enzymes and transporters in drug interactions.

Project II: CYP1A2 DDI network
This project aimed to establish a PBPK DDI model network for CYP1A2. Whole-
bodyPBPKmodels of theophylline (CYP1A2 substrate) andfluvoxamine (CYP1A2
inhibitor) were developed, incorporating the current knowledge of relevant PK
mechanisms. These models were then combined with previously developed mod-
els of caffeine (CYP1A2 substrate), rifampicin (CYP1A2 inducer) and midazolam.
A total of four distinct DDI combinations were predicted and a comprehensive
CYP1A2 DDI network was established. Furthermore, the PBPK model was used
to investigate how variations in CYP1A2 activity, possibly due to genetic poly-
morphisms or lifestyle factors such as smoking, may affect the PK of CYP1A2
substrates supported by a PopPK analysis.

Project III: Transporter-mediated DDIs
The objective of project III was to develop and evaluate whole-body PBPK models
for transporter-mediated DDIs focusing on OAT. To achieve this, whole-body
PBPK models of furosemide (OAT index substrate) and probenecid (clinical
OAT inhibitor) were developed and evaluated by predicting the probenecid-
furosemide interaction. Moreover, since probenecid is also an organic anion trans-
porting polypeptide 1B1 (OATP1B1) inhibitor and rifampicin is an OATP1B1 sub-
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strate, the probenecid-rifampicin interaction was predicted. Project III highlights
the importance of renal drug transporters in drug elimination and the potential for
significant DDIs when transporter function is altered by co-administered drugs.



3
METHODS

3.1 physiologically based pharmacokinetic modeling

Figure 3.1 shows the whole-body PBPK modeling workflow applied in projects
I-III.

Literature research
• Anatomical and physiological parameters 

(system-dependent parameters)
o Organ volumes
o Surface areas
o Tissue composition
o Blood flow rates
o Protein expression levels

• Drug-dependent parameters
o Molecular weight
o Lipophilicity
o pKa value(s)
o Solubility
o Plasma protein binding
o Permeability
o Active processes (metabolism, transport)

• Study specific parameters
o Demographics
o Drug formulation (solution, tablet, capsule)
o Administration protocol
o Special events (e.g. food intake)
o Concentration-time profiles 
o Fraction excreted data

Data selection
• Digitization of concentration-time profiles
• Comparison of concentration-time profiles
• Split dataset into training and test dataset

Model building
Parameter optimization to training dataset

Model evaluation
• Comparison of predicted to observed concentration-

time profiles (visual evaluation)
• Comparison of predicted to observed PK parameters
• Quantitative evaluation methods

Refinement

Final PBPK model
Application for 
o Metabolizing enzyme-mediated DDI predictions
o Transporter-mediated DDI predictions

Figure 3.1: Whole-body PBPK modeling workflow. Whole-body PBPK model develop-
ment included extensive literature research for parameters describing the anatomical
and physiological characteristics (system-dependent parameters) of the individual as
well as properties of the examined drug (drug-dependent parameters) and reports of
clinical studies. In the next step, the collected data was analyzed and selected for the
model building and evaluation process. The final whole-body PBPK models were applied
for metabolizing enzyme- and transporter-mediated DDI predictions. DDI: drug-drug
interaction

3.1.1 PBPK model building

PBPK model building started with the gathering of physicochemical parameters,
information on drug ADME processes (drug-dependent parameters) as well as
anatomical and physiological data (system-dependent parameters). Additionally,
reported drug plasma concentration-time profiles, fractions excreted in urine
or feces and information on drug formulation and administration protocols for
different routes and doses were collected from clinical study reports. This data
was then divided into two datasets: a training dataset for model building and a
test dataset for model evaluation. To generate typical individuals for model simu-
lations, ethnicity, sex and mean values of age, body weight and height were used
as reported in the respective studies. Drug concentrations in various compart-
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ments were then simulated based on these individuals. To ensure that the relative
expression in different organs was adequately represented, relevant ADME trans-
porters and metabolizing enzymes were implemented with protein expression
data in accordance with parameters for Michaelis-Menten or first-order kinetic
parameters, derived from the literature. The training dataset was used to optimize
model input parameters that were not reported in experimental reports by simul-
taneously fitting all simulations of the training dataset to their observed data.
The whole-body PBPK models incorporated the minimal number of parameters
necessary for accurately and mechanistically characterizing drug PK and DDIs.

3.1.2 PBPK model evaluation

The performance evaluation of the whole-body PBPK models was performed
by comparing the predicted plasma concentration-time profiles and fractions ex-
creted unchanged in urine profiles to the observed clinical data. Predicted plasma
concentrations, AUC and peak plasma concentration (Cmax) values were compared
to their respective observed data in goodness-of-fit plots. To quantitatively as-
sess the model performance, the mean relative deviation (MRD) of all predicted
plasma concentrations (equation 3.1) was calculated during model evaluation in
projects II and III, while the geometric mean fold error (GMFE) of all predicted
AUC and Cmax values (equation 3.2) was calculated during model evaluation
in projects I-III. Adequate model performance was defined as MRD and GMFE
values ≤ 2.

𝑀𝑅𝐷 = 10𝑥 with 𝑥 = √∑𝑘
𝑖=1(log10 𝑐𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑖 − log10 𝑐𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖)2

𝑘 (3.1)

where MRD = mean relative deviation, 𝑐𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝑖 = predicted plasma concentra-
tion, 𝑐𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖 = corresponding observed plasma concentration, 𝑘 = number of
observed values.

𝐺𝑀𝐹𝐸 = 10𝑥 with 𝑥 =
1
𝑚

𝑚
∑
𝑖=1
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⎞⎟
⎠

| (3.2)

where GMFE = geometric mean fold error, PK parameterpredicted,i = predicted
AUC or Cmax value, PK parameterobserved,i = corresponding observed AUC or
Cmax value, 𝑚 = number of studies.

3.1.3 PBPK model sensitivity analysis

To investigate the impact of the relative change of model parameters on the
predicted AUC from the time of drug administration to the time of the last con-
centration measurement (AUClast), local sensitivity analyses were performed with
simulations of the highest recommended doses using a relative perturbation of
1000. The parameters optimized during parameter identifications, as well as those
associated with optimized parameters or those that might have a strong impact on
model predictions were used. Sensitivity to a parameter was calculated according
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to equation 3.3 and a threshold value of 0.5 was set, implying that a 100% change
in the investigated parameter value causes a 50% change in the predicted AUClast.

𝑆 =
Δ𝐴𝑈𝐶
𝐴𝑈𝐶 ⋅

𝑝
Δ𝑝 (3.3)

where 𝑆 = sensitivity of the AUClast to the examined model parameter, Δ𝐴𝑈𝐶
= change of the simulated AUClast, 𝐴𝑈𝐶 = simulated AUClast with the original
parameter value, 𝑝 = original parameter value, Δ𝑝 = change of the examined
parameter value.

3.1.4 PBPK DDI modeling

The whole-body PBPK models of the perpetrator drugs were coupled with the
simultaneously developed victim drug models. Interaction parameter values
obtained from in vitro experiment reports were used to model inhibition and
induction processes. If the corresponding parameter was not available, the in-
hibition constant was optimized during compound model development using
the clinical data from an interaction study. For auto-inhibition or auto-induction,
the corresponding parameters were identified during the development of the
perpetrator model without including additional DDI studies in the model training
dataset. The mathematical implementation of the various interaction mechanisms
is described in detail below.

3.1.4.1 Competitive inhibition

When competitive inhibitors are co-administered with a substrate, the inhibitor
reversibly binds to the active site of an enzyme or transporter. High substrate
concentrations can partially or completely reverse the inhibition. This competitive
inhibition results in an increase in the Michaelis-Menten constant (KM) (apparent
Michaelis-Menten constant in the presence of an inhibitor (KM,app), equation 3.4)
while the maximum reaction velocity (vmax) remains unaffected. Equation 3.5
describes the reaction velocity (v) during co-administration of a competitive
inhibitor [33].

𝐾𝑀,𝑎𝑝𝑝 = 𝐾𝑀 ⋅ (1 +
[𝐼]
𝐾𝑖𝑐

) (3.4)

𝑣 =
𝑣𝑚𝑎𝑥 ⋅ [𝑆]

𝐾𝑀,𝑎𝑝𝑝 + [𝑆] (3.5)

where 𝐾𝑀,𝑎𝑝𝑝 = apparent Michaelis-Menten constant in the presence of an in-
hibitor, 𝐾𝑀 = Michaelis-Menten constant, [𝐼] = free inhibitor concentration, 𝐾𝑖𝑐
= dissociation constant of the competitive inhibitor-enzyme/transporter complex,
𝑣 = reaction velocity, 𝑣𝑚𝑎𝑥 = maximum reaction velocity, [𝑆] = free substrate
concentration.
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3.1.4.2 Non-competitive inhibition

When non-competitive inhibitors are co-administered with a substrate, the in-
hibitor binds reversibly with the same inhibition constant (Ki) to the free enzyme
to a site different from the active site or to the enzyme-substrate complex. The
substrate can still bind to either the free enzyme or the enzyme-inhibitor com-
plex, resulting in unaffected substrate binding. However, in the presence of the
inhibitor, vmax is reduced (apparent maximum reaction velocity in the presence
of an inhibitor (vmax,app)), as described in equation 3.6. The reaction velocity is
described by equation 3.7 [33].

𝑣𝑚𝑎𝑥,𝑎𝑝𝑝 =
𝑣𝑚𝑎𝑥

1 + [𝐼]
𝐾𝑖𝑛

(3.6)

𝑣 =
𝑣𝑚𝑎𝑥,𝑎𝑝𝑝 ⋅ [𝑆]

𝐾𝑀 + [𝑆] (3.7)

where 𝑣𝑚𝑎𝑥,𝑎𝑝𝑝 = apparent maximum reaction velocity in the presence of an
inhibitor, 𝑣𝑚𝑎𝑥 = maximum reaction velocity, [𝐼] = free inhibitor concentration,
𝐾𝑖𝑛 = dissociation constant of the non-competitive inhibitor-enzyme-substrate
complex, 𝑣 = reaction velocity, [𝑆] = free substrate concentration, 𝐾𝑀 =Michaelis-
Menten constant.

3.1.4.3 Mixed inhibition

Whenmixed inhibitors are co-administered with a substrate, the inhibitor binds to
the free enzyme in a competitivemanner or to the enzyme-substrate complex in an
uncompetitive manner with different affinities. As a result of mixed inhibition, KM
increases while vmax decreases in the presence of a mixed inhibitor as described
by equations 3.8 (KM,app) and 3.9 (vmax,app). The reaction velocity in a mixed
inhibition is defined by equation 3.10 [33].

𝐾𝑀,𝑎𝑝𝑝 = 𝐾𝑀 ⋅
(1 + [𝐼]

𝐾𝑖𝑐
)

(1 + [𝐼]
𝐾𝑖𝑢

)
(3.8)

𝑣𝑚𝑎𝑥,𝑎𝑝𝑝 =
𝑣𝑚𝑎𝑥

1 + [𝐼]
𝐾𝑖𝑢

(3.9)

𝑣 =
𝑣𝑚𝑎𝑥,𝑎𝑝𝑝 ⋅ [𝑆]
𝐾𝑀,𝑎𝑝𝑝 + [𝑆] (3.10)

where 𝐾𝑀,𝑎𝑝𝑝 = apparent Michaelis-Menten constant in the presence of an in-
hibitor, 𝐾𝑀 = Michaelis-Menten constant, [𝐼] = free inhibitor concentration, 𝐾𝑖𝑐
= dissociation constant of the competitive inhibitor-enzyme complex, 𝐾𝑖𝑢 = dis-
sociation constant of the uncompetitive inhibitor-(enzyme-substrate) complex,
𝑣𝑚𝑎𝑥,𝑎𝑝𝑝 = apparent maximum reaction velocity in the presence of an inhibitor,
𝑣𝑚𝑎𝑥 = maximum reaction velocity, 𝑣 = reaction velocity, [𝑆] = free substrate
concentration.
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3.1.4.4 Mechanism-based inhibition (irreversible inhibition)

Mechanism-based inhibition is an irreversible form of enzyme inhibition. When
mechanism-based inhibitors and substrates are co-administered, the inhibitor
binds to the enzyme, modifying the active site and preventing substrate binding.
To account for this, in the protein turnover equation, the protein degradation rate
constant (kdeg) is substituted with the apparent protein degradation rate constant
in the presence of an irreversible inhibitor (kdeg,app) (equations 3.11 and 3.12) [33].
Since mechanism-based inhibitors also act as competitive inhibitors, the reaction
velocity equation during co-administration is described as shown in equations
3.4 and 3.5.

𝑘𝑑𝑒𝑔,𝑎𝑝𝑝 = 𝑘𝑑𝑒𝑔 +
𝑘𝑖𝑛𝑎𝑐𝑡 ⋅ [𝐼]
𝐾𝐼 + [𝐼] (3.11)

𝑑[𝐸]
𝑑𝑡 = 𝑅𝑠𝑦𝑛 − 𝑘𝑑𝑒𝑔,𝑎𝑝𝑝 ⋅ [𝐸] (3.12)

with 𝑘𝑑𝑒𝑔,𝑎𝑝𝑝 = apparent protein degradation rate constant in the presence of an
irreversible inhibitor, 𝑘𝑑𝑒𝑔 = protein degradation rate constant, 𝑘𝑖𝑛𝑎𝑐𝑡 = maximum
inactivation rate constant, [𝐼] = free irreversible inhibitor concentration, 𝐾𝐼 =
concentration for half-maximal inactivation, 𝑑[𝐸]

𝑑𝑡 = protein turnover, 𝑅𝑠𝑦𝑛 = rate
of protein synthesis, [𝐸] = protein concentration.

3.1.4.5 Induction

During simultaneous administration of inducer and substrate, the protein synthe-
sis is altered. Specifically, in the protein turnover equation, the protein synthesis
rate (Rsyn) is replaced by the apparent protein synthesis rate in the presence of an
inducer (Rsyn,app), which is described by equations 3.13 and 3.14 [33].

𝑅𝑠𝑦𝑛,𝑎𝑝𝑝 = 𝑅𝑠𝑦𝑛 ⋅ (1 +
𝐸𝑚𝑎𝑥 ⋅ [𝐼]
𝐸𝐶50 + [𝐼]) (3.13)

𝑑[𝐸]
𝑑𝑡 = 𝑅𝑠𝑦𝑛,𝑎𝑝𝑝 − 𝑘𝑑𝑒𝑔 ⋅ [𝐸] (3.14)

where 𝑅𝑠𝑦𝑛,𝑎𝑝𝑝 = apparent rate of protein synthesis in the presence of an inducer,
𝑅𝑠𝑦𝑛 = rate of protein synthesis, 𝐸𝑚𝑎𝑥 = maximal induction effect in vivo, [𝐼] =
free inducer concentration, 𝐸𝐶50 = concentration for half-maximal induction in
vivo, 𝑑[𝐸]

𝑑𝑡 = protein turnover, 𝑘𝑑𝑒𝑔 = degradation rate constant, [𝐸] = protein
concentration.

3.1.5 PBPK DDI performance evaluation

For the evaluation of the DDI predictions, the predicted plasma concentration-
time profiles of the victim drug were compared with the observed profiles, both
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alone and during co-administration of the perpetrator drug. In addition, DDI
AUC ratios and DDI Cmax ratios (equation 3.15) were calculated and compared.
To assess the accuracy of the DDI predictions, GMFE values for DDI AUC ratios
and DDI Cmax ratios were calculated according to equation 3.2.

DDI PK parameter ratio =
PK parameterDDI

PK parameterControl
(3.15)

where PK parameter = AUC or Cmax, PK parameterDDI = AUC or Cmax of the
victim drug during simultaneous perpetrator administration, PK parameterControl
= AUC or Cmax of the victim drug alone.

3.2 investigated drug-metabolizing enzymes, drug transporters and
drugs

The PBPK models presented in this thesis were developed to comprehensively
assess DDIs, focusing on key drug-metabolizing enzymes and transporters. Un-
derstanding these interactions is essential for predicting drug behavior in the
body during DDIs and avoiding ADRs.

3.2.1 Drug-metabolizing enzymes

Among the CYP enzyme family, particularly CYP3A4 and CYP1A2, play pivotal
roles in drug metabolism. CYP3A4 is the predominant CYP enzyme in the liver
and intestinal epithelium, responsible for metabolizing more than half of all
therapeutic drugs [24]. CYP1A2, exclusively expressed in the liver, contributes to
approximately 13% of the total CYP content in liver microsomes and metabolizes
approximately 15% of all known drugs [67, 68]. The broad and overlapping
substrate specificity of both enzymes makes them central to the study of DDIs, as
inhibition or induction can significantly alter the PK of co-administered drugs,
leading to clinically relevant interactions [69].

3.2.2 Drug transporters

Beyond metabolizing enzymes, drug transporters are essential for the ADME
processes of many drugs. These transporters, categorized into the adenosine
triphosphate (ATP)-binding cassette (ABC) family and the solute carrier (SLC)
family, regulate drug transport across cellular membranes and play a critical role
in clinically relevant DDIs [26, 27]. Pgp from the ABC family and OAT from
the SLC family are particularly important [27]. Pgp is mainly expressed in the
intestine, liver, kidney and brain and influences the absorption, distribution and
elimination of many therapeutic drugs [26, 70]. OAT, predominantly expressed
in the kidney, is involved in the active secretion of drugs and endogenous organic
anions into the urine [71, 72]. Inhibition or induction of these transporters by
co-administered drugs can lead to significant changes in drug PK, resulting in
DDIs.
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3.2.3 Drugs

The selection of specific drugs for PBPK modeling in this thesis was guided by
their established use as probe substrates, inhibitors or inducers in studies of CYP-
and transporter-mediated DDIs.

3.2.3.1 CYP3A4 and Pgp DDI network

For the CYP3A4- and Pgp-mediated DDI network in project I, midazolam and
alfentanil were selected as representative CYP3A4 substrates due to their predom-
inant metabolism via CYP3A4 [73–75]. Midazolam is a benzodiazepine used for
sedation prior to surgical procedures and for the treatment of epileptic seizures
[76, 77]. After oral administration, midazolam undergoes extensive first-pass
metabolism via CYP3A subfamily, resulting in hydroxylated metabolites [73,
78]. Alfentanil is a synthetic opioid used as an analgesic for the induction of
anesthesia and is exclusively administered intravenously [74]. The metabolism
is primarily mediated by CYP3A4 in the liver, with 99% of the administered
dose excreted as metabolites [74, 75]. Clarithromycin and itraconazole were se-
lected as strong CYP3A4 inhibitors that also inhibit Pgp [44]. Clarithromycin
is a macrolide antibiotic prescribed for the treatment of bacterial infections of
the respiratory tract, ear, nose, throat and skin [79]. Its main metabolic pathway
includes hydroxylation via CYP3A4 [80]. Due to its irreversible CYP3A4 inhibi-
tion, clarithromycin exhibits a dose-dependent PK [37]. Itraconazole is a triazole
antifungal agent used to treat superficial and systemic mycoses [81]. CYP3A4
is involved in its extensive metabolism to several metabolites [82]. Due to the
inhibitory effects on CYP3A4 of itraconazole metabolites, the PBPK model of
itraconazole incorporates three metabolites.
Digoxin was selected as a representative Pgp substrate due to its predominant
intestinal absorption, renal tubular and biliary-intestinal secretion by Pgp [43, 44,
83, 84]. Rifampicin was selected as a Pgp inducer [43, 44, 84].Digoxin is a cardiac
glycoside employed in themanagement of atrial fibrillation, atrial flutter and heart
failure [85]. It is minimally metabolized by hepatic enzymes and mostly excreted
unchanged in urine, making it a valuable substrate for investigating Pgp-mediated
DDIs [43, 44, 83]. Rifampicin is an antibiotic used to treat mycobacterium infec-
tions such as tuberculosis [86]. It affects multiple drug-metabolizing enzymes
and transporters and the FDA recommends it as a strong inducer of CYP3A4, a
moderate inducer of CYP1A2 and an inhibitor of OATP1B1, in addition to being
an inducer of Pgp [43, 44, 84].

3.2.3.2 CYP1A2 DDI network

Project II focused on CYP1A2-mediated DDIs. Theophylline was selected as a
moderate sensitive CYP1A2 substrate and fluvoxamine as a strong CYP1A2 and
weak CYP3A4 inhibitor [40, 43, 44]. Theophylline is a methylxanthine used to
treat asthma and obstructive pulmonary disease [87]. Its metabolism is primarily
mediated by CYP1A2 and only to a small extent by CYP2E1 [88–90]. Fluvoxamine
is a selective serotonin reuptake inhibitor used in treating major depressive disor-
der and obsessive-compulsive disorder [91]. Fluvoxamine undergoes metabolism
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via CYP1A2 and CYP2D6 [92–94]. Smoking habits and polymorphisms in the
CYP2D6 gene can influence the PK of fluvoxamine [94, 95].

3.2.3.3 Transporter-mediated DDIs

Project III examined transporter-mediated DDIs, focusing on the interaction be-
tween the clinical OAT1/OAT3 substrate furosemide and theOAT1/OAT3 inhibitor
probenecid [34, 43, 44, 96]. Furosemide is a loop diuretic agent and is used in
the treatment of edema or hypertension [97]. Furosemide is glucuronidated by
UGT1A9 and UGT1A1 and is transported via OAT1/OAT3 [96, 98]. Probenecid is
a uricosuric agent employed in the management of gout or hyperuricemia [99]. It
is primarily metabolized via glucuronidation and excreted in the urine, with only
a small extent excreted unchanged [100, 101].

3.3 software

The whole-body PBPK models of the ten drugs presented in this thesis were
built using the open-source PK-Sim® and MoBi® modeling software tools (Open
Systems Pharmacology-Suite®, Open Systems Pharmacology) [33, 102]. Pub-
lished plasma concentration-time and fractions excreted in urine profiles were
digitized using GetData Graph Digitizer (version 2.26.0.20, S. Fedorov) [103].
Model parameter optimizations were performed using the “Parameter Identifica-
tion Toolbox” in MATLAB (Natick, Massachusetts: The MathWorks Inc.) (project
I) or within PKSim® (projects II-III). Sensitivity analyses were carried out within
PKSim® using the implemented Sensitivity Analysis tool. PK parameters and
model performance measures were calculated using MATLAB (projects I-II)
and R (The R Foundation for Statistical Computing) and RStudio (RStudio, Inc.,
Boston, MA, USA) (project III). Graphics were generated using MATLAB (project
I), R and RStudio (projects II-III). In project II, a PopPK analysis was performed
using NONMEM (ICON Development Solutions, Ellicott City, MD) and for sta-
tistical analysis and graphics of the PopPK analysis SAS (SAS Institute, Cary, NC)
was used. The corresponding publications for projects I-III provide more detailed
information about the versions of the software and tools used for each project.
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PBPK Models for CYP3A4 and P-gp DDI Prediction: 
A Modeling Network of Rifampicin, Itraconazole, 
Clarithromycin, Midazolam, Alfentanil, and Digoxin

Nina Hanke1, Sebastian Frechen2, Daniel Moj1, Hannah Britz1, Thomas Eissing2, Thomas Wendl2 and Thorsten Lehr1,*

According to current US Food and Drug Administration (FDA) and European Medicines Agency (EMA) guidance documents, 
physiologically based pharmacokinetic (PBPK) modeling is a powerful tool to explore and quantitatively predict drug-drug 
interactions (DDIs) and may offer an alternative to dedicated clinical trials. This study provides whole-body PBPK models of 
rifampicin, itraconazole, clarithromycin, midazolam, alfentanil, and digoxin within the Open Systems Pharmacology (OSP) 
Suite. All models were built independently, coupled using reported interaction parameters, and mutually evaluated to verify 
their predictive performance by simulating published clinical DDI studies. In total, 112 studies were used for model develop-
ment and 57 studies for DDI prediction. 93% of the predicted area under the plasma concentration-time curve (AUC) ratios 
and 94% of the peak plasma concentration (Cmax) ratios are within twofold of the observed values. This study lays a corner-
stone for the qualification of the OSP platform with regard to reliable PBPK predictions of enzyme-mediated and transporter-
mediated DDIs during model-informed drug development. All presented models are provided open-source and transparently 
documented.
CPT Pharmacometrics Syst. Pharmacol. (2018) 7, 647–659; doi:10.1002/psp4.12343; published online on 07 
September 2018.

Physiologically based pharmacokinetic (PBPK) modeling 
is a powerful tool to explore and quantitatively predict the 
pharmacokinetic (PK) of drugs and the magnitude of drug-
drug interactions (DDIs). It is applied at increasingly early 
stages during drug development and is recommended 
by the US Food and Drug Administration (FDA) and the 
European Medicines Agency (EMA) for the design of clinical 
DDI trials and population PK studies. Furthermore, PBPK 
may even offer an alternative to dedicated clinical trials, 
to find dosing recommendations for the co-administration 

of interacting substances, or the treatment of special 
populations.1,2

To investigate and predict the DDI potential of new drugs 
with the help of PBPK, models of index perpetrator and vic-
tim drugs are needed. A library of PBPK models of recom-
mended DDI inhibitors, inducers, and substrates, evaluated 
for their application in DDI modeling, has the potential to 
accelerate the drug development process.

The aim of the presented work was to develop and care-
fully evaluate whole-body PBPK models of frequently used 

1Clinical Pharmacy,  Saarland University, Saarbrücken, Germany; 2Clinical Pharmacometrics,  Bayer AG, Leverkusen, Germany. *Correspondence: Thorsten Lehr 
(thorsten.lehr@mx.uni-saarland.de)
Received 05 January 2018; accepted 16 July 2018; published online on 07 September 2018. doi:10.1002/psp4.12343

WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
PBPK modeling is increasingly used for DDI analysis. To 
investigate and predict the DDI potential of new drugs 
with the help of PBPK, models of index perpetrator and 
victim drugs are needed.
WHAT QUESTION DID THIS STUDY ADDRESS?
The aim of this study was to provide whole-body PBPK 
models of important CYP3A4 and P-gp perpetrator and 
victim drugs that are all compatible, evaluated, and fit for 
use in PBPK DDI modeling.
WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
This study adds transparently built and evaluated PBPK 
models of rifampicin, itraconazole, clarithromycin, 

midazolam, alfentanil, and digoxin, integrating the current 
knowledge on the relevant pharmacokinetic mechanisms 
of these six drugs with insights gained during model 
development.
HOW MIGHT THIS CHANGE DRUG DISCOVERY, 
DEVELOPMENT, AND/OR THERAPEUTICS?
A publicly available library, providing comprehensive 
PBPK models of the recommended DDI inhibitors, induc-
ers, and substrates, evaluated and ready to use for their 
application in DDI modeling, has the potential to foster 
open collaboration and to accelerate the drug develop-
ment process.

Study Highlights
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perpetrator and victim drugs and to provide them to the 
PBPK modeling community. Focusing on cytochrome P450 
3A4 (CYP3A4) and P-glycoprotein (P-gp) as major interaction 
pathways affecting approximately half of all drugs in use,3,4 
models of rifampicin (most prominent CYP3A4 and P-gp in-
ducer), itraconazole (competitive CYP3A4 and P-gp inhibitor), 
clarithromycin (mechanism-based CYP3A4 inactivator and 
competitive P-gp inhibitor), midazolam, alfentanil (specific 
CYP3A4 substrates), and digoxin (specific P-gp substrate) 
have been established. All selected compounds are recom-
mended by the FDA for application in clinical DDI trials.5

The perpetrator and victim drug models were developed 
independently of each other, without the use of data from 
clinical DDI studies for parameter optimization. With this ap-
proach, the prediction of co-administration studies could be 
utilized as an additional means of model evaluation. Being 
recommended by the FDA for DDI potential assessment, the 
six selected compounds have been co-administered in dif-
ferent combinations in many clinical trials, providing ample 
data for the evaluation of DDI predictions. Figure 1 shows 
the developed DDI modeling network of interacting perpe-
trator and victim drugs, assessing multiple combinations for 
mutual DDI evaluation.

Clinical DDI studies, for example, the full inhibition of an 
important metabolizing enzyme, provide valuable information 
on the fraction of victim drug that is normally eliminated via 

this pathway (“fraction metabolized”). Therefore, victim drug 
plasma concentrations during co-administration of perpetra-
tors can serve as additional information for victim drug model 
evaluation. Furthermore, correct prediction of the impact of a 
perpetrator drug on the PK of a victim drug indicates that the 
model is able to describe the perpetrator concentrations at 
the sites of inhibition or induction. This is not trivial, as drug 
concentrations are generally measured in blood plasma, but 
the interactions take place in other compartments, such as the 
intracellular space of the liver or intestine. Taken together, DDI 
studies provide additional information on both, the perpetrator 
and the victim drug PKs, and their correct prediction is a chal-
lenge for both models and a valid means of model evaluation.

The aim of this study was to establish and thoroughly eval-
uate PBPK models of relevant DDI perpetrator and victim 
drugs. The presented models are whole-body PBPK models, 
allowing for dynamic DDI assessment in all organs expressing 
the affected enzyme or transporter. Evaluations indicate that 
the models are fit for DDI prediction. The model files have been 
made publicly available as supplementary material to this 
paper (Data S1-S6) and in the Open Systems Pharmacology 
(OSP) repository (www.open-systems-pharmacology.org), as 
tools for the drug development and clinical research com-
munity to assess the DDI potential of investigational drugs, 
to inform the design of clinical trials or to be expanded for 
predictions in special populations.

Figure 1  Physiologically based pharmacokinetic drug-drug interaction network. Schematic illustration of the modeled interaction 
network of cytochrome P450 (CYP)3A4 and P-glycoprotein perpetrator (upper level: itraconazole, rifampicin, and clarithromycin) and 
victim drugs (lower level: midazolam, alfentanil, and digoxin). Green dashed lines indicate induction; red solid lines indicate inhibition.
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METHODS
Software
PBPK modeling was performed with PK-Sim and MoBi 
modeling software version 7.1.0 (part of the OSP Suite). 
The OSP Suite makes formerly commercial software tools 
PK-Sim and MoBi available as freeware under the GPLv2 
License. The software allows the modification of system 
parameters and the model structure by the (qualified) user 
and the source code is publicly available on GitHub (ac-
cessible via www.open-systems-pharmacology.org), to-
gether with published models and tutorials. Details on how 
to modify a PBPK model in PK-Sim can be found, for ex-
ample, in Kuepfer et al.,6 the PK-Sim/MoBi user manual, 
and in the user forum. Parameter optimization was accom-
plished using the Monte Carlo algorithm of the “Parameter 
Identification Toolbox” in MATLAB version R2013b (The 
MathWorks, Natick, MA) or in PK-Sim. Sensitivity analyses 
were performed within PK-Sim. Plots and PK parameter 
analyses were compiled with MATLAB.

Model development
Models of rifampicin, itraconazole, clarithromycin, mid-
azolam, alfentanil, and digoxin were built combining 
bottom-up and top-down techniques. To establish the 
models, an extensive literature search was conducted, 
collecting (i) physicochemical parameters, (ii) information 
on absorption, distribution, metabolism, and excretion 
processes, and (iii) clinical studies of intravenous and oral 
administration to healthy subjects in single-dosing and 
multiple-dosing regimens, covering the full dosing range 
published. All data used in this analysis has been taken 
from previously published human or preclinical studies.

The PBPK models were developed based on a healthy 
male European individual, 30 years of age, with a body weight 
of 73 kg, and a height of 176 cm. Physiological parameters, 
like organ volumes, blood flow rates, and surface permeabil-
ities, are provided within the software.7 Absorption, distribu-
tion, metabolism, and excretion-relevant proteins reported 
to govern the PK of a drug, such as metabolizing enzymes, 
transporters, or binding partners, were implemented into the 
models and tested. Whenever available and in accordance 
with literature protein expression, the PK-Sim expression 
database reverse transcription-polymerase chain reaction 
(RT-PCR) profiles8 were used to define the relative tissue 
distribution of these proteins. For parameters that could 
not be informed from (in vitro) experimental data, parameter 
identification based on plasma concentration-time profiles 
was performed using a subset of the available clinical stud-
ies (training dataset) for optimization. The decision of which 
studies to include into the training dataset was based on the 
number of studies available and the information contained 
in the different studies (dosing regimen, study size, sampling 
times, fraction excreted measurements, etc.).

Model selection was based on the ability of the model 
to describe (training dataset) and predict (test dataset) 
plasma concentration-time profiles from all published clin-
ical studies as well as fraction excreted unchanged to urine. 
Furthermore, physiological plausibility, precision and cova-
riance of parameter estimates, and population predictions 
were assessed.

Model evaluation
The models were evaluated by comparison of concentration-
time profiles, area under the plasma concentration-time 
curve (AUC), and peak plasma concentration (Cmax) values 
resulting from our simulations to the values observed during 
clinical studies. As a quantitative measure of the descriptive 
and predictive performance of each model, the geometric 
mean fold error was calculated according to Eq. 1: 

with GMFE = geometric mean fold error of all AUC or Cmax 
predictions of the respective model, pred PK parame-
ter = predicted AUC or Cmax, obs PK parameter = observed 
AUC or Cmax, and n = number of studies. Furthermore, 
models were evaluated by their ability to adequately predict 
the clinical data of all DDI studies available from literature. 
For this additional evaluation, the final perpetrator models 
were coupled to victim drug models using measured values 
(from literature) to inform the different interaction processes 
without further adjustment. Successful prediction of the 
victim drug plasma concentration-time profiles during co-
administration is interpreted as indication of the correct 
simulation of the perpetrator drug concentration at the site 
where the DDI takes effect as well as of the appropriate 
implementation of the victim drugs’ affected disposition 
pathways.

DDI network development
Mathematical implementation of the induction and inhi-
bition processes in general is specified in Section 1 of 
Appendix S1. The final rifampicin model was coupled to 
models of midazolam, alfentanil, itraconazole, and digoxin, 
to assess its DDI performance with CYP3A4 and P-gp sub-
strates. To describe the influence of rifampicin on these 
victim drugs, induction and simultaneous competitive inhi-
bition of CYP3A4 and P-gp by rifampicin have been added. 
Furthermore, inhibition of midazolam and digoxin elimina-
tion by itraconazole and by clarithromycin were modeled 
and compared to observed clinical data, evaluating the per-
formance of these two victim drug models with two different 
CYP3A4 and P-gp inhibitors. Inhibition of alfentanil metab-
olism by itraconazole or clarithromycin was not tested, as 
there are no clinical studies available to compare to.

All induction and inhibition processes were modeled using 
interaction parameter values either identified during the de-
velopment of the perpetrator models if no experimental val-
ues could be found to parameterize their auto-induction or 
auto-inhibition (using multiple-dose perpetrator studies only, 
without co-administration of victim drugs), or taken from lit-
erature without further adjustment or fitting, as a means of 
further evaluation of the perpetrator and victim drug models.

DDI network evaluation
The DDI modeling performance was assessed by com-
parison of predicted vs. observed victim drug plasma 
concentration-time profiles during co-administration, DDI 
AUC ratios (Eq. 2), and DDI Cmax ratios (Eq. 3): 

(1)GMFE=10(Σ|log10(predPKparameter∕obsPKparameter)|)∕n,

(2)
DDI AUC ratio=

AUCvictimdrugduring co−administration

AUCvictimdrug
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As a quantitative measure of the prediction accuracy of each 
DDI interaction, GMFEs of the predicted DDI AUC ratios and 
DDI Cmax ratios were calculated according to Eq. 1.

Sensitivity analysis
Sensitivity of the final models to single parameters (local 
sensitivity analysis) was calculated, measured as changes 
of the AUC extrapolated to infinity (for single-dose adminis-
tration drugs) or of the AUC of one dosing interval in steady-
state conditions (for multiple-dose administration drugs) of 
a simulation with administration of the highest common 
dose. Parameters were included into the analysis if they 
have been optimized, if they might have a strong influence 
due to calculation methods used in the model (e.g., lipo-
philicity and fraction unbound), if they are related to opti-
mized parameters, or if they had significant impact in other 
models (e.g., solubility and blood/plasma concentration 
ratio). Sensitivity to a parameter is calculated as the ratio 
of the relative change of the simulated AUC to the relative 
variation of the parameter around the value used in the final 
model (Eq. 4): 

with S = sensitivity of the AUC to the examined model pa-
rameter, ΔAUC = change of the AUC, AUC = simulated 
AUC with the original parameter value, Δp = change of the 
examined model parameter value, and p = original model 
parameter value. A sensitivity value of +1.0 signifies that a 
10% increase of the examined parameter causes a 10% in-
crease of the simulated AUC.

Virtual population characteristics
To quantitatively predict the variability of the simulated 
plasma concentration-time profiles, virtual populations of 
100 individuals within an age range of 20–50 years were 
generated. Weight, height, and many physiological pa-
rameters, such as organ volumes, blood flow rates, and 
gastrointestinal characteristics, were varied according to 
published data7 as implemented into the software.9 In ad-
dition to the variability in drug PK that results from these 
physiological differences within the virtual populations, 
the expression levels of the implemented drug metaboliz-
ing enzymes, transporters, and protein binding partners 
were varied around their reference values. If available, 
default population variabilities for enzyme expression in 
PK-Sim were used. Otherwise, log-normal distribution 
of the protein expression level in the population was as-
sumed and variabilities were implemented as geometric 
SDs derived from literature reports. If no valid source 
could be found, log-normal distributions with a moderate 
geometric SD of 1.4 (~35% coefficient of variation) were 
assumed. Please refer to Table S7 in Appendix S1 for an 
overview.

Population simulations were generated and compared 
with observed data. Observed data were most often reported 

in terms of arithmetic means and SDs. To allow comparison 
of observed and simulated variability, simulated 68% pop-
ulation prediction intervals were plotted that correspond to 
the range span of ±1 SD around the mean assuming normal 
distribution.

RESULTS
Model development and evaluation
Of the total of 112 studies, in detail 16 studies of rifampicin, 
27 studies of itraconazole, 17 studies of clarithromycin, 7 
studies of midazolam, 7 studies of alfentanil, and 38 stud-
ies of digoxin administration, were used for model devel-
opment. The respective modeling results are presented in 
Section 2 of Appendix S1. This includes tables listing the 
clinical studies used for model development and evaluation, 
with administration protocols and study population details 
(Tables S1a, S2a, S3a, S4a, S5a, S6a in Appendix S1), 
descriptions of the final models, and tables listing the re-
spective drug-dependent parameters (Tables S1b, S2b, 
S3b, S4b, S5b, S6b in Appendix S1).

All models show accurate and precise descriptive and 
predictive performance for intravenous and oral administra-
tion. Plots of population predicted compared with observed 
plasma concentration-time profiles of all studies obtained 
from literature are shown as semilogarithmic (Figures 
S1c, S2c, S3c, S4c, S5c, S6c in Appendix S1) as well 
as linear plots (Figures S1d, S2d, S3d, S4d, S5d, S6d in 
Appendix S1). In addition, predicted compared to observed 
AUC and Cmax values with calculated GMFEs (also listed in 
Tables S1a, S2a, S3a, S4a, S5a, S6a in Appendix S1) and 
sensitivity analysis results (Figures S1e, S2e, S3e, S4e, S5e, 
S6e in Appendix S1) are presented. System-dependent pa-
rameters are given in Table S7 in Appendix S1.

DDI network modeling
Of the total of 57 studies, in detail 18 clinical studies of ri-
fampicin with midazolam, 12 studies of rifampicin with al-
fentanil, 1 study of rifampicin with itraconazole, 10 studies 
of itraconazole with midazolam, 4 studies of clarithromycin 
with midazolam, 7 studies of rifampicin with digoxin, 1 study 
of itraconazole with digoxin, and 4 studies of the interaction 
of clarithromycin with digoxin were predicted and com-
pared with observed data. Table 1 lists all modeled clinical 
DDI studies, with administration protocols and study pop-
ulation details. The parameters to model the CYP3A4 and 
P-gp induction and inhibition processes are described in 
Section 3 of  Appendix S1.

Figure 2 presents a selection of the different modeled 
CYP3A4 DDIs, showing population predicted compared 
with observed victim drug plasma concentration-time 
profiles of one study each of the rifampicin-midazolam, 
rifampicin-alfentanil, itraconazole-midazolam, and 
clarithromycin-midazolam DDIs, selected for their clinically 
relevant doses of perpetrator and victim drug. Figure 3 
presents a selection of the different modeled P-gp DDIs, 
showing population predicted compared with observed vic-
tim drug plasma concentration-time profiles of one study 
each of the rifampicin-digoxin, itraconazole-digoxin, and 
clarithromycin-digoxin DDIs, selected for their clinically rel-
evant doses of perpetrator and victim drug. Please refer to 

(3)
DDICmax ratio=

Cmaxvictimdrugduring co−administration

Cmaxvictimdrug

(4)S=

ΔAUC

AUC
⋅

p

Δp
,
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Section 3 of Appendix S1 for the results of all 57 DDI stud-
ies, shown in Figures S8a, S9a, S11a, S12a, S13a, S14a, 
S15a in Appendix S1 (semilogarithmic), Figures S8b, S9b, 
S11b, S12b, S13b, S14b, S15b in Appendix S1 (linear), and 
Table S10 in Appendix S1, demonstrating the good predic-
tive performance for all modeled DDIs.

Modeled induction and de-induction of CYP3A4 en-
zyme activity in the liver and duodenum is presented in 
Figure 4. The combination of simulated intracellular rifam-
picin concentrations and chosen induction parameters 
(half-maximal effective concentration (EC50) = 0.34 μmol/l, 
maximum effect (Emax) = 9) leads to CYP3A4 activ-
ity increases of 7.8-fold in the liver and of 6.7-fold in 

the duodenum with a 600 mg q.d. rifampicin regimen 
(Figure 4a). De-induction depends on the half-lives of 
the perpetrator and the induced protein; we implemented 
CYP3A4 with protein half-lives of 36 and 23 hours in the liver 
and intestine, respectively10,11 (see Table S7 in Appendix 
S1). De-induction kinetics were evaluated by prediction of 
midazolam PK when administered 1, 2, or 4 weeks after 
the last dose of rifampicin, as studied by Reitman et al.12 
The rifampicin-midazolam model successfully predicts the 
time course of CYP3A4 activity return to baseline after the 
last dose of rifampicin, shown by the correct simulation of 
the midazolam plasma concentration-time profiles of this 
study (Figure 4b).

Figure 2  Cytochrome P450 3A4 drug-drug interactions (DDIs). Selection of one study each of the rifampicin-midazolam (a), rifampicin-
alfentanil (b), itraconazole-midazolam (c), and clarithromycin-midazolam (d) DDIs, presented in semilogarithmic (left panel) and linear 
plots (right panel). Shown are population predictions compared to observed victim drug concentration-time profiles before and 
during perpetrator administration. Observed data are shown as blue dots (control) or red triangles (DDI) ± SD. Population simulation 
arithmetic means are shown as solid blue lines (control) or dashed red lines (DDI); the shaded areas illustrate the respective 68% 
population prediction intervals. Details on dosing regimens, study populations, predicted and observed DDI area under the plasma 
concentration-time curve ratios and DDI peak plasma concentration ratios are summarized in Table 1.
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All victim drug plasma concentration-time profiles before 
and during co-administration with the different perpetrators 
are well predicted over the full range of administered doses 
and administration protocols. Predicted compared with 
observed DDI AUC ratios and Cmax ratios with calculated 
GMFEs for each perpetrator-victim pair are summarized in 
Table 1. Correlation of predicted to observed DDI AUC ra-
tios and Cmax ratios of all 57 modeled interaction studies, 
illustrating the performance of the entire DDI network, is pre-
sented in Figure 5.

DISCUSSION

Comprehensive whole-body PBPK models of rifampicin, 
itraconazole, clarithromycin, midazolam, alfentanil, and di-
goxin have been successfully developed, incorporating all 
current knowledge on the processes controlling the PKs 
of these drugs. All models were established using a large 
number of clinical studies and all models show a good 
performance over the full range of administered doses 

and administration protocols. Model evaluation comprised 
comparison of predicted with observed concentration-time 
profiles, AUC, and Cmax values, calculation of GMFEs as 
a measure of descriptive and predictive performance, and 
application of the independently developed models for DDI 
prediction.

Sensitivity analyses demonstrate that all models are sen-
sitive to lipophilicity, fraction unbound, and the catalytic rate 
constants of influential eliminating enzymes or transporters. 
This result is expected, as the lipophilicity values are used 
for calculation of membrane permeabilities and partition 
coefficients, fraction unbound in plasma directly controls 
the concentration of drug available for passive distribution, 
transport, and metabolization from the blood, and the cat-
alytic rate constants of the major eliminating enzymes or 
transporters naturally have a large impact on the predicted 
clearance and AUC. Experimental values were used for pa-
rameterization wherever possible. For example, fraction un-
bound was fixed to reported experimental values in five of 
the six models. For itraconazole, the attempts to set fraction 

Figure 3  P-glycoprotein drug-drug interactions (DDIs). Selection of one study each of the rifampicin-digoxin (a), itraconazole-digoxin 
(b), and clarithromycin-digoxin (c) DDIs, presented in semilogarithmic (left panel) and linear plots (right panel). Shown are population 
predictions compared to observed victim drug concentration-time profiles before and during perpetrator administration. Observed 
data are shown as green dots (control) or pink triangles (DDI) ± SD. Population simulation arithmetic means are shown as solid green 
lines (control) or dashed pink lines (DDI); the shaded areas illustrate the respective 68% population prediction intervals. Details on 
dosing regimens, study populations, predicted and observed DDI area under the plasma concentration-time curve ratios and DDI peak 
plasma concentration ratios are summarized in Table 1.
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Figure 5  Correlation of predicted to observed DDI area under the plasma concentration-time curve (AUC) ratios and DDI peak plasma 
concentration (Cmax) ratios. The upper panel illustrates the cytochrome P450 (CYP)3A4 DDI prediction performance, the lower panel 
illustrates the P-glycoprotein (P-gp) DDI prediction performance of the network. (a, d) DDI AUC ratios of intravenously administered 
victim drugs, (b, e) DDI AUC ratios of orally administered victim drugs, and (c, f) DDI Cmax ratios of orally administered victim drugs. 
The line of identity and the prediction acceptance limits proposed by Guest et al.23 are shown as solid lines. The 0.5-fold to 2.0-fold 
acceptance limits are shown as dashed lines. Induction of elimination pathways by rifampicin results in DDI ratios <1, inhibition of 
elimination pathways by itraconazole or clarithromycin results in DDI ratios >1. Study references and values of predicted and observed 
DDI AUC ratios and DDI Cmax ratios are listed in Table 1.

Figure 4  Cytochrome P450 (CYP)3A4 induction and de-induction. (a) Fold change of predicted CYP3A4 concentrations in liver (solid 
blue line) and duodenum (dashed red line) before, during, and after a 600 mg q.d. rifampicin regimen. Shown are population prediction 
arithmetic means (lines) and 68% population prediction intervals (shaded areas). (b) Population simulation arithmetic means (lines) 
and observed (squares, triangles, and dots) midazolam plasma concentration-time profiles during simultaneous administration of 
midazolam and rifampicin (red line and squares) or administration of midazolam 7 days (light blue line and triangles), 14 days (blue 
line and triangles) or 28 days (dark blue line and dots) after the last dose of a 600 mg q.d. rifampicin treatment. Observed data are 
from Reitman et al.12 Predicted and observed DDI area under the plasma concentration-time curve ratios and DDI peak plasma 
concentration ratios are given in Table 1.
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unbound in plasma to one of the widely differing literature 
values (0.2–3.6%) did not result in a satisfactory model and, 
therefore, fraction unbound was optimized within the litera-
ture range (0.6%).

The presented rifampicin model accounts for metabolism 
by the arylacetamide deacetylase (AADAC), and transport by 
organic anion-transporting polypeptide (OATP)1B1 and P-gp, 
as described in the literature. Metabolism by CYP3A4 has not 
been implemented, as currently there is no conclusive evi-
dence of rifampicin elimination via CYP3A4. Auto-induction 
of rifampicin clearance was implemented via induction of 
AADAC, OATP1B1, and P-gp expression. Furthermore, in-
duction of CYP3A4 has been incorporated, without impact 
on the PK of rifampicin itself. In addition to these induction 
processes, the DDI application of the presented model is 
extended to simultaneous dynamic competitive inhibition of 
CYP3A4 and P-gp. Several minimal or partial PBPK mod-
els of rifampicin13–16 and one full PBPK model17 have been 
published to date, but many of them do not account for 
auto-induction of rifampicin or lack the induction of P-gp. 
Induction of further CYP isoforms and transporters by rifam-
picin as well as inhibition of OATP is not yet accounted for, 
as this requires evaluation of appropriate victim drug models 
and of the DDI predictions with clinical data, which is be-
yond the scope of this study. However, the implementation of 
additional interaction parameters is technically a simple and 
straight-forward extension of the current model.

The presented itraconazole model accounts for com-
petitive inhibition of CYP3A4 by itraconazole itself and its 
three sequentially generated main metabolites. Adhering 
to the reported competitive mechanism of CYP3A4 inhibi-
tion by itraconazole and hydroxy-itraconazole,18 the strong 
observed nonlinearity and accumulation of itraconazole 
could not be adequately described using the inhibitory ef-
fects of parent drug and first metabolite, only. Therefore, 
the second and third metabolites were included, result-
ing in a model that slightly overpredicts the first dose of 
some studies, but accurately describes the steady-state 
plasma concentrations of intravenous and oral multiple-
dose administration. The CYP3A4 inhibition constants of 
itraconazole and all three metabolites were fixed to litera-
ture values.18 Furthermore, the model correctly describes 
the strong food effects for both oral solution and capsule 
formulation, which is essential for modeling of the reported 
clinical studies.

The presented clarithromycin model is based on the 
PBPK model published by Moj et al.19 with small modifica-
tions. For DDI prediction, different compounds have to be 
coupled in one and the same individual with a specified ex-
pression of enzymes and transporters. Therefore, the clar-
ithromycin model was adapted to the CYP3A4 expression 
profile reported by Nishimura et al.20 used in the other mod-
els (see Table S7 in Appendix S1). Furthermore, transport 
by OATP1B3 was removed, according to literature,21 and the 
values for pKa, lipophilicity, fraction unbound, and CYP3A4 
KM were fixed to literature values. The adapted model pre-
cisely captures the plasma concentration-time profiles of all 
investigated studies with very low GMFEs (1.16 for AUC val-
ues and 1.11 for Cmax values; n = 15).

The presented midazolam model is a simple, very robust, 
and reliable model that has been successfully applied for 
DDI simulations with many different perpetrator models, as 
demonstrated in detail in Section 3 of  Appendix S1.

The presented alfentanil model has been established as 
a second CYP3A4 victim drug, to further evaluate the per-
formance of the rifampicin model. It shows an accurate and 
precise performance in single compound simulations as well 
as in DDI predictions. Due to the lack of clinical studies with 
other perpetrator drugs it has only been coupled to the ri-
fampicin model so far.

For the development of the presented digoxin model, 
a multitude of clinical studies (n = 38) was available in the 
literature, demonstrating the high interindividual variability 
in the PK of digoxin. A study measuring the P-gp protein 
abundance in human duodenal biopsies found considerable 
variation of more than eightfold in a group of 25 patients.22 
Considering the large interindividual differences in the ob-
served digoxin PK, the presented digoxin model shows a 
good descriptive and predictive performance. This was 
accomplished by incorporation of the drug target Na+/K+-
ATPase as binding partner, and by increasing the relative 
P-gp expression in the intestinal mucosa, to accurately de-
scribe the plasma concentrations following intravenous as 
well as oral administration. This altered expression profile 
has been evaluated by prediction of the digoxin DDIs with 
rifampicin, itraconazole, and clarithromycin. Especially the 
prediction of the rifampicin-digoxin interaction was signifi-
cantly improved applying the higher intestinal expression of 
P-gp.

PBPK modeling is a rapidly evolving field, including contin-
uously improved software capabilities and steadily increas-
ing knowledge in systems pharmacology. There are many 
different models for the drugs investigated in this study, built 
with many different software platforms, and comparing their 
features and performance would take a study of its own.

The presented DDI modeling network demonstrates a 
very good performance of the models for DDI prediction 
over the full range of reported DDI administration protocols. 
This is illustrated by concentration-time profiles, DDI AUC 
ratios, DDI Cmax ratios, and corresponding GMFEs. In addi-
tion, some of the presented models have been applied for 
DDI prediction with currently unpublished models, which are 
either confidential or pending publication, also yielding good 
results and further increasing the confidence in their predic-
tive capacity. Now that a core of mutually evaluated models 
has been established, further models can be added to this 
DDI network and evaluated via simulation of published clin-
ical DDI studies utilizing the models provided in this study.

In summary, whole-body PBPK models of rifampicin, 
itraconazole, clarithromycin, midazolam, alfentanil, and 
digoxin have been thoroughly built, and tested by DDI 
prediction within the presented network using different 
kinds of perpetrator (induction, competitive inhibition, and 
mechanism-based inactivation) and victim drugs (CYP3A4, 
P-gp), demonstrating that they reliably predict the observed 
data of all clinical DDI studies that have been reported for 
combinations of these drugs. The presented models are 
transparently documented and provided open-source as 
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supplementary material to this paper (Data S1-S6) and in 
the OSP repository (www.open-systems-pharmacology.org) 
for the drug development community to help understand 
and characterize the DDI potential of investigational drugs 
and to inform the design of clinical trials. This study lays a 
cornerstone for the qualification of the OSP platform with 
regard to reliable PBPK predictions of enzyme-mediated 
and transporter-mediated DDIs during model-informed drug 
development.

Supporting Information

Supplementary information accompanies this paper on the CPT: 
Pharmacometrics & Systems Pharmacology website. (www.psp-journal.
com)

Appendix S1. Model information and evaluation.
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ARTICLE

Physiologically-Based Pharmacokinetic Models for 
CYP1A2 Drug–Drug Interaction Prediction: A Modeling 
Network of Fluvoxamine, Theophylline, Caffeine, 
Rifampicin, and Midazolam

Hannah Britz1, Nina Hanke1, Anke-Katrin Volz1, Olav Spigset2,3, Matthias Schwab4,5,6, Thomas Eissing7, Thomas Wendl7,  
Sebastian Frechen7 and Thorsten Lehr1,*

This study provides whole-body physiologically-based pharmacokinetic models of the strong index cytochrome P450 (CYP)1A2 
inhibitor and moderate CYP3A4 inhibitor fluvoxamine and of the sensitive CYP1A2 substrate theophylline. Both models were 
built and thoroughly evaluated for their application in drug–drug interaction (DDI) prediction in a network of perpetrator and 
victim drugs, combining them with previously developed models of caffeine (sensitive index CYP1A2 substrate), rifampicin 
(moderate CYP1A2 inducer), and midazolam (sensitive index CYP3A4 substrate). Simulation of all reported clinical DDI studies 
for combinations of these five drugs shows that the presented models reliably predict the observed drug concentrations, re-
sulting in seven of eight of the predicted DDI area under the plasma curve (AUC) ratios (AUC during DDI/AUC control) and seven 
of seven of the predicted DDI peak plasma concentration (Cmax) ratios (Cmax during DDI/Cmax control) within twofold of the 
observed values. Therefore, the models are considered qualified for DDI prediction. All models are comprehensively docu-
mented and publicly available, as tools to support the drug development and clinical research community.

Cytochrome P450 (CYP)1A2 is an important enzyme for the 
metabolism of several endogenous substances (e.g., mel-
atonin), and it is involved in the elimination of 15% of all 
therapeutic drugs.1 CYP1A2 is exclusively expressed in the 
liver, where it accounts for about 13% of total CYP content 
in liver microsomes.2 The expression of CYP1A2 can be 
markedly induced by smoking, whereas rifampicin, a strong 

CYP3A4 inducer, shows only a moderate potential to in-
duce CYP1A2.1,3 Well-known substrates of CYP1A2 include 
caffeine and theophylline, which are mainly metabolized via 
CYP1A2 (fractions metabolized of 0.954 and 0.7,5,6 respec-
tively) and can, therefore, be used as sensitive CYP1A2 
substrates to evaluate the activity of CYP1A2 in vivo .7 The 
most important inhibitor of CYP1A2 is fluvoxamine.
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Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
✔   Physiologically-based pharmacokinetic (PBPK) mod-
els are a valuable tool to investigate and predict the drug–
drug interaction (DDI) potential of investigational drugs. A 
publicly available library of thoroughly and transparently 
evaluated models of relevant perpetrator and victim drugs 
used in clinical studies is needed to accelerate the drug 
development process.
WHAT QUESTION DID THIS STUDY ADDRESS?
✔   The aim of this study was to provide whole-body PBPK 
models of the most important cytochrome (CYP)1A2 per-
petrator and victim drugs and to evaluate them for their 
application in PBPK DDI modeling.

WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
✔   This study provides publicly available and transpar-
ently built and evaluated PBPK models of fluvoxamine and 
theophylline. Both models integrate the current knowl-
edge on relevant pharmacokinetic (PK) mechanisms, in-
cluding the impact of different genotypes and smoking on 
the PK of fluvoxamine.
HOW MIGHT THIS CHANGE DRUG DISCOVERY, 
DEVELOPMENT, AND/OR THERAPEUTICS?
✔   The developed PBPK models are ready to use for their 
application in DDI modeling and might help to support the 
drug development process.
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The US Food and Drug Administration (FDA) specifies 
caffeine as a sensitive clinical index substrate and flu-
voxamine as a strong clinical index inhibitor for CYP1A2. 
Furthermore, they recommend considering a clinical study 
in smokers for investigational drugs that are CYP1A2 sub-
strates.8 Theophylline is classified as a sensitive clinical 
substrate and rifampicin as moderate clinical inducer of 
CYP1A2.9

Physiologically-based pharmacokinetic (PBPK) model-
ing is a valuable method, recognized by the FDA and the 
European Medicines Agency, to explore and quantitatively 
predict the pharmacokinetics (PK) of drugs, to evaluate 

drug–drug interactions (DDIs), and to support clinical study 
design, dose selection, and labeling.8,10–12 The FDA further-
more supports the prediction of DDI studies with weak and 
moderate index inhibitors and inducers as an alternative 
to prospective clinical studies, if the sponsors can demon-
strate adequate model performance using clinical data from 
DDI studies with strong index perpetrators.8

The aim of this study was to develop a PBPK DDI net-
work for CYP1A2 and thereby to extend the library of pub-
licly available PBPK models for DDI prediction.13,14 For this 
purpose, whole-body PBPK models of fluvoxamine and 
theophylline have been developed and existing models of 

Figure 1  Cytochrome P450 (CYP) 1A2 drug–drug interaction (DDI) network. Schematic illustration of the developed CYP1A2 DDI 
network with fluvoxamine and rifampicin as CYP1A2 perpetrator drugs and theophylline and caffeine as CYP1A2 victim drugs. 
Midazolam was used as CYP3A4 victim drug for fluvoxamine. Dark green lines indicate induction by rifampicin or smoking, and the 
red and orange lines indicate inhibition by fluvoxamine.

Figure 2  Fluvoxamine plasma concentrations. (a) Population predictions of selected fluvoxamine plasma concentration-time profiles 
compared with observed data in linear (left panel) and semilogarithmic plots (right panel). The upper panel shows i.v. application, 
the lower panel p.o. administration of fluvoxamine. Observed data are shown as dots ± SD.34,35 Population simulation arithmetic 
means are shown as lines; the shaded areas illustrate the 68% population prediction intervals. (b) Predicted compared with observed 
fluvoxamine plasma concentration values of all clinical studies. Line of identity and 0.5-fold to 2.0-fold acceptance limits are shown 
as black lines. The 0.8-fold to 1.25-fold limits are shown as grey lines. Details on dosing regimens and study populations are listed in 
Table S1a of Supplement S1. Predicted and observed pharmacokinetic parameters are summarized in Table S1d of Supplement S1.
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caffeine,15 rifampicin,13 and midazolam13 have been ex-
panded and coupled for mutual validation of the DDI per-
formance of these five models. The evaluation of the single 
models and of the network was accomplished by predic-
tion of multiple clinical DDI studies, demonstrating their 
performance with different victim or perpetrator drugs. 
Figure 1 shows the successfully developed CYP1A2 PBPK 
DDI network, with caffeine and theophylline as sensitive 
substrates, fluvoxamine as a strong inhibitor, and rifampi-
cin and smoking as moderate inducers (owing to the lack 
of strong CYP1A2 inducers). The evaluation of the final flu-
voxamine PBPK model, including the fluvoxamine fraction 
metabolized via CYP2D6, was supported by a post hoc  
population pharmacokinetic (PopPK) analysis to confirm 
the PBPK results concerning the impact of CYP2D6 poor 
metabolism and smoking on the metabolism of fluvoxam-
ine. The supplementary document (Supplement S1) to 
this paper was devised as comprehensive documentation 
and reference guide and provides detailed information on 
the single models and modeled DDI studies, including all 
model parameters, plots, and quantitative assessments of 
model performance.

METHODS
Software
PBPK modeling was performed with PK-Sim and MoBi 
modeling software version 7.3.0 (part of the Open Systems 
Pharmacology Suite,16 www.open-systems-pharmacology.
org). Parameter optimization was accomplished using the 
Monte Carlo algorithm implemented in PK-Sim. Sensitivity 
analysis was performed within PK-Sim. PopPK analysis was 
performed with NONMEM version 7.3 (ICON Development 
Solutions, Ellicott City, MD). Digitization of published plasma 
concentration-time profiles was accomplished using 
GetData Graph Digitizer version 2.26.0.20 (S. Fedorov). PK 
parameter analysis was performed with MATLAB version 
R2013b (The MathWorks, Natick, MA). Graphics were com-
piled with R version 3.5.1 (The R Foundation for Statistical 
Computing, Vienna, Austria) and RStudio version 1.1.453 
(RStudio, Boston, MA). SAS version 9.4 (SAS Institute, Cary, 
NC) was used for statistical analysis and graphics of the 
PopPK analysis.

PBPK model building
Fluvoxamine and theophylline PBPK model building was 
started with an extensive literature search to collect phys-
icochemical parameters, information on absorption, distri-
bution, metabolism, and excretion processes and clinical 
studies of i.v. and p.o. administration of fluvoxamine and 
theophylline in single-dose and multiple-dose regimens.

The PBPK models were built based on healthy individu-
als, using the reported mean values for age, weight, height, 

and genetic background for each study protocol. If no infor-
mation on these parameters could be found, a healthy male 
European individual, 30 years of age, with a body weight of 
73 kg and a height of 176 cm was used.

To model the specific metabolic clearance, relevant CYP 
enzymes were implemented in accordance with literature, 
using the PK-Sim expression database reverse transcription-
polymerase chain reaction profiles17 to define their relative 
expression in the different organs of the body. For more de-
tails see Table S6 in Supplement S1. Glomerular filtration 
and enterohepatic cycling were enabled, as they are active 
under physiological conditions.

To build the data sets for PBPK modeling, the reported 
observed plasma concentration-time profiles were digi-
tized and divided into “training data set” and “test data 
set.” Model parameters that could not be informed from 
experimental reports were optimized by simultaneously fit-
ting the model to all measured plasma concentration-time 
profiles assigned to the training data set. To limit the pa-
rameters to be optimized during model building, the mini-
mal number of processes necessary was implemented into 
the model. Model evaluation was carried out based on the 
clinical data of the test data set. Descriptive (training data 
set) and predictive (test data set) performance of the model 
for all published clinical studies is transparently presented in 
Supplement S1.

PBPK model evaluation
Model performance was evaluated with different meth-
ods. The predicted population plasma concentration-time 
profiles were compared with the plasma concentration-
time profiles observed in the clinical studies. Furthermore, 
predicted plasma concentration values of all studies were 
compared with the observed plasma concentrations in 
goodness-of-fit plots. In addition, the performance was 
evaluated by comparison of predicted to observed area 
under the plasma curve (AUC) and peak plasma concentra-
tion (Cmax) values. As quantitative measures of the descrip-
tive and predictive performance of the models, the mean 
relative deviation (MRD) according to Edginton et al. 18 and 
the geometric mean fold error (GMFE) were calculated. 
MRD was calculated for all observed plasma concentra-
tions according to Eq. 1.

with log10 cobs = logarithm of the observed plasma concen-
tration, log10 cpred = logarithm of the predicted plasma con-
centration, and N  = number of observed values. An MRD 
value ≤ 2 characterizes an adequate prediction.

(1)MRD=10x ;x=

�

∑N

i=1
( log10 cobs− log10cpred)

2

N

Figure 3  Theophylline plasma concentrations. (a) Population predictions of selected theophylline plasma concentration-time profiles 
compared with observed data in linear (left panel) and semilogarithmic plots (right panel). The upper panel shows i.v. application, the 
lower panel p.o. administration of theophylline. Observed data are shown as dots ± SD.36,37 Population simulation arithmetic means 
are shown as lines, and the shaded areas illustrate the 68% population prediction intervals. (b) Predicted compared with observed 
theophylline plasma concentration values of all clinical studies. Line of identity and 0.5-fold to 2.0-fold acceptance limits are shown 
as black lines. The 0.8-fold to 1.25-fold limits are shown as grey lines. Details on dosing regimens and study populations are listed in 
Table S2a of Supplement S1. Predicted and observed pharmacokinetic parameters are summarized in Table S2d of Supplement S1.
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The GMFE was calculated for all observed AUC and Cmax 
values according to Eq. 2.

with pred PK parameter = predicted AUC or Cmax value, obs 
PK parameter = observed AUC or Cmax value, and n  = num-
ber of studies. A GMFE value below two characterizes an 
adequate prediction.

PopPK model building and evaluation
Fluvoxamine PBPK model evaluation was supported by a 
post hoc  PopPK analysis to quantify the effect of CYP2D6 
poor metabolism and the impact of smoking on fluvoxam-
ine clearance and to compare the results to the effect sizes 
predicted by the PBPK model.

PopPK analysis, model evaluation, and simulation were 
performed using nonlinear mixed-effects modeling tech-
niques implemented in NONMEM. A full description of the 
PopPK methodology is available in Supplement S1.

DDI network building
In addition to the evaluation methods described above, a 
CYP1A2 DDI network was built to evaluate the DDI perfor-
mance of the developed models (Figure 1). Fluvoxamine 
was used as a CYP1A2 and CYP3A4 inhibitor theoph-
ylline and caffeine as CYP1A2 victim drugs, rifampicin 
as CYP1A2 and CYP2E1 inducer, and midazolam as a 
CYP3A4 victim drug. Mathematical implementation of 
the drug interaction processes in general is specified in 
Supplement S1. All induction and inhibition processes 
were modeled using interaction parameter values from in 
vitro  experimental reports without further adjustment or 
fitting.

DDI network evaluation
All predicted DDI simulations were evaluated by com-
parison of predicted vs. observed victim drug plasma 
concentration-time profiles alone and during co-
administration, DDI AUC ratios (Eq. 3), and DDI Cmax ra-
tios (Eq. 4).

As a quantitative measure of the prediction accuracy 
for each DDI interaction, GMFEs of the predicted DDI 
AUC ratios and DDI Cmax ratios were calculated according 
to Eq. 2.

Sensitivity analysis
Sensitivity of the final PBPK models to single parame-
ters (local sensitivity analysis) was calculated, measured 
as relative changes of the AUC of one dosing interval in 
steady-state conditions for simulations of the highest rec-
ommended doses for fluvoxamine (300 mg once daily) and 
theophylline (500 mg once daily), respectively.

Parameters were included into the analysis if they have 
been optimized (Table S1b or S2b in Supplement S1), if 
they might have a strong influence due to calculation meth-
ods used in the model (fraction unbound) or if they had sig-
nificant impact in former models (solubility, blood/plasma 
ratio, and glomerular filtration rate fraction).

Sensitivity to a parameter is calculated as the ratio of the 
relative change of the simulated AUC to the relative variation 
of the parameter around the value used in the final model 
according to Eq. 5.

with S  = sensitivity of the AUC to the examined model pa-
rameter, ΔAUC = change of the AUC, AUC = simulated AUC 
with the original parameter value, Δp  = change of the exam-
ined model parameter value, and p  = original model param-
eter value. A sensitivity value of + 1.0 signifies that a 10% 
increase of the examined parameter causes a 10% increase 
of the simulated AUC.

Virtual population characteristics
To predict the variability of the simulated plasma 
concentration-time profiles, virtual populations of 100 in-
dividuals were generated, containing European, Asian, or 
Japanese individuals. The percentage of male and female 
individuals and the age and weight ranges were set cor-
responding with the reported demographics. If not speci-
fied, virtual populations containing 50 male and 50 female 
individuals 20–50 years of age were used, without spe-
cific body weight or height restriction as implemented in 
the software. For details on study populations see Tables 
S1a, S2a, S7a, S8a, S9a, and S10a in Supplement S1. 
In the generated virtual populations, corresponding organ 
volumes, tissue compositions, blood flow rates, etc. were 
varied by an implemented algorithm within the limits of the 
International Commission on Radiological Protection,19,20 
Tanaka and Kawamura,21 or Japanese22 databases. In ad-
dition, the reference concentrations of the implemented 
CYP enzymes were set to be distributed with the default 
variabilities for their expression available in PK-Sim. Table 
S6 in Supplement S1 summarized the implemented en-
zymes with their reference concentrations and variabilities.

With these populations, simulations were generated and 
compared with observed data. As the observed data were 
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Figure 4  Plasma concentration-time profiles of the drug–drug interaction (DDI) network. Population predictions of selected plasma 
concentration-time profiles compared with observed data for the fluvoxamine-theophylline, rifampicin-theophylline, fluvoxamine-
caffeine, and fluvoxamine-midazolam DDIs in linear (left panel) and semilogarithmic plots (right panel). Observed data are shown 
as dots ± SD.38-41 Population simulation arithmetic means are shown as lines, and the shaded areas illustrate the 68% population 
prediction intervals. Details on dosing regimens and study populations are listed in Tables S7a, S8a, S9a, and S10a of Supplement 
S1. Predicted and observed pharmacokinetic parameters are summarized in Tables S7b, S8b, S9b, and S10b of Supplement S1.
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reported in terms of arithmetic means and SDs, simulated 
68% population prediction intervals were plotted that corre-
spond to the range span of ± 1 SD around the mean assum-
ing normal distribution.

RESULTS
PBPK model building and evaluation
The final PBPK models of fluvoxamine and theophylline 
precisely describe and predict the plasma concentration-
time profiles following i.v. and p.o. administration for a large 
range of administered doses.

Plots of population predicted compared with observed 
plasma concentration-time profiles of all studies obtained 
from literature are shown in linear as well as in semiloga-
rithmic plots in Figure 2a (selected fluvoxamine studies), 
Figure 3a (selected theophylline studies), and Figures 
S1a, S1b, S2a, and S2b of Supplement S1 (all studies). 
Goodness-of-fit plots are presented in Figure 2b (fluvox-
amine), Figure 3b (theophylline), and Figures S1c and S2c 
of Supplement S1. MRD values of all studies are listed in 
Tables S1c and S2c of Supplement S1.

Predicted compared with observed AUC and Cmax values 
of all studies with calculated GMFEs are listed in Tables S1d 
and S2d of Supplement S1. Plots showing the correlation 
of predicted to observed AUC and Cmax values of all studies 
are presented in Figures S1f and S2d of Supplement S1.

For fluvoxamine PBPK model development, 26 different 
clinical studies with PK blood sampling were used, with 
9 studies assigned to the training data set (Table S1a in 

Supplement S1). The fluvoxamine PBPK model applies me-
tabolism by CYP1A2, CYP2D6, and glomerular filtration.

To distinguish between fluvoxamine metabolism in 
CYP2D6 extensive metabolizers (EMs) and poor metab-
olizers (PMs), the CYP2D6 catalytic rate constant (k cat) of 
PMs was set to zero. This assumption was made because 
CYP2D6 PMs were characterized by absent CYP2D6 enzy-
matic activity,23 which results in a predicted 1.5-fold increase 
of the fluvoxamine AUC in CYP2D6 PMs compared with 
CYP2D6 EMs (observed: 1.3-fold increase24). Population 
predictions of fluvoxamine plasma concentration-time pro-
files compared with observed data for CYP2D6 EMs and 
PMs are shown in Figure S1d of Supplement S1.

Furthermore, the final model is able to describe the influ-
ence of smoking on the PK of fluvoxamine. Smoking is the 
strongest known inducer of CYP1A2 and results in higher 
metabolism of CYP1A2 substrates.1 As no detailed infor-
mation on the frequency, duration, and amount of smoking 
was available from literature, the induction of CYP1A2 was 
implemented as a static 1.38-fold increase in enzyme activ-
ity. This factor was optimized based on the study of Spigset 
et al. ,25 resulting in a 39% reduction of the fluvoxamine AUC 
in smokers (observed: 31% reduction). Population predic-
tions of fluvoxamine plasma concentration-time profiles 
compared with observed data for nonsmokers and smok-
ers are shown in Figure S1e of Supplement S1. Drug-
dependent parameters of the final fluvoxamine model are 
listed in Table S1b of Supplement S1. System-dependent 
parameters are given in Table S6 of Supplement S1.

Figure 5  Correlation of predicted to observed drug–drug interaction (DDI) area under the curve (AUC) ratios, and DDI peak plasma 
concentration (Cmax) ratios. The left panel illustrates the predicted compared with observed DDI AUC ratios, the right panel illustrates 
the predicted compared with observed DDI Cmax ratios of the fluvoxamine-theophylline, rifampicin-theophylline, fluvoxamine-caffeine, 
and fluvoxamine-midazolam DDIs. Fluvoxamine interaction studies are shown as dots and rifampicin interaction studies are shown as 
triangles. The colors represent the different victim drugs. The line of identity and the 0.5-fold to 2.0-fold acceptance limits are shown 
as straight black lines. The curved grey lines are the prediction acceptance limits proposed by Guest et al. 42 Study references, dosing 
regimens, and values of predicted and observed DDI AUC ratios and DDI Cmax ratios are listed in Table 1.
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Sensitivity analysis of a simulation of 300 mg fluvoxamine 
p.o. once daily with a sensitivity threshold of 0.5 reveals that 
the fluvoxamine model is sensitive to the values of lipophilic-
ity (optimized), CYP2D6 catalytic rate constant (optimized), 
CYP2D6 Michaelis-Menten constant (literature value), 
and fraction unbound (literature value; see Figure S1g of 
Supplement S1).

For theophylline PBPK model development, 40 differ-
ent clinical studies with PK blood sampling and additional 
fraction excreted unchanged to urine measurements and 
CYP1A2 fraction metabolized information were used, with 
13 clinical studies assigned to the training data set (Table 
S2a in Supplement S1). The theophylline PBPK model 
applies metabolism by CYP1A2, CYP2E1, and glomerular 
filtration with reabsorption in the renal tubulus.

In the model, CYP1A2 metabolizes theophylline with high 
affinity but low capacity, whereas CYP2E1 metabolizes the-
ophylline with low affinity and high capacity, as described 
in the literature,26 resulting in a good prediction of the ob-
served concentration dependency of theophylline metabo-
lism. About 95% of an administered theophylline dose are 

excreted with the urine but only 14–17% as unchanged 
drug.27,28 Due to the lack of valid in vitro  data on renal tubu-
lar reabsorption transporters for theophylline, the glomerular 
filtration rate fraction was optimized to a value of 0.22 to 
describe the fraction of theophylline excreted unchanged to 
urine. Drug-dependent parameters of the final theophylline 
model are listed in Table S2b of Supplement S1. System-
dependent parameters are given in Table S6 of Supplement 
S1.

Sensitivity analysis of a simulation of 500 mg theoph-
ylline p.o. once daily with a sensitivity threshold of 0.5 re-
veals that the theophylline model is sensitive to the values 
of fraction unbound (literature value), CYP1A2 catalytic 
rate constant (optimized), and CYP1A2 Michaelis-Menten 
constant (literature value; see Figure S2e of Supplement 
S1).

DDI network modeling
For the CYP1A2 DDI network modeling, eight different 
clinical DDI studies were available, consisting of two 
studies of fluvoxamine with theophylline, three studies 

Table 1  DDI AUC ratios, DDI Cmax ratios, and GMFE values of DDI studies

Perpetrator 
drug 

Victim drug 
 

Observed 
DDI AUC 

ratio

Predicted 
DDI AUC 

ratio

Pred/Obs 
DDI AUC 

ratio

Observed 
DDI Cmax 

ratio

Predicted 
DDI Cmax 

ratio

Pred/Obs 
DD Cmax 

ratio

Reference 
 

Fluvoxamine  Theophylline 

50 mg p.o., 
q.d./b.i.d.

3.21 mg/kg p.o.,  
s.d.

2.40 2.16 0.90 1.09 1.08 0.99 Orlando  
200643

50/100 mg 
p.o., q.d.

257 mg p.o.,  
s.d.

2.70 3.10 1.15 1.16 1.13 0.97 Rasmussen 
199738

GMFE (range) 1.13 (1.11–1.15) 1.02 (1.01–1.03)

Pred/Obs within twofold 2/2 2/2

Rifampicin  Theophylline 

600 mg p.o.,  
q.d.

3.95 mg/kg i.v. 
(30 minutes)

0.83 0.87 1.05 0.98 Powell-Jackson  
198544

600 mg p.o.,  
q.d.

5.19 mg/kg i.v. 
(20 minutes)

0.81 0.71 0.89 1.19 0.98 0.82 Boyce  
198439

600 mg p.o.,  
q.d.

355.5 mg p.o., 
s.d.

0.87 0.75 0.87 0.90 0.89 0.99 Powell-Jackson 
198544

GMFE (range) 1.12 (1.05–1.16) 1.11 (1.01–1.21)

Pred/Obs within twofold 3/3 2/2

Fluvoxamine  Caffeine 

50/100 mg 
p.o.,  
q.d.

200 mg p.o.,  
s.d.

5.40 4.99 0.92 1.06 1.07 1.01 Jeppesen 
199640

100 mg p.o.,  
b.i.d

250 mg p.o.,  
s.d.

14.90 7.03 0.47 1.44 1.06 0.74 Culm-Merdek 
200545

GMFE (range) 1.51 (1.08–2.12) 1.17 (1.01–1.36)

Pred/Obs within twofold 1/2 2/2

Fluvoxamine  Midazolam 

50 mg p.o.,  
b.i.d.

10 mg p.o.,  
s.d.

1.38 1.51 1.09 1.40 1.34 0.95 Lam  
200341

GMFE 1.09 1.04

Pred/Obs within twofold 1/1 1/1

AUC, area under the plasma concentration-time curve; Cmax, peak plasma concentration; DDI, drug-drug interaction; GMFE, geometric mean fold error; 
Pred/Obs, predicted/observed; -, no data available.
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of rifampicin with theophylline, two studies of fluvox-
amine with caffeine, and one study of fluvoxamine with 
midazolam. The victim drug plasma concentration-time 
profiles of these studies, before and during perpetrator 
treatment, were predicted and compared with observed 
data. Tables S7a, S8a, S9a, and S10a of Supplement 
S1 list the administration protocols and study popula-
tion details of the clinical DDI studies. The parameters 
to model the CYP1A2, CYP2E1, and CYP3A4 induction 
and inhibition processes are described in Supplement 
S1. Population predictions of plasma concentration-time 
profiles of the different victim drugs before and during 
coadministration are presented in linear as well as semi-
logarithmic plots in Figure 4 (selected studies) and 
Figures S7a, S8a, S9a, and S10a of Supplement S1 
(all studies). All victim drug plasma concentration-time 
profiles before and during coadministration with fluvox-
amine or rifampicin are well-predicted over the full range 
of reported administration protocols.

Figure 5 shows the correlation of predicted to observed 
DDI AUC ratios and DDI Cmax ratios of the modeled DDI 
studies as a visualization of the performance of the entire 
network. Table 1 lists the corresponding DDI AUC ratio and 
DDI Cmax ratio values shown in Figure 5, with calculated 
GMFE values for each perpetrator–victim drug combina-
tion, demonstrating the good performance of the developed 
models when applied for DDI prediction.

PopPK modeling of fluvoxamine
The PK of fluvoxamine were best described by a one-
compartment model with zero-order absorption with a lag 
time and linear elimination from the central compartment. 
As shown in Table S11 of Supplement S1, parameter es-
timates were precise. Goodness-of-fit plots (Figure S11a 
in Supplement S1) and visual predictive checks (Figure 
S11b in Supplement S1) demonstrate the good descriptive 
performance of the model.

The impact of CYP2D6 phenotype on total clearance of 
fluvoxamine was best described as a categorical covariate. 
Volunteers who are CYP2D6 PMs show a 22% lower total 
clearance of fluvoxamine compared with EMs. Furthermore, 
fluvoxamine clearance was found to be 28% higher in smok-
ers compared with nonsmokers.

DISCUSSION

The developed PBPK models of fluvoxamine and theophyl-
line reliably describe and predict plasma concentration-time 
profiles over the full range of published doses and admin-
istration protocols. Their good descriptive and predictive 
performance has been demonstrated by comparison of 
predicted to observed plasma concentration-time profiles, 
AUC and Cmax values, calculation of MRDs and GMFEs, 
as well as with the prediction of different DDIs. Although 
the populations used for model predictions were carefully 
generated according to the reported study demographics, 
CYP1A2 and CYP2D6 show high interindividual variability, 
and information on smoking status and CYP2D6 phenotype 
were lacking in most of the study reports. This could explain 
why a small percentage of the fluvoxamine and theophylline 

studies cannot be accurately predicted using the same kcat 
values for all studies.

There are two previously published PBPK models of flu-
voxamine: a minimal PBPK model (three compartments)29 
and a model built on the basis of few clinical studies (four 
studies).30 For theophylline, one PBPK model has been 
previously reported, developed to predict the disposition 
of theophylline during pregnancy.31 All three models have 
not been challenged by prediction of DDIs. The whole-
body PBPK models presented in this study have been 
built using a multitude of clinical studies, are transpar-
ently documented, and they have been evaluated in a DDI  
network.

To describe the metabolism of fluvoxamine, CYP1A2 
and CYP2D6 were implemented into the PBPK model. 
Model building was started with the working hypothesis 
that CYP2D6 accounts for up to 60% of fluvoxamine me-
tabolism.32 However, our PBPK analysis suggested a higher 
fraction of fluvoxamine metabolized by CYP1A2 than by 
CYP2D6. This result was supported by the finding that flu-
voxamine total apparent clearance (CL/F) in CYP2D6 PMs 
(no CYP2D6 activity) was only 25% lower than in CYP2D6 
EMs.32 (Taking into account that CYP2D6 is also expressed 
in the intestine, CYP2D6 PMs might show a higher bioavail-
ability of fluvoxamine, reducing CL/F, and thereby further 
reducing the impact of CYP2D6 poor metabolism on fluvox-
amine clearance.)

To confirm this relatively small impact of CYP2D6 poor 
metabolism on fluvoxamine PK, a PopPK analysis of fluvox-
amine was conducted. The reduction of fluvoxamine CL/F in 
CYP2D6 PMs compared with EMs was quantified at 22%. 
This is the first reported compartmental analysis of fluvoxam-
ine, which is in very good agreement with the noncompart-
mental result for reduction of CL/F in CYP2D6 PMs of 25%.32

Simulation of fluvoxamine fraction metabolized using 
the final PBPK model and a single dose of 50 mg predicts 
fractions metabolized of 20% by CYP2D6 and of 71% by 
CYP1A2, which is very close to the PopPK analysis result. 
Neither fraction metabolized information nor the CYP2D6 
PM fluvoxamine plasma profiles were used during the final 
PBPK model parameter optimization. Fitting the catalytic 
rate constants of CYP2D6 and CYP1A2 and, therefore, 
the contribution of both enzymes to fluvoxamine metab-
olism to get a good description of the nonlinear PK of 
fluvoxamine for the different doses administered already 
resulted in a model that accurately describes the fractions 
metabolized.

The inducing effect of smoking on the metabolism of flu-
voxamine is also well-described by the PBPK model, with 
AUC ratios smoking/nonsmoking of 0.61 predicted and 0.69 
observed. The fluvoxamine PopPK analysis gives a 28% 
higher CL/F of fluvoxamine in smokers compared with non-
smokers. The small overprediction of the fluvoxamine Cmax 
in smokers could be attributed to gastrointestinal effects of 
smoking that reduce the absorption of fluvoxamine but were 
not accounted for in the model. However, due to a lack of 
more detailed information on the frequency, duration, and 
amount of smoking, the induction of CYP1A2 could only 
be implemented as a static increase of the enzyme activity. 
To model this CYP induction in a mechanistic and dynamic 
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way, for example, to predict the return of CYP1A2 activity 
to baseline when smoking is stopped before a surgical in-
tervention, as well as to validate the estimated factor on 
CYP1A2 enzyme activity for the smoking population, more 
data are needed.

The developed theophylline model can be used for pre-
diction of plasma concentration-time profiles following i.v. 
administration or p.o. administration of syrup, solution, or 
immediate-release formulations. As the reported plasma 
concentration profiles of the different sustained release 
dosage forms strongly vary with the mechanism used for 
prolongation of drug release, sustained release or enteric 
coated theophylline formulations were not considered in the 
current investigation. If needed, the model can be easily ex-
tended by implementation of sustained release drug disso-
lution profiles.33

The DDIs presented in this study have been modeled 
using reported experimental values to inform all neces-
sary interaction parameters. This approach is followed as 
an additional means of model evaluation, predicting all 
available reported clinical DDI studies, and comparing the 
observed data to model predictions. The caffeine,15 rifam-
picin,13 and midazolam13 PBPK models applied have been 
evaluated and described elsewhere. The existing rifampi-
cin model has been extended to predict the induction of 
CYP1A2 and CYP2E1 by rifampicin. The DDI performance 
of the enhanced rifampicin model has been successfully 
evaluated with the data of three different clinical rifampicin-
theophylline DDI studies.

The presented CYP1A2 DDI network demonstrates the 
good performance of all models for DDI prediction over the full 
range of reported DDI study protocols. This has been shown 
by victim drug concentration-time profiles, DDI AUC ratios, 
DDI Cmax ratios, and corresponding GMFE values. All DDIs of 
fluvoxamine with the sensitive CYP1A2 victim drugs theoph-
ylline and caffeine are well predicted. The moderate inhibition 
of CYP3A4 by fluvoxamine was successfully implemented 
and evaluated by prediction of the fluvoxamine-midazolam 
DDI. Due to the present lack of models for CYP2C19 victim 
drugs, the strong inhibition of CYP2C19 by fluvoxamine could 
not be tested. However, fluvoxamine CYP2C19 interaction 
parameters are reported and can be easily implemented into 
the presented fluvoxamine PBPK model.

In summary, a PBPK CYP1A2 DDI network has been suc-
cessfully developed. Whole-body PBPK models of fluvoxam-
ine and theophylline have been carefully built and evaluated 
by DDI prediction using different kinds of perpetrator (induc-
tion, competitive inhibition, and mixed inhibition) and victim 
drugs (CYP1A2 and CYP3A4). Furthermore, a previously 
developed model of rifampicin has been expanded with pa-
rameters for CYP1A2 and CYP2E1 interaction and tested. 
The resulting PBPK network of fluvoxamine, theophylline, 
caffeine, rifampicin, and midazolam adequately predicts the 
observed data of all clinical DDI studies reported for combi-
nations of these drugs and, therefore, all models are consid-
ered ready to use for DDI prediction. The newly developed 
models of fluvoxamine and theophylline are transparently 
documented and the model files, also including DDI model 
files, are provided as Supplementary Material to this paper 
(Data  S1-S6) as well as in the Open Systems Pharmacology 

repository (www.open-systems-pharmacology.org), to ex-
tend the library of publicly available PBPK models for DDI 
prediction. They can be applied to help understand and 
characterize the DDI potential of investigational drugs, to in-
form the design of clinical trials, or to generate dose recom-
mendations for comedication.

Supporting Information. Supplementary information accompa-
nies this paper on the CPT: Pharmacometrics & Systems Pharmacology 
website (www.psp-journal.com).

Supplement S1. Model information and evaluation.
Data S1. Fluvoxamine model file.
Data S2. Theophylline model file.
Data S3. Fluvoxamine-theophylline DDI model file.
Data S4. Rifampicin-theophylline DDI model file.
Data S5. Fluvoxamine-caffeine DDI model file.
Data S6. Fluvoxamine-midazolam DDI model file.
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ABSTRACT
Purpose To provide whole-body physiologically based phar-
macokinetic (PBPK) models of the potent clinical organic an-
ion transporter (OAT) inhibitor probenecid and the clinical
OAT victim drug furosemide for their application in
transporter-based drug-drug interaction (DDI) modeling.
Methods PBPK models of probenecid and furosemide were
developed in PK-Sim®. Drug-dependent parameters and
plasma concentration-time profiles following intravenous
and oral probenecid and furosemide administration were
gathered from literature and used for model development.
For model evaluation, plasma concentration-time profiles,
areas under the plasma concentration–time curve (AUC)
and peak plasma concentrations (Cmax) were predicted and
compared to observed data. In addition, the models were
applied to predict the outcome of clinical DDI studies.
Results The developed models accurately describe the
reported plasma concentrations of 27 clinical probenecid
studies and of 42 studies using furosemide. Furthermore, ap-
plication of these models to predict the probenecid-
furosemide and probenecid-rifampicin DDIs demonstrates
their good performance, with 6/7 of the predicted DDI
AUC ratios and 4/5 of the predicted DDI Cmax ratios within

1.25-fold of the observed values, and all predicted DDI AUC
and Cmax ratios within 2.0-fold.
Conclusions Whole-body PBPK models of probenecid and
furosemide were built and evaluated, providing useful tools
to support the investigation of transporter mediated DDIs.

KEY WORDS drug-drug interaction (DDI) . furosemide .
organic anion transporter (OAT) . physiologically based
pharmacokinetic modeling (PBPK) . probenecid
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EMA European Medicines Agency
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GFR Glomerular filtration rate
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MRD Mean relative deviation
MRP Multidrug resistance-associated protein
OAT Organic anion transporter
OATP Organic anion transporting polypeptide
PBPK Physiologically based pharmacokinetics
Pgp P-glycoprotein
SLC Solute carrier
Tmax Time to peak plasma concentration
UGT Uridine 5′-diphospho-glucuronosyltransferase
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INTRODUCTION

Many important drug transporters are members of the solute
carrier (SLC) family, which is widely expressed throughout the
human body and mediates influx or efflux of endogenous and
exogenous substrates (1). For the approval of new drugs, the
U.S. Food and Drug Administration (FDA) and the European
Medicines Agency (EMA) require various in vitro, and in many
cases, clinical studies to characterize the transporter mediated
drug-drug interaction (DDI) potential of investigational drugs.
Based on the outcome of these investigations, recommenda-
tions for dose adjustments are given in the accompanying label
of a new drug (2,3).

Organic anion transporter (OAT) 1 and OAT3 are mem-
bers of the SLC transporter family (SLC22A6, SLC22A8) and
recognized as important drug transporters from the perspec-
tive of their potential to be involved in clinically relevant
DDIs. OAT1 and OAT3 are predominantly expressed in
the kidney at the basolateral membrane of proximal tubule
cells (4), where they facilitate the uptake of endogenous (e.g. p-
aminohippurate, estrone sulfate) and exogenous (e.g. diuretic
drugs) organic anions from the blood into the proximal tubule
cells (5), from where they can be secreted into the nephron
lumen for excretion with the urine. Several polymorphisms
have been identified and investigated; however, variants of
OAT1 or OAT3 have not been shown to significantly impact
the renal clearance of OAT substrates in clinical studies (6,7).
To characterize the OAT mediated DDI potential, the FDA
recommends furosemide as clinical OAT1/OAT3 substrate
and probenecid as clinical OAT1/OAT3 inhibitor (8). In ad-
dition, probenecid can also be used to investigate organic
anion transporting polypeptide (OATP) 1B1 mediated DDIs
(9).

OATP1B1, another clinically relevant member of the SLC
transporter family (SLCO1B1), is exclusively expressed at the
sinusoidal membrane of hepatocytes, where it is responsible
for the uptake of endogenous (e.g. bile acids) and exogenous
(e.g. statins, rifampicin) organic anions from the blood into the
hepatocytes (10,11). As probenecid also inhibits OATP1B1,
the prediction of the probenecid-rifampicin DDI was included
into the presented study, to further evaluate the performance
of the probenecid model as a DDI perpetrator.

Physiologically based pharmacokinetic (PBPK) modeling is
encouraged and supported by the FDA and EMA as a valu-
able tool to quantitatively describe and predict the pharma-
cokinetics of drugs, to evaluate DDI potential and to support
clinical study design, dose selection and labeling during drug
development (2,3,12–14). The objectives of this study were to
provide whole-body PBPK models of probenecid and furose-
mide, incorporating the transporters and enzymes involved in
the pharmacokinetics of these drugs. In vitro measurements
were used to parametrize the respective incorporated process-
es. The models were built and evaluated to adequately predict

the plasma concentration-time profiles and the fractions ex-
creted unchanged in urine. Furthermore, the models were
used to predict probenecid DDIs, with probenecid as potent
clinical OAT1/OAT3 inhibitor (8,15), moderate OATP1B1
inhibitor (9), weak inhibitor of multidrug resistance-associated
protein (MRP) 4 (16) and weak inhibitor of uridine 5′-diphos-
pho-glucuronosyltransferase (UGT) 1A9 (in-house measure-
ment), furosemide as clinical OAT1/OAT3 substrate and ri-
fampicin as OATP1B1 substrate. The comprehensive
Electronic Supplementary Material (ESM) to this manuscript
provides detailed information on the developed PBPK mod-
els, including all model parameters and a complete documen-
tation of the extensive model evaluation. The model files will
be shared in the Open Systems Pharmacology PBPK model
library (www.open-systems-pharmacology.org).

METHODS

Software

PBPK modeling was performed with the open source PK-
Sim® and MoBi® modeling software (version 8.0, part of
the Open Systems Pharmacology Suite (17,18), www.open-
systems-pharmacology.org). Published plasma concentration-
time profiles were digitized using GetData Graph Digitizer
(version 2.26.0.20, S. Fedorov) (19). Parameter optimizations
were accomplished with the Monte Carlo algorithm as well as
the Levenberg-Marquardt algorithm using the “multiple ran-
dom starting values” function implemented in PK-Sim®. The
final optimizations were run using the Levenberg-Marquardt
algorithm. PK parameter analysis and calculation of model
performance measures was performed with R (version 3.6.2,
The R Foundation for Statistical Computing) and graphics
were compiled with R and RStudio (version 1.2.5033,
RStudio, Inc., Boston, MA, USA). Sensitivity analysis was
performed using the implemented Sensitivity Analysis tool in
PK-Sim® (20).

PBPK Model Building

PBPK model building was started with an extensive literature
search to collect physicochemical parameters, information on
absorption, distribution, metabolism and excretion (ADME)
processes and clinical studies of intravenous and oral admin-
istration of probenecid and furosemide in single- and multiple
dose regimens.

To build the datasets for PBPK model development, the
reported observed plasma concentration-time profiles were
digitized and divided into a training dataset for model build-
ing and a test dataset for model evaluation. Model input
parameters that could not be informed from experimental
reports were optimized by fitting the model simultaneously
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to the observed data of all studies assigned to the training
dataset. To limit the parameters to be optimized duringmodel
building, the minimal number of processes necessary to mech-
anistically describe the pharmacokinetics and DDIs of the
modeled drugs were implemented into the models. If two
transporters show very similar expression patterns and affinity
for the same compound, optimizing the transport rate con-
stants of both transporters would lead to identifiability issues.
Therefore, only the transporter with the higher affinity for the
respective substrate was implemented, to describe a transport
that probably is accomplished by both transporters in vivo.

Model evaluation was carried out based on the clinical data
of the test dataset. Descriptive (training dataset) and predictive
(test dataset) performance of themodel for all analyzed clinical
studies is transparently documented in the ESM.

Virtual Individuals

The PBPK models were built based on data from healthy
individuals, using the reported sex, ethnicity and mean values
for age, weight and height from each study protocol. If no
demographic information was provided, the following default
values were substituted: male, European, 30 years of age,
73 kg body weight and 176 cm body height (characteristics
from the PK-Sim® population database (21,22)). ADME
transporters and enzymes were implemented in accordance
with literature, using the PK-Sim® expression database to
define their relative expression in the different organs of the
body (23). Table S7.0.1 summarizes all system-dependent
parameters on the implemented transporters and enzymes.

Virtual Population Characteristics

To predict the variability of the simulated plasma
concentration-time profiles, virtual populations of 100 indi-
viduals were generated, consisting of either European or
Asian individuals. The percentage of female individuals and
the ranges of age, weight and height were set according to the
reported demographics. If not specified, virtual populations
containing 100 male subjects 20–50 years of age were used,
with body weight and height restrictions from the PK-Sim®
population database (22). For details on the study populations
see Tables S2.2.1, S3.2.1, S5.2.1 and S6.2.1.

In the generated virtual populations, organ volumes, tissue
compositions, blood flow rates, etc. were varied by an imple-
mented algorithm within the limits of the International
Commission on Radiological Protection (ICRP) (21,22) or
Tanaka (24) databases. In addition, the reference concentra-
tions of the implemented transporters and enzymes were log-
normally distributed around their mean values, using reported
variabilities for their expression from the PK-Sim® database
(25) or from literature. Table S7.0.1 summarizes the modeled

transporters and enzymes with their reference concentrations
and variabilities.

As the clinical plasma concentration data from literature is
mostly reported as arithmetic means ± standard deviation,
population prediction arithmetic means and 68% prediction
intervals were plotted, that correspond to a range of ±1 stan-
dard deviation around the mean assuming normal
distribution.

PBPK Model Evaluation

Model performance was evaluated using various methods.
The population predicted plasma concentration-time pro-
files were compared to the data observed in the clinical
studies. Furthermore, predicted plasma concentrations of
all studies were compared to the observed plasma concen-
trations in goodness-of-fit plots. In addition, the model
performance was evaluated by comparison of predicted
to observed areas under the plasma concentration-time
curve (AUC) from the time of drug administration to
the time of the last concentration measurement (AUClast)
and peak plasma concentration (Cmax) values. As quanti-
tative measures of the model performance, the mean rel-
ative deviation (MRD) of all predicted plasma concentra-
tions (Eq. 1) and the geometric mean fold error (GMFE)
of all predicted AUClast and Cmax values (Eq. 2) were
calculated. MRD and GMFE values ≤2 characterize an
adequate model performance.

MRD ¼ 10x; x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
k

∑
k

i¼1
log10cpredicted;i−log10cobserved;i
� �2

s

ð1Þ
where cpredicted, i = predicted plasma concentration, cob-
served, i = corresponding observed plasma concentration
and k = number of observed values.

GMFE ¼ 10x; x ¼ 1
m

∑
m

i¼1
log10

predicted PK parameteri
observed PK parameteri

� �
�

�

�

�

�

�

�

�

ð2Þ
where predicted PK parmeteri = predicted AUClast or
Cmax, observed PK parameteri = corresponding observed
AUClast or Cmax and m = number of studies.

Furthermore, sensitivity analysis results were assessed. A
detailed description of the sensitivity calculation is provided
in the ESM.

PBPK DDI Modeling

As an additional means of model evaluation, the DDI perfor-
mance of the developed models was assessed. To model the
probenecid-furosemide DDI, inhibition of OAT3, UGT1A9
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and MRP4 by probenecid was implemented. To predict the
probenecid-rifampicin DDI, inhibition of OATP1B1 by pro-
benecid was incorporated (Fig. 1). The rifampicin model ap-
plied was developed by Hanke et al. (26) and is freely available
in the Open Systems Pharmacology repository on GitHub
(27). The model includes rifampicin transport via OATP1B1
and P-glycoprotein (Pgp), metabolism via the arylacetamide
deacetylase (AADAC), as well as auto-induction of
OATP1B1, Pgp and AADAC (26). The good DDI perfor-
mance of the model was demonstrated in many different
applications (26,28–31). Mathematical implementation of
the DDI processes is specified in Section 1 of the ESM.

Inhibition constants characterizing the inhibition of
OAT3, UGT1A9 (in-house measurement) and OATP1B1
by probenecid were taken from in vitro experimental reports
(9,15). Short descriptions of the respective in vitro assay con-
ditions are provided in Sections 5.1 and 6.1 of the ESM. To
describe the competitive inhibition of MRP4 by probenecid,
the corresponding inhibition constant was optimized during

the furosemide PBPK model parameter identification, using
the clinical data of one of the probenecid-furosemide interac-
tion studies (32) (see Table S5.2.1). The DDI parameter values
are listed in the probenecid drug-dependent parameter table
(Table S2.3.1).

PBPK DDI Performance Evaluation

All DDI predictions were evaluated by comparison of pre-
dicted versus observed victim drug plasma concentration-time
profiles alone and during co-administration, DDI AUClast ra-
tios and DDI Cmax ratios (Eq. 3).

DDI PK parameter ratio

¼ PK parametervictim drug during co−administration

PK parametervictim drug alone
ð3Þ

where PK parameter = AUClast or Cmax.
As quantitative measure of the DDI prediction accuracy,

GMFEs of the predicted DDI AUClast ratios and DDI Cmax

ratios were calculated according to Eq. 2.

RESULTS

PBPK Model Building and Evaluation

The probenecid PBPK model was developed using 27 differ-
ent clinical studies, including intravenous (single dose) and oral
(single- and multiple dose) administration. A complete list of
the clinical studies used in the presented analysis is provided in
Table S2.2.1. In addition, five studies reported fraction ex-
creted unchanged in urine profiles following oral administra-
tion. In the intravenous studies, probenecid was administered
in doses of 464–1860 mg. In the oral studies, probenecid was
administered in doses of 250–2000 mg. The training dataset
included 11 probenecid plasma concentration-time profiles
and one fraction excreted unchanged in urine profile. The
final probenecid model applies uptake into kidney cells via
OAT3, glucuronidation mainly in the renal cells by
UGT1A9, glomerular filtration and tubular reabsorption,

Furosemide

Probenecid

OATP1B1MRP4OAT3

Rifampicin

UGT1A9

Fig. 1 Probenecid DDIs. Schematic illustration of the modeled DDIs with
probenecid as OAT3, UGT1A9, MRP4 and OATP1B1 perpetrator drug,
furosemide as OAT3, UGT1A9 and MRP4 victim drug and rifampicin as
OATP1B1 victim drug. The red solid lines indicate competitive inhibition,
the red dotted line indicates non-competitive inhibition by probenecid. The
black dashed lines indicate transport or metabolism. Drawings by Servier
Medical Art, licensed under CC BY 3.0. MRP4: multidrug resistance-
associated protein 4, OAT3: organic anion transporter 3, OATP1B1: or-
ganic anion transporting polypeptide 1B1, UGT1A9: uridine 5′-diphospho-
glucuronosyltransferase 1A9.

�Fig. 2 Probenecid plasma concentrations. (a) Selected population
predictions of probenecid plasma concentration-time profiles compared to
observed data in semilogarithmic (upper panel) and linear plots (lower panel).
Observed data are shown as dots ± standard deviation (42,54,55).
Population simulation arithmetic means are shown as lines; the shaded areas
illustrate the predicted population variation (Q16 – Q84). (b) Predicted com-
pared to observed probenecid plasma concentration values of all analyzed
clinical studies. The solid line marks the line of identity. The dotted lines
indicate 1.25-fold, the dashed lines indicate 2-fold deviation. Details on dosing
regimens, study populations and literature references are summarized in
Table S2.2.1. iv: intravenous, po: oral, sd: single dose, tab: tablet.
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which was modeled as a reduction of the glomerular filtration
rate (GFR fraction <1). The drug-dependent parameters are
summarized in Table S2.3.1.

Population predicted compared to observed plasma
concentration-time profiles of selected studies as well as the
probenecid goodness-of-fit plot with the predicted plasma
concentrations of all studies are presented in Fig. 2.
Semilogarithmic and linear plots of the plasma profiles of all
27 clinical studies included in the analysis are shown in the
ESM. Population predicted compared to observed fraction
excreted unchanged in urine profiles are also presented in
the ESM. Table S2.5.1 lists the MRD values of all 27 studies.

The correlation of predicted and observed probenecid
AUClast and Cmax values is presented in Fig. 3, further dem-
onstrating the good model performance with 27/27 predicted
AUClast and 18/18 predicted Cmax values within 2-fold of the
observed data. The individual values, mean GMFE values
and ranges are listed in Table S2.5.2.

The sensitivity analysis results of a simulation of 500 mg
probenecid twice daily as a tablet are illustrated in Fig. S2.5.3.
Applying a threshold of 0.5, the probenecid model is sensitive
to the values of the UGT1A9 catalytic rate constant
(optimized) and Michaelis-Menten constant (literature value),
the probenecid fraction unbound in plasma (literature value),
the OAT3 catalytic rate constant (optimized) and the proben-
ecid lipophilicity (optimized).

The furosemide PBPK model was developed using 42 dif-
ferent clinical studies, including intravenous (single dose) and
oral (single- and multiple dose) administration. A complete list
of the clinical studies used in the presented analysis is provided

in Table S3.2.1. In addition, 27 studies reported fraction ex-
creted unchanged in urine profiles following intravenous and
oral administration. In the intravenous studies, furosemide
was administered in doses of 20–80 mg. In the oral studies,
furosemide was administered in doses of 1–80 mg. The train-
ing dataset included 14 furosemide plasma concentration-
time profiles, 11 fraction excreted unchanged in urine profiles
and one plasma concentrat ion-t ime prof i le with
corresponding fraction excreted unchanged in urine data of
furosemide during co-administration of probenecid (32). The
final furosemide model applies uptake into kidney cells via
OAT3, glucuronidation by UGT1A9, secretion into urine
via MRP4 and glomerular filtration. The drug-dependent
parameters are summarized in Table S3.3.1.

Population predicted compared to observed plasma
concentration-time profiles of selected studies as well as the
furosemide goodness-of-fit plot with the predicted plasma con-
centrations of all studies are presented in Fig. 4.
Semilogarithmic and linear plots of the plasma profiles of all

a b

Fig. 3 Probenecid AUClast and Cmax values. Predicted compared to observed probenecid (a) AUClast and (b) Cmax values of all analyzed clinical studies.
The solid line marks the line of identity. The dotted lines indicate 1.25-fold, the dashed lines indicate 2-fold deviation. Details on dosing regimens, study
populations and literature references are summarized in Table S2.2.1. The individual AUClast and Cmax values, mean GMFE values and ranges are listed in
Table S2.5.2.AUClast: area under the plasma concentration-time curve from the time of drug administration to the time of the last concentration measurement,
Cmax: peak plasma concentration.

�Fig. 4 Furosemide plasma concentrations. (a) Selected population
predictions of furosemide plasma concentration-time profiles compared to
observed data in semilogarithmic (upper panel) and linear plots (lower panel).
Observed data are shown as dots ± standard deviation (56–58). Population
simulation arithmetic means are shown as lines; the shaded areas illustrate the
predicted population variation (Q16 – Q84). (b) Predicted compared to ob-
served furosemide plasma concentration values of all analyzed clinical studies.
The solid line marks the line of identity. The dotted lines indicate 1.25-fold, the
dashed lines indicate 2-fold deviation. Details on dosing regimens, study pop-
ulations and literature references are summarized in Table S3.2.1. iv: intrave-
nous, po: oral, qd: once daily, sd: single dose, sol: solution, tab: tablet.
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42 clinical studies included in the analysis are shown in the
ESM. Population predicted compared to observed fraction
excreted unchanged in urine profiles are also presented in
the ESM. Table S3.5.1 lists the MRD values of all 42 studies.

The correlation of predicted and observed furosemide
AUClast and Cmax values is presented in Fig. 5, further dem-
onstrating the good model performance with 41/42 predicted
AUClast and 24/25 predicted Cmax values within 2-fold of the
observed data. The individual values, mean GMFE values
and ranges are listed in Table S3.5.2.

The sensitivity analysis results of a simulation of 80 mg
furosemide once daily as a tablet are illustrated in Fig.
S3.5.3. Applying a threshold of 0.5, the furosemide model is
sensitive to the values of furosemide fraction unbound in plas-
ma (literature value) and the OAT3 catalytic rate constant
(optimized).

PBPK DDI Modeling and Evaluation

The developed PBPK models were applied to model the
probenecid-furosemide and probenecid-rifampicin DDIs
and the DDI performance was evaluated using the clinical
data of six studies investigating the probenecid-furosemide
DDI and one study of the probenecid-rifampicin DDI. For
all studies, plasma concentration-time profiles of the victim
drugs, administered alone and during probenecid co-admin-
istration, were predicted and compared to observed data. In
addition, four studies of the probenecid-furosemide DDI
reported fraction excreted unchanged in urine profiles, allow-
ing the comparison of predicted and observed urinary

excretion under control and DDI conditions. Administration
protocols, study population details and references of the clin-
ical DDI studies are listed in Tables S5.2.1 and S6.2.1.

To predict the probenecid-furosemide DDI, competitive
inhibition of OAT3 (Ki = 5.41 μmol/l) (15) and non-
competitive inhibition of UGT1A9 (Ki = 242.0 μmol/l) (in-
house measurement) by probenecid were implemented using
interaction parameter values measured in vitro. As no informa-
tion regarding the inhibition of MRP4 could be obtained, the
Ki to describe the competitive inhibition of MRP4 (Ki =
87.4 μmol/l) by probenecid was optimized during the param-
eter identification of the furosemide model. To predict the
probenecid-rifampicin DDI, competitive inhibition of
OATP1B1 (Ki = 39.8 μmol/l) (9) was implemented using an
interaction parameter value measured in vitro.

The coupled models adequately describe and predict all
furosemide and rifampicin plasma concentration-time pro-
files, as well as fraction excreted unchanged in urine profiles
of furosemide, under control conditions and during probene-
cid co-administration, over the full range of reported DDI
administration protocols. Population predicted compared to
observed plasma profiles of furosemide and rifampicin, ad-
ministered alone and during the DDIs, are presented in
Fig. 6 (selected DDI studies). Semilogarithmic and linear plots
of all 7 clinical DDI studies included in the analysis are shown
in Sections 5.3 and 6.3 of the ESM. Predicted compared to
observed furosemide fraction excreted unchanged in urine
profiles, administered alone and during probenecid co-admin-
istration, are presented in the ESM.

ba

Fig. 5 Furosemide AUClast and Cmax values. Predicted compared to observed furosemide (a) AUClast and (b) Cmax values of all analyzed clinical studies.
The solid line marks the line of identity. The dotted lines indicate 1.25-fold, the dashed lines indicate 2-fold deviation. Details on dosing regimens, study
populations and literature references are summarized in Table S3.2.1. The individual AUClast and Cmax values, mean GMFE values and ranges are listed in
Table S3.5.2.AUClast: area under the plasma concentration-time curve from the time of drug administration to the time of the last concentration measurement,
Cmax: peak plasma concentration.
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The correlation of predicted and observed DDI AUClast

ratios and DDI Cmax ratios of all analyzed clinical DDI studies
is shown in Fig. 7, further demonstrating the good DDI per-
formance with all predicted DDI ratios within 2-fold of the
observed data. The individual ratios, mean GMFE values and
ranges for both DDI combinations are listed in Table I.

DISCUSSION

The newly developed whole-body PBPK models for proben-
ecid and furosemide accurately describe the observed plasma
concentration-time profiles and fraction excreted unchanged
in urine data over the full range of reported doses and admin-
istration protocols. Furthermore, these models adequately de-
scribe the available clinical data from probenecid-furosemide
and probenecid-rifampicin clinical DDI studies.

Various other PBPKmodels of probenecid and furosemide
with different applications have been published previously
(33–38). For probenecid, three PBPK models are available
describing DDIs with drugs that are OAT substrates.
However, none of these analyses considered the probenecid-
furosemide DDI or extended the model to include UGT1A9,

MRP4 or OATP1B1 inhibition (33–35). The previously de-
veloped furosemide PBPKmodels were not built or evaluated
for use in DDI prediction (36–38).

Development of the probenecid model was particularly
challenging. The number of published clinical studies is low
and the quality of the available data varies considerably, as
probenecid was approved in the late 1940s. Hence, careful
consideration of the study protocols and the presented data
was required, and studies in patients or elderly volunteers, stud-
ies with co-medication and studies using others than the mar-
keted formulation were excluded for probenecid model devel-
opment. In addition, information on the ADME processes that
govern the pharmacokinetics of probenecid is very limited.

Probenecid shows a low solubility and permeability, indicat-
ing an important role of transporters in its absorption and dis-
tribution. However, neither in vitro nor in vivo studies describing
transporters involved in probenecid absorption, organ uptake,
secretion or reabsorption are available in literature. Therefore,
probenecid absorption was described by optimization of the
passive transcellular intestinal permeability (optimized value:
3.97 · 10−4 cm/min, lipophilicity based calculated value: 3.12
· 10−6 cm/min). The uptake of probenecid into the kidney,
which is its site of action and metabolism (39–41), was assumed
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to be mediated by OAT3. The parameters (KM, kcat) to de-
scribe this transport were optimized during parameter identifi-
cation (see Table S2.3.1). Furthermore, a low renal clearance
(42) and fraction excreted unchanged in urine of only 0.3% to
5% (43,44) are reported, indicating tubular reabsorption. Due
to our current lack of knowledge regarding transporters that
may contribute to probenecid reabsorption, the GFR fraction
was optimized to 0.03. This reduced GFR fraction substitutes
for the implementation of active reabsorption processes of pro-
benecid (20) and correctly captures the low probenecid fraction
excreted unchanged in urine.

In the clinical studies conducted by Vree et al. (43,44), pro-
benecid tablets were broken in half prior to oral administra-
tion. The corresponding plasma concentration-time profiles
display an earlier time to peak plasma concentration (Tmax)
of 1.6 h compared to the other clinical studies with a Tmax of
3.3 h. Given the low solubility of probenecid it is possible that
the broken tablets show a different dissolution behavior,
resulting in faster release and absorption. Therefore, a differ-
ent dissolution profile was used to describe the studies by
Vree et al. (43,44). The parameters to model the two different
dissolution profiles are listed in Table S2.3.1.

Similar to probenecid, furosemide also demonstrates low
solubility and permeability and is classified as a BCS class IV
drug (45). Therefore, transporters play an essential role in
furosemide absorption, distribution and elimination.
Furosemide bioavailability is highly variable (37%–83%)
(46), and influenced by dosage form and fasted/fed state of
the patient (46). For the absorption of furosemide,
Flanagan et al. postulate a saturable active transport process

and passive diffusion with paracellular contribution in Caco-2
cells (47). As no further information on transporters that may
contribute to the absorption of furosemide is available, ab-
sorption was modeled as passive transcellular (5.06 ·
10−7 cm/min) and paracellular (2.32 · 10−6 cm/min) intesti-
nal permeability. These processes together allow a rapid ab-
sorption in the small intestine to describe the early furosemide
Tmax of 1.0–1.5 h (46), while limiting the furosemide absorp-
tion in the large intestine. Other crucial transport processes
take place in the kidney, which is the main organ for furose-
mide metabolism and excretion (fraction excreted unchanged
in urine: 20%–80% (46)).

Uptake of furosemide into renal cells in vivo is probably
facilitated via OAT1 and OAT3. Both transporters are
predominantly expressed in the kidney (48) and show a similar
affinity to furosemide (OAT1 furosemide KM= 38.9 μmol/l,
OAT3 furosemideKM= 21.5 μmol/l (49)).Without addition-
al information to distinguish the furosemide transport via
these two transporters, the furosemide OAT1 and OAT3
transport rate constants would be highly correlated in a model
parameter optimization. To avoid indentifiability issues, renal
uptake of furosemide was incorporated via OAT3 only, as a
substitute for transport by both, OAT1 and OAT3. The pro-
benecid inhibition potency towards these transporters is also
similar (probenecid OAT1 Ki = 11.4 μmol/l, probenecid
OAT3 Ki = 5.41 μmol/l (15) and the DDI was predicted via
inhibition of OAT3. Furosemide metabolism was modeled
using UGT1A9 (50). The pronounced urinary excretion is
accomplished by glomerular filtration and active tubular
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Fig. 7 DDI AUClast and Cmax ratios. Predicted compared to observed (a) DDI AUClast ratios and (b) DDI Cmax ratios of the probenecid-furosemide and
probenecid-rifampicin DDIs. The solid line marks the line of identity. The dotted lines indicate 1.25-fold, the dashed lines indicate 2-fold deviation. The curved
grey lines show the prediction acceptance limits proposed by Guest et al. (61). Details on dosing regimens, the individual DDI AUClast and DDI Cmax ratios, mean
GMFE values and ranges are listed in Table I.AUClast: area under the plasma concentration-time curve from the time of drug administration to the time of the last
concentration measurement, Cmax: peak plasma concentration, DDI: drug-drug interaction.
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secretion. Renal secretion was incorporated via MRP4
(51,52), based on in vitro furosemide transport measurements.

In the goodness-of-fit plot, there seems to be an underpre-
diction of the lower furosemide plasma concentrations for two
of the intravenous studies (Rupp 1974 and Waller 1982).
These are the only two studies that published furosemide plas-
ma concentrations later than 6 h after intravenous dosing, and
they did not report their lower limits of quantification. The
model is therefore not qualified for the prediction of plasma
concentrations later than 6 h after intravenous administration
of furosemide. However, this does not affect the prediction of
higher plasma concentrations and AUClast values, and the
developed model shows a good performance, with 41/42 pre-
dicted AUClast and 24/25 predicted Cmax values within 2-fold
of the observed data.

To model the probenecid-furosemide DDI, inhibition of
OAT3 alone, using published in vitro inhibition parameters,
was not sufficient to describe the clinically observed data.
Therefore, inhibition of UGT1A9 and MRP4 were added
to adequately capture the impact of probenecid on the
furosemide pharmacokinetics. Inhibition parameter values
for OAT3 (15) and UGT1A9 (in-house measurement) were
available from in vitro studies. Van Aubel et al. reported MRP4
inhibition by probenecid (16), but so far, no inhibition param-
eter values have been published. Therefore, competitive
MRP4 inhibition was assumed and the Ki value was opti-
mized during parameter identification of the furosemidemod-
el. Applying the inhibition of OAT3, UGT1A9 and MRP4,
all reported plasma concentration time-profiles and fraction
excreted unchanged in urine profiles of furosemide during

Table 1 Predicted and Observed DDI AUClast Ratios and DDI Cmax Ratios with Mean GMFE Values and Ranges

Probenecid administration Victim drug administration DDI AUClast ratio DDI Cmax ratio Reference

Dose [mg] Route Dose [mg] Route Dose
gap [h]

Pred Obs Pred/
obs

Pred Obs Pred/
obs

Tlast [h]

Intravenous furosemide

500 po (−), qid (D1-D3) 40 iv (bolus), sd (D4) 2 2.52 2.83 0.89 – – – 3.0 Homeida 1977 (62)

1000 po (−), sd (D4)

1000 po (tab), bid (D1) 40 iv (3 min), sd (D1) 1 2.29 3.34 0.69 – – – 4.0 Smith 1980 (59)

GMFE 1.29 (1.12–1.45) –

2/2 with GMFE ≤ 2 –

Oral furosemide

1000 po (tab), bid (D1) 1 po (sol), sd (D1) 1 2.73 2.82 0.97 1.43 1.33 1.08 12.0 Wiebe 2020 (32)

1000 po (tab), bid (D1) 40 po (sol), sd (D1) 1 2.73 3.15 0.87 1.43 1.48 0.97 12.0 Wiebe 2020 (32)

1000 po (tab), sd (D1) 40 po (tab), sd (D1) 1 2.56 3.14 0.82 1.50 1.85 0.81 12.0 Shen 2019 (63)

1000 po (tab), sd (D1) 80 po (tab), sd (D1) 1 2.05 2.10 0.98 1.50 1.48 1.01 5.0 Vree 1995 (64)

GMFE 1.11 (1.02–1.22) 1.09 (1.01–1.23)

4/4 with GMFE ≤ 2 4/4 with GMFE ≤ 2

Overall GMFE of the probenecid-furosemide DDI 1.17 (1.02–1.45) 1.09 (1.01–1.23)

6/6 with GMFE ≤ 2 4/4 with GMFE ≤ 2

DDI ratios within in the prediction
success limits of Guest et al. (61)

6/6 DDI AUClast

ratios
4/4 DDI Cmax

ratios

Oral rifampicin

2000 po (−), sd (D2) 300 po (tab), qd (D1-D2) 0.33 1.54 1.83 0.84 1.26 2.34 0.54 11.0 Kenwright 1973 (60)

1500 po (−), sd (D2)a

Overall GMFE of the probenecid-rifampicin DDI 1.19 1.85

1/1 with GMFE ≤ 2 1/1 with GMFE ≤ 2

DDI ratios within in the prediction
success limits of Guest et al. (61)

1/1 DDI AUClast

ratio
0/1 DDI Cmax ratio

a 2000mg probenecid 0.33 h before and 1500mg 6 h after rifampicin administration,AUClast: area under the plasma concentration-time curve from the time of
drug administration to the time of the last concentration measurement, bid: twice daily, Cmax: peak plasma concentration,D: day of administration,DDI: drug-
drug interaction, GMFE: geometric mean fold error, iv: intravenous, obs: observed, po: oral, pred: predicted, qid: four times daily, qd: once daily, route:
route of administration, sd: single dose, sol: solution, tab: tablet, Tlast: time of the last concentration measurement. GMFE values are means and ranges

Bold text marks the main results
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probenecid co-administration are well described by the pre-
sented models.

The probenecid-rifampicinDDI was predicted using a pro-
benecid OATP1B1 inhibition value measured with 2′,7′-
dichlorofluorescein as the substrate (9). For OATP1B1, it
has been demonstrated that its inhibition can strongly depend
on the employed substrate (53). However, since there are no
in vitro reports of probenecid OATP1B1 inhibition using ri-
fampicin, the DDI was predicted applying the probenecid
OATP1B1 Ki = 39.8 μmol/l measured with 2′,7′-dichloro-
fluorescein (9). Rifampicin is typically not used as OATP1B1
victim drug, but rather as OATP1B1/OATP1B3 inhibitor.
However, as the clinical data of this probenecid-rifampicin
trial were published, we wanted to utilize them to test our
probenecid model. In addition to OATP1B1/OATP1B3 in-
hibition, rifampicin is also inhibiting and inducing further
enzymes and transporters (13). Therefore, an impact of rifam-
picin on the perpetrator drug probenecid may have influ-
enced the results of this particular DDI administration proto-
col. Taking into account that the only available clinical study
has been published in 1973 and that the reported rifampicin
plasma concentrations show considerable standard deviations,
this DDI is also well described (see Fig. 6 and Table I).

CONCLUSIONS

The presented whole-body PBPK models of probenecid
and furosemide have been carefully built and evaluated
for their ability to predict the pharmacokinetics of these
drugs, using a multitude of clinical studies. In addition,
the models adequately describe the available clinical data
of the probenecid-furosemide and probenecid-rifampicin
DDIs and wi l l be shared in the Open Sys tems
Pharmacology PBPK model library (www.open-systems-
pharmacology.org) as tools to support the investigation of
the DDI potential of new compounds during drug
development. The ESM to this paper has been compiled
to serve as transparent and comprehensive documentation
of the probenecid and furosemide model development and
evaluation.
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5
DISCUSS ION, FUTURE D IRECT IONS AND CONCLUS ION

5.1 discussion

Pharmacometrics and PBPK modeling, in particular, play a crucial role during
drug development. The number of drug regulatory submissions including PBPK
modeling has increased over the last years both at the FDA and the EMA (see
figure 5.1) [59, 61].
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Figure 5.1: PBPK models in drug regulatory submissions. Number of drug regulatory
submissions including PBPK analyses for the EMA (2004–2015) and FDA (2008–2019)
[59–61]. *The data on submissions for the years 2018 and 2019 are available as a combined
total, with no separate breakdown for each year. EMA: EuropeanMedicines Agency, FDA:
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The PBPKmodel submissions reflect its different application areas. The purpose of
the PBPK analyses in these submissions includes the description of PK parameters
in general and in the presence of organ insufficiencies (kidney or liver) or genetic
polymorphisms. Furthermore, PBPK analyses for special populations (e.g. pedi-
atrics) and for the prediction of metabolizing enzyme- or transporter-based DDIs
have been submitted to the drug regulatory agencies [59–61]. The importance of
PBPK modeling for the investigation of DDIs is evident in the investigational new
drugs and new drug applications submissions to the FDA in the years 2018 and
2019. A total of 56% of these submissions included PBPK analyses to investigate
metabolizing enzyme- and transporter-mediated DDIs [60].
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5.1.1 PBPK model development and evaluation

In the context of DDI modeling, selecting a PBPK modeling platform and model
type that ensures a high degree of interoperability is essential. This requires the
use of a model that captures the required physiological and pharmacokinetic
characteristics across various scenarios. Whole-body PBPK models are a suitable
choice. These models provide a comprehensive representation of physiological
parameters, including blood flow, enzyme and transporter distribution and their
expression in different organs. This detailed representation facilitates more accu-
rate predictions of drug distribution, metabolism and potential DDIs. Compared
tominimal PBPKmodels or other pharmacometric approaches, whole-body PBPK
models provide a framework to account for inter-individual variability, including
factors like age, sex and genetics, thereby enhancing the predictive power.
For projects I-III, a PBPK modeling platform was selected that allows the de-
velopment of flexible and expandable whole-body PBPK models. Additionally,
the developed PBPK models were made freely accessible to the PBPK modeling
community after successful evaluation and application for PBPK DDI modeling.
Hence, the modeling platform Open Systems Pharmacology (OSP)-Suite® was
used. The OSP-Suite® is an open-source platform providing a versatile model
structure for predicting PK across various species and administration routes [102,
104]. In addition, the platform meets the predictive capability requirements set by
regulatory agencies for the intended application of the models in predicting DDIs
[62, 63, 105]. Whole-body PBPK models that have already been developed in
the OSP framework are made publicly accessible in the OSP PBPK model library
[66]. These models have been evaluated for their good predictive performance
during their development. Furthermore, the continued applicability of these mod-
els despite changes in software versions is enabled by the existing framework
for (re-)qualification [105]. This continuous evaluation of the PBPK models is
essential in the development of PBPK DDI networks to ensure model compatibil-
ity across software versions. By integrating new data, refining parameters and
incorporating technological advances, PBPK models can adequately predict drug
PK, thus enhancing drug development.
When building the individual PBPK models, the quality of published in vitro
and in vivo studies employed for the selection of system- and drug-dependent
parameters is of importance [106]. Clinical trial data are almost exclusively pub-
lished as mean concentration-time profiles and mean PK parameters and are
often exclusively used for PBPK model building and evaluation [107]. However,
individual concentration-time profiles and PK parameters are rarely reported
in clinical study reports. The incorporation of individual data enables a more
precise characterization and understanding of drug distribution, metabolism and
elimination and their impacts on drug PK. Nevertheless, the use of individual data
can increase complexity and introduce greater uncertainty, especially when data
points are limited. Using mean concentration-time profiles and PK parameters
can obscure between-subject variability and introduce potential bias, particularly
from extreme values, such as very high or lowmeasurements, which can skew the
mean and affect the accuracy of the analysis. To use the available concentration-
time profiles for PBPK model development, conversion to numerical values using
data digitization software is required. In projects I-III, data digitization software
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was used, which has been evaluated and provides data with high precision and
accuracy, thereby enabling a robust representation of the available data [103].
Following careful data curation, these digitized datasets can be incorporated
into the modeling platform for use as either training or test dataset. A sensitivity
analysis integrated into the model evaluation should assess the potential impact
of possible biases and determine the robustness of the PBPK model [58, 108].

5.1.2 PBPK DDI modeling

In the development of individual PBPK models, accurate representation of drug
properties, including physicochemical characteristics and metabolic pathways,
is essential. Additionally, the incorporation of inter-individual variability, such
as age and sex, enhances the predictive power of PBPK models. Metabolism and
excretion processes of a drug of interest can be implemented in PBPK models
with generic unspecific processes that may be sufficient to describe drug PK [33].
However, DDIs are generally mediated by specific metabolizing enzymes or trans-
porters involved in the ADME processes of drugs. Hence, generic implementation
of these processes in PBPK models is typically inadequate to describe or predict
DDIs [19]. Metabolizing enzymes and transporters that play a pivotal role in
the ADME processes of a drug should be considered in the PBPK model and
adequately represented in the different organs according to protein expression
data from the literature [33, 109–120].
The flexibility and quality of the developed whole-body PBPK models are show-
cased by the rifampicinmodel presented in this thesis. The rifampicin PBPKmodel
was initially developed to examine the impact of CYP3A4 and Pgp induction and
inhibition on the PK of CYP3A4 and Pgp substrates [121]. Moreover, rifampicin
itself is a Pgp substrate, as well as an inducer and inhibitor of numerous other en-
zymes and transporters [122–133]. To investigate additional DDIs, the rifampicin
PBPK model was used to evaluate a newly developed theophylline PBPK model.
This involved incorporating interaction parameters for CYP1A2 and CYP2E1 in-
duction into the rifampicin PBPK model to predict the rifampicin-theophylline
DDI in this thesis [134]. Subsequent investigations included the incorporation
of CYP2B6, CYP2C8, CYP2C19, UGT2B7, OATP1B1, OATP1B3 induction and
CYP2B6, CYP2C8, UGT2B7, OATP1B1, OATP1B3 inhibition parameters in the
whole-body PBPK model of rifampicin. Consequently, rifampicin-theophylline,
rifampicin-caffeine, rifampicin-efavirenz, rifampicin-bupropion, rifampicin-piogli-
tazone, rifampicin-repaglinide, rifampicin-clopidogrel and rifampicin-quinidine
DDIs could be adequately described and predicted [134–139].
It is imperative for PBPK DDI modeling to either develop or have access to PBPK
models of relevant victim and perpetrator drugs as proposed by the FDA or EMA
[40, 43, 44]. Access to the public OSP PBPK model library allows the prediction
of DDIs, the development of new PBPK DDI networks or the extension of estab-
lished PBPK DDI networks by using newly developed and library PBPK models.
These networks are essential for evaluating complex scenarios involving multiple
drugs and their combined effects on various physiological processes. The study
conducted by Wendl et al. underscores the significance of whole-body PBPK DDI
modeling in drug development [140]. Specifically, their investigation focused
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on finerenone, a substrate of CYP3A4. While various clinical studies had been
conducted assessing the effect of moderate CYP3A4 perpetrator drugs, there
was a notable lack of studies assessing the effect of strong and weak CYP3A4
inhibitors and inducers on the PK of finerenone [140]. To address this gap, Wendl
et al. developed and validated a whole-body PBPK model of finerenone to pre-
dict CYP3A4 mediated-DDIs with the perpetrator drugs included in the existing
CYP3A4-DDI compound network [105, 121, 134, 137, 140]. This comprehensive
PBPK DDI modeling approach can be considered as a substitute for costly and
time-consuming clinical DDI studies with finerenone as a CYP3A4 victim drug,
as it not only provides additional insights into the drug interactions of finerenone
with CYP3A4 perpetrator drugs, but also supports drug labeling by predicting
the expected extent of CYP3A4 interactions on the PK of finerenone.

5.1.3 PBPK modeling in special populations

Clinical PK studies typically include young, healthy individuals, predominantly
male individuals and often lack participants with co-morbidities. This may result
in an inadequate representation of post-marketing conditions. In contrast, post-
marketing patient cohorts are generally characterized by greater heterogeneity
and often include individuals of all ages, genders, those with multiple diseases,
polypharmacy, organ dysfunction or ethnicity. Clinical studies including special
populations, such as children, chronic kidney disease (CKD) patients, pregnant
women and the elderly, present unique challenges. Vulnerable populations, par-
ticularly the elderly or patients with CKD, are at higher risk of ADRs due to
polypharmacy and physiological changes. Conducting studies with these popu-
lations is often ethically questionable due to potential risks to participants. As
a result, these studies are often costly, requiring specialized protocols and pa-
tient monitoring to ensure participant safety and data integrity. To address this
limitation, M&S techniques can be applied and are encouraged by the FDA and
EMA [45, 47, 64, 141, 142]. Especially PBPK modeling provides a comprehensive
and mechanistic approach to understand drug disposition and allows for the
inclusion of various physiological factors that may influence drug disposition.
CKD is characterized by kidney damage or an estimated glomerular filtration rate
(eGFR) < 60 ml/min/1.73 m2 for at least 3 months, regardless of the cause [143].
CKD can be classified into six groups based on eGFR with G1 as normal kidney
function (eGFR > 90 ml/min/1.73 m2) and G5 as kidney failure (eGFR < 15
ml/min/1.73 m2). The stage G3 is further divided into G3a and G3b [143]. Kidney
damage involves diverse and heterogeneous pathophysiological changes within
the kidney that lead to irreversible alterations in the function and structure of the
kidneys [144, 145]. CKD has multiple effects on the PK of drugs [146]. Primar-
ily, key PK parameters such as clearance and volume of distribution are altered
[146]. Impaired renal function significantly affects drug elimination, especially
for drugs that are renally cleared [147]. Changes in the activity of metabolizing
enzymes and transporters in patients with CKD, especially those involved in
drug metabolism and transport, result in altered drug metabolism and excretion
[148–150].
During drug development, it is advisable to include patients across all stages
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of CKD in clinical PK studies to gain a comprehensive understanding of renal
function and drug disposition, because the impact on drug PK varies across CKD
stages [64, 151]. Since CKD patients often take multiple drugs per day, conducting
PK studies without patients with polypharmacy can be challenging [152, 153]. In
these cases, PBPK modeling can provide significant support for understanding
drug disposition or proposing dosing regimens. When developing PBPK models,
the physiological changes must be carefully considered for each CKD stage, em-
phasizing the necessity for separate models to accurately capture the different
effects in each stage [154–156]. Starting from a whole-body PBPK model initially
evaluated for healthy individuals, various important physiological factors that
influence drug disposition, such as the altered glomerular filtration rate, should
be included [154].
Furosemide undergoes renal elimination by both active and passive processes
[157]. Furosemide is glomerularly filtered, actively taken up into renal cells via
OAT and actively secreted into urine via multidrug resistance-associated protein
4 (MRP4) [35, 96, 158]. In CKD patients, the secretory clearance of OAT substrates
varies at different stages of the disease [159]. It is hypothesized that not only
this reduction but also the additional decline in GFR and non-renal clearance
processes lead to reduced drug clearance [160]. The study by Dubinsky et al. used
PBPK modeling to determine the reduction of OAT transport at different stages
of CKD [161]. The PBPK models of furosemide and probenecid developed in this
thesis were used. The study introduces a parameterization for the relative activity
of OAT transporters at different stages of renal impairment. This parameterization
is based on a novel approach using PBPK DDI modeling with probenecid as the
OAT perpetrator drug to estimate the proportion of OAT-mediated secretion of
the investigated drugs [161]. This innovative approach using DDI modeling con-
tributes to the understanding of drug disposition in CKD and has implications for
drug development by aiding dose selection and clinical trial design. In addition,
PBPK CKD models can be used to estimate potential DDI in patients with CKD.

5.1.4 PBPK drug-gene interaction modeling

The use of PBPK modeling to assess the impact of DGIs on the PK of drugs repre-
sents a significant advancement in pharmacology. DGIsmay arisewhen a patient’s
genetic profile, specifically concerning metabolizing enzymes or transporters,
impacts their capability to metabolize or clear a drug [14]. These variations in
pharmacogenes can result in different phenotypes compared to the typical wild-
type, as they may alter protein expression, enzyme or transporter activity or
inducibility [69, 162].
PBPK modeling enables the integration of genetic information into drug disposi-
tion models, allowing for the assessment of how specific genetic variants affect
drug ADME parameters. By incorporating data on drug-metabolizing enzymes,
transporters and the respective genetic polymorphisms, PBPK models can predict
drug concentrations and exposure profiles in individuals with different genetic
alterations. These DGI-dependent parameters can be derived from either in vitro
or in vivo studies [106]. In vitro parameters, such as KM, vmax or protein expression
data, are used within a mechanistic approach and provide a detailed representa-
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tion of drug metabolism and transport processes in the PBPK models. Conversely,
in vivo parameters, such as enzyme activity scores or hepatic clearance, are used
within an empirical approach, that relies on observed clinical data to inform
model parameters in a PBPK model.
The whole-body PBPK model development of fluvoxamine was supported by
PopPK modeling to determine the effect of CYP2D6 phenotype on fluvoxamine
clearance [134]. However, most of the studies used for fluvoxamine PBPK model
development lacked information on the CYP2D6 phenotype. Consequently, the
influence of the CYP2D6 phenotype was considered by incorporating a decrease
in enzyme activity (empirical approach). Both the PopPK model and the whole-
body PBPK model successfully predicted the impact of the CYP2D6 phenotypes
on fluvoxamine clearance [134]. When the corresponding genotypes of the me-
tabolizing enzyme or transporter are available for the development of PBPK DGI
models, the effect can be predicted more accurately, as studies by Tuerk et al. and
Ruedesheim et al. demonstrate by using a mechanistic approach [137, 163].
The study by Tuerk et al. takes it a step further and utilizes the created PBPK
DGI and PBPK DDI models to predict drug-drug-gene interactions (DDGIs) [137].
DDGIs can lead to additional alterations in the PK or PD of the affected drug
compared to a DGI or DDI alone. There are three types of DDGIs: a perpetrator
drug inhibits or induces the same metabolizing enzyme or transporter affected by
a genetic variant; a perpetrator drug affects a different metabolizing enzyme or
transporter from that affected by a genetic variant; a genetic variant in an enzyme
or transporter gene indirectly affects the PK or PD of a victim drug, leading to a
more or less pronounced interaction effect [106]. Using PBPK models, Tuerk et
al. were able to predict doses of repaglinide and pioglitazone in complex DDGIs
that matched the control AUC without polymorphism and DDI and presented a
safe therapeutic dose [137]. This approach demonstrates the versatility of PBPK
modeling. By integrating genetic information into drug disposition models, PBPK
modeling enables the prediction of drug response based on individual genetic pro-
files. This approach has significant implications for optimizing drug therapy and
reducing adverse events. Ongoing research will further enhance the application
of PBPK modeling in medicine and therapeutic decision-making.

5.2 future directions

The integration of PBPK modeling into the drug development process, especially
in model-informed drug discovery and development, represents a promising
approach for future research. The process of continuous model evaluation within
the OSP platform allows for the incorporation of new data and technological ad-
vances to improve model accuracy and precision over time. The availability of the
developed PBPKmodels in this thesis within the OSP PBPKmodel library enables
their utilization for predicting DDIs involving new potential substrates, inhibitors
or inducers of CYP3A4, CYP1A2, OAT and Pgp. These models, when integrated
into PBPK DDI networks, play a pivotal role in evaluating complex scenarios
involving multiple drugs and their combined effects on various physiological
processes. Moreover, beyond demonstrating their predictive performance in DDI
prediction, these models exhibit further clinical relevance by incorporating DGIs
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or considering the impact of CKD. Future directions in PBPK modeling involve
these models to predict PK in special populations such as pediatric patients or
individuals with comorbidities, thereby expanding their utility in clinical practice.
Furthermore, PBPK models offer potential clinical benefits through dose adjust-
ment predictions, enabling customized dosing regimens for specific scenarios
such as DDIs, DGIs or vulnerable patient groups. Additionally, the combina-
tion of vulnerable populations and DDIs presents another research opportunity
that demonstrates the versatility of PBPK modeling in addressing complex clin-
ical scenarios. Through continuous refinement and extension, PBPK modeling
holds tremendous potential to advance drug discovery, development and clinical
practice and ultimately improve patient outcomes.

5.3 conclusion

A key area of investigation in drug development is the examination of metaboliz-
ing enzymes and transporters involved in the ADME processes of drugs. At an
early stage of drug development, these investigations contribute to the identifica-
tion and exploration of potential factors that influence both PK and PD. MIDD,
particularly PBPK modeling, plays a crucial role in the investigation of ADME
processes of a drug. PBPK modeling provides a valuable tool for improving the
understanding of ADME processes of a drug and its potential DDIs. Additionally,
it offers the capability to simulate more realistic and complex DDI scenarios,
especially in the context of PBPK DDI networks. In the context of this thesis,
whole-body PBPK models for representative clinical index metabolizing enzyme
and transporter substrates, inhibitors and inducers were developed. In addition,
metabolizing enzymes (CYP3A4 and CYP1A2) and transporters (Pgp and OAT)
involved in ADME processes of multiple therapeutic drugs were selected. The
developed PBPK models have been successfully evaluated for describing plasma
concentrations following various administration routes and doses and for predict-
ing different DDIs. The open accessibility of these models in the OSP PBPKmodel
library supports the investigation of new drug candidates within the drug devel-
opment process [66]. Furthermore, these models facilitate dose-finding studies,
particularly for DDIs, DDGIs or organ impairment. This increases the safety of
drug therapy for patients.



B IBL IOGRAPHY

1. Brand, A., Allen, L., Altman, M., Hlava, M. & Scott, J. Beyond authorship:
Attribution, contribution, collaboration, and credit. Learned Publishing 28,
151–155 (2015).

2. Wissenschaftliches Institut der AOK (WIdO). Der GKV-Arzneimittelmarkt:
Klassifikation, Methodik und Ergebnisse 2022 tech. rep. (2022), 1–120.

3. Puth, M.-T., Weckbecker, K., Schmid, M. & Münster, E. Prevalence of mul-
timorbidity in Germany: Impact of age and educational level in a cross-
sectional study on 19,294 adults. BMC Public Health 17, 826 (2017).

4. Van den Bussche, H. & Scherer, M. Das Verbundvorhaben „Komorbid-
ität und Multimorbidität in der hausärztlichen Versorgung“ (MultiCare).
Zeitschrift für Gerontologie und Geriatrie 44, 73–100 (2011).

5. Bjerrum, L., Gonzalez Lopez-Valcarcel, B. & Petersen, G. Risk factors for
potential drug interactions in general practice. European Journal of General
Practice 14, 23–29 (2008).

6. Rasool, M. F. et al. Assessment of risk factors associated with potential
drug-drug interactions among patients suffering from chronic disorders.
PLOS ONE 18, e0276277 (2023).

7. Aronson, J. K. & Ferner, R. E. Clarification of terminology in drug safety.
Drug Safety 28, 851–870 (2005).

8. Ellison, D. H. & Loffing, J. Thiazide effects and adverse effects.Hypertension
54, 196–202 (2009).

9. Sperber, A. D. Toxic interaction between fluvoxamine and sustained release
theophylline in an 11-year-old boy. Drug Safety 6, 460–462 (1991).

10. Stangier, J., Rathgen, K., Stähle, H. & Mazur, D. Influence of renal impair-
ment on the pharmacokinetics and pharmacodynamics of oral dabigatran
etexilate: An open-label, parallel-group, single-centre study. Clinical Phar-
macokinetics 49, 259–268 (2010).

11. Schurig, A. M. et al. Adverse drug reactions and emergencies - the preva-
lence of suspected ADR in four emergency departments in Germany. Dtsch
Arztebl Int 115, 251–8 (2018).

12. Rottenkolber, D. et al. Adverse drug reactions in Germany: Direct costs of
internal medicine hospitalizations. Pharmacoepidemiology and Drug Safety
20, 626–634 (2011).

13. Robertson, S. & Penzak, S. in Principles of Clinical Pharmacology (eds Atkin-
son, A. J., Abernethy, D. R., Daniels, C. E., Dedrick, R. L. & Markey, S. P.)
Second Edi, 229–247 (Elsevier, Burlington, 2007).

14. Verbeurgt, P., Mamiya, T. & Oesterheld, J. How common are drug and
gene interactions? Prevalence in a sample of 1143 patients with CYP2C9 ,
CYP2C19 and CYP2D6 genotyping. Pharmacogenomics 15, 655–665 (2014).

72



bibliography 73

15. Magro, L., Moretti, U. & Leone, R. Epidemiology and characteristics of
adverse drug reactions caused by drug–drug interactions. Expert Opinion
on Drug Safety 11, 83–94 (2012).

16. Johnell, K. & Klarin, I. The relationship between number of drugs and
potential drug-drug interactions in the elderly: A study of over 600,000
elderly patients from the Swedish Prescribed Drug Register. Drug Safety 30,
911–918 (2007).

17. Palleria, C. et al. Pharmacokinetic drug-drug interaction and their implica-
tion in clinical management. Journal of research in medical sciences : the official
journal of Isfahan University of Medical Sciences 18, 601–10 (2013).

18. Corrie, K. & Hardman, J. G. Mechanisms of drug interactions: Pharmaco-
dynamics and pharmacokinetics. Anaesthesia & Intensive Care Medicine 18,
331–334 (2017).

19. Cascorbi, I. Drug interactions - Principles, examples and clinical conse-
quences. Dtsch Arztebl Int 109, 546–556 (2012).

20. Niu, J., Straubinger, R. M. & Mager, D. E. Pharmacodynamic drug-drug
interactions. Clinical Pharmacology & Therapeutics 105, 1395–1406 (2019).

21. Knijff-Dutmer, E. A., Schut, G. A. & van de Laar, M. A. Concomitant
coumarin-NSAID therapy and risk for bleeding. Annals of Pharmacotherapy
37, 12–16 (2003).

22. Centanni, M. et al. Thyroxine in goiter, Helicobacter pylori infection, and
chronic gastritis. New England Journal of Medicine 354, 1787–1795 (2006).

23. Sachmechi, I. et al. Effect of proton pump inhibitors on serum thyroid-
stimulating hormone level in euthyroid patients treated with levothyroxine
for hypothyroidism. Endocrine Practice 13, 345–349 (2007).

24. Prakash, C. et al. Nuclear receptors in drug metabolism, drug response and
drug interactions. Nuclear Receptor Research 2 (2015).

25. Jaakkola, T., Backman, J., Neuvonen, M. & Neuvonen, P. Effects of gem-
fibrozil, itraconazole, and their combination on the pharmacokinetics of
pioglitazone. Clinical Pharmacology & Therapeutics 77, 404–414 (2005).

26. Liang, Y., Li, S. & Chen, L. The physiological role of drug transporters.
Protein & Cell 6, 334–350 (2015).

27. Giacomini, K. M. et al.Membrane transporters in drug development.Nature
Reviews Drug Discovery 9, 215–236 (2010).

28. Gurley, B. J., Swain, A., Williams, D. K., Barone, G. & Battu, S. K. Gauging
the clinical significance of P‐glycoprotein‐mediated herb‐drug interactions:
Comparative effects of St. John’s wort, Echinacea, clarithromycin, and ri-
fampin on digoxin pharmacokinetics. Molecular Nutrition & Food Research
52, 772–779 (2008).

29. Bünning, P. in Drug Discovery and Evaluation: Safety and Pharmacokinetic As-
says (eds Hock, F. J. & Pugsley, M. K.) 975–987 (Springer Berlin Heidelberg,
Berlin, Heidelberg, 2013).



74 bibliography

30. Ring, B., Wrighton, S. A. & Mohutsky, M. in Enzyme Kinetics in Drug
Metabolism: Fundamentals and Applications (eds Nagar, S., Argikar, U. A.
& Tweedie, D.) 29–50 (Springer US, New York, NY, 2021).

31. Zhao, M. et al. Cytochrome P450 enzymes and drug metabolism in humans.
International Journal of Molecular Sciences 22, 12808 (2021).

32. Strelow, J. et al. in Assay Guidance Manual (Eli Lilly & Company and the
National Center for Advancing Translational Sciences, Bethesda (MD),
2012).

33. Open Systems Pharmacology Community.Open Systems Pharmacology Suite
Manual 2023. https://docs.open-systems-pharmacology.org/ (2024).

34. Tsuruya, Y. et al. Investigation of endogenous compounds applicable to
drug-drug interaction studies involving the renal organic anion trans-
porters, OAT1 and OAT3, in humans. Drug Metabolism and Disposition 44,
1825–1933 (2016).

35. Britz, H. et al. Physiologically based pharmacokinetic models of probenecid
and furosemide to predict transporter mediated drug-drug interactions.
Pharmaceutical Research 37, 250 (2020).

36. Deodhar, M. et al. Mechanisms of CYP450 inhibition: Understanding drug-
drug interactions due to mechanism-based inhibition in clinical practice.
Pharmaceutics 12, 846 (2020).

37. Ito, K., Ogihara, K., Kanamitsu, S.-i. & Itoh, T. Prediction of the in vivo
interaction between midazolam and macrolides based on in vitro studies
using human liver microsomes.DrugMetabolism and Disposition 31, 945–954
(2003).

38. U.S. Food and Drug Administration. Clinical pharmacology section of label-
ing for human biological products - prescription drug and content and format.
Guidance for Industry (2016).

39. EuropeanMedicines Agency. Pharmacokinetic studies in man - Scientific guide-
line (2015).

40. EuropeanMedicines Agency.Guideline on the investigation of drug interactions
(2012).

41. U.S. Food and Drug Administration. In vitro drug interaction studies - Cy-
tochrome P450 enzyme- and transporter-mediated drug interactions. Guidance for
Industry (2020).

42. U.S. Food and Drug Administration. Clinical drug interaction studies - Cy-
tochrome P450 enzyme- and transporter-mediated drug interactions. Guidance for
Industry (2020).

43. U.S. Food and Drug Administration. Drug development and drug inter-
actions: table of substrates, inhibitors and inducers. https://www.fda.
gov / Drugs / DevelopmentApprovalProcess / DevelopmentResources /
DrugInteractionsLabeling/ucm093664.htm (2023).

https://docs.open-systems-pharmacology.org/
https://www.fda.gov/Drugs/DevelopmentApprovalProcess/DevelopmentResources/DrugInteractionsLabeling/ucm093664.htm
https://www.fda.gov/Drugs/DevelopmentApprovalProcess/DevelopmentResources/DrugInteractionsLabeling/ucm093664.htm
https://www.fda.gov/Drugs/DevelopmentApprovalProcess/DevelopmentResources/DrugInteractionsLabeling/ucm093664.htm


bibliography 75

44. U.S. Food and Drug Administration. FDA’s examples of drugs that interact
with CYP enzymes and transporter systems. https://www.fda.gov/drugs/
drug-interactions-labeling/healthcare-professionals-fdas-examples-drugs-
interact-cyp-enzymes-and-transporter-systems (2023).

45. Madabushi, R., Seo, P., Zhao, L., Tegenge, M. & Zhu, H. Review: Role of
model-informed drug development approaches in the lifecycle of drug
development and regulatory decision-making. Pharmaceutical Research 39,
1669–1680 (2022).

46. U.S. Food and Drug Administration. Innovation or stagnation: Challenge and
opportunity on the critical path to new medical products (2004).

47. Kim, T. H., Shin, S. & Shin, B. S. Model-based drug development: Applica-
tion of modeling and simulation in drug development. Journal of Pharma-
ceutical Investigation 48, 431–441 (2018).

48. Manolis, E. et al. The role of modeling and simulation in development and
registration of medicinal products: Output from the EFPIA/EMAmodeling
and simulation workshop. CPT: Pharmacometrics & Systems Pharmacology 2,
31 (2013).

49. Williams, P. J., Desai, A. & Ette, E. I. inCardiac Drug Development Guide. Meth-
ods in Pharmacology and Toxicology. (ed Pugsley, M. K.) 365–388 (Humana
Press, Totowa, NJ, 2003).

50. Usman, M. & Rasheed, H. in Encyclopedia of Pharmacy Practice and Clinical
Pharmacy (ed Zaheer-Ud-Din Babar) 3B, 227–238 (Elsevier, 2019).

51. Williams, P. J. & Ette, E. I. in Pharmacometrics: The Science of Quantitative
Pharmacology (eds Ette, E. I. & Williams, P. J.) 1–21 (John Wiley & Sons, Inc.,
Hoboken, New Jersey, 2007).

52. Mould, D. & Upton, R. Basic concepts in population modeling, simula-
tion, and model-based drug development. CPT: Pharmacometrics & Systems
Pharmacology 1, 6 (2012).

53. Peters, S. A. Physiologically‐based pharmacokinetic (PBPK) modeling and sim-
ulations: Principles, methods, and applications in the pharmaceutical industry
(John Wiley & Sons, Inc., Hoboken, New Jersey, 2012).

54. Jamei, M., Dickinson, G. L. & Rostami-Hodjegan, A. A framework for assess-
ing inter-individual variability in pharmacokinetics using virtual human
populations and integrating general knowledge of physical chemistry, biol-
ogy, anatomy, physiology and genetics: A tale of ’bottom-up’ vs ’top-down’
recognition. Drug Metabolism and Pharmacokinetics 24, 53–75 (2009).

55. Mould, D. & Upton, R. Basic concepts in population modeling, simulation,
and model-based drug development-part 2: Introduction to pharmacoki-
netic modeling methods. CPT: Pharmacometrics & Systems Pharmacology 2,
38 (2013).

56. Jones, H. & Rowland‐Yeo, K. Basic concepts in physiologically based phar-
macokinetic modeling in drug discovery and development. CPT: Pharmaco-
metrics & Systems Pharmacology 2, 1–12 (2013).

https://www.fda.gov/drugs/drug-interactions-labeling/healthcare-professionals-fdas-examples-drugs-interact-cyp-enzymes-and-transporter-systems
https://www.fda.gov/drugs/drug-interactions-labeling/healthcare-professionals-fdas-examples-drugs-interact-cyp-enzymes-and-transporter-systems
https://www.fda.gov/drugs/drug-interactions-labeling/healthcare-professionals-fdas-examples-drugs-interact-cyp-enzymes-and-transporter-systems


76 bibliography

57. Rowland, M., Peck, C. & Tucker, G. Physiologically-based pharmacokinetics
in drug development and regulatory science.Annual Review of Pharmacology
and Toxicology 51, 45–73 (2011).

58. Kuepfer, L. et al. Applied concepts in PBPK modeling: How to build a
PBPK/PD Model. CPT: Pharmacometrics & Systems Pharmacology 5, 516–531
(2016).

59. Grimstein, M. et al. Physiologically based pharmacokinetic modeling in
regulatory science: An update from the U.S. Food and Drug Administra-
tion’s Office of Clinical Pharmacology. Journal of Pharmaceutical Sciences 108,
21–25 (2019).

60. Zhang, X. et al. Application of PBPK modeling and simulation for regula-
tory decision making and its impact on US prescribing information: An
update on the 2018‐2019 submissions to the US FDA’s Office of Clinical
Pharmacology. The Journal of Clinical Pharmacology 60, S160–S178 (2020).

61. Luzon, E. et al. Physiologically based pharmacokinetic modeling in regula-
tory decision-making at the European Medicines Agency. Clinical Pharma-
cology & Therapeutics 102, 98–105 (2017).

62. U.S. Food and Drug Administration. Physiologically based pharmacokinetic
analyses - Format and content. Guidance for Industry (2018).

63. EuropeanMedicines Agency.Guideline on the reporting of physiologically based
pharmacokinetic (PBPK) modelling and simulation (2018).

64. U.S. Food and Drug Administration. Guidance for Industry. Pharmacokinetics
in patients with impaired renal function: Study design, data analysis, and impact
on dosing (2020).

65. U.S. Food and Drug Administration. The use of physiologically based pharma-
cokinetic analyses - Biopharmaceutics applications for oral drug product develop-
ment , manufacturing changes, and controls. Guidance for Industry (2020).

66. Open Systems Pharmacology. OSP repositories https://github.com/orgs/
Open-Systems-Pharmacology/repositories (2024).

67. Shimada, T., Yamazaki, H., Mimura, M., Inui, Y. & Guengerich, F. P. In-
terindividual variations in human liver cytochrome P-450 enzymes in-
volved in the oxidation of drugs, carcinogens and toxic chemicals: Studies
with liver microsomes of 30 Japanese and 30 Caucasians. The Journal of
pharmacology and experimental therapeutics 270, 414–23 (1994).

68. Zhou, S.-F., Yang, L.-P., Zhou, Z.-W., Liu, Y.-H. & Chan, E. Insights into
the substrate specificity, inhibitors, regulation, and polymorphisms and
the clinical impact of human cytochrome P450 1A2. The AAPS Journal 11,
481–494 (2009).

69. Zanger, U.M.& Schwab,M.CytochromeP450 enzymes in drugmetabolism:
Regulation of gene expression, enzyme activities, and impact of genetic
variation. Pharmacology & Therapeutics 138, 103–141 (2013).

70. Lee, S.-C., Arya, V., Yang, X., Volpe, D. A. & Zhang, L. Evaluation of trans-
porters in drug development: Current status and contemporary issues.
Advanced Drug Delivery Reviews 116, 100–118 (2017).

https://github.com/orgs/Open-Systems-Pharmacology/repositories
https://github.com/orgs/Open-Systems-Pharmacology/repositories


bibliography 77

71. Motohashi, H. et al. Gene expression levels and immunolocalization of
organic ion transporters in the human kidney. Journal of the American Society
of Nephrology 13, 866–874 (2002).

72. Mathialagan, S. et al. Quantitative prediction of human renal clearance and
drug-drug interactions of organic anion transporter substrates using in
vitro transport data: A relative activity factor approach. Drug Metabolism
and Disposition 45, 409–417 (2017).

73. Patki, K. C., von Moltke, L. L. & Greenblatt, D. J. In vitro metabolism of
midazolam, triazolam, nifedipine, and testosterone by human liver micro-
somes and recombinant cytochromes p450: Role of CYP3A4 and CYP3A5.
Drug Metabolism and Disposition 31, 938–944 (2003).

74. Piramal Critical Care Deutschland GmbH. Fachinformation - RAPIFEN 0,5
mg / ml Injektionslösung 2022.

75. Kharasch, E. D., Walker, A., Hoffer, C. & Sheffels, P. Intravenous and oral
alfentanil as in vivo probes for hepatic and first-pass cytochrome P450
3A activity: Noninvasive assessment by use of pupillary miosis. Clinical
Pharmacology & Therapeutics 76, 452–466 (2004).

76. Nordt, S. P. & Clark, R. F. Midazolam: A review of therapeutic uses and
toxicity. The Journal of Emergency Medicine 15, 357–365 (1997).

77. Desitin Arzneimittel GmbH. Fachinformation - Midazolam Desitin® Lösung
zur Anwendung in der Mundhöhle 2023.

78. Heizmann, P., Eckert, M. & Ziegler,W. Pharmacokinetics and bioavailability
of midazolam in man. British Journal of Clinical Pharmacology 16 (1983).

79. Viatris Healthcare GmbH. Fachinformation - Klacid® Filmtabletten, 250 mg
2023.

80. Rodrigues, A. D., Roberts, E. M., Mulford, D. J., Yao, Y. & Ouellet, D. Ox-
idative metabolism of clarithromycin in the presence of human liver micro-
somes. Major role for the cytochrome P4503A (CYP3A) subfamily. Drug
metabolism and disposition: the biological fate of chemicals 25, 623–30 (1997).

81. JANSSEN-CILAG GmbH. Fachinformation - SEMPERA® Kapseln 2023.
82. Janssen Pharmaceutical Companies. Label - SPORANOX® (itraconazole)

Capsules 2018.
83. Concordia Pharmaceuticals Inc. Full prescribing information - LANOXIN®

(digoxin) tablets, for oral use 2015.
84. Greiner, B. et al. The role of intestinal P-glycoprotein in the interaction of

digoxin and rifampin. Journal of Clinical Investigation 104, 147–153 (1999).
85. Aspen Pharma Trading Limited. Fachinformation - Lenoxin® Tabletten 2023.
86. Esteve Pharmaceuticals GmbH. Fachinformation - EREMFAT® 600 mg 2023.
87. Glenwood GmbH. Fachinformation - Bronchoretard® 500 forte 2018.
88. Zhang, Z.-y. & Kaminsky, L. S. Characterization of human cytochromes

P450 involved in theophylline 8-hydroxylation. Biochemical Pharmacology
50, 205–211 (1995).



78 bibliography

89. Lu, P. et al. Mechanism-based inhibition of human liver microsomal cy-
tochrome P450 1A2 by zileuton, a 5-lipoxygenase inhibitor.DrugMetabolism
and Disposition 31, 1352–1360 (2003).

90. Karjalainen, M. J., Neuvonen, P. J. & Backman, J. T. Rofecoxib is a potent,
metabolism-dependent inhibitor of CYP1A2: Implications for in vitro pre-
diction of drug interactions. Drug Metabolism and Disposition 34, 2091–2096
(2006).

91. neuraxpharm Arzneimittel GmbH. Fachinformation - Fluvoxamin-neurax-
pharm® Filmtabletten 2020.

92. Miura, M. & Ohkubo, T. Identification of human cytochrome P450 enzymes
involved in the major metabolic pathway of fluvoxamine. Xenobiotica; the
fate of foreign compounds in biological systems 37, 169–79 (2007).

93. Spigset, O., Axelsson, S., Norström, Å., Hägg, S. & Dahlqvist, R. The major
fluvoxamine metabolite in urine is formed by CYP2D6. European Journal of
Clinical Pharmacology 57, 653–658 (2001).

94. Spigset, O., Granberg, K., Hägg, S., Norström, Å. & Dahlqvist, R. Rela-
tionship between fluvoxamine pharmacokinetics and CYP2D6/CYP2C19
phenotype polymorphisms. European Journal of Clinical Pharmacology 52,
129–133 (1997).

95. Spigset, O., Carleborg, L., Hedenmalm, K. & Dahlqvist, R. Effect of cigarette
smoking on fluvoxamine pharmacokinetics in humans. Clinical Pharmacol-
ogy & Therapeutics 58, 399–403 (1995).

96. Ebner, T., Ishiguro, N. & Taub, M. The use of transporter probe drug cock-
tails for the assessment of transporter-based drug–drug interactions in a
clinical setting - Proposal of a four component transporter cocktail. Journal
of Pharmaceutical Sciences 104, 3220–3228 (2015).

97. Sanofi-Aventis Deutschland GmbH. Fachinformation - Lasix® 40 mg Tabletten
Lasix® 500 mg Tabs 2022.

98. Kerdpin, O., Knights, K. M., Elliot, D. J. & Miners, J. O. In vitro characterisa-
tion of human renal and hepatic frusemide glucuronidation and identifica-
tion of the UDP-glucuronosyltransferase enzymes involved in this pathway.
Biochemical Pharmacology 76, 249–257 (2008).

99. Biokanol® Pharma GmbH. Fachinformation - Probenecid Weimer® 2010.
100. Ito, Y., Fukami, T., Yokoi, T. & Nakajima, M. An orphan esterase ABHD10

modulates probenecid acyl glucuronidation in human liver.DrugMetabolism
and Disposition 42, 2109–2116 (2014).

101. Vree, T. B., Van Ewijk-Beneken Kolmer, E. W. J., Wuis, E. W. & Hekster,
Y. A. Capacity-limited renal glucuronidation of probenecid by humans.
Pharmaceutisch Weekblad 14, 325–331 (1992).

102. Open Systems Pharmacology. Open Systems Pharmacology Suite https://
github.com/Open-Systems-Pharmacology (2024).

https://github.com/Open-Systems-Pharmacology
https://github.com/Open-Systems-Pharmacology


bibliography 79

103. Wojtyniak, J.-G., Britz, H., Selzer, D., Schwab, M. & Lehr, T. Data digitizing:
Accurate and precise data extraction for quantitative systems pharmacology
and physiologically‐based pharmacokinetic modeling. CPT: Pharmacomet-
rics & Systems Pharmacology 9, 322–331 (2020).

104. Hack, C. et al. in Physiologically Based Pharmacokinetic (PBPK) Modeling (eds
Fisher, J. W., Gearhart, J. M. & Lin, Z.) 81–126 (Elsevier, 2020).

105. Frechen, S. et al.A generic framework for the physiologically‐based pharma-
cokinetic platform qualification of PK‐Sim and its application to predicting
cytochrome P450 3A4–mediated drug–drug interactions. CPT: Pharmaco-
metrics & Systems Pharmacology 10, 633–644 (2021).

106. Türk, D. et al. Novel models for the prediction of drug-gene interactions.
Expert Opinion on Drug Metabolism & Toxicology 17, 1293–1310 (2021).

107. Fossler, M. J. Some thoughts about the mean concentration‐versus‐time
plot. Clinical Pharmacology in Drug Development 6, 220–223 (2017).

108. Frechen, S. & Rostami-Hodjegan, A. Quality assurance of PBPK modeling
platforms and guidance on building, evaluating, verifying and applying
PBPK models prudently under the umbrella of qualification: Why, when,
what, how and by whom? Pharmaceutical Research 39, 1733–1748 (2022).

109. Nishimura, M., Yagutti, H., Yoshitsugu, H., Naito, S. & Satoh, T. Tissue
distribution of mRNA expression of human cytochrome P450 isoforms
assessed by high-sensitivity real-time reverse transcription PCR. Yakugaku
zasshi 123, 369–375 (2003).

110. Meyer, M., Schneckener, S., Ludewig, B., Kuepfer, L. & Lippert, J. Using
expression data for quantification of active processes in physiologically
based pharmacokinetic modeling. Drug Metabolism and Disposition 40, 892–
901 (2012).

111. Nishimura, M. & Naito, S. Tissue-specific mRNA expression profiles of
human phase I metabolizing enzymes except for cytochrome P450 and
phase II metabolizing enzymes. Drug Metabolism and Pharmacokinetics 21,
357–374 (2006).

112. Greenblatt, D. Time course of recovery of cytochrome p450 3A function
after single doses of grapefruit juice. Clinical Pharmacology & Therapeutics
74, 121–129 (2003).

113. Prasad, B. et al. Interindividual variability in hepatic organic anion-transpor-
ting polypeptides andP-glycoprotein (ABCB1) protein expression: Quantifi-
cation by liquid chromatography tandem mass spectroscopy and influence
of genotype, age, and sex.Drug Metabolism and Disposition 42, 78–88 (2014).

114. Nishimura, M. & Naito, S. Tissue-specific mRNA expression profiles of
human ATP-binding cassette and solute carrier transporter superfamilies.
Drug Metabolism and Pharmacokinetics 20, 452–477 (2005).

115. Scotcher, D. et al. Microsomal and cytosolic scaling factors in dog and
human kidney cortex and application for in vitro-in vivo extrapolation
of renal metabolic clearance. Drug Metabolism and Disposition 45, 556–568
(2017).



80 bibliography

116. Margaillan, G. et al. Quantitative profiling of human renal UDP-glucurono-
syltransferases and glucuronidation activity: A comparison of normal and
tumoral kidney tissues. Drug Metabolism and Disposition 43, 611–619 (2015).

117. Open Systems Pharmacology Community. PK-Sim® Ontogeny Database
Documentation, Version 7.3 2018.

118. Rodrigues, A. D. Integrated cytochrome P450 reaction phenotyping: At-
tempting to bridge the gap between cDNA-expressed cytochromes P450
and native human liver microsomes. Biochemical Pharmacology 57, 465–480
(1999).

119. Rowland Yeo, K., Walsky, R., Jamei, M., Rostami-Hodjegan, A. & Tucker, G.
Prediction of time-dependent CYP3A4 drug-drug interactions by physio-
logically based pharmacokinetic modelling: Impact of inactivation param-
eters and enzyme turnover. European Journal of Pharmaceutical Sciences 43,
160–173 (2011).

120. Prasad, B. et al. Abundance of drug transporters in the human kidney
cortex as quantified by quantitative targeted proteomics. Drug Metabolism
and Disposition 44, 1920–1924 (2016).

121. Hanke, N. et al. PBPK models for CYP3A4 and P-gp DDI prediction: A
modeling network of rifampicin, itraconazole, clarithromycin, midazolam,
alfentanil, and digoxin. CPT: Pharmacometrics & Systems Pharmacology 7,
647–659 (2018).

122. Collett, A., Tanianis-Hughes, J., Hallifax, D. & Warhurst, G. Predicting P-
glycoprotein effects on oral absorption: Correlation of transport in Caco-2
with drug pharmacokinetics in wild-type and mdr1a(-/-) mice in vivo.
Pharmaceutical Research 21, 819–826 (2004).

123. Ramamoorthy, A. et al. Regulation of microRNA expression by rifampin
in human hepatocytes. Drug metabolism and disposition: the biological fate of
chemicals 41, 1763–8 (2013).

124. Zhang, H. et al. Polymorphic variants of cytochrome P450 2B6 (CYP2B6.4-
CYP2B6.9) exhibit altered rates of metabolism for bupropion and efavirenz:
A charge-reversal mutation in the K139E variant (CYP2B6.8) impairs for-
mation of a functional cytochrome p450-reductase complex. The Journal of
pharmacology and experimental therapeutics 338, 803–9 (2011).

125. Soars, M. G., Petullo, D. M., Eckstein, J. A., Kasper, S. C. & Wrighton, S. A.
An assessment of udp-glucuronosyltransferase induction using primary
human hepatocytes. Drug metabolism and disposition: the biological fate of
chemicals 32, 140–8 (2004).

126. Shimokawa, Y. et al. Inhibitory potential of twenty five anti-tuberculosis
drugs on CYP activities in human liver microsomes. Biological & Pharma-
ceutical Bulletin 38, 1425–1429 (2015).

127. Rajaonarison, J. F., Lacarelle, B., Catalin, J., Placidi, M. & Rahmani, R. 3’-
azido-3’-deoxythymidine drug interactions. Screening for inhibitors in
human liver microsomes. Drug metabolism and disposition: the biological fate
of chemicals 20, 578–84 (1992).



bibliography 81

128. Kajosaari, L. I., Laitila, J., Neuvonen, P. J. & Backman, J. T. Metabolism
of repaglinide by CYP2C8 and CYP3A4 in vitro: Effect of fibrates and
rifampicin. Basic Clin Pharmacol Toxicol 97, 249–256 (2005).

129. Buckley, D. B., Wiegand, C. M., Prentiss, P. L. & Fahmi, O. A. Time-course of
cytochrome P450 (CYP450) induction in cultured human hepatocytes: Evaluation
of activity and mRNA expression profiles for six inducible CYP450 enzymes
2013. https://www.xenotech.com/wp-content/uploads/2020/05/CYP-
Induction-Time-Course-Buckley.pdf.

130. Annaert, P., Ye, Z., Stieger, B. & Augustijns, P. Interaction of HIV protease
inhibitors with OATP1B1, 1B3, and 2B1. Xenobiotica 40, 163–176 (2010).

131. Chen, Y., Liu, L., Laille, E., Kumar, G. & Surapaneni, S. In vitro assessment
of cytochrome P450 inhibition and induction potential of azacitidine.Cancer
Chemotherapy and Pharmacology 65, 995–1000 (2010).

132. Rae, J. M., Johnson, M. D., Lippman, M. E. & Flockhart, D. A. Rifampin
is a selective, pleiotropic inducer of drug metabolism genes in human
hepatocytes: Studies with cDNA and oligonucleotide expression arrays.
The Journal of pharmacology and experimental therapeutics 299, 849–57 (2001).

133. Hirano, M., Maeda, K., Shitara, Y. & Sugiyama, Y. Drug-drug interaction
between pitavastatin and various drugs via OATP1B1. Drug Metabolism and
Disposition 34, 1229–1236 (2006).

134. Britz, H. et al. Physiologically‐based pharmacokinetic models for CYP1A2
drug-drug interaction prediction: A modeling network of fluvoxamine,
theophylline, caffeine, rifampicin, and midazolam. CPT: Pharmacometrics &
Systems Pharmacology 8, 296–307 (2019).

135. Fuhr, L. M., Marok, F. Z., Hanke, N., Selzer, D. & Lehr, T. Pharmacokinetics
of the CYP3A4 and CYP2B6 inducer carbamazepine and its drug–drug
interaction potential: A physiologically based pharmacokinetic modeling
approach. Pharmaceutics 13, 270 (2021).

136. Marok, F. Z., Fuhr, L. M., Hanke, N., Selzer, D. & Lehr, T. Physiologically
based pharmacokinetic modeling of bupropion and its metabolites in a
CYP2B6 drug-drug-gene interaction network. Pharmaceutics 13, 331 (2021).

137. Türk, D. et al. Physiologically based pharmacokinetic models for predic-
tion of complex CYP2C8 and OATP1B1 (SLCO1B1) drug–drug–gene in-
teractions: A modeling network of gemfibrozil, repaglinide, pioglitazone,
rifampicin, clarithromycin and itraconazole. Clinical Pharmacokinetics 58,
1595–1607 (2019).

138. Loer, H. L. H., Türk, D., Gómez-Mantilla, J. D., Selzer, D. & Lehr, T. Physio-
logically based pharmacokinetic (PBPK) modeling of clopidogrel and its
four relevant metabolites for CYP2B6, CYP2C8, CYP2C19, and CYP3A4
drug–drug–gene interaction predictions. Pharmaceutics 14, 915 (2022).

139. Feick, D. et al. Physiologically-based pharmacokinetic modeling of quini-
dine to establish a CYP3A4, P-gp, and CYP2D6 drug-drug-gene interac-
tion network. CPT: Pharmacometrics & Systems Pharmacology 12, 1143–1156
(2023).

https://www.xenotech.com/wp-content/uploads/2020/05/CYP-Induction-Time-Course-Buckley.pdf
https://www.xenotech.com/wp-content/uploads/2020/05/CYP-Induction-Time-Course-Buckley.pdf


82 bibliography

140. Wendl, T., Frechen, S., Gerisch, M., Heinig, R. & Eissing, T. Physiologi-
cally‐based pharmacokinetic modeling to predict CYP3A4‐mediated drug-
drug interactions of finerenone. CPT: Pharmacometrics & Systems Pharmacol-
ogy 11, 199–211 (2022).

141. U.S. Food and Drug Administration. General clinical pharmacology - General
considerations for pediatric pharmacokinetic studies of drugs, including biological
products. Guidance for Industry (2022).

142. European Medicines Agency. Guideline on the evaluation of the pharmacokinet-
ics of medicinal products in patients with impaired hepatic function (2005).

143. Levey, A. S. et al. The definition, classification, and prognosis of chronic
kidney disease: A KDIGO Controversies Conference report. Kidney Interna-
tional 80, 17–28 (2011).

144. Matovinović, M. S. 1. Pathophysiology and classification of kidney diseases.
EJIFCC 20, 2–11 (2009).

145. Webster, A. C., Nagler, E. V., Morton, R. L. & Masson, P. Chronic kidney
disease. The Lancet 389, 1238–1252 (2017).

146. Lea-Henry, T. N., Carland, J. E., Stocker, S. L., Sevastos, J. & Roberts, D. M.
Clinical pharmacokinetics in kidney disease. Clinical Journal of the American
Society of Nephrology 13, 1085–1095 (2018).

147. Nolin, T. D. A synopsis of clinical pharmacokinetic alterations in advanced
CKD. Seminars in Dialysis 28, 325–329 (2015).

148. Yoshida, K. et al. Systematic and quantitative assessment of the effect of
chronic kidney disease on CYP2D6 and CYP3A4/5. Clinical Pharmacology
& Therapeutics 100, 75–87 (2016).

149. Joy, M. S. et al. In vivo alterations in drug metabolism and transport path-
ways in patients with chronic kidney diseases. Pharmacotherapy: The Journal
of Human Pharmacology and Drug Therapy 34, 114–122 (2014).

150. Sun, H., Frassetto, L. & Benet, L. Z. Effects of renal failure on drug transport
and metabolism. Pharmacology & Therapeutics 109, 1–11 (2006).

151. Lalau, J.-D. et al. Metformin treatment in patients with type 2 diabetes and
chronic kidney disease stages 3A, 3B, or 4. Diabetes Care 41, 547–553 (2018).

152. Schmidt, I. M. et al. Patterns of medication use and the burden of polyphar-
macy in patients with chronic kidney disease: The German Chronic Kidney
Disease study. Clinical Kidney Journal 12, 663–672 (2019).

153. Laville, S. M. et al. Evaluation of the adequacy of drug prescriptions in
patients with chronic kidney disease: Results from the CKD-REIN cohort.
British Journal of Clinical Pharmacology 84, 2811–2823 (2018).

154. Hanke, N. et al. A comprehensive whole-body physiologically based phar-
macokinetic drug–drug–gene interaction model of metformin and cimeti-
dine in healthy adults and renally impaired individuals. Clinical Pharma-
cokinetics 59, 1419–1431 (2020).

155. Malik, P. R. et al. A physiological approach to pharmacokinetics in chronic
kidney disease. The Journal of Clinical Pharmacology 60 (2020).



bibliography 83

156. Deng, G. et al. Physiologically based pharmacokinetic-pharmacodynamic
evaluation of meropenem in CKD and hemodialysis individuals. Frontiers
in Pharmacology 14 (2023).

157. Ponto, L. L. B. & Schoenwald, R. D. Furosemide (Frusemide) - A pharma-
cokinetic/pharmacodynamic review (part I). Clinical Pharmacokinetics 18,
381–408 (1990).

158. Hasegawa, M. et al. Multidrug resistance-associated protein 4 is involved
in the urinary excretion of hydrochlorothiazide and furosemide. Journal of
the American Society of Nephrology 18, 37–45 (2007).

159. Hsueh, C.-H. et al. Identification and quantitative assessment of uremic
solutes as inhibitors of renal organic anion transporters, OAT1 and OAT3.
Molecular Pharmaceutics 13, 3130–3140 (2016).

160. Hsueh, C.-H. et al. PBPK modeling of the effect of reduced kidney func-
tion on the pharmacokinetics of drugs excreted renally by organic anion
transporters. Clinical Pharmacology & Therapeutics 103, 485–492 (2018).

161. Dubinsky, S., Malik, P., Hajducek, D. M. & Edginton, A. Determining the
effects of chronic kidney disease on organic anion transporter 1/3 activity
through physiologically based pharmacokinetic modeling. Clinical Pharma-
cokinetics 61, 997–1012 (2022).

162. Yee, S. W. et al. Influence of transporter polymorphisms on drug disposition
and response: Aperspective from the International Transporter Consortium.
Clinical Pharmacology & Therapeutics 104, 803–817 (2018).

163. Ruedesheim, S. et al. Physiologically based pharmacokinetic modeling of
metoprolol enantiomers and 𝛼-hydroxymetoprolol to describe CYP2D6
drug-gene interactions. Pharmaceutics 12, 1200 (2020).



A
PUBL ICAT IONS

a.1 original articles

Hannah Britz, Nina Hanke, Mitchell E Taub, Ting Wang, Bhagwat Prasad, Éric
Fernandez, Peter Stopfer, Valerie Nock, Thorsten Lehr. Physiologically based
pharmacokinetic models of probenecid and furosemide to predict transporter me-
diated drug-drug interactions. Pharm Res. 2020;37(12):250. doi: 10.1007/s11095-
020-02964-z

Jan-Georg Wojtyniak, Hannah Britz, Dominik Selzer, Matthias Schwab, Thorsten
Lehr. Data digitizing: Accurate and precise data extraction for quantitative sys-
tems pharmacology and physiologically-based pharmacokinetic modeling. CPT
Pharmacometrics Syst Pharmacol. 2020;9(6):322-331. doi: 10.1002/psp4.12511

Lukas Kovar, Dominik Selzer, Hannah Britz, Neal Benowitz, Gideon St. He-
len, Yvonne Kohl, Robert Bals, Thorsten Lehr. Comprehensive parent-metabolite
PBPK/PD modeling insights into nicotine replacement therapy strategies. Clin
Pharmacokinet. 2020;59(9):1119-1134. doi: 10.1007/s40262-020-00880-4

Hannah Britz, Nina Hanke, Anke-Katrin Volz, Olav Spigset, Matthias Schwab,
Thomas Eissing, ThomasWendl, Sebastian Frechen, Thorsten Lehr. Physiologically-
based pharmacokinetic models for CYP1A2 drug-drug interaction prediction: A
modeling network of fluvoxamine, theophylline, caffeine, rifampicin, and midazo-
lam. CPT Pharmacometrics Syst Pharmacol. 2019;8(5):296-307. doi: 10.1002/psp-
4.12397

Nina Hanke, Sebastian Frechen, Daniel Moj, Hannah Britz, Thomas Eissing,
Thomas Wendl, Thorsten Lehr. PBPK Models for CYP3A4 and P-gp DDI predic-
tion: A modeling network of rifampicin, itraconazole, clarithromycin, midazo-
lam, alfentanil, and digoxin. CPT Pharmacometrics Syst Pharmacol. 2018;7(10):
647-659. doi: 10.1002/psp4.12343

Nina Hanke, Michael Teifel, Daniel Moj, Jan-Georg Wojtyniak, Hannah Britz,
Babette Aicher, Herbert Sindermann, Nicola Ammer, Thorsten Lehr. A physiolog-
ically based pharmacokinetic (PBPK) parent-metabolite model of the chemother-
apeutic zoptarelin doxorubicin-integration of in vitro results, Phase I and Phase II
data and model application for drug-drug interaction potential analysis. Cancer
Chemother Pharmacol. 2018;81(2):291-304. doi: 10.1007/s00280-017-3495-2

Daniel Moj, Hannah Britz, Jürgen Burhenne, Clinton F Stewart, Gerlinde Egerer,
Walter E Haefeli, Thorsten Lehr. A physiologically based pharmacokinetic and
pharmacodynamic (PBPK/PD) model of the histone deacetylase (HDAC) in-
hibitor vorinostat for pediatric and adult patients and its application for dose speci-

84

https://link.springer.com/article/10.1007/s11095-020-02964-z
https://link.springer.com/article/10.1007/s11095-020-02964-z
https://ascpt.onlinelibrary.wiley.com/doi/full/10.1002/psp4.12511
https://link.springer.com/article/10.1007/s40262-020-00880-4
https://ascpt.onlinelibrary.wiley.com/doi/full/10.1002/psp4.12397
https://ascpt.onlinelibrary.wiley.com/doi/full/10.1002/psp4.12397
https://ascpt.onlinelibrary.wiley.com/doi/full/10.1002/psp4.12343
https://link.springer.com/article/10.1007%2Fs00280-017-3495-2


A.2 conference abstracts 85

fication. CancerChemother Pharmacol. 2017;80(5):1013-1026. doi: 10.1007/s00280-
017-3447-x

Daniel Moj, Nina Hanke, Hannah Britz, Sebastian Frechen, Tobias Kanacher,
Thomas Wendl, Walter E Haefeli, Thorsten Lehr. Clarithromycin, midazolam,
and digoxin: Application of PBPK modeling to gain new insights into drug-
drug interactions and co-medication regimens. AAPS J. 2017;19(1):298-312. doi:
10.1208/s12248-016-0009-9

a.2 conference abstracts

Lukas Kovar, Hannah Britz, Dominik Selzer, Neal L Benowitz, Yvonne Lydia
Kohl, Robert Bals, Thorsten Lehr. A physiologically based pharmacokinetic/phar-
macodynamic (PBPK/PD) parent-metabolite model of nicotine including its
chronotropic effect and CYP2A6/CYP2B6 metabolism. Annual Meeting of the
German Pharmaceutical Society (DPhG), September 2019, Heidelberg, Germany

Hannah Britz, Nina Hanke, Thorsten Lehr. A physiologically based pharmacoki-
netic model of the CYP1A2 substrate theophylline and its application for the
prediction of drug-drug interactions with fluvoxamine, rifampicin and smoking.
Annual Meeting of the German Pharmaceutical Society (DPhG), September 2019,
Heidelberg, Germany

Lukas Kovar, Hannah Britz, Yvonne Lydia Kohl, Robert Bals, Thorsten Lehr.
Physiologically-based pharmacokinetic (PBPK) modelling of nicotine and its
main metabolite cotinine in healthy volunteers and smokers. 28th Population
Approach Group Europe (PAGE) meeting, June 2019, Stockholm, Sweden

Jan-Georg Wojtyniak, Hannah Britz, Fatima Zahra Marok, Denise Turk, Laura
Fuhr, Lukas Kovar, Nina Hanke, Matthias Schwab, Thorsten Lehr. Physiologically-
based pharmacokinetic (PBPK) modelling of a CYP3A4/P-gp DDI network with
ketoconazole, midazolam, alfentanil, repaglinide and digoxin. International PhD
Student & Postdoc Meeting of the German Pharmaceutical Society (DPhG) 2019,
March 2019, Darmstadt, Germany

Hannah Britz, Nina Hanke, Thorsten Lehr. Physiologically-based pharmacoki-
netic (PBPK) modeling of the strong CYP1A2 inhibitor fluvoxamine. 27th Popula-
tion Approach Group Europe (PAGE) meeting, May 2018, Montreux, Switzerland

Daniel Moj, Hannah Britz, Gerlinde Egerer, Walter E Haefeli, Thorsten Lehr.
Application of a physiologically-based pharmacokinetic and pharmacodynamic
(PBPK/PD) model of the histone deacetylase (HDAC) inhibitor vorinostat to
improve dosing regimens in adults. 26th Population Approach Group Europe
(PAGE) meeting, June 2017, Budapest, Hungary

https://link.springer.com/article/10.1007%2Fs00280-017-3447-x
https://link.springer.com/article/10.1007%2Fs00280-017-3447-x
https://link.springer.com/article/10.1208%2Fs12248-016-0009-9


86 publications

Hannah Britz, Nina Hanke, Thorsten Lehr. Physiologically-based pharmacoki-
netic (PBPK) modeling of dronedarone and its main metabolite N-debutyldro-
nedarone.Annualmeeting of theGermanPharmaceutical Society (DPhG), Septem-
ber 2017, Saarbrücken, Germany

Hannah Britz, Daniel Moj, Nina Hanke, Thorsten Lehr. Physiologically-based
pharmacokinetic (PBPK) modeling of the dronedarone drug-drug interaction
with digoxin. 25th Population Approach Group Europe (PAGE) meeting, June
2016, Lisbon, Portugal

Nina Hanke, Sebastian Frechen, Hannah Britz, Daniel Moj, Tobias Kanacher,
Thomas Eissing, Thomas Wendl, Thorsten Lehr. Physiologically-based pharma-
cokinetic modeling of rifampicin drug-drug interactions with midazolam and
digoxin. 25th Population Approach Group Europe (PAGE) meeting, June 2016,
Lisbon, Portugal



colophon

This document was typeset using the typographical look-and-feel classicthesis
developed by André Miede and Ivo Pletikosić. The style was inspired by Robert
Bringhurst’s seminal book on typography “The Elements of Typographic Style”.
classicthesis is available for both LATEX and LYX:

https://bitbucket.org/amiede/classicthesis/

Happy users of classicthesis usually send a real postcard to the author, a
collection of postcards received so far is featured here:

http://postcards.miede.de/

Thank you very much for your feedback and contribution.

https://bitbucket.org/amiede/classicthesis/
http://postcards.miede.de/

	Abstract
	Abstract
	Zusammenfassung
	Abstract

	Graphical Abstract
	Publications

	Included publications
	Acknowledgments

	Acknowledgements
	Contents
	List of Figures
	List of Tables
	Abbreviations

	Abbreviations
	1 Introduction
	1.1 Motivation
	1.2 Model-informed drug development
	1.2.1 Pharmacometrics


	2 Aims
	3 Methods
	3.1 Physiologically based pharmacokinetic modeling
	3.1.1 PBPK model building
	3.1.2 PBPK model evaluation
	3.1.3 PBPK model sensitivity analysis
	3.1.4 PBPK DDI modeling
	3.1.5 PBPK DDI performance evaluation

	3.2 Investigated drug-metabolizing enzymes, drug transporters and drugs
	3.2.1 Drug-metabolizing enzymes
	3.2.2 Drug transporters
	3.2.3 Drugs

	3.3 Software

	4 Results
	4.1 Project I: CYP3A4 and Pgp DDI network
	4.1.1 Reference
	4.1.2 Supplementary material
	4.1.3 Copyright
	4.1.4 Author contributions

	4.2 Project II: CYP1A2 DDI network
	4.2.1 Reference
	4.2.2 Supplementary material
	4.2.3 Copyright
	4.2.4 Author contributions

	4.3 Project III: Transporter-mediated DDIs
	4.3.1 Reference
	4.3.2 Supplementary material
	4.3.3 Copyright
	4.3.4 Author contributions


	5 Discussion, Future Directions and Conclusion
	5.1 Discussion
	5.1.1 PBPK model development and evaluation
	5.1.2 PBPK DDI modeling
	5.1.3 PBPK modeling in special populations
	5.1.4 PBPK drug-gene interaction modeling

	5.2 Future directions
	5.3 Conclusion

	 Bibliography
	A Publications
	A.1 Original Articles
	A.2 Conference Abstracts

	Colophon

