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Zusammenfassung

Durch die Endlichkeit von Materialien und Energie ist eine ressourceneffiziente Nutzung

dieser Rohstoffe unabdingbar. Mittels Elektrodeposition mit Nickel nanokristallin

beschichtete Hybridschäume meistern durch ihre hervorragenden mechanischen Eigen-

schaften bei gleichzeitig geringem Gewicht diese Herausforderung der Ressourcenscho-

nung. Bedingt durch Stofftransportlimitierungen kommt es während des Beschich-

tungsprozesses zu einer inhomogenen Schichtdickenverteilung und somit zu einem in-

homogenen Materialverhalten. Zur Vermeidung von inhomogenen Beschichtungsdicken

wird in dieser Arbeit dieser Elektrodepositionsprozess auf Schäumen untersucht. Dazu

wird der Prozess abstrahiert. Die dominierenden Stofftransportprozesse der Ionenbewe-

gung, deren Einfluss aufeinander sowie ihr Einfluss auf die Ionenkonzentration wurden

in einem beidseitig gekoppelten Modell diskutiert. Für die Modellierung des Einflusses

der Beschichtungsdicke auf den Prozess erfolgt eine Geometriestudie zur Vereinfachung

der komplexen Schaumstruktur. Mittels eines für das einseitig gekoppelte Modell gener-

ierten expliziten FD-Codes werden die Ergebnisse aus der Simulation den Ergebnissen

aus dem Experiment bezüglich der Beschichtungshomogenität gegenübergestellt. Der

Einfluss verschiedener Parameter auf die Ergebnisse in der Simulation sowie die Unter-

schiede zwischen Experiment und Simulation werden mit Hilfe eines Design of Experi-

ment untersucht.





Abstract

As materials and energy are finite resources, it is essential to use these raw materials

efficiently. Hybrid foams coated with electrodeposited nanocrystalline nickel master

this challenge of resource efficiency perfectly by combining excellent mechanical prop-

erties with low weight. Due to mass transport limitations, an inhomogeneous coating

thickness distribution and, thus, inhomogeneous material characteristics appear during

the electrodeposition process. With the aim of achieving a homogeneous coating thick-

ness, this electrodeposition process on hybrid foams is examined in this thesis. For this

purpose, the process is abstracted and divided into the mass transport processes dom-

inating the ion movement, their influence on each other, as well as their influence on

the local ion concentration in a two-sided coupled model. A geometry study is carried

out to simplify the complex foam structure to model the back-coupling. An explicit

FD code is developed for the one-sided coupled model, assuming a linear relationship

between the ion concentration and the coating homogeneity, and the results of the sim-

ulations are compared with the results from the experiments. The experimental results

are discussed using a Design of Experiment, and the influence of various parameters

on the results in the simulation is investigated.
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1
Introduction

1.1 Motivation

Cellular structures like foams consist of a connected network of lattices with open and

closed faces pin-jointed or rigidly bonded at their edges. However, the term cellular

solids means different things to different people. For non-scientists, foams are soft,

flexible objects which can be used for packaging, padding and cleaning. Food scien-

tists think of bread, cake, meringue, or mousse. For natural scientists, cellular solids

are materials like wood, coral, or bone. For engineers, they are essential in lightweight

structures, energy management, insulation, and filtration [11], as with the foams exam-

ined in this thesis. In general, they are inspired by nature, and the artificial foams are

made of metal or synthetics for industrial applications. Foams made of metal are called

metal foams and are an essential representative of artificial cellular structures. They

are often made of aluminium (Al) due to its low density, low melting point and low price

compared to other lightweight metals [11]. Additionally, metal and synthetic foams can

be coated with a metallic layer. The metallic layer improves the mechanical properties

further and can be applied, for instance, by an electrochemical coating process. For

the material labelling of coated foams, also called hybrid foams, the coating material

is mentioned first and the substrate material second. Thus, Ni-coated Al-foams are

called Ni/Al-foams. The foam to be coated is called substrate, and the coated foams

are called hybrid foams. Nickel (Ni) is suitable for the coating due to its outstanding

mechanical properties. Nanocrystalline Ni applied as an electrochemical coating im-

presses with extraordinary mechanical properties such as high hardness [9, 128], high

yield strength [119, 172], fracture strength [9, 50], wear resistance [146], corrosion re-

– 1 –



2 Chapter 1. Introduction

sistance [65], and catalyst properties [104, 135, 170]. Hence, it is particularly useful as

a coating material. The small grain sizes in the nanometre range achieved during the

electrodeposition process further improve the material behaviour due to the Hall-Petch

relationship [95, 100, 117]. In addition, the coating enhances the mechanical properties

and functionalises the inner surface of the substrate. In general, the inner surface of the

foams is extensive in relation to the volume [59, 141, 142], due to the porous structure.

In the past, Al-foams were already electrochemically coated with nanocrystalline Ni-

tungsten (NiW) in 2008 by Boonyongmaneerat et al. [23] to enhance their mechanical

properties. Even with a low coating thickness, a positive effect on the absolute stiffness,

strength, and energy absorption was determined [23, 85]. Moreover, Bouwhuis et al.

[25] confirmed the results of Boonyongmaneerat et al. [23] with Ni-coated Al-foams

in 2009. However, the coated foams showed a low coating homogeneity across their

geometry. The coating thickness in the middle of the foam is approximately 10% of

the coating thickness at the outer foam surface. This coating inhomogeneity is caused

by mass transport limitation and electromagnetic shielding (Figure 1.1). According to

Figure 1.1: Coated foam with significant coating thickness inhomogeneities,
Bouwhuis et al. [25]

a study by Bele et al. [13], cells in the middle of the foam failed first due to the thin

coating thickness. Thus, the achievable peak compressive strength is strongly limited

by the non-uniform coating [13]. This observation was confirmed by Lausic et al. [105]

at the same time. A Ni layer of 24 − 72 µm leads to an increase in strength in the

range of 2.3 − 5.2MPa when loaded parallel to the coating gradient and an increase in

strength of 4.0 − 10.5MPa when loaded perpendicular to the coating gradient [105].
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The specific strength and stiffness could be increased by 240% for parallel and 540%

for perpendicular loading, respectively [104]. To improve the homogeneity of the coat-

ing thickness, Jung et al. [86, 87] developed a sacrificial anode in cage form. Coating

thickness homogeneities of up to 80% in relation to the maximum coating thickness

were achieved by flowing the electrolyte through the foam [86, 87].

For cost reasons, the substrate made of Al can be substituted by a substrate of

polyurethane (PU). The substitution is possible because the coating carries most of the

total stress, even under tension. This observation was shown in simulations of micro-

tensile tests on coated single struts [82]. The more cost-efficient PU-foams have poorer

mechanical properties than Al-foams but this is of low influence on the properties of

the Ni/PU hybrid foams. An additional advantage is the lower number of preparation

steps (one step for the pretreatment of PU-foams, eight steps for the pretreatment of

Al-foams). So, a cost reduction of 85% per absorbed energy unit can be achieved when

using Ni/PU-foams compared to Ni/Al-foams [82]. In contrast to Al, PU has to be

coated with graphite in the first processing step as a non-conductive material. Due to

graphite’s lower conductivity than Al, the mass transport limitation processes have a

more substantial effect on the inhomogeneity of the coating thickness in Ni/PU-foams

compared to Ni/Al-foams. For the coating of Ni/PU-foams, optimising the process pa-

rameters of the electrodeposition process to achieve homogeneous coating thicknesses

is even more relevant than Ni/Al hybrid foams. The foams examined in this thesis

are both Ni/Al and Ni/PU hybrid foams. In the following, all chemical elements are

abbreviated according to the standard regulation of the International Union of Pure

and Applied Chemistry (IUPAC).
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1.2 Objectives and Structure of the Thesis

First, in chapter 2, the bulk material of porous structures is considered in terms of its

various properties. Different ways of producing porous structures are also explained

with advantages and disadvantages. Furthermore, fields of application of porous struc-

tures are shown.

In chapter 3, different coating possibilities of porous structures are presented. The

most suitable electrodeposition process is examined with regard to different physical

and chemical processes. This is followed by an explanation of the four main reasons

for mass transport: convection, diffusion, migration, and reaction including experimen-

tal data from literature [57]. The experimental setup used at that time is discussed

concerning the Design of Experiment (DoE), as well as the possible evaluations of the

DoE.

In chapter 4, the processes occurring during the electrodeposition process are mod-

elled in a one-sided model. This model takes into consideration the influence of the

convection, diffusion, migration and reaction on the coating thickness. Moreover, the

chemical background of the electrodeposition process is given.

The partial differential equation (PDE) resulting from the model is classified, and the

most prevalent discretisation possibilities are compared in chapter 5. The continuous

PDE is discretised and transformed into the implemented code through an explicit

finite difference scheme.

In chapter 6, benchmark tests are used to validate the code for the four dominant mass

transport processes.

The coating thickness influences the geometry parameters, and the geometry parame-

ters influence the mass transport. This relationship shows that the electrodeposition

process is not only a one-sided coupled problem but a fully coupled problem. For the

modelling of the back-coupling, firstly, the representative volume element (RVE) of

foams is determined in chapter 7, and this is followed by an examination of the influ-

ence of the coating thickness on various geometry parameters with the utilisation of

computed tomography (CT) data. In addition, the geometry of different stackable unit

cells with the real foam structure is examined as a function of the coating thickness.

By using several regular unit cells, the numerical calculation of foams can be performed

more efficiently than with the use of irregular RVEs. Based on the results of the unit

cells, a model can be chosen to describe the permeability of the foams. This chapter

also examines the cross-sectional area as a function of the coating thickness.

The results obtained in the previous chapters are used in chapter 8 to simulate the one-

sided coupled model. Besides a simple comparison of the results between experiment

and simulation, the DoE is applied and evaluated in terms of two target variables. The
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first target variable is the difference between the experimental results of the electrode-

position process described in [57] and the simulations based on the model presented

in this thesis. The second target variable is the difference between the maximum and

the minimum coating thickness obtained in the simulations in this thesis. The effects

and interactions of the influencing variables, for example, velocity and current density,

on the target variables are also determined by evaluating the DoE. For the sake of

completeness, a sensitivity analysis is executed for the parameters velocity, diffusion

constant, electrical field and sink constant, as well as an examination of further param-

eters, followed by a stability analysis.

Chapter 9 summarises all gained knowledge and gives an outlook on further fields to be

examined in the domain of simulations of the electrodeposition process on open-porous

metal foams to improve the coating thickness homogeneity.
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2
Porous Structures

Porous structures are not a modern invention. The first mention of porous metals

was in 77AD in literature describing the so-called granulation process, which Etruscan

goldsmiths used to make fine jewellery [133]. At the beginning of the 20th century,

porous metals were used as sinter powders and grids in commercial and technical ap-

plications [30, 126]. A patent was granted in France in 1925 for producing a structure

with high porosity by foaming a material, which is still used today [116] for metal foam

production. The commercialisation of what is now called metal foam started in the late

1950s through research and development [106]. The reason for this development is the

large inner surface area, the high stiffness-to-weight ratio when loaded in bending, and

good permeability in the case of open-porous structures. Properties like this ensure

that there is continued interest in researching into such materials.

2.1 Structural Properties

The properties of porous structures are linked to other parameters than is the case

with completely dense, monolithic materials. These properties depend on the topology

(connectivity) [10], material [10], pore size [40, 66, 122, 152, 155], pore distribution

[40, 66, 122, 152, 155], density [40, 66, 122, 152, 155] and the shape of nodes and struts

[10] in open-cell foams. Porous structures can be categorised in the geometry of the

cell structure, the size scale, and the mechanical properties.

– 7 –
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2.1.1 Cell Structures

The terms stochastic and periodic structures characterise porous materials according

to their geometry (Figure 2.1). In stochastic structures, the struts are randomly dis-

tributed, and in periodic structures, the struts are arranged in a regularly repeated unit

cell. Foams can also be categorised as open-cells (Figure 2.1 a) and c)) or closed-cells

(Figure 2.1 b)). In open-cells, the cells are connected by open faces. The inspiration

for open-cell foams are bones and sponges [11, 12]. In closed-cells, the cells are sepa-

rated by walls [11]. They are inspired by cork [11, 12]. Both are stochastic structures,

foams with open-cells as well as foams with closed-cells. Stochastic open-cell structures

consist of several nodes and struts. Periodic structures comprise micro lattices and mi-

cro trusses (Figure 2.1 c)), i.e., 3D structures consisting of a unit cell repeated several

times. Periodic cellular structures can also consist of honeycombs (Figure 2.1 d)). Hon-

eycombs are only arranged in two dimensions and resemble real honeycombs built by

bees. The last possible structure of cellular materials is an auxetic structure (Figure

2.1 e), a planar auxetic structure). These are two- or three-dimensionally arranged

unit or stochastic cells. When elongated, they expand transversely to the direction of

elongation, resulting in a negative Poisson’s ratio.

a) b)

c) d) e)

st
o
ch
as
ti
c

p
er
io
d
ic

open-cells closed-cells

[81]

Figure 2.1: Various porous structures sorted into stochastic and regular cells. a) open-cell
metal foam b) closed-cell metal foam c) micro lattices/micro trusses d) honey-
combs e) auxetic structures
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2.1.2 Hierarchical Structure

Porous structures can also be classified in hierarchical terms defining different spatial

scales (Figure 2.2). A distinction is made between the macro, meso and micro-scale.

On the macro-scale, the whole component or the entire sample (Figure 2.2 a)) is con-

sidered. On this scale, the foam is perceived as a homogeneous continuum with its

effective properties, which are comparable with the properties of completely dense

monolithic materials [10]. The meso-scale contains single pores (Figure 2.2 b)) or only

a small number of pores, whereas the micro-scale covers the material properties and

grain structure of individual struts (Figure 2.2 c)). A change in the meso and mi-

crostructure influences the macroscopic material parameters of the entire foam. In the

mesostructure, the parameters pore size, porosity and in the case of coated foams, the

coating thickness can be changed. In the microstructure, the strut geometry and the

material can be varied. Therefore, each scale is essential for a complete characterisation

of the foams. This thesis focuses on the macro-scale for the modelling and the simula-

tion of the electrodeposition process, and the meso and micro-scale for the geometrical

analysis.

a) b) c)

Figure 2.2: Different scales of metal foams a) Macro-scale or sample b) Meso-scale or one
pore c) One strut

2.1.3 Mechanical Properties

A distinction can be made between isotropic, anisotropic and orthotropic, which is a

special case of anisotropic materials, if porous media are classified according to the

macro-scale’s mechanical properties. Isotropic structures show no directional depen-

dence in their properties. Cork, as an anisotropic structure, shows axis-symmetric

behaviour. Orthotropy is a particular form of anisotropy. Orthotropic structures show
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the same material behaviour as anisotropic structures, but only when rotated around

the orthotropic axis [12]. Wood, for example, consists of long fibres aligned in one direc-

tion and shows a particular orthotropic behaviour, namely transversal isotropy. The

pores of metal foams are slightly elliptical due to the manufacturing process, which

leads to marginally pronounced orthotropic properties. This elliptical manner was con-

firmed in the research by Andrews [6], where the cells had a principle axis of 3mm and

4.5mm depending on the direction of measurement [6]. This directional dependency is

also present in naturally occurring materials. Strength and stiffness vary by a factor of

2 for cork, depending on the direction of loading, and for wood by a factor of 10 [12].

However, metal foams are usually considered to have an isotropic material behaviour.

2.2 Manufacturing Processes

This work focuses mainly on the coating process of open-porous metal and PU foams.

For the sake of clarity, the production process of the foams, creating the substrate

of hybrid foams, will be discussed first. The coating process for archiving the hybrid

foams is discussed in more detail in chapter 3.

2.2.1 Metal Foams

Literature distinguishes between nine different processes for producing metal foams.

The five processes used commercially are:

1 Gas injection: Melted Al or a melted Al alloy is mixed with ceramic particles.

Bubble-forming gas or water is injected into the melt to produce pores. This

process produces foams with closed-cells and a low relative density (0.03 − 0.1).

It is the most cost-effective method, and mainly Al-SiC or Al-Al203 alloys are

used to produce Al-foams [11].

2 Gas-releasing particle decomposition in the melt: Molten metal alloys are mixed

with a foaming agent. When heated above 465 ◦C, the foaming agent starts to

decompose, producing large amounts of hydrogen gas, and generating bubbles.

The molten alloy is cooled down while controlling the overpressure so that the

hydrogen cannot escape and the bubbles do not coalesce or collapse. Only closed-

cell Al-foams are produced with this method [11].

3 Gas releasing particle decomposition in semi-solid materials: Mixed metal alloy

powders with a foaming agent (TiH2) are solidified and extruded into dense rods

or sheets. They are placed in a mould and heated. The foaming agent decomposes
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to form bubbles with high internal pressure. The remaining metal alloy fills the

mould and obtains the same geometry as the mould. This process produces

closed-cell foams with a relative density of approximately 0.08 and cell diameters

of 1 − 5mm and applies to Al, Zn, Fe, Pb and Au[11].

4 Casting using a polymer or wax die: An open-porous polymer foam with the

desired geometry is embedded in casting sand in a mould. When the mould is

baked, the casting material hardens, and the polymer template decomposes and

finally evaporates. A negative image of the open-porous foam remains, which

is filled with a liquid metal alloy or a metal powder slurry. After cooling, the

casting materials are removed, and the metal foam is created equivalent to the

original polymer foam. This process produces open-porous metal foams made of

Al, Cu, Mg, NiCr, and stainless steel [11].

5 Metal deposition on cellular preforms: An open-cell polymer foam is introduced

into a reactor. Ni carbonyl is passed through the reactor, which results in Ni

deposition at 100◦C on the polymer foam. After reaching the intended coating

thickness, the polymer foam is burnt out by heating the air. This method pro-

duces open-cell metal foams with hollow struts. The foams consist of Ni or Ti

[11].

In addition to the commercially used processes described above, there are four other

processes, namely gas expansion at high pressure, production using a hollow sphere

structure, co-compaction or casting of two materials, one of which can be leached out,

and eutectic solidification of gas-metal.

Processes 1 to 3 produce closed-cell metal foams. Processes 4 and 5 create open-cell

metal foams, whereby process 5 only produces hollow struts. The advantages of process

4 are the precise control of production parameters, which can be tailored for foam

usage. These production parameters are alloy, geometry, density, and cell structure.

Additionally, the metal foam produced is an exact copy of the polymer foam, and

accordingly, it is possible to produce complex component geometries. Depending on

the process, it is also feasible to produce stable structures and an application-optimised

pore size distribution. Furthermore, solid components can be bonded directly to the

foam during the casting process. Disadvantages of the process are the high effort and

the price due to the mould production.

The foams examined in this thesis were all produced using process 4.
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2.2.2 PU-Foams

The production of open-porous PU-foams is very similar to production process 2 of

Al-foams. Polyol and isocyanates are mixed in a mould with a blowing agent. This

process results in a block of foam, which has to be stirred and cooled for about one

day. After this process, the PU-foam has closed pores, as for the Al-foams in the

production process. To open the pores, the PU foam is reticulated several times. A

gas (e. g. oxyhydrogen gas) is injected into the foam and detonated for reticulation.

The detonation finally opens the cell walls. Repeated reticulation converts a closed-cell

PU-foam into an open-cell PU-foam. Then, the foam is permeable. The production

process of open-cell porous PU-foams is much more cost-efficient than the production

process of open-cell porous metal foams. This cost-efficiency is due to the production

process 4 of the Al-foams, where a PU-foam is needed for creating the mould.

2.3 Applications of Metal Foams

Due to their extraordinary appearance, excellent mechanical properties and lightweight,

metal and PU-foams are used in various fields. They are widely used in structural

damping, thermal and electrical insulation, packaging, buoyancy, filters, membranes,

and substrates such as ink carriers. A detailed list of the various applications is given

in Table 2.1.

Despite the extensive range of possible applications, metal foams have been used so far

almost exclusively in niches. This niche usage is due to the high production costs. Metal

foams have to compete with already established and, therefore, cheaper materials. In

contrast to metal foams, the established materials are not multi-functional. Metal

foams combine several properties such as mechanical properties, crash absorber function

and a high inner surface. By using the multi-functionality of metal foams, the usage

of additional materials and, therefore also, costs can be reduced. However, challenges

have to be successfully dealt with, such as poor reproducibility and high material costs

of the foams. Only then can metal foams be made available to a broad market. Another

way to make metal foams more attractive to the broad market is to exploit their multi-

functionality, which can be achieved by using electrodeposition to apply a coating, for

example. Applying the coating can produce an active surface and enhance the material

properties.
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Table 2.1: Properties and resulting applications for metal and PU-foams

properties reasons for application application

structural
usage [59]

- large static and cyclic loads
for a long period of time

- high stiffness-to-weight ratio
when loaded by bending

- absorption of high impact
energies [7, 106]

- space vehicle [3]
- ski
- racing yachts
- portable buildings
- crash/energy absorbers [11]
- lightweight construction
materials

- orthopaedic applications [7]

thermal
insulation [59]

low thermal mass [7, 106]

- disposable coffee cups
- booster rockets for space
shuttle
- modern buildings
- cork to save the bark

electrical
insulation [7]

low loss factor per unit
volume

- artificial skins [59]
- radio transmitters
- antistatic shields
- sensors

packaging [59]

- energy absorption of impacts [7]
- light weight
- nearly constant stress level
during large deformations

- shipping materials

buoyancy [11, 59]

- closed-cells: retain buoyncy,
even when highly damaged

- unaffected by extended
immersion in water

- marine bouyancy
- flotation in boats
- modern sailboat design

other applications
- filters [11, 59]
- carriers [59]
- membranes[59]
- miscellaneous

for example:
high inner surface [7]

- water cleaners [8]
- carriers for inks [59]
- carriers for dyes [59]
- carrier for lubricants [59]
- water-repellent membranes
- stopper for bottles [59]
- bulletin boards [59]
- non-slip surfaces [59]
- sound absorption [3]
- scaffolds
- heat-exchangers [7]
- electrodes [11]
- catalysts [59]
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3
Electrodeposition Process

Functionalisation of the inner surface is essential for exploiting the potential of open-cell

metal and polymer foams. In addition, the properties of the substrate are improved,

or the substrate obtains new properties through a coating. According to DIN 8580,

coating processes are one of the six manufacturing processes [1] along with primary

shaping, forming, separating, joining and changing material properties. For coating

processes, a distinction is made between the initial states of the coating material. The

coating material can be in gaseous or vapour form, in liquid, pulpy or paste-like form.

It can be in a solid (powdery or granular) state or an ionised state [1]. The challenge in

foam coating is the microheterogeneous structure and the demand for a homogeneous

coating thickness. Therefore, the choice of coating processes is very limited.

3.1 Coating of Foams

Coating foams can improve their properties enormously. Catalytic flow processes, sur-

face functionalisation, corrosion resistance or mechanical properties can be improved.

Particularly marked improvements in the mechanical properties can be achieved in

terms of hardness, yield strength, fracture strength and wear resistance. The following

describes various coating processes established for coating open-cell foams.

3.1.1 Possible Options for Foam Coating

There exist five different ways to apply the coating:

1 Foam immersed in liquid dispersion of fine metal particles, dried and sintered

– 15 –
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2 Thermal spraying processes such as high-velocity flame spraying

3 Vapour phase deposition

4 Electrodeposition

5 Dipping foam into a melt of another metal with a lower melting point (= Hot

Dip Coating)

Processes 1, 2 and 3 are applicable for fragile foam structures. However, processes

1 and 2 can only produce very thin coating thicknesses. Process 3 is costly because

only very thin coatings can be applied in one single step. In process 5, the coating

thickness is difficult to adjust. Processes 3 and 4 are the only processes that produce a

nanocrystalline metallic coating and thus better mechanical properties according to the

Hall-Petch relationship [95, 100, 117]. A nanocrystalline coating further improves me-

chanical properties and is preferable to a conventional coating. Regarding these points,

process 4 shows the highest potential to improve mechanical behaviour. Therefore, the

electrodeposition process is the central point of this thesis.

3.2 Electrodeposition Process

Electrodeposition is the process of passing an electric current through an electrolytic

bath to create a coating by electrochemical deposition of metallic substrates. It is de-

rived from electroplating, discovered by the Italian doctor Luigi Galvani in 1790. With

the help of the electrodeposition process, coating thicknesses with an accuracy of less

than one micrometre can be achieved on a flat surface [95, 100, 117, 147]. Furthermore,

the initial compressive modulus and the peak compressive strength can be enhanced

[105]. The electrodeposition process also influences the functionalisation of the inner

surface and, additionally, the overall shape of the compression-strain curve [105]. The

process is mainly influenced by the local electrolyte concentration (= the local ion

concentration), the local current density, the hydrogen evolution, the convection of the

electrolyte, and the different active areas within the medium to be coated [147]. For

the substrate material, aluminium is suitable due to its low density, combined with

good mechanical properties and favourable price compared to other lightweight metals

[11]. Nevertheless, it has low stiffness and low strength in relation to other materials,

such as, for example, Ni. For this reason, even thin Ni-coatings are sufficient to influ-

ence mechanical properties significantly. The coating material has evolved over time.

In 2008, Boonyongmaneerat et al. [23] coated Al-foams with nanocrystalline Ni-W

and found a positive effect on absolute stiffness, strength, and energy absorption at

low coating thicknesses due to the coating. In further research, these results were also
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Table 3.1: Number of pre-treatments steps for the electrodeposition on PU-foams

step solution duration
1 dip-coating in conductive layer (Cu or Graphit) 5 s
2 removing excessed lacquer by compressed airflow 15 s

Table 3.2: Number of pre-treatments steps for the electrodeposition on Al-foams

step pickling solution composition duration
1 alkaline pickling NaOH(20%) 2min
2 acid deoxidation HNO3 (37%) 1min
3 zincate pickling first 1min
4 dissolution of Zn layer HNO3 (37%) 15 s
5 zincate pickling second 1min
6 dissolution of Zn layer HNO3 (37%) 15 s
7 zincate pickling third 1min

8
electroless copper plating 200 g/l CuSO4×H2O
50 g/l H2SO4

1.5min

found to apply to a coating with nanocrystalline Ni [25, 85]. Furthermore, it was shown

that a limitation in mass transport occurs within the foam due to the electromagnetic

shielding. This mass transport limitation results in a coating thickness of 10% in the

middle of the foam in relation to the maximum coating thickness (Figure 1.1). The

coating inhomogeneity also has a noticeable effect on the mechanical properties. For

non-uniformly coated foams, the achievable peak compressive strength is severely lim-

ited [13]. Using a caged sacrificial anode and flowing the electrolyte through the foam,

Jung et al. [86, 87] achieved a homogeneity in the coating thickness of 80%of the max-

imum coating thickness. Finite-Element-Simulations of micro-tensile tests revealed an

almost complete stress absorption by the coating [82], whereas the mechanical prop-

erties of the substrate have almost no influence. This led to the replacement of the

Al substrate by a PU substrate. For a coating of the PU foam via electrodeposition,

the foam only has to be dip-coated in a conductive layer of graphite. This means that

there are two pre-treatment steps for the PU hybrid foams production (Table 3.1) in

contrast to the eight pre-treatment steps for the Al hybrid foams production (Table

3.2).

3.2.1 Electrochemical Cell

Electrochemical coating cells are used for electrodeposition. The coating cell consists

of two electrodes, a positively charged anode and a negatively charged cathode. The

electrodes are placed in an electrolyte and are connected to a current source. With

the current source cut off, the system is at equilibrium potential. If the current source
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is switched on, there is an increase in potential, called overpotential. For current

to flow within the electrolyte, the externally applied potential has to be higher than

the equilibrium potential. Then, the electrodeposition process starts working. At the

anode, the anode material, in this thesis, a metal (Me), reacts to form positively charged

ions (Mez+) and electrons (e−)

Me → Mez+ + ze− . (3.1)

The positively charged ions move from the anode to the cathode through the electrolyte.

There, the ions react with the electrons to form the anodic material

Mez+ + ze− → Me . (3.2)

Thus, the anodic material is reduced at the anode while the cathode is coated with the

anodic material by oxidation of the metal ions (Figure 3.2). During the electrodeposi-

tion process, different reactions take place, depending on the distance to the electrode

surface. A rough guide for this distance is a value of 1000 Å from the electrode surface.

The so-called bulk electrolyte is located at a distance of more than 1000 Å from the

electrode surface. In the bulk electrolyte, there are three or four dominant reasons for

ionic movement:

1 applied pump = convection (Figure 3.1 a))

2 gradient of the ion concentration = diffusion (Figure 3.1 b))

3 potential gradient = migration (Figure 3.1 c))

4 ion consumption = reaction (Figure 3.1 d)).

A connected pump transports the electrolyte in the cell considered in this thesis. There-

fore, all four reasons for the ion movement have to be considered.

The ion flux jflux within the bulk electrolyte (mechanisms 1 to 4) can be described by

the Nernst-Planck equation:

jflux =
zF

RT
Dc gradΦ

︸ ︷︷ ︸

migration

+D grad c
︸ ︷︷ ︸

diffusion

− cv
︸︷︷︸

convection

+ σ
︸︷︷︸

reaction

. (3.3)

F is the Faraday constant, z the valence of the ions, R the gas constant, T the temper-

ature, D the diffusion coefficient, c the ion concentration, Φ the electrical potential, v

the velocity of the bulk electrolyte and σ the reaction term. The operator grad defines

the spatial gradient of its argument. Due to the relatively small potential difference,
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a) convection b) diffusion

c) migration d) reaction (at the sink)
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Figure 3.1: Mass transport due to a) convection, b) diffusion, c) migration and d) reaction

convection, diffusion, and reaction dominate the movement within the bulk electrolyte

[144]. The actual reaction in the electrodeposition process occurs around the electrode

surface at approximately 1000 Å. In this region, the following four mechanisms can be

distinguished:

1 the ion transport in the electrolyte,

2 the discharge reaction immediately in front of the electrode,

3 the breaking of ionic bonds near the electrode,

4 growth of a thin film on the electrode surface.

This region can be divided into two layers, the electrolytic double layer and the dif-

fusion layer [31] (Figure 3.3 and 3.4). The diffusion layer modelling developed in this

thesis only concerns the mass transport processes in the area of the bulk electrolyte.

All mechanisms in the boundary layer between the electrode surface and 1000 Å to the

electrode surface are neglected. Nevertheless, these mechanisms are briefly presented

since knowing the chemical reactions immediately in front of the electrode surface is

important for choosing the experimental setup and the parameters used in the experi-

ment.
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Figure 3.2: a) Electrodeposition cell at beginning of the process, b) electrodeposition cell
after some time

3.2.2 Electrolytic Double Layer

To describe the main processes of electrochemical reactions, it is essential to explain

the mechanisms between the metal electrode and the electrolyte. The distance between

the metal electrode and the bulk electrolyte is called the electrolytic double layer (Fig-

ure 3.3). Historically, the first model of the electrolytic double layer was developed by

Helmholtz [69] in 1853 and is hence called the inner and outer Helmholtz layer. This was

followed by the models of Gouy-Chapman (1910 [60] & 1913 [32]), Stern [159] (1924),

Grahame [61] (1947), Bockris-Müller-Devanathan [18] (1963), Trasatti/Buzzanca [156]

(1971), Conway [37, 38] (1975-1980) and Marcus [115] (1992), which included increas-

ingly complex process models progressively. Concerning the complexity of the chemical

processes presented here, Stern’s model is more than adequate and will therefore be

considered in more detail (Figure 3.3). According to Stern’s model, adsorbed and mo-

bile ions can be found in the electrolytic double layer. Non-specifically adsorbed ions

(Figure 3.3) have an intact solvate shell (layer of water molecules) and the boundary

of the outer Helmholtz surface passes through their centres. Non-specifically adsorbed

ions are bound to the surface via electrostatic forces. Specifically adsorbed ions (Figure

3.3) have partially stripped off their solvate shell and form a chemical bond with the

surface. The boundary of the inner Helmholtz layer passes through their midpoints.

3.2.3 Nernst Equation

During the electrodeposition process, the Ni electrode is positioned in the electrolyte,

which is enriched with Ni ions. Due to the potential difference within the system, solely



3.2. Electrodeposition Process 21

the anode material deposits on the cathode and the cathode material does not deposit

on the anode. The reaction only proceeds in one direction. The potential of the metal

electrode can be determined experimentally on the one hand and on the other hand

via Nernst’s equation

-

-
-
-

-
-
-
-
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-
-

-
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Figure 3.3: Different ions in different layers in front of the electrode

E = E0 +
RT

zF
ln
aMez+

aMe

. (3.4)

The Nernst equation depends on the standard electrode potential E0, the number of

exchanged electrons z, the activity of the deposited metal aMe and the activity of the

metal ions in the electrolyte aMez+. Ni is the coating material in this work, so the

valence z can be replaced by 2, and the metal Me by Ni. The activity of the phase

aMe, being a pure phase, can be assumed to be 1 [14]. In contrast, aMez+ is dependent

on the ion concentration.

3.2.4 Direct and Pulsed Electrodeposition

For a mechanical application of metal foams, it is essential to have homogeneous mate-

rial parameters and also a homogeneous coating thickness of the hybrid foams. There
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exist different ways of homogenising the coating thickness. On the one hand, the cur-

rent density can be reduced, but this leads to longer coating times. On the other

hand, the type of current applied can be changed (Figure 3.4 a) and b)). In the case

of electrodeposition with direct current (DC) (Figure 3.4 a)), the current is initially

cut off. While the current is cut off, the concentration within the foam corresponds

to the concentration c0 of the bulk electrolyte. Switching the current on, the concen-

tration distribution changes. The ions inside the foam are very quickly deposited, and

the concentration inside the foam reaches c = 0. At the outer foam boundary, the

concentration is lower than the concentration of the bulk electrolyte and, at the same

time, higher than the concentration inside the foam. The concentration is ca at the

boundary. Outside the foam and at a certain distance from the foam boundary, the

ion concentration is again c0 equal to the concentration in the bulk electrolyte. With

the current switched on for a longer time, the ion concentration distribution in the

bulk electrolyte and directly at the boundary does not change during DC. Within the

foam, ions are delivered and also gradually deposited. The concentration falls from the

outer boundary to the centre of the foam. This decrease in ion concentration leads to a

coating thickness inhomogeneity during the electrodeposition process. To improve the

homogeneity, the electrodeposition process is often carried out with a pulsed current

(PED). In the initial state, the current is off. When the current is switched on, the ion

distribution inside and outside the foam behaves analogously to DC’s ion distribution.

However, with PED the current is then cut off after a short time. When this happens,

no more ions are deposited, and the ions are redistributed in the electrolyte by the

mass transport processes convection, diffusion, and migration. Because the current is

switched off, no ions are deposited, and no reaction occurs. Again, there is a homoge-

neous ion concentration of c0 over the complete foam. Thus, the foam is coated more

homogeneously with the help of PED than with DC. The modulation of the current

signal for the electrodeposition process is executed in the experiments in this thesis, as

shown in Figure 3.4 b), using a square wave pulse. Important quantities are the pulse

duration of the switched-on current ton and the duration of the cut off current toff .

The maximum current, also called amplitude, is denoted by IP , and the mean current

is Im

Im = IP
ton

ton + toff
. (3.5)

The mean current is responsible for the deposition rate and corresponds to the current

at the electrodeposition process with DC. Another important quantity is the duty cycle,

which is the ratio of the switched-on time to the total time (=sum of the switched-on

and cut off time)

d =
ton

ton + toff
=

ton
ttotal

. (3.6)
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The mass of the deposited materialm and hence the coating thickness can be calculated

in the experiment using the molar mass M of Ni, the deposition time t, the current I

during the deposition, the number of electrons z transferred during the electrodeposi-

tion and the Faraday constant F

m =
M I t

z F
. (3.7)

For electrodeposition with DC, I corresponds to the current. For the electrodeposition

process with PED, I corresponds to the average current Im. This variation of the cur-

rent signal leads to a change in the concentration immediately in front of the electrode

surface, the so-called diffusion layer.

3.2.5 Diffusion Layer

Two popular models exist to describe the ion concentration in front of the electrode.

One for DC [75] and one for PED [76]. For DC, the electrolyte concentration increases

linearly from the cathode in the direction of the bulk electrolyte to the concentration

c = c0 (Figure 3.4). The area with increasing concentration is the thickness of the

hydrodynamically established Nernst diffusion layer δN . For PED, two diffusion layers

exist to describe the true ion concentration. One is the thickness of the pulsating diffu-

sion layer δP (closer to the electrode), and the other is the thickness of the stationary

diffusion layer δS (further away from the electrode). The ion concentration increases

linearly towards the bulk electrolyte to c = c0. The concentration slope in the pulsating

diffusion layer is higher than for the stationary diffusion layer. The PED model also

takes into consideration the ion concentration increase in front of the electrode after the

current cut off. The dotted trends are the concentration profiles at times t1 < t2 < t3

in δP (Figure 3.4). The diffusion layer’s concentration has to be increased to increase

the mass transport. One way to increase mass transport is to increase the velocity of

the electrolyte flow. Increasing the electrolyte flow improves the mass transport and,

thus, the electrochemical conversion.

3.3 Description of the Experimental Setup

3.3.1 Coating Setup

Coating thickness inhomogeneities are higher in PU-foams due to the higher mass

transport limitations than in Al-foams. Therefore, the experiments to validate the

simulations are carried out on 20 ppi PU-foams (Schaumstoff Direkt Rüdiger Nolte,
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Enger, Germany) instead of Al-foams. The cylindrical samples (diameter: 70mm and

height: 20mm) are coated with a graphite layer (CRC Industries Deutschland GmbH,

Iffezheim, Germany) in a dip coating step due to their non-existing conductivity. The

dip coating results in closed faces, which can be opened by blowing the foams with

timetime

a) DC b) PED
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Figure 3.4: Current over time, ion concentration in the electrolyte and in the foam for different
times and concentration profiles a) concentration profile for electrodeposition with
DC after [89] and [75], b) concentration profile for electrodeposition with PED,
doted lines at off time for t1 < t2 < t3 after [89] and [75]

compressed air. This blowing has the advantage that it allows for controlled drying and

a very thin graphite layer. For the electrodeposition process, a flow-through reactor [57,

62] (Figure 3.5) is used. It is an improvement of the electrodeposition cell invented from

Keck [92] in 2017. The Keck cell was a development of the caged anode of Jung [86] to

achieve better coating homogeneity and better adjustable and measurable experimental

parameters. The reactor has a cylindrical shape, which results in a more uniform

flow and easier measurement of various parameters during the process. Additionally,

the flow through can be increased by a pump, and mass transport limitations can

consequently be reduced [87]. Another advantage of the cylindrical shape is that it

makes it easier to control electrolyte flow. The controlled electrolyte flow results in
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Figure 3.5: Schematic illustration of the flow cell used in the experiments including the two
anodes with the Ni pellets, the cathode, and the flow direction

better transferability of the experiment into the simulation. The flow-through reactor

consists of a tube with two cylindrical anodes between which the cathode is attached

in the form of a cylindrical PU-foam. In front of the first anode is an inlet and behind

the second anode is the electrolyte outlet. The foam is placed nearer to the second

than to the first anode. This placement prevents mass transport limitations at the back

side of the foam. The electrolyte is a commercial Ni sulphamate electrolyte (Enthone

GmbH, Langenfeld, Germany) with a Ni concentration of 110 g/l, used at a pH of 3.5

and a temperature of 50 ◦C. The electrolyte is pumped through the reactor from a

storage vessel using a diaphragm pump, filtered and returned to the reservoir. The

sacrificial anodes consist of titanium anode bags containing Ni pellets (A.M.P.E.R.E.

GmbH, Dietzenbach, Germany). A pulsed current is better than a direct current to

avoid mass transport limitations. However, since the experiments are to be used to

validate the modelling and simulation, the experiments are carried out with DC and

PED. The target coating thickness of the Ni on the foam is 70µm. For the validation

of the simulation and the difference between the simulation and experiment, different

parameters will be varied and evaluated with respect to the differences in the coating

thickness. These parameters are presented in more detail in chapter 8.

3.3.2 Difference between Al and PU as Foam Materials

Traditionally, only Al-foams were used for the coating process. Al is characterised by

a favourable price combined with good mechanical properties and low weight. How-

ever, Al-foams are still relatively expensive at about 90, 000 =C/m3. Studies by Jung

and Diebels [82] showed that almost all the stress was transmitted by the coating

and only minimal stress by the substrate foam. These results have led to the coat-
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ing of PU-foams in addition to Al-foams. PU-foams are much cheaper at 1, 500 =C/m3.

Therefore, a coating of PU instead of Al-foams brings immense cost advantages, with

88, 500 =C/m3. Another clear advantage of coating PU instead of Al-foams is the number

of preparation steps. When coating Al-foams, 8 preparation steps are necessary. In

sum, the duration of the preparation steps takes about 84minutes (Table 3.2) resulting

in a process of 20 seconds . When coating PU foams, only two preparatory steps are

necessary (Table 3.1). One disadvantage of coating PU-foams is their lack of conduc-

tivity. For this reason, PU-foams are made conductive, for example, by dipping them

in graphite. However, due to this low conductivity compared to Al-foams, PU-foams

are even more vulnerable to forming coating thickness inhomogeneities. These thick-

ness inhomogeneities can be prevented to a very large extent by determining optimal

process parameters. However, determination of the parameters in experiments is very

extensive due to the many influencing factors and is thus highly time-consuming. By

modelling and simulating the electrodeposition process, the examination of the pro-

cess parameters on the coating thickness homogeneity and, thus, the determination of

optimal process parameters can be performed with less time and less resource input.

For this reason, the modelling approach to the electrodeposition process is presented

in detail in the following chapters and is later implemented into simulation software.

The results of the simulations will be compared to experiments conducted using the

following methods.

3.3.3 Coating Thickness Measurement

To measure the coating thickness homogeneity in the experiments, the cylindrical sam-

ples are cut each into 25 cuboids of size 10 × 10 × 20mm3. The coating thickness of

each cuboid was measured at the top, middle and bottom plane, meaning that each

cuboid has to be cut in the middle. In each of the three planes, optical microscopy

(Leica Microsystems GmbH, Wetzlar, Germany) measured the coating thickness at the

25 locations. The coating thickness inhomogeneity is highest in the middle of the foam.

For this reason, only the results of the cuboids at locations 3, 8, 11, 12, 13, 14, 15, 18

and 23 (Figure 3.6) are considered, with the focus on cuboid number 13 of the samples.

In the following, the coating homogeneity is calculated with the help of the maximum

and actual coating thickness of each experiment

coating homogeneity [%] =
actual coating thickness

maximum coating thickness
. (3.8)
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Figure 3.6: Cutting and numbering of the foam specimen for measuring the coating thickness
on the top, the middle, and bottom of the specimen

3.4 Experimental Results

Experimental results were obtained in the context of the bachelor thesis by Fries [57]

and are listed in detail in the appendix (Table A.1). Results are evaluated in comparison

to the results of the simulation and can be found in chapter 8.

3.5 Design of Experiment

Mainly due to the worldwide standardised procedure [24], statistical experimental de-

sign is becoming increasingly essential [151], especially in the presentation of results.

Using a statistical experimental design, the number of experiments to be conducted can

be significantly reduced. The basis is a system with input variables and output (Figure

3.7), whereby a distinction is made between input variables that can be specifically

changed and input variables that cannot be specifically changed or are unknown. The

influencing variables are called parameters in modelling, and the parameters considered

in statistical experimental design are called factors. The factors can be set to concrete

values in the experimental design, the so-called steps or levels. Each factor is tested

on at least two different levels.
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input

can be changed

can’t be changed

/ unknown

input
system output

Figure 3.7: Simplification of an arbitrary system with different inputs and an output

The step distances chosen should not be too small since small step distances are phys-

ically accompanied by minor physical effects [151], providing there are no instabilities

in the system. The effect characterises the average change of the target variable (=

output) as a result of a step variation. For this reason, the steps chosen should be

as large as possible, but instability of the system should be avoided. Additionally,

the steps should be in an adjustment range which is realistic for the application. The

different levels have a uniform notation called coding. Conventions provide the codes

−/+, −1/+1, or 1/2 to describe two levels or stages. In this thesis, the code −1/+1 is

used. One example of statistical experimental design is factorial experimental design.

Here, a distinction is made between the full factorial experimental design and the par-

tial factorial experimental design. In the full factorial experimental design, measured

values of the target variable are recorded for all combinations of factor levels. In partial

factorial experimental design, the measured values of the target variable are recorded

only for a selected subset of the combinations. Full factorial design can be thought of

as a hyper cube (Figure 3.8 shows the visualisation for three factors) that describes the

minimum resolution, the 1st order plan (corner point test). This minimum resolution

can be extended by a star (star point test) and a centre (centre point test) to a second

order plan. Second order plans are necessary to capture the non-linear connections for

each factor in at least three steps.

All combinations are tested in full-factorial experimental design, whereby the number

of experiments is minimised. This minimalisation is the unique characteristic of full-

factorial experimental design. Generally, in parameter studies one parameter is varied

per experiment (one-factor or parameter-at-a-time method). This one-factor method

leads to a vast number of experiments. Compared to the one-factor method, the effects

of the individual factors and the interactions of the factors can be determined more

easily in statistical experimental design. For this reason, a full factorial experimental

design in cube form (corner point tests) is used to determine two target variables

[55, 150]. These are, on the one hand, the coating homogeneity and, on the other

hand, the difference between the results from simulation and experiment concerning

the coating homogeneity. This experimental design is referred to as the DoE in the

following. The DoE is explained using the example of Table 3.3 and shows the DoE

varying three factors at two levels. These are qualitative levels which are replaced by



3.5. Design of Experiment 29

x1

x2

x3

corner point tests

star point tests

centre point test

(1|0|0) (1|1|0)
(0|0|0) (0|1|0)

(1|0|1) (1|1|1)
(0|0|1) (0|1|1)

(0| − √
e|0)

(
√
e|0|0)

(0|0| − √
e)

(0|√e|0)

(−√
e|0|0)

(0|0|√e)

(0|0|0)

Figure 3.8: Different types of experimental designs, the corner point test (red), the star point
(blue) test and the centre point test (red)

quantitative values in the practical implementation. In addition to the single interaction

and the influence of every individual parameter, the interaction between the parameters

is also considered. The number of experiments corresponds to the 23 = 8 (level to the

power of factors) factor level combinations with the target quantity y. In general, the

number of experiments which have to be performed is N . N is the number of levels

NL to the power of the number of factors NF to be varied

N = NNF

L . (3.9)

Table 3.3: Full factorial Testing Design with 3 factors (A, B and C) and 2 levels/ steps (−1,
+1) and one target value y

experiment n A B C AB AC BC ABC y

1 −1 −1 −1 +1 +1 +1 −1 y1
2 +1 −1 −1 −1 −1 +1 +1 y2
3 −1 +1 −1 −1 +1 −1 +1 y3
4 +1 +1 −1 +1 −1 −1 −1 y4
5 −1 −1 +1 +1 −1 −1 +1 y5
6 +1 −1 +1 −1 +1 −1 −1 y6
7 −1 +1 +1 −1 −1 +1 −1 y7
8 +1 +1 +1 +1 +1 +1 +1 y8

One requirement for experimental test design is orthogonality and balance. Orthogo-

nality of the experimental design is achieved if no combination of two columns of the

table (Table 3.3) correlates with each other, which equals linear independence. To prove
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the orthogonality of an experimental design, the dot product of two column vectors of

the influencing factors A, B and C have to result in the value 0

A · B = (−1)(−1) + (+1)(−1) + (−1)(+1) + (+1)(+1)

+ (−1)(−1) + (+1)(−1) + (−1)(+1) + (+1)(+1)

= 1− 1− 1 + 1 + 1− 1− 1 + 1

= 4− 4 = 0 , (3.10)

B · C = (−1)(−1) + (−1)(−1) + (+1)(−1) + (+1)(−1)

+ (−1)(+1) + (−1)(+1) + (+1)(+1) + (+1)(+1)

= 1 + 1− 1− 1− 1− 1 + 1 + 1

= 4− 4 = 0 , (3.11)

A · C = (−1)(−1) + (+1)(−1) + (−1)(−1) + (+1)(−1)

+ (−1)(+1) + (+1)(+1) + (−1)(+1) + (+1)(+1)

= 1− 1 + 1− 1− 1 + 1− 1 + 1

= 4− 4 = 0 . (3.12)

Due to the orthogonality of the vectors A, B and C, this set of vectors is a basis and

every element of the vector space of this basis may be written in a unique way as a

finite liner combination of A, B and C.

To demonstrate the balance of the experimental test design, the adjustment of a factor

showed no effect on the other two factors. So if, for example, the level of factor A is

changed, there exist the same number of experiments for each level for factors B and

C

A− B− C− A+ B− C−
A− B+ C− A+ B+ C−⇔ (3.13)
A− B− C+ A+ B− C+

A− B+ C+ A+ B+ C+ ,

A− B− C− A− B+ C−
A+ B− C− A+ B+ C−⇔ (3.14)
A− B− C+ A− B+ C+

A+ B− C+ A+ B+ C+ ,
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A− B− C− A− B− C+

A+ B− C− A+ B− C+⇔ (3.15)
A− B+ C− A− B+ C+

A+ B+ C− A+ B+ C+ .

The DoE evaluations show the orthogonality and balance of the test, which is thus well

suited for the evaluation of experiments. The so-called effect characterises the influence

of a single factor on the system. The effect is the difference between the mean value

of the setting +1 and the mean value of the setting −1 [123]. Thus, the effect EA of

factor A on the target value y is calculated, for example,

EA = E+1
A − E−1

A

=
y2 + y4 + y6 + y8

4
− y1 + y3 + y5 + y7

4
. (3.16)

Whereas the index of y represents the number of the experiment. Effects EB and EC

of the factors B and C respectively are calculated analogously, whereby the indices

change according to the sign in the DoE

EB = E+1
B −E−1

B

=
y3 + y4 + y7 + y8

4
− y1 + y2 + y5 + y6

4
, (3.17)

EC = E+1
C −E−1

C

=
y5 + y6 + y7 + y8

4
− y1 + y2 + y3 + y4

4
. (3.18)

For the graphical representation of the effects, the mean value of the results of the

setting +1 and the results of the setting −1 follows in a point, and the effect thus

corresponds to the slope of the straight line through these points (Figure 3.9 i), iii) and

v)). In addition to the effects, the interactions of the factors can also be described using

the DoE. The interaction of factor A on factor B can be calculated as the difference

between the target of A+1 and A−1 multiplied by B+1, subtracted by the difference

between the target of A+1 and A−1 multiplied with B−1

IA−B = AB+1 − AB−1

= (A+1B+1 − A−1B+1)− (A+1B−1 −A−1B−1)

= (
y4 + y8

2
− y3 + y7

2
)− (

y2 + y6
2

− y1 + y5
2

) . (3.19)

For the graphical representation, the four pointsA+1B+1, A−1B+1, A+1B−1 andA−1B−1
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Figure 3.9: Analysis of the DoE: influence of the parameters on the target variable (a), c)
and e)) and influence of the parameters on each other in relation to the target
variable (b), d) and f)); i) to vi): Interpretation of the evaluation as straight lines
in a coordinate system

are the starting and ending points of two straight lines (connecting A−1B+1 andA+1B+1

as well as connecting A−1B−1 and A+1B−1). The magnitude of the interaction can be

read as the difference in the slope of the two straight lines (Figure 3.9 ii), iv), vi)).
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Modelling the Electrodeposition Process

Modelling is ”the mathematical way to describe a real-world problem”, according to

Rienstra [139]. It uses mathematical tools to describe a model that will help to find

solutions. In general, the level of accuracy of models should be limited; a model should

be as complex as necessary but at the same time as simple as possible. According to

Steiner [157] and Ortlieb [127] (Figure 4.1), the modelling process can be seen as a

cycle. A mathematical problem (Fig. 4.1 2©) is created by modelling (Fig. 4.1 A©),

an
al
y
se

si
m
u
la
ti
on

description

modelling

mathematical

mathematical

/ phenomenom

ch
ec
k

interpretation

1 2

34
real

real

problem

problemproblem

problem

solution

A

B

C

D

chaper 3 chaper 4 chaper 5

ch
ap

ers
5

an
d
8

chaper 8 chaper 8

ch
ap

er
s
8

chaper 8 and 9

an
d
9

Figure 4.1: Closed circuit for the procedure of the approach to modelling and simulation of
a real problem

starting from a real problem (Fig. 4.1 1©). Via analysis and simulation (Fig. 4.1 B©),

– 33 –
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the solution (Fig. 4.1 3©) of the mathematical problem has to be interpreted (Fig. 4.1

C©) against the real problem. What follows is the verification (Fig. 4.1 D©) of the real

solution with respect to the initial problem, this real problem has to be translated into

a mathematical problem, and this mathematical problem has to be solved. According

to figure 4.1, the real problem in this thesis is the electrodeposition process, which was

discussed in detail in chapter 3.

In this chapter, the modelling of the electrodeposition process on open-cell foams is

evaluated. Since the two steps, translation into a mathematical problem and solution

utilising simulation, are at first glance very closely linked, they are described together

in the section on research literature. The theoretical background to the analysis and

simulation of the mathematical problem to find the mathematical solution will be

discussed in more detail in chapter 5. The simulation analysis can be found in chapters

5 and 8. The mathematical solution of the problem, as well as the interpretation, are

examined in chapter 8, and the real problem description and the check can also be

found in chapter 8 and 9.

4.1 Modelling of Electrodeposition in Literature

The electrodeposition process is ancient and can be used in many areas. As a re-

sult, it has already been covered extensively in research. The process has also been

modelled and simulated many times. Nevertheless, there has been no research on the

electrodeposition process on stochastically porous materials, including convection, dif-

fusion, migration and reaction, under consideration of the many parameters considered

in this thesis. In literature so far, it has been examined on different spatial scales,

concerning different physical conditions, with regard to different applications and with

the help of different mathematical models, simulation schemes, and programmes. An

attempt is made to list everything as precisely as possible, but this also means that

some papers about different approaches have been listed twice.

First, the general electrodeposition process was modelled and simulated for different

surfaces like a planar surface [118, 162, 179, 181], microscopically [39, 109, 113], consid-

ering surface roughness [169] or crystal orientation [109]. In addition, dendritic growth

or nucleation on planar surfaces [5, 36, 149, 169, 176] were examined. For example, the

electrodeposition process for wavers, the filling of small holes [19, 20, 26, 52, 175] and

regular structures [176] was simulated. Attempts to model and simulate the electrode-

position process on complex and irregular structures like foams have, up to now, only

been made by Jung et al. [84] and Grill et al. [62–64].

Different approaches can be used for the modelling. On the one hand, a phase-field

modelling approach may be taken [36, 52, 67, 149], using at least two phases. On
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the other hand, a combination of convection, diffusion, migration, and reaction can be

used. Additionally, the electrodeposition process was described by different authors

only by diffusion [134, 164], by the combination of diffusion-convection [51, 97, 168],

diffusion-reaction [5, 52, 84, 88, 140] and diffusion-migration [33, 67, 153]. Moreover, the

electrodeposition process was also studied by combining diffusion-migration-reaction

[154], convection-diffusion-reaction [113], convection-diffusion-migration [34, 35, 167,

171, 178, 179] and convection-diffusion-migration-reaction [63, 64, 114, 175]. The con-

vection was sometimes caused by the rotation of the electrode [34, 51, 98, 113, 114, 178].

These mathematical models were solved using finite differences [34, 63, 64, 98, 134, 136,

167, 178], finite elements [33, 84], finite volume [51, 114, 167] and Monte Carlo [113]

methods.

4.2 Model Used in Implementation

For the implementation, the modelling should be as simple as possible and still represent

all relevant mechanisms at the same time. Since metal foams are complex microhetero-

geneous materials, consideration of the electrodeposition process on the micro level

would be very complex and would require immense computing capacity. For improv-

ing coating thickness homogeneity, consideration of the macro level is sufficient. This

means that computing capacity can be saved. In chapter 3.2.1 the different mecha-

nisms of ion movement at different distances from the electrode surface have already

been presented. Since the electrodeposition process is only considered macroscopically

at this point, the mechanisms at a distance of 1000 Å from the electrode surface can be

neglected. Accordingly, only the movement of the ions in the bulk electrolyte is mod-

elled. For the gradient of the ion concentration, in other words, diffusion, an approach

following Fick’s diffusion is used [54]. Fick’s diffusion describes the mass transport jfl

as

jfl = −D grad c , (4.1)

with the diffusion constantD and the concentration c. For the gradient of the potential,

an approach based on Farraday’s law is used, where mass transport is defined as

jfl = −z F vion c gradΦ (4.2)

with the mobility vion of the ions and the electric potential Φ. If the Nernst-Einstein

equation

D = RTvion (4.3)
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vion =
D

RT
(4.4)

is included in this approach, whereby D equals the diffusion constant from the diffusion

part, the result is

jfl = − z F

R T
D c gradΦ . (4.5)

The so-called reaction term σ is used for ion consumption. A positive σ describes a

source, a negative σ a sink. For this, a simple linear approach is used

σ = −a c , (4.6)

with the sink constant a. Consequently, a high amount is deposited at a high concen-

tration. The electrolyte is pumped through the open-cell foam during electrodeposition

to prevent mass transport limitations. This movement is called convection and is de-

scribed by the equation

jfl = u c (4.7)

with the velocity v of the electrolyte. The equations (4.1), (4.5) and (4.7) can be

written into the continuity equation which is based on the mass conservation equation

∂c

∂t
+ div jfl = σ . (4.8)

The first term on the left-hand side of the equation (4.8) is the temporary change in

concentration at one point. The second term on the left side of the equation is the

transport term, and the term on the right side of the equation is the sink term. All

terms together represent the mass balance. The modelling approach to be implemented

results in the governing equation

∂c

∂t
= − div (uc) + div (D grad c) + div

(
z F

R T
D c gradΦ

)

− a c . (4.9)

Reasons for the local change in concentration are the flow term and the source term,

resulting in a one-way coupling. However, the electrodeposition process is not just a

one-sided coupled problem. In this fully coupled problem as it is, the coating thickness,

in turn, influences the porosity, which influences the permeability, inner surface area

and bulk volume, which, finally, have an influence on the convection, migration and

reaction.
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4.3 Modelling Approaches for u of the Convection, gradΦ

of the Migration and a of the Reaction

4.3.1 u of the Convection

An electrolyte flows through the open-porous foam in the electrodeposition process on

foams. During this coating process, a change in coating thickness leads directly to a

change in geometry and, consequently, in the pore space. This change in geometry

leads to a change in permeability and, finally, to a change in velocity. Darcy’s law

describes a correlation between the pressure gradient and the velocity.

Darcy’s law

Darcy’s law is a phenomenological law and was discovered in 1856 by Darcy [44] while

studying the flow of water through sand. He found that there is a linear relationship

between the flow rate q [m3/m2 s] and the quotient of the height difference h2 − h1

and the length L of a sand-filled tube (Figure 4.2 a)). The proportionality factor K

corresponds to the permeability of the fluid flowing through the pipe

q = −Kh2 − h1
L

(4.10)

and is a function of the porosity Θ which results in K = K(Θ). Over time, Darcy’s

law was rather generalised and changed in its notation into

q = −K
µ
(grad p− ρg) (4.11)

with the dynamic viscosity of the fluid µ, the pressure p, the density of the fluid ρ

and the gravity g. If the experimental setup is arranged horizontally, the gravity g

is omitted. q and p are averaged values over a particular volume of the material.

This is why the flow u within the pipe is regarded to be macroscopically homogeneous

(Figure 4.2 a)) instead of the microscopic flow v in the pore channel. Darcy’s law is

a special solution of the Navier-Stokes equation [124]. For this reason the Darcy’s law

only applies to a laminar flow (Figure 4.2 b)) and describes an average velocity in a

certain cross-section of the porous sample. According to investigations by Seguin et

al. [148], the fluid flow through a foam can be regarded as laminar. If a turbulent flow

prevails within the porous medium to be flowed through, Darcy’s law can be extended

by a Brinkman [27], or Forchheimer [174] term for non-linear flow [101]. In laminar
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flow, the macroscopically observable flow is in parallel layers. Microscopically, there is

a random exchange of momentum between the individual layers, which is the reason

for the internal friction [182]. If, in contrast, visible exchange occurs macroscopically

(Figure 4.2 c), the term turbulent flow is used, whereby it is a matter of transient,

vortex-like random movements [182]. This thesis assumes a laminar flow through the

foam without considering a Brinkman or Forchheimer term.

4.3.2 gradΦ of the Migration

Due to the geometry change during the electrodeposition process, the inner surface

also changes in addition to the permeability. The inner surface influences the electric

current density jel. The electric current density is defined in physics as the amount of

current flowing through a conductor of cross-sectional area Acs

jel =
I

Acs
. (4.12)

Area Acs is perpendicular to the direction of movement of the ions. In electroplat-

ing theory and thus also for electrodeposition, the active area Aactive is taken as Acs

(Figure 4.3). During the experiment, a constant current density is regulated, and a

z
y

Acs

Aactive jel I

Figure 4.3: Difference between active and cross-sectional area

geometry change causes a change in the current I. The current I and the electric

current density jel are proportionally related to the electrical field E by the electric

conductivity σE

jel = σEE (4.13)

and the electric field E is the negative gradient of the electric potential Φ

− gradΦ = E . (4.14)

Thus, the change of the geometry causes a change of the active area in the foam,

which influences the electrodeposition process via the migration part. The change of

the active area in relation to the coating thickness is examined in chapter 7. For the

simulation of the electrodeposition process, this change was not taken into account.
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4.3.3 a of the Reaction

The coating thickness influences the current density, and the current density influences

the sink term. The sink term is assumed to be linear, and the sink constant is defined

as a mass change per time according to equation (4.8). According to the Faraday law

of electrolysis [53], the electric charge quantity Q can be defined as the product of the

ion quantity n, the ion valence number z and the Faraday constant F

Q =

∫

Idt = nzF . (4.15)

Replacing Q by the product between current I and time t under the assumption of

a constant current and replacing the amount of substance n by the quotient between

the deposited mass m and the molar mass M , the following relation is obtained by

rearranging the terms
m

t
=
MI

zF
. (4.16)

Combined with equation 4.8, it results in

a =
∆mrel

t
=
MI

zF
(4.17)

which shows that the current change caused by the geometry change also influences

the sink constant and, thus, the sink term. ∆mrel can be calculated via the volume

change during the electrodeposition process for the calculation of a in the simulation.

Weighing the sample from the experiment is also possible. However, an experiment

would first have to be carried out before any simulation and the experiment’s sample

will not have an homogeneous coating thickness, which is the case in the calculated

volume change. The volume change examination is executed in chapter 7. In this work,

back-coupling is considered in observing various parameters, but is not considered in

the simulation. Figure 4.4 shows the complex coupling of all parameters.

4.3.4 Relationship between Concentration Distribution and Coat-

ing Thickness

The simulation aims to predict the parameters for the experiment required to obtain a

homogeneous coating thickness. So far, the model only shows a connection between the

influencing variables in the area of convection, diffusion, migration and reaction to the

concentration. Consideration of the actual coating thickness was not performed. This

thesis assumes a linear relationship between the concentration of the Ni ions and the
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coating thickness homogeneity. This means that the ion concentration distribution at

time t shows the coating thickness homogeneity at time t. In this way, the complexity of

the model can be reduced. The linear relationship between ion concentration and coat-

ing thickness homogeneity corresponds to an incremental view and should be a good

approximation while neglecting the back-coupling. Finally, a homogeneous ion concen-

tration has to be achieved to predict a homogeneous coating thickness. Therefore, a

homogenisation of the ion concentration is the aim of the following chapters.
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Figure 4.4: Influences of the interrelationships of the transport mechanisms and the geometry
parameters on each other
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5
Numerical Background

According to Figure 4.1, the analysis of the real problem and the mathematical, phe-

nomenological representation of the problem through modelling should lead to a math-

ematical solution with the help of analysis and simulation. Numerical methods are used

to perform the simulations. There are various methods for solving differential equations

like equation (4.9) that can be applied to obtain the solution to this problem. Some of

these methods fit better with some type of PDE while other methods fit better with

some sample geometries. For this reason, the differential equation to be solved is first

analysed in this chapter. Afterwards, various methods of solving differential equations

and finding the most suitable solving strategy are presented. Finally, the numerical

methods used in the simulation and the procedure for obtaining the solution of the

PDE are presented.

5.1 Classification of the PDE

The different types of PDEs can be classified depending on their properties, which

helps to find the best numerical solving method for each equation.

Order

Firstly, differential equations are classified according to the order, i.e. according to the

highest-order partial derivative appearing in them. The differential equation (4.9) is

rewritten into a simplified two-dimensional representation to determine its order. For

this purpose, the velocity is divided in the x-direction (uX) and in the y-direction (uY)

– 43 –
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with D assumed as constant

∂c

∂t
=− ∂uX

∂x
c− ∂c

∂x
uX − ∂uY

∂y
c− ∂c

∂y
uY

+D
∂c

∂x
+D

∂2c

∂x2
+D

∂c

∂y
+D

∂2c

∂y2

+
zF

RT
D
∂2Φ

∂x2
c +

∂c

∂x

zF

RT
D
∂Φ

∂x
+
zF

RT
D
∂2Φ

∂y2
c+

∂c

∂y

zF

RT
D
∂Φ

∂y

− ac . (5.1)

For better readability,
∂ (·)
∂t

= (·)t (5.2)

can be rewritten. Applying this to equation (5.1) results in

ct =Dcxx +Dcyy

+ (−uX +
zF

RT
DΦx)cx + (−uY +

zF

RT
DΦy)cy

+ (−uXx − uYy +
zF

RT
DΦyy +

zF

RT
DΦxx − a)c . (5.3)

The highest-order partial derivative appearing in equation (5.3) is second-order in space

and first-order in time. Therefore, equation (4.9) is a second-order PDE in space and

a first-order PDE in time.

Linearity

A second possible classification of differential equations is linearity. If all terms are only

linear in the searched quantity and its derivatives, as is the case in this thesis with the

concentration, the equation is linear. If there is a dependence of the coefficients and

the required quantity, the PDE is non-linear. A PDE is also non-linear if the searched

quantity and its derivatives are of an order higher than 1 in the PDE. The coefficients

of the PDE (4.9) namely D, uX, uY, z, F , R and T do not depend on the concentration,

and the sink term has a linear approach. Therefore, equation (4.9) is a linear PDE.

Type

In addition to order and linearity, second-order linear PDEs can also be classified in

terms of the type of their solution. The PDE itself does not have to be solved for this

classification, but the discriminants’ size has to be determined. For this purpose, the

pre-factors of the partial derivatives of the canonical form of a linear second-order PDE
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with three independent variables are considered

λ1(x, y, t)ctt + λ2(x, y, t)cxx + λ3(x, y, t)cyy = U(c, cx, cy, ct, x, y, t) . (5.4)

U has to be linear in c, cx, cy and ct. With the help of the canonical form, the following

definition can be made. The PDE is

• elliptic, if and only if all λi have the same sign [158]

• hyperbolic, if and only if one λi has the opposite sign of the other λi [158]

• parabolic, if and only if one λi is zero and the other λi have the same sign [158].

Looking at equation (5.3), λ1 = 0, λ2 = D and λ3 = D. As per definition, the

canonical form of equation (5.3) gives a parabolic form of the PDE. The parabolic form

indicates that the solution of the model evolves to a steady state. The PDE is only

parabolic if it is first-order in time and second-order in space, which it is in this thesis.

5.2 Predominating Mass Transport Mechanism

In addition to these very general classifications of PDE, the dominant mass transport

mechanism can be determined for convection-diffusion-reaction systems. To distinguish

whether a process is dominated by convection or diffusion, the dimensionless Péclet

number was introduced [180]. The Péclet number is the quotient between the convective

and diffusive transport rates

Pe =
convective transport rate

diffusive transport rate
=
Lu

D
(5.5)

with the velocity u, the characteristic length L and the diffusion constant D. In

literature, there exist six different possibilities for calculating the characteristic length

in metal foams, whereas the most common derivations are, that the characteristic

length equals the pore diameter or the ratio between volume and surface area [74].

Here, the characteristic length corresponds to the pore diameter. In the application

considered in this thesis, the thickness of the cylindrical foam is considered. Depending

on the value of the Péclet number, three different cases can be distinguished (Figure

5.1). A thought experiment is used for this purpose. In this experiment, an ion source

spreading with a diffusion constant D and exposed to a velocity u is considered and

the ratio u to D is changed (Figure 5.1).
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Pe → 0

If the Péclet number approaches zero (Figure 5.1 a)), either the velocity u is approx-

imately zero, or the diffusivity is infinite. Thus, the process is diffusion dominant.

Consequently, the concentration profile in parallel and perpendicular flow direction is

identical, and convection does not affect the concentration distribution. The concen-

tration distribution around the ion source evolutes circular and increases towards the

source.

Pe ≈ 1

With a Péclet number in the order of one (Figure 5.1 b)), the process is neither convec-

tion nor diffusion dominant. In the flow direction, both convection and diffusion mass

transport mechanisms are active, which is why the concentration profile is elongated

in the flow direction. Perpendicular to the flow direction, the active mass transport

mechanism is only diffusion, and the concentration profile is slightly flattened in this

direction.

Pe → ∞
If the Péclet number tends towards infinity (Figure 5.1 c)), either the velocity is approx-

imately infinite, or the diffusion constant goes to zero. Thus, the process is convection

dominant. In this case, the concentration profile is only elongated in the flow direction,

and an evolution of the concentration profile perpendicular to the flow direction does

not occur.

u

c

cc
Pe → 0 Pe ≈ 1 Pe → ∞a) b) c)

ion source

Figure 5.1: Different concentration profiles for different Péclet-Numbers, starting from an ion
source, a) diffusion predominated flow, b) convection and diffusion predominated
flow, c) convection predominated flow

According to the experimental setup and experimental design presented in chapter

3, only the parameter u is varied, considering the parameters L, u and D. The

parameters L and D remain constant. The parameter u varies between the val-

ues umin = 0.00466m/s and umax = 0.01863m/s. L =pore diameter= 0.0061m and
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D = 0.000096m/s2 (the exact derivation of these values can be found in chapter 7 and

chapter 8). This results in the two Péclet numbers Pemin = 0.309 and Pemax = 1.234.

Accordingly, the problem is neither convection nor diffusion dominated in the param-

eter range considered in this thesis.

5.3 Mathematical Computation Tools

The equation (4.9) is a linear PDE of second-order in its continuous form. Solving

this equation analytically is, with regard to the closed form solution, impossible and

computationally very intensive, except for special boundary conditions. For this reason,

the differential equation is converted from a continuous form into a discrete form, which

can then be solved numerically. There are different approaches to transforming the

mathematical differential equation into a discrete form. The best known are

• Finite Difference Method (FDM)

• Finite Volume Methode (FVM)

• Finite Element Method (FEM) .

FDM The FDM is the oldest method for the numerical solution of PDEs and was

probably developed by Euler in 1768 [17]. In the FDM, all derivatives in the differential

equations are replaced by so-called difference schemes, resulting in a set of algebraic

equations. The equations contain the unknown variables of the corresponding mesh

points (Figure 5.5 a)) in dependence on a certain number of values of neighbouring

points. The difference schemes result from a Taylor series expansion or a polynomial

fitting. The Taylor series is usually truncated after two or three terms. The more

terms are included, the more precise the solution is, but the higher the computational

costs and there can occur stability problems. Advantages of FDM are the simplicity

of implementation on regular grids and the possibility of achieving higher order ap-

proximations and, thus, higher accuracy in a simple way. However, the FDM results

can violate the conservation laws of classical physics, such as energy and mass balance.

Consequently, FDM is not conservative in general. Furthermore, using FDM’s advan-

tages with simple implementation requires a structured grid, so it should only be used

for relatively simple geometries.

FVM In FVM, the computational domain is discretised by finite volumes (control vol-

umes), which have a polygonal or polyhedral shape (Figure 5.5 b)). For each control

volume, the conservation equations are formulated in integral form. The conservation
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Figure 5.2: a) typical cartesian grid of the FDM for 2D, b) typical control volume and the
notation for a cartesian mesh in 2D of the FVM, c) typical computational mesh
for the FEM in 2D

equations are usually available directly from the corresponding continuum mechanical

conservation laws. With the FVM, the conservation laws of classical physics are ful-

filled, and it is comparatively intuitive to understand. In contrast, the FVM is complex

to implement but precisely for higher order approaches.

FEM In the FEM, the calculation domain is divided into a finite number of sub-parts

of simple shapes, such as cuboids or tetrahedra (Figure 5.5 c)). These discrete sub-

parts are called finite elements. Their physical behaviour can be calculated with shape

functions for the searched quantity. The shape functions have to fulfil problem and

therefore PDE dependent continuity conditions, and the elements react to forces and

boundary conditions, whereby the physical behaviour of the entire body is simulated.

With the FEM, the weak form of conservation laws of classical physics are always

fulfilled. The use of the weak form leads to reduced requirements for differentiability.

The FEM is a powerful solution method since the solutions only have to be differentiable

ones. In contrast, the FEM quickly becomes more complicated than the FDM and FVM

and is additionally more complicated to implement than the FDM.

Choice of Method In this thesis the electrodeposition process is examined on a

macroscopic scale concerning the coating thickness homogeneity of the foams. The

unique geometry of the microheterogeneous structure of the sample is not taken into

account. This non-consideration corresponds to the Darcy’s law, where only the the

macroscopic velocity, consequently the average over the velocities in all pore channels, is

considered. Therefore, the regarded sample in the simulation has a cylindrical shape.

The observation of a cylindrical sample by means of FDM is theoretically possible,

however, due to the rotational symmetry of the sample, it is feasible to simulate a cross-

section of the sample, consequently a rectangle. This simplifies the simulation from a

3D sample to a 2D sample. Although the modelling should be as simple as possible,

it is non-trivial even in its simplest form due to the one-side coupling of convection,
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diffusion, migration, and reaction. For this reason and because of its simplicity, the

FDM is particularly suitable for implementation. Since a simple geometric shape of

the sample is examined, the disadvantages of FDM regarding specimen geometry are

negligible.

5.4 Finite Difference Method

Using the FDM for the solution calculation of the model, a sequence of operations has

to be completed to discretise the continuous equation [173].

• Replacing the geometry with discrete points

• Replacing the derivatives with finite differences

• Setting up the associated linear system of equations

• Solving the linear system of equations with a suitable method

• Interpolation between the discrete points if a continuous solution is to be obtained

There are two systematic error sources in the solution of mathematical models by the

FDM. On the one hand, the geometry is only described by a finite number of discrete

grid points and not continuously. On the other hand, instead of the physical model

equation (PDE), a discretised differential equation [173] is solved.

5.4.1 Replacing Geometry with Discrete Points

Grid

First, the domain of the body of interest Ω has to be discretised or subdivided. The

finite difference uses, therefore, a so-called grid which contains nodes or points. Ω is

discretised in each spatial direction and in time in uniformly spaced nodess to create

this grid. For a Ω = [0, T ] × [0, X ] × [0, Y ] in a two-dimensional space, each of the

intervals [0, X ]×[0, Y ] is discretised into Ni+1 grid points in the x-direction and Nj+1

grid points in the y-direction into the grid W (Figure 5.5)

W = [w0,0, w0,1, . . . , w0,xNi
, w1,0, w1,1 . . . , wi,j, . . . , wNi,Nj

] . (5.6)

If the grid points are equally spaced in both directions, so ∆x = X/Ni and ∆y = Y/Nj

respectively, it is called equidistant. The spatial discretisation in x- and y-direction

can be executed independently. Additionally, the time in the interval [0, T ] is also
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discretised into Nn + 1 different grid points with the time step size ∆t = T/Nn. The

grid W in the range [0, X ] × [0, Y ] thus exists for each time step n, so that the final

solution over the entire grid at each time step is given as

W = [W 0, W 1, . . . , W n, . . . , WNn] . (5.7)

The numerical solution of the differential equation is an approximation of the exact

solution. It is obtained using a discrete representation of the differential equation at

the grid point wi,j in the discrete spatial grid at every time step n. The numerical

solution is hence a set of countable values. With a sufficiently fine grid, i.e. small step

sizes ∆x, ∆y and ∆t, the numerical solution approximates the analytical solution of

the differential equations

W n ≈ w(x, y, t) . (5.8)

5.4.2 Discretisation

To transform the continuous differential equation into a discretisation at different grid

points, the partial differential quotients have to be converted into difference quotients.
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The choice of the difference quotients can be taken based on the orders of each partial

derivative appearing in the PDE to be discretised and the required truncation error.

The derivation of these difference quotients is carried out with the help of the Taylor

series expansion.

Different Differential Quotients

These have first been derived to replace the partial derivatives with difference quotients,

which is executed via the general Taylor series expansion

w(x) =
∞∑

n=0

(x− xi)
n

n!

(
∂nw

∂xn

)

(5.9)

evaluated at the point xi. The derivation can be found in numerous books on numerical

mathematics. As an example, the used difference is shown here in the x-direction

(
∂w

∂x

)

=
wi+1 − wi

∆x
︸ ︷︷ ︸

forward difference

−∆x

2

(
∂2w

∂x2

)

− (∆x)2

6

(
∂3w

∂x3

)

− . . .

︸ ︷︷ ︸

truncation error O(∆x)

(5.10)

(
∂w

∂x

)

=
wi − wi−1

∆x
︸ ︷︷ ︸

backward difference

−∆x

2

(
∂2w

∂x2

)

− (∆x)2

6

(
∂3w

∂x3

)

− . . .

︸ ︷︷ ︸

truncation error O(∆x)

(5.11)

(
∂w

∂x

)

=
wi+1 − wi−1

2∆x
︸ ︷︷ ︸

central quotient

− (∆x)2

6

(
∂3w

∂x3

)

︸ ︷︷ ︸

truncation error O(∆x)2

+ . . . (5.12)

(
∂2w

∂x2

)

=
wi+1 − 2wi + wi−1

∆x2
︸ ︷︷ ︸

central quotient

− (∆x)2

6

(
∂3w

∂x3

)

︸ ︷︷ ︸

truncation error O(∆x)2

+ . . . . (5.13)

The equations (5.10), (5.11) and (5.12) show the difference schemes to describe a first-

order partial quotient. Equation (5.12) is obtained by eliminating ∂2w/∂x2 from equa-

tions (5.10) and (5.11). The equations (5.10) and (5.11) are first-order approximations,

and equation (5.12) is a second-order approximation. The equations (5.10) and (5.11)

include not only the current position but also its left or right neighbour. Thus, in-

formation is transported specifically in one direction, corresponding to convection or

migration transport. In equation (5.12), both neighbouring points left and right from

the central point in space are considered, but not the current one. This corresponds

to a symmetrical transport of information. Therefore, this type of difference quotient

is not applicable to a convection term. Equation (5.13) is a second-order difference

quotient (Figure 5.4). For the calculation, as with equation (5.12), its left and right
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neighbour is included in addition to the current position. Here (equation (5.13)), as

well as in equation (5.12), symmetrical transport takes place, including the current po-

sition. Therefore, equation (5.13) is suitable for describing the diffusion process, which

is also symmetrically.

Explizit and Implizit

A distinction can be made between explicit methods on the one hand and implicit

methods on the other hand, depending on the type of discretisation. In explicit meth-

ods, the new point wi+1 is calculated from known points such as wi, wi−1, and so on. An

example of an explicit method is the forward difference quotient. In implicit methods,

the point wi+1 is also used in the calculation rule. For this reason, systems of equations

have to be solved for the calculation in implicit methods. An example of an implicit

method is the backward difference quotient. On the negative side, implicit methods

are usually slower, due to the calculation of the system of equations. On the positive

side, they are more stable and larger time-step sizes can be chosen.

Discretisation in Time

There exists also a discretisation in time besides the already discussed discretisation

in space. There can also be distinguished between implicit and explicit procedures.

In explicit procedures, the variables from known points in time wn, wn−1 are used to

calculate the variable at the searched point in time wn+1. In implicit methods, the

time wn+1 is also used in the calculation rule. For this reason, systems of equations

have also to be solved in the discretisation in time for implicit methods.

Upwind-Scheme

The discretisation methods presented are not always stable when treating hyperbolic

partial differential equations such as convection problems. For this reason, the so-called

upwind scheme was invented by Courant [42] in 1952. The simplest upwind scheme is

called the first-order upwind scheme, consisting of the forward and backward difference

quotient depending on the flow direction. The upwind scheme is implicit or explicit in

space, depending on the sign of the velocity, and always explicit in time. Therefore, no

system of equations has to be solved when using the upwind scheme.

Even though the forward and the backward difference quotient have a larger error than

the central difference quotient, the method is more suitable due to the higher stability.

The choice of the difference quotient depends on the direction in which the information

is transported. As an example, the upwind scheme is explained by a linear convection
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equation, which describes the wave propagation in the x-direction with the velocity u

∂w

∂t
+ u

∂w

∂x
= 0 . (5.14)

The transport of information takes place in the direction of the characteristic. If u is

larger than 0, the backward difference quotient is used. For example, the information

of the current position and the upstream position is transported in the x-direction

wn+1
i − wn

i

∆t
+ u

wn
i − wn

i−1

∆x
= 0 for u > 0 . (5.15)

Thus, in accordance with the principle of ion transport, the information can be trans-

ported forward by convection, which has also given the process its name. If u is less

than 0, the forward difference quotient is used, i.e., the information from the current

position and the downstream position is transported in the x-direction

wn+1
i − wn

i

∆t
+ u

wn
i+1 − wn

i

∆x
= 0 for u < 0 . (5.16)

Again, the information is transported in the flow direction according to the ion trans-

port by convection. Since the convection runs in the negative x-direction, the difference

quotient is called the backward quotient. The forward difference quotient, an explicit

scheme, is used for the discretisation in time. Since only information from the cur-

rent time step is used to calculate the new time step, it is an explicit scheme. The

Upwind-Scheme discretisation can also be interpreted differently.

u < 0
wn

i+1 − wn
i

∆x
=

2wn
i+1 − 2wn

i

2∆x
+
wn

i−1

2∆x
− wn

i−1

2∆x

=
wn

i+1 − wn
i−1

2∆x
+
wn

i+1 − 2wn
i + wn

i−1

2∆x
(5.17)

u > 0
wn

i − wn
i−1

∆x
=

2wn
i − 2wn

i−1

2∆x
+
wn

i+1

2∆x
− wn

i+1

2∆x

=
wn

i+1 − wn
i−1

2∆x
− wn

i+1 − 2wn
i + wn

i−1

2∆x
(5.18)

The reason for the higher stability compared to the central differences becomes clear

by rewriting the equation (5.17)

wn
i+1 − wn

i

∆x
=

wn
i+1 − wn

i−1

2∆x
︸ ︷︷ ︸

first-order central quotient

+
∆x

2
︸︷︷︸

pre-factor

wn
i+1 − 2wn

i + wn
i−1

∆x2
︸ ︷︷ ︸

second-order central quotient

. (5.19)

A product of a discretisation dependent pre-factor and the second-order central quotient
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Figure 5.5: First-order upwind scheme for 1D and 2D

is added to the first-order central quotient. The pre-factor and the second-order central

quotient generate an artificial diffusivity. The procedure is nevertheless consistent since

the artificial diffusivity also tends to zero with ∆x→ 0. The equations (5.15) and (5.16)

can be combined to the compact form of the upwind scheme, which describes the case

u > 0 and the case u < 0. In the x-direction

u
∂w

∂x
= uni

wn
i+1 − wn

i−1

2∆x
+

|uni |
2

wn
i+1 − 2wn

i + wn
i−1

∆x
(5.20)

and in the y-direction

u
∂w

∂y
= unj

wn
j+1 − wn

j−1

2∆y
+

|unj |
2

wn
j+1 − 2wn

j + wn
j−1

∆y
. (5.21)

The upwind scheme is conditionally stable due to the Courant-Friedrichs-Lewy condi-
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tion (CFLu) in the x-direction ∣
∣
∣
∣

u∆t

∆x

∣
∣
∣
∣
≤ 1 (5.22)

and the y-direction ∣
∣
∣
∣

u∆t

∆y

∣
∣
∣
∣
≤ 1 , (5.23)

which have to be fulfilled [41] by appropriate choiced for ∆x, ∆y and ∆t. There exists

a second CFL-condition (CFLD) concering the diffusion [41]. The diffusion with the

second order central difference quotient is stable for

∣
∣
∣
∣

D∆t

∆x2

∣
∣
∣
∣
≤ 1 (5.24)

and the y-direction ∣
∣
∣
∣

D∆t

∆y2

∣
∣
∣
∣
≤ 1 . (5.25)

5.4.3 Replacing the Derivatives with Finite Differences

To discretise the continuous function (5.1), the equations (5.10), (5.11), (5.12), (5.13),

(5.20) and (5.21) can be used. A closer look at the equation (5.1) reveals that the

components of migration have a similar character as the components of convection.

For this reason, the migration is also discretised with the help of the upwind scheme,

and thus a divergence of the solution caused by the migration part is prevented

cn+1
i,j − cni,j

∆t
= Dn

i,j

cni+1,j − 2cni,j + cni−1,j

∆x2
+Dn

i,j

cni,j+1 − 2cni,j + cni,j−1

∆y2

+

(

−unXi,j
+
zF

RT
Dn

i,j

∂Φ

∂x

)
cni+1,j − cni−1,j

2∆x

+
| − unXi,j

+ zF
RT
Dn

i,j
∂Φ
∂x
|

2

cni+1,j − 2cni,j + cni−1,j

∆x

+

(

−unYi,j
+
zF

RT
Dn

i,j

∂Φ

∂y

)
cni,j+1 − cni,j−1

2∆y

+
| − unYi,j

+ zF
RT
Dn

i,j
∂Φ
∂y
|

2

cni,j+1 − 2cni,j + cni,j−1

∆y
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(

−∂u
n
X
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− ∂unY
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+
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RT
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∂ΦX2

∂2x
+
zF

RT
Dn

i,j

∂ΦY2

∂2y
− ani,j

)

cni,j . (5.26)
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This equation is re-sorted according to the different spatial nodes to be evaluated
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(5.27)

5.4.4 Boundary and Initial Conditions

Independent of whether an explicit or an implicit procedure is used, boundary and ini-

tial conditions can be used from the mathematical side to obtain a unique solution to a

problem, such as solving a PDE. Additionally, they are circumstances in the application

that can only be influenced with a high amount of effort or cannot be changed at all.

For this reason, the boundary and initial conditions will first be discussed with regard

to the numerical solution of the problem. This will be necessary for understanding the

benchmark tests. This general view is followed by the interpretation and the physical

meaning of boundary and initial conditions.

General Information

Different boundary conditions or initial conditions can be applied depending on the ex-

periment’s setting. Only by setting the boundary conditions a well-posed problem can

be obtained. According to Hadamard [68], a well-posed problem must have a solution

(existence). This solution has to be unique (uniqueness) and has to depend continu-

ously on the input data (stability). In literature, a distinction is made between different

boundary conditions and initial conditions depending on the transport direction. For
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boundary conditions, only the nodes at the edge of the grid are considered. For initial

conditions, only the nodes in the first time step are considered. Two types of boundary

conditions and the initial condition are briefly presented here.

• boundary conditions

- Dirichlet condition

The Dirichlet condition gives a real number as a solution at the edge of the

grid to the known function f(x, y, t) of the problem

w(x, y, t) = f(x, y, t) ∀(x, y, t) in ∂Ω . (5.28)

- Neumann condition

The Neumann condition gives a real number fn
i,j as values of the first deriva-

tive of the solution wn
i,j of the problem at the edge of the grid

∂w(x, y, t)

∂n
= f(x, y, t) ∀(x, y, t) in ∂Ω , (5.29)

where n is the unit normal to the boundary surface, i.e. the normal compo-

nent of the associated flux.

• initial condition

The initial condition gives the real number f(x, y, 0) as the solution to the un-

known function w(x, y, 0) of the problem at the beginning of the process at time

t = 0, consequently the initial time step

w(x, y, 0) = f(x, y, 0) (5.30)

Interpretation Concerning the Experimental Setup

The foam to be coated is placed in a flow cell (Figure 3.5 and 5.6), following the appli-

cation of the electrodeposition process with the setup presented in chapter 3. Only the

2D problem is considered, due to the homogeneity of the flow velocity and the experi-

mental setup (Figure 3.5). The experiment starts when the current is switched on. So,

at the beginning of the experiment, no ions have been consumed, and the concentration

in the entire bulk electrolyte is c0. Consequently, the experimental setup’s initial con-

dition equals the value c0. During the experiment, ions are consumed within the foam.

Here, it is the task of the model to predict the ion concentration. In contrast, factual

statements can be made on the outer foam surface. Edge 1 is permanently in contact

with the electrolyte flowing in the cell. A concentration on edge 1 is assumed which

corresponds to the concentration c0, assuming an infinitely high ion reservoir in the
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electrolyte outside the specimen, represented by the Ni pellets used in the experiment.

Although edges 2 and 3 are at the boundary edges of the flow cell, a small gap is un-

avoidable in the experimental setup. As a result, the electrolyte also flows behind these

edges. The initial concentration c0 is also assumed as a boundary condition, assuming

only marginal ion consumption in relation to the electrolyte flowing behind. There is

another layer of Ni pellets behind the foam to avoid a too low ion concentration just

at the edge 4 and thus at the end of the foam. This counteracts a depletion of the

electrolyte. Therefore, the boundary condition can also be assumed to be c0 at this

edge. In sum, a constant ion concentration of c0 is assumed as the initial condition as

well as the boundary conditions at edge 1, 2, 3 and 4, which equals the concentration

of the bulk electrolyte.

experimental setup

1

2

3

4

initial boundary

conditioncondition

c0 c0
Ni

Figure 5.6: Experimental setup, cut through the cylindrical setup, analogue Figure 3.5, and
the resulting initial and boundary conditions

5.4.5 Initial Problem and Boundary Value Problem

A distinction is made between an initial problem and a boundary value problem, de-

pending on the type of the given boundary values. In an initial problem, an initial

condition is given. An explicit procedure is appropriate for the solution with this type

of problem, since all further values can be calculated in a simple manner from the

given first value. In a boundary value problem, the values at the boundary are given as

boundary conditions and the values in the middle have to be calculated. An implicit

method is appropriate in this type of problem, since a system of equations has to be

solved anyway due to the predefined boundary values. The problem considered in this

paper is an initial value problem in time. Consequently, no system of equations has to

be solved.
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6
Validation of the Ion Flux Code

Before the code developed in the previous chapters can be used, it has to be checked

for correctness and accuracy. This procedure is called validation. It is by definition

of the IEEE Standard Glossary of Software Engineering Terminology, the ”process of

evaluating a system or component during or at the end of the development process

to determine whether it satisfies specified requirements” [2]. The code developed is

validated with regard to all four included ion movement parts: convection, diffusion,

migration, and reaction.

6.1 Benchmark Tests

Due to the impossibility of solving equation (4.9), it is not possible to validate all the

included parts in combination with each other. So, the convection, diffusion, migration,

and reaction part is validated separately and checked for accuracy with analytical

solutions. The type of analytical solution varies for all four parts, as does the manner

of verification. The validation of a numerical solution using an initial value problem

of an already known analytical solution is called a benchmark test. Benchmark tests

are used to examine the numerical solution of the developed code against an analytical

solution in terms of qualitative and quantitative differences.

6.1.1 Diffusion

Diffusion is essential in various fields, such as heat or mass transport. For this reason,

several analytical solutions start from different given initial conditions. The Benchmark

– 61 –
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test with the Dirac delta function δ at x = x0 and y = y0 with a real constant M is

usually used as the initial condition

f(x, y, t = 0) =Mδ(y − y0)δ(x− x0) (6.1)

which results in the analytical solution with the diffusion constant D as

f(x, y, t) =
M

√

(4πDt)
e−

x2+y2

4Dt . (6.2)

The Dirac delta function assumes an infinitely high value at t = 0. The infinitely high

value is not feasible in the numerical implementation. For this reason, another initial

condition was chosen at this point, namely a cosine function

f(x, y, t = 0) = cos(x) cos(y) , (6.3)

which results in the solution

f(x, y, t) = exp(−2Dt) cos(x) cos(y) , (6.4)

with the diffusion constant D. The initial condition was set on the domain Ω = [0, 1]×
[0, 1] and a spatial discretisation of ∆x = 0.001m as well as ∆y = 0.001m was chosen.

Neumann boundary conditions were applied at all the edges. The numerical results of

the simulation and the analytical results were compared (Figure 6.1) after t = 10 s. At

first glance, the result from simulation and analytical solutions agree quantitatively and

qualitatively. For a better comparison between the simulation and analytical results of
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Figure 6.1: Result of the test function after t = 10 s for ∆t = 0.001 s, ∆x = 0.001m and
∆y = 0.001m
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Figure 6.1, the error is shown in Figure 6.2. The error is the result of the numerical

simulation subtracted from the result of the analytical solution. The maximum error,

the minimum error and the mean error over all grid points were plotted for different time

steps and spatial discretisations of ∆x and ∆y. The time step size was varied (∆t =

[0.0001 s, 0.001 s, 0.01 s, 0.1 s, 0.25 s, 0.5 s, 0.75 s, 1 s]) while the spatial discretisation was

kept constant at ∆x = ∆y = 0.01m (Figure 6.2). The error is plotted quantitatively

for the different spatial discretisations (Figure 6.2 top-left), and the error is also plotted

qualitatively (Figure 6.2 bottom-left). The time step size refinement is accompanied

by a maximum and an average error reduction. The deviation of the minimum values,

on the other hand, increases with a refinement of the time step size. This deviation

is caused by a slightly shifted curve that occurs when the time steps are refined. In

variation of ∆t with ∆x = 0.01m
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Figure 6.2: Minimum, maximum and mean error of the benchmark test for different spatial
discretisations and time step sizes, quantitative and qualitative, ∆t in s, ∆x in m

addition to the variation of the time step size, the spatial discretisation is varied for fixed

∆t = 0.1 s (∆x = [0.0001m, 0.001m, 0.01m, 0.025m, 0.05m, 0.075m, 0.1m]) (Figre 6.2

right). Varying the discretisation, all errors, i.e., the difference of the maximum values,

the difference of the minimum values as well as the mean difference over all values,

decrease with a refinement of the spatial step size (Figure 6.2 right).
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6.1.2 Convection

In comparison to the validation of diffusion, convection verification is much simpler.

The convection can be rewritten as

ux =
x

t
(6.5)

through the ”Method of Characteristics”. The two easy-to-define parameters position

x and time t are connected by the velocity ux to be set. A region Ω = [0, 1]× [0, 1] is

considered with Neumann boundary conditions. An initial value of z = 100 g/l is set in

the domain zero, and this initial value point moves with a velocity of ux = 0.1m/s in the

positive x-direction. The value z = 100 g/l was chosen because it approximately corre-

sponds to the initial condition of c = 110 g/l in the simulation of the electrodeposition

process. This peak has to take a time of t = 5 s to travel the distance x = 0.5m from

the centre to the edge. The shape and the maximum values of the transported profile

should stay constant. The profile is shown in Figure 6.3. In the upper left image, the

initial value at t = 0 s of z = 100 g/l can be seen in the centre of the domain. In the

lower left figure, the same time step is shown in the top view and on the bottom in the

form of a cut across the centre of the domain. The figure shows, from left to right, the

100
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0

t = 0 s t = 2 s t = 4 s t = 6 s [g/l]

x

x

y

y

cut

Figure 6.3: Appearance and location of the peak for different time steps, top: 3D view,
middle: top view, bottom: cut through the top view

development of the solution during time. The point moves according to the direction
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of the velocity in positive x-direction and is hardly visible at time t = 6 s because it

leaves the domain. However, in addition to the position of the peak, the height and

size of the peak change. This change comes from the implementation of the convection

part with the upwind scheme, which adds a virtual diffusivity. This virtual diffusivity

blurs the clear edge in the velocity direction, which reduces the peak’s height. The

area under the curve keeps constant. ∆x and ∆t are varied to check the diffusiv-

ity dependence with the time step size. The parameter ∆t varies between the val-

ues [0.001 s, 0.002 s, 0.005 s, 0.01 s, 0.02 s, 0.05 s, 0.1 s, 0.2 s, 0.5 s] and the parameter ∆x

varies between the values [0.001m, 0.002m, 0.005m, 0.01m, 0.02m, 0.05m, 0.1m].

The upwind scheme is stable only for a CFL value ≤ 1. For this reason, the CFL value

for a velocity of ux = 0.1m/s is listed for the different values of ∆t and ∆x in Table 6.1.

The parameter study is evaluated only for the values marked in green for a CFL value

≤ 1. The results of this parameter study are shown in Figure 6.4. The figure shows

Table 6.1: CFL values for different time steps and space increments for a velocity of ux =
0.1m/s

∆t [s]
u = 0.1m/s

0.5 0.2 0.1 0.05 0.02 0.01 0.005 0.002 0.001
0.1 0.5 0.2 0.1 0.05 0.02 0.01 0.005 0.002 0.001
0.05 1 0.4 0.2 0.1 0.04 0.02 0.01 0.004 0.002
0.02 2.5 1 0.5 0.25 0.1 0.05 0.025 0.01 0.005
0.01 5 2 1 0.5 0.2 0.1 0.05 0.02 0.01
0.005 10 4 2 1 0.4 0.2 0.1 0.04 0.02
0.002 25 10 5 2.5 1 0.5 0.25 0.1 0.05

∆x [m]

0.001 50 20 10 5 2 1 0.5 0.2 0.1

how the peak has changed after time t = 1 s. The initial condition is identical with the

initial condition of Figure 6.3 and the velocity equals still ux = 0.1m/s. As expected,

the accuracy of the solution increases when the spatial discretisation is refined. The

diffusivity, the widening of the profile, increases with the time step size, and the value

of the peak decreases as the time step size is refined. For the CFL value of 1, the peak

value is conserved in each case, and the diffusivity goes to zero. However, in general,

no prediction about the accuracy of the numerical solution can be made via the CFL

value. The CFL value is only used to check the stability of the method. Additionally,

in Figure 6.5, the time needed to transport the peak can be seen. The peak at time

t = 5 is just at the expected location of x = 1 for all simulations.

The trend of the convection was also checked in negative x-direction (ux =-0.1) as

well as in positive and negative y-direction (uy = 0.1 and uy = −0.1). The results

agree with the results in the positive x-direction and can be found in the appendix. In

addition, the results were checked by coupling the velocity in x- and y-direction with
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Figure 6.4: Trend of the profile for different discretisation sizes of ∆x and ∆t and the cor-
responding different CFL values for a velocity of ux = 0.1m/s after a duration of
t = 1 s, with the initial profile of Figure 6.3 bottom left

all possible combinations of positive and negative x- and y-directions. These also agree

totally with the previous results and can be found in the appendix to complete the

presented results. Likewise, the areas under the profiles match in each case.
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6.1.3 Migration

As explained in the previous chapter, the appearance of the migration part with respect

to variable c is analogous to the appearance of variable c in the convection part. For

this reason, the product (zF/RTD gradΦ) can be replaced by a fictitious velocity u. To

verify the code, the parameters z, F , R, T , D and gradΦ were chosen to be equivalent

to the velocity, giving u = 0.1m/s. Thus, migration results can be directly checked with

the results of convection. They agree one-to-one with the convection results, therefore,

they are not explicitly shown here. The results can be found in the appendix.

6.1.4 Reaction

A distinction between a source and a sink term can be made for the reaction term. In

a source term, ions are produced; in a sink term, the ions are consumed. Only a sink
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Figure 6.5: Profile of the peak at different times, top in x-direction, bottom in y-direction, left
with an velocity >0, right with an velocity <0, all four legends belong together
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part is considered in the model presented in this thesis. The implementation of the

linear sink part is validated in the following.

Sink Term

A closer look at its implementation is needed to validate the accuracy of the sink term.

A reduction of equation (5.27) concerning the sink term results in

cn+1
ij = cnij (1− a∆t) . (6.6)

If this equation is executed m times with a constant time step ∆t, it results in

cn+m
ij = cnij (1− a∆t)m . (6.7)

This equation is based on the equation of exponential decay. The sink constant a

can be interpreted as a fractional decrease of the initial value. If the parameter a is

multiplied by 100%, one obtains the percentage decrease a∗ of the initial value

a∗ = a100% . (6.8)

For the sink term verification, a peak of size 100 g/l was set as the initial condition

in the middle of the domain Ω = [0, 1] × [0, 1]. The peak height was measured for

different time step sizes with a spatial discretisation of ∆x = ∆y = 0.01m. In Figure

6.6, top-left, the peak maximum profile is plotted for a time duration of t = 100. At

first glance, the numerical and analytical solutions match each other (Figure 6.6 top-

left). For this reason, in Figure 6.6 top-right, the difference between analytical and

numerical solution is plotted in % with respect to the analytical solution. The error

increases with time and as the time step size is refined. Here, the error runs into an

equilibrium state and remains below 0.8% for t = 100. The increase of the error when

the time step size is refined can be explained by the increase in calculation steps. For a

time step size of ∆t = 1, significantly fewer computational steps have to be performed

to reach the final time of 100 than for the time step size ∆t = 0.001. This shows

equation (6.7). If ∆t becomes smaller, m becomes larger to reach a desired time t.

Therefore, more data savings have to be made and as there is a small error with each

saving, the error increases at the same time as the ∆t becomes smaller [43]. Figure 6.6

bottom also shows the top view of the peak at different time steps. As expected, there

is no diffusivity as seen for the convection.
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Figure 6.6: Change of the concentration profile over time with a sink constant of a = 0.1.

6.2 Conclusion

After checking all four model parts with regard to their correctness and error, conclu-

sions can be made regarding the parameters which have to be chosen. These parameters

are time step size, spatial discretisation and CFL value. For diffusion, the spatial dis-

cretisation size chosen should be as small as possible and the time step size as large

as possible. This result is in partial agreement with the result for the convection. For

the convection, the time step size should also be kept as large as possible regarding the

CFL, but a sufficiently fine spatial step size has to be chosen to increase the accuracy

of the results. The results for migration correspond to the results of the convection.

For the reaction, only the time step size influences the accuracy. The time step size

chosen has to be as large as possible, and in general, the calculating time interval has

to be as small as possible. This influences the choice of the parameters in the following.

For a given velocity, both the value for the time step size and the value for the spatial

step size can be varied for the choice of the CFL value ≤ 1. Here it is necessary to try
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to set the CFL value at 1, the time step size as large as possible, and keep the spatial

step size as small as possible.



7
Coating Thickness Influence on the Geometry

Parameters

The electrodeposition process is a fully coupled problem, as shown in Figure 4.4. The

coating of the foam causes a change in geometry parameters, which in return influ-

ences the model components convection, migration, and reaction. Thus, the inner

surface influences the current density and, consequently, the sink constant and the

electric potential. The relative volume change has an influence on the sink constant

and consequently the sink term, and the porosity has an influence on the permeability

and hence on the velocity. Therefore, the influence of the coating thickness on these

different geometry parameters has to be examined. Additionally, an RVE is determined

in this chapter to be able to describe the stochastic structure of the foams with less

computational effort.

7.1 Influence of the Coating Thickness on Several Ge-

ometry Parameters

Determining the specific surface area and volume of foams using conventional methods

is complex due to the microheterogeneous structure. In addition, these parameters

also have to be examined in relation to the coating thickness. This coating thickness

variation would result in producing foams with different coating thicknesses for each

pore size, consequently in lots of foams which have to be produced. Additionally, an

analysis of the geometry has to be performed. Since this procedure is very time-,

– 71 –
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cost- and resource-intensive, computer tomography (CT) data is used in this study.

The further processing of the CT data is executed with the help of the open-source

program Fiji [143].

7.1.1 Geometry Analysis using Fiji

CT data (Frauenhofer IZFP Saarbrücken) is used to evaluate the specific surface area

and the specific bulk volume as a function of the coating thickness and to determine the

RVE. After converting the CT data into a .tiff-format, the data can be post-processed.

This post-processing can involve a virtual coating, virtual cutting into smaller cubes

and virtual measuring of the specific surface area and the specific bulk volume. The

post-processing is executed with the help of the open-source program Fiji. Fiji is the

acronym for (=Fiji is just imageJ). It was originally evolved from ImageJ, an image

processing and editing program used for medical and scientific image analysis. ImageJ

was extended by many plugins to combine many tools for analysing images of biological

samples in one single software [143, 145] for the development of Fiji. Fiji is an open-

source program under the GNU General Public Licence. Thus, everyone can contribute

with plugins, tutorials, and patches.

The foams are cut into smaller cubes using the ”Crop 3D” function from the ”Stacks”

plugin in order to determine the RVE with Fiji. The MorpholibJ plugin [107] is used

to determine the specific surface area and the specific bulk volume of the foams. Using

the ”Analyze Regions 3D” function of the same plugin, both the specific surface area

and the specific bulk volume can be determined. The MorpholibJ plugin [107] is also

used for the virtual coating of the foams. The foams can be virtually coated or virtually

eroded using the ”Dilation”or ”Erosion”operation using the Morphological Filters (3D)

function. Different element shapes with different radii in x, y and z directions can be

selected for this virtual coating. The ”Ball” setting with a voxel radius of 1 in all three

spatial directions was used for the dilated element shape for the results considered in

this work. A voxel is equivalent in 3D computer graphics to a pixel in a 2D bitmap. The

virtual coating process was repeated voxel by voxel until the foam reached the desired

virtual coating thickness. The RVEs have to be determined first for the geometric

quantities of interest, namely the specific surface area and the specific bulk volume.

This procedure ensures, that the selected digitised samples are large enough to reflect

the geometry parameters correctly.

7.1.2 RVE

The RVE was defined for the first time, in a mechanical context, by Hill [70]. There,

the RVE is defined as ”structurally entirely typical of the whole mixture on average,
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Figure 7.1: Appearance of foams of different pore sizes with different coating thicknesses,
each foam has a size of approx. 16 × 16 × 16mm3

and contains a sufficient number of inclusions for the apparent overall moduli to be

effectively independent of the surface values of traction and displacement, so long as

these values are ’macroscopically uniform’”. A newer definition by Drugen et al. [47] is

used, since the RVE in this thesis does not deal with the mechanical properties. There,

the RVE is defined as ”the smallest material volume element of the composite for which

the usual spatially constant ’overall modulus’ macroscopic constitutive representation

is a sufficiently accurate model to represent mean constitutive response”. In summary:

The smallest volume from which the value of a special parameter no longer changes

corresponds to the RVE of this parameter. The geometric properties of the entire

sample can be determined based on the results of the sample in the size of the RVE.

The RVE can differ for different properties. The CT image of Al foams (Frauenhofer

IZFP Saarbrücken, resolution of 23.973658µm) is virtually cut into different-sized cubes

of edge lengths ranging from 0.48mm to 6.89mm to determine the RVE regarding

inner surface area and bulk volume. No part of the foams is used twice for each edge

length. The geometry parameters of specific surface area and specific bulk volume are

determined for each cube edge length. Scattering in the values for the specific surface

area and the specific bulk volume occurs for edge lengths smaller than the edge length

of the RVE. For edge lengths larger than or equal to the RVE, the specific surface area

and bulk volume values equal one single value, respectively. The smallest edge length

without a value scattering corresponds to the RVE. The edge length of the cut cube

pieces varies for the different pore sizes (Figure 7.2). For foams of pore size 10 ppi, the

edge length is between 0.96mm and 6.89mm, for foams of pore size 20 ppi between
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0.48mm to 6.89mm and for foams of edge length 30 ppi between 0.48mm and 5.75mm

(Figure 7.2). This is because the RVE for the 10 ppi foams is in any case larger than

the RVE for the 20 ppi and 30 ppi foams. Figure 7.3 a) shows the specific bulk volume

0.48mm

3.36mm

3.84mm
5.27mm 6.89mm

10ppi 20 ppi 30 ppi

Figure 7.2: Different edge sizes for foams with different ppi numbers for the evaluation of the
RVE; the size of the RVE of the specific surface area and the specific volume are
coloured, the RVE of the inner surface and the RVE of the inner bulk volume
differ for the 20 ppi foam

for different edge lengths of the cut cubes for the different pore sizes 10 ppi, 20 ppi and

30 ppi. The specific bulk volume was normalised by the total volume of the cubes for

better comparability. Three different foams were evaluated for each pore size. The

scatter of the specific bulk volume values decreases as edge length increases. The value

zero is reached more often for smaller edge lengths. This phenomenon is due to the

size of the foam cubes in relation to the total foam and individual pores. The cube

size is completely inside a pore. For a 30 ppi foam, the value 1 is reached more often.

This is due to the randomly chosen cubes, which are almost entirely within a node or

strut. For a clearer view, Figure 7.3 b) first shows the region of an edge length larger

than two. Here, the different values for the specific bulk volume of the different pore

sizes can be seen better, and the scattering of the values of the individual pore sizes

to each other is clearly visible. Thus, the RVE for the 10 ppi foams can be determined

on a cube of an edge length of 6.89mm, the RVE for 20 ppi foams is a cube of an edge

length of 5.27mm and the RVE for 30 ppi foams is a cube of an edge length of 3.36mm.

As the pore size increases, so does the size of the RVE. This fact could be predicted

from Figure 7.2.
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Figure 7.3: Specific bulk volume of the foams with the pore sizes 10 ppi, 20 ppi and 30 ppi for
different cube edge lengths for RVE determination
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Figure 7.4 a) shows the specific inner surface for different edge lengths of the cut-out

cubes for the different pore sizes 10 ppi, 20 ppi and 30 ppi. The specific surface area was

normalised to the cubes’ total volume, and three different foams for each pore size were

examined as with the specific bulk volume. The scattering of the values for the inner

surface decreases with an increasing edge length (Figure 7.4). Figure 7.4 b) shows the

scattering for edge lengths larger than one for a clearer representation.

Thus, the RVE for the 10 ppi foams can be determined to be a cube of an edge length

of 6.89mm, the RVE for 20 ppi foams is a cube of an edge length of 3.84mm, and the

RVE for a 30 ppi foam is a cube of an edge length of 3.36mm. As the foams’ pore size

increases, so does the size of the RVE, similar to the RVE of the specific bulk volume.

The RVE of the specific bulk volume also corresponds to the RVE of the inner surface

for the foams of pore sizes 10 ppi and 30 ppi. For the foam of pore size 20 ppi, the

RVEs differ. The choice of the cubes is not the reason for the different RVE sizes. The

examination of the specific inner surface and specific bulk volume was performed on

the same cubes. The RVE is cut out around one single pore (Figure 7.5) for each pore

size for further examinations about the different 20 ppi RVE. The RVE for the 10 ppi

and 30 ppi foams, as well as the RVE for the specific surface area for the 20 ppi foam,

roughly correspond to the size of a pore. This suggests an overestimation of the size of

the RVE concerning the specific surface area for 20 ppi and has to be investigated in

further investigations.

Nevertheless, it can be concluded that sub volumes of 16×16×16mm3 of the available

CT data are large enough to represent the specific bulk volume and inner surface for

the following investigations.

7.2 Unit Cells

Open-cell foams are microheterogeneous materials and, therefore, insufficiently suit-

able for simulation on the microscale due to the high computation time required. So,

different unit cells are considered to simplify the complex structure of nodes and struts

of different lengths and thicknesses. Unit cells are also a way of describing the micro-

heterogeneous structure of the foams in addition to the RVE. The RVE of the unit cell

equals to the unit cell, the RVE of a microheterogeneous structure does not have to be

in the order of magnitude of a cell. The unit cells should have the same macroscopic

properties as the microheterogeneous material. Thus, the macroscopic properties of the

microheterogeneous material can be represented using the unit cells without knowing

the exact appearance of the foam microstructure.
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Figure 7.4: Inner surface of the foams with the pore sizes 10 ppi, 20 ppi and 30 ppi for different
cube edge lengths for RVE determination
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specific bulk volume
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Figure 7.5: Size of the RVE of the different pore sizes. For the 20 ppi foam, the RVE of the
specific bulk volume and specific surface area

In describing foamed materials, various unit cells are used in literature, such as

• Kelvin Cell [22, 79, 103, 129] (Figure 7.6 (a))

• Weaire-Phelan Cell [28, 103, 131] (Figure 7.6 (b))

• Pentagon dodecahedron [48, 72] (Figure 7.6 (c))

• Cut-Out Spheres Cell [99, 108, 160, 161] (Figure 7.6 (e)).

These unit cells are briefly presented here and then used to further analyse the geom-

etry parameters like specific surface area and specific bulk volume. In addition, these

parameters are examined as a function of the coating thickness and compared with

the results of the specific surface area and the specific bulk volume of Al foams. The

investigations are executed by using the image analysis tool Fiji.

Kelvin Cell

In 1887 Lord Kelvin developed the tetrakaidecaheron, or in short, the Kelvin Cell [165]

(Figure 7.6 (a)), which was, according to the knowledge at that time, a space-filling

structure with minimum surface area. The surface of the Kelvin cell consists of four

squares and eight hexagons. If all edges of the Kelvin cell become struts and all vertices

become nodes, then each node is connected with 3.5 struts on average.

Weaire-Phelan Cell

In 1993 Weaire and Phelan found another space-filling structure with an even smaller

surface area than the Kelvin Cell [131] (Figure 7.6 (b)). The Weaire-Phelan Cell is

an irregular pentagon dodecahedron with twelve irregular pentagons. If the edges are
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a) b) c)

d)
e) f)

Figure 7.6: Different unit cells, a) Kelvin Cell with thin nodes, b) Weaire-Phelan Cell with
thick nodes, c) Pentagon dodecahedron with thin nodes, d) Node Unit with thick
node, e) Cut-Out Spheres Cell, f) real foam

assumed to be struts, and the corners are assumed to be nodes, each node is connected

on average with 4 struts. The strut’s length of the Weaire-Phelan cell varies.

Pentagon dodecahedron

The regular pentagon dodecahedron (Figure 7.6 (c)) is a body consisting of 12 congruent

regular pentagons and correspondingly equal-length struts. Unlike the Weaire-Phelan

cell, however, the pentagon dodecahedron is not space-filling.

Cut-Out Spheres Cell

The model of the Cut-Out Spheres Cell (Figure 7.6 (e)) is based on the manufacturing

process of metal foams. One possible manufacturing method is the so-called placeholder

method. This method uses spheres as placeholders and burns out after filling the mould

with the desired material [96]. In the unit cell of the Cut-Out Spheres Cell, 9 spheres

are cut out of one cube. The resulting geometry looks very similar to the geometry of

the real metal foam.
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7.2.1 Choice of Three Unit Cells to be Investigated

Some unit cells presented are more suitable than others. For comparing the different

unit cells concerning geometry parameters like specific surface area and specific bulk

volume. The Kelvin Cell is exceptionally suited due to its equal length struts and space-

filling capability. In addition, surface area and volume can be calculated analytically

for different coating thicknesses easily. The Weaire-Phelan Cell is slightly poorer suited

due to its different strut lengths. For simplification, a minimisation of the geometric

parameters like the strut length is of significant advantage for microscopic observation

of the cells. This minimisation is not possible for the Weaire-Phelan Cell. The pen-

tagon dodecahedron is also unsuitable because of the lack of space-filling ability. As a

substitute for the Weaire-Phelan cell and the pentagon dodecahedron, the Node Unit

is considered at this point. Due to its connectivity of 4, it is not space-filling. However,

the geometry parameters of specific surface area and specific bulk volume are easy to

calculate analytically. The number of nodes per volume can be calculated using the

Weaire-Phelan cell, and parameters such as strut length can be calculated using the

pentagon dodecahedron. The last structure presented here, the Cut-Out Spheres Cell,

is also space-filling and has a periodic structure due to the fact that spheres of the

same size are cut from one cube. For this reason, it is also well suited for analysing

the geometry parameters, specific surface area and specific bulk volume. The geometry

parameters of the unit cells are then compared with data from the virtually coated

foams from the CT in chapter 7.2.3.

7.2.2 Choice of Parameters and Calculation Method

The required parameters (strut length, node radius, ...) for the calculation have to

be identified before determining the specific surface area and the specific volume of

the different unit cells. For the Kelvin Cell and Node Unit, different strut and node

geometries can be used (Figure 7.7 a)). Different strut geometries can be used because

the geometry of the strut cross-section is changing between a round and a triangular

cross section (Figure 7.7 a)). At the same time, the size of the area of the cross-

section also changes. However, the nodes are assumed to be spheres for both structures

(Figure 7.7 b)). The cross-section of the struts should be as close as possible to the

original geometry. When considering the strut cross-section of the real foams, the cross-

section varies from strut to strut and from position to position in the strut (Figure 7.7

a)). Sometimes the cross-section of struts is more round and sometimes more triangular.

For this reason, the Kelvin Cell and the Node Unit are examined with a round and a

triangular strut cross-section, respectively (Figure 7.7 b)). Furthermore, for calculating

the specific surface area and the specific bulk volume, more geometry parameters like
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strut length and node size have to be investigated. The radius rS and for triangular

strut cross-section the side length aS of the equilateral triangle have to be determined

in addition for the round strut cross-section, for the foams with the pore sizes 10 ppi,

20 ppi and 30 ppi (Figure 7.7 b)). Jung et al. [83] examined several strut cross-sections

for different pore sizes. The cross-sectional area of the struts varies depending on the

position within the strut. In the centre of the strut, the cross-sectional area is usually

the smallest and increases towards the nodes. Based on the sizes of the cross-sections

determined by Jung [83], the radii for the round strut cross-sections and the side lengths

for the triangular strut cross-sections were calculated.

BB

B-B

CC

C-C

a) b)

AA

A-A
thick node

thin node

rn

rs as

Figure 7.7: a) real strut with varying cross-sections at different points, b) strut in the calcu-
lation model with round and triangular cross-section

The results for the mean radius and mean side length of struts correspond to the strut

radius rS and strut side length lS. The radii from the maximum strut cross-sections

are used as the radii for the node rn. Since sometimes larger and sometimes smaller

nodes can be seen, a distinction is also made between thick and thin nodes for the

Kelvin Cell and the Node Unit (Figure 7.7 b)). For thin nodes, the radius of the node

is equal to the radius of the strut. For thick nodes, the radius of the node is equal to

the radius calculated from the maximum cross-section of struts.

The inner surface and the specific bulk volume are calculated analytically. For this

purpose, in the case of round cross-sections, the curvature of the node surface is taken

into account when calculating the surface area and volume (Figure 7.8). This procedure

is very complex for the struts with a triangular cross-section and is therefore not carried

out in this thesis. It is carried out for the triangular struts in simplified form as an

additional calculation method for the round struts (Figure 7.7). The calculation rule

for an arbitrary structure is for the inner surface with nn nodes and ns struts with a

node radius of rn, a strut edge length as, a coating thickness b, connectivity of nc and
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a strut length of ls for cells with triangular strut cross-section,

Otri = nn
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and for the specific bulk volume
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Figure 7.8: Components of the calculation formulas of the cells with triangular strut cross-
section and round strut cross-section by means of analytical and approximated
approach

The calculation is as follows for the inner surface area of the cells with a round strut

cross-section with consideration of curvature

Ocirc
analyt = nn

(
4π (rn + b)2

)

︸ ︷︷ ︸

surface sphere

+ns 2π (rs + b) (ls − b)
︸ ︷︷ ︸

surface strut
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−nc π
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surface sphere segment

, (7.3)

for the specific bulk volume

V circ
analyt = nn

4

3
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︸ ︷︷ ︸

volume sphere

+ns

√
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(
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volume strut

− nc
π

3
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√
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height sphere segment hss

)2 (3 (rs + b) (7.4)
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√

(rn + b)2 − (rs + b)2 )3 + (rs + b)2 ) )
︸ ︷︷ ︸

height sphere segment hss

) , (7.5)

for the approximated calculation for the inner surface

Ocirc
approx = nn

(
4π (rn + b)2
︸ ︷︷ ︸

surface sphere

−nc (rn + b)2
︸ ︷︷ ︸

cross-section strut

) + ns 2π (rs + b) (ls − b)
︸ ︷︷ ︸

surface strut

(7.6)

and for the specific bulk volume

V circ
approx = nn

4

3
π (rn + b)3

︸ ︷︷ ︸

volume sphere

+ns

√
3

4

(

as + 2b
3√
3

)2

(ls − b)

︸ ︷︷ ︸

volume strut

. (7.7)

The calculated parameters for the foams of the different pore sizes are summarised in

Table 7.1. With the help of the ppi number of the foams, the number of pores in a given

volume, as well as the pore diameter, can be calculated. The number of nodes which

have to be added by adding a pore (= nodes per additional pore) is about how many

nodes of infinitely many unit cells exist in relation to the number of pores. This was

estimated using CAD for the Kelvin Cell, and for the Node Unit, and was estimated

starting from the Weaire-Phelan Cell.

The strut length of foams was measured firstly by Jung et al. [83] and secondly calcu-

lated based on the pore size (Table 7.1). Based on the different cross-sectional areas,

different radii were calculated for struts with a round cross-section and edge lengths

for struts with a triangular cross-section. The strut lengths measured from Jung were

used to calculate the specific surface area and the specific bulk volume instead of the

analytically calculated strut lengths, which were calculated with the pentagon dodec-

ahedron. The CAD software FreeCAD calculates the inner surface and the specific
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Table 7.1: Different geometry parameters for different pore sizes

10 ppi 20 ppi 30 ppi

1 pore diameter d 8mm 5.68mm 4.6mm

2
nodes per additional pore
Node Unit

8 8 8

3
connectivity
Node Unit nNode Unit

c

4 4 4

4
nodes per additional pore
Kelvin Cell

8 8 8

5
connectivity
Kelvin Cell nKelvin Cell

c

3.5 3.5 3.5

6
length strut ls
measured in [83]

3.2mm 2mm 1.25mm

7
length strut ls
calculated with
pentagon dodecahedron

3.06mm 2.17mm 1.75mm

8
cross-section A
from [83] [mm]

from to 0.20 - 1.12 0.10 - 0.60 0.10 - 0.30
average 0.50 0.25 0.10

9
edge length as
derived from 8 [mm]

from to 0.48 - 1.13 0.34 - 0.83 0.34 - 0.59
average 0.75 0.54 0.34

10
radius rS
derived from 8 [mm]

from to 0.25 - 0.0 0.18 - 0.44 0.18 - 0.30
average 0.39 0.28 0.18

bulk volume of the Cut-Out Spheres Cell. The pore size can be taken directly from

Table 7.1. The edge length of the original cuboid from which the spheres are cut out is

selected so that the resulting cross-sectional area of the struts is approximately equal

to the cross-sectional area of the struts measured.

7.2.3 Results of the Geometry Analysis

The specific surface area increases with the increasing coating thickness (Figure 7.9 a),

c) and e)). For all three pore sizes, the specific surface area of the Node Unit is smaller

than the specific surface area of the Kelvin Cell, regardless of the nodes and struts

geometry. For the 10 ppi and 20 ppi foams, results of the real structure are in-between

the Node Unit and Kelvin Cell results. The results of the real structure are the results

of the measuring of the CT data via Fiji. For the 10 ppi foam, the Node Unit is closer

to the real structure, and for the 20 ppi foam, the Kelvin Cell is closer. For the 30 ppi

foam, all Unit Cells underestimate the curve of the specific surface area of the real

foam. The slope of the curve of the Node Unit with thick nodes best matches the real

curve. The results for the specific bulk volume from the Node Unit tend to be lower
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than the Kelvin Cell results (Figure 7.9 b), d) and f)). For the 10 ppi foam, the curve

of the real foam lies precisely on the Node Unit curve with thick nodes and triangular

strut cross-section. For the 20 ppi foam, the Kelvin cell overestimates the curve of the

real foam just for larger coating thicknesses and the Node Unit underestimates the

curve of the real foam for a larger coating thickness. For the 30 ppi foam, all models

underestimate the trend of the real foam. According to the slope, the curve of the

Kelvin Cell with thick nodes and triangular cross-section of struts best matches the

curve of the real foam.
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Figure 7.9: Specific surface area and specific bulk volume of the foams with the pore sizes
10 ppi, 20 ppi and 30 ppi for different coating thicknesses
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Figure 7.10 shows the specific surface area for the three pore sizes and the best fitting

Unit Cells with an constant additive offset applied. At least one unit cell can be found

that reflects the variation of the surface area as a function of the coating thickness for

each pore size.
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Figure 7.10: Specific surface area of the foams with the pore sizes 10 ppi, 20 ppi and 30 ppi
with an constant additive offset to obtain the specific surface area of the real
foam

A summary of which unit cell, which cross-section of struts, and which node size is best

for representing a real foam can be estimated. The results can be found in Table 7.2.

In general, the Node Unit and Kelvin Cell models are similarly well suited for surface

area and bulk volume representation. In addition, both the triangular and round cross-

sections of struts are suitable. For the specific surface area representation, the Node

Unit with thin nodes and a triangular cross-section of struts and the Kelvin Cell with

thin nodes and round cross-sections of struts are most suitable for analytical calculation.
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Figure 7.11: Specific bulk volume of the foams with the pore sizes 10 ppi, 20 ppi and 30 ppi
with an constant additive offset to obtain the specific bulk volume of the real
foam

The Node Unit with thick nodes and triangular strut cross-section is more suitable for

the calculation of the specific bulk volume. The deviation of the models from the real

foam is the smallest, and the largest for the 30 ppi foam for the 10 ppi foams.

To examine which of the selected parameters from Table 7.1 is the reason for the

30 ppi error offset, the number of pores, the strut length ls as well as the node radius

rn were varied for the 30 ppi foam. The strut diameter was kept constant because the

calculation of specific surface area and specific bulk volume does not consider the struts’

intergrowth with increasing strut diameter. The results of this parameter study are

shown for the specific surface area in Figure 7.12. The increase of the node diameter by
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Table 7.2: Summary which unit cell with which cross-section of struts and with which node
size best describes the geometry of the real foam, what is the real error, which is
the relative minimum and maximum error in percent

specific surface area [mm²/mm³] specific bulk volume [mm³/mm³]
cell node strut cell node strut

10 ppi Kelvin Cell thin round analyt. Node Unit thick triangular
Offset: -0.18mm2/mm3 Offset: 0mm3/mm3

-55.96% - -35.14% 0% - 0%
Kelvin Cell thick triangular
Offset: 0.03mm2/mm3

9.32% - 5.86%
Node Unit thin triangular
Offset: 0.082mm2/mm3

32.74% - 16.01%

20 ppi Node Unit thin triangular Node Unit thick triangular
Offset: -0.12mm2/mm3 Offset: 0.02mm3/mm3

-22.64% - -14.07% 34.25% - 8.20%
Kelvin Cell round approx.
Offset: -0.028mm3/mm3

-47.95% - -11.47%

30 ppi Kelvin Cell thick round analyt. Node Unit thick triangular
Offset: 0.3mm2/mm3 Offset: 0.07mm3/mm3

39.35% - 25.25% 87.37% - 20.32%

100% for the Kelvin cell with round struts matches the analytical calculation and the

trend of the real foam. Only considering the slope of the curve, the Kelvin Cell with

round strut cross-section with approximated calculation is most suitable. However, a

large offset would have to be applied in this case again. There are similar results for

the specific surface area. If only the slope of the curves is taken into account, the

Kelvin cell with a round strut cross-section and a doubled node diameter matches the

real curve best. However, an offset has to be applied in this case as well. For low

coating thicknesses, the Kelvin Cell is best suited with a round strut cross-section with

approximated calculation with a doubling of the number of nodes and the associated

doubling of the struts. For both geometrical parameters, the Node Unit and the Kelvin

Cell models are well suited to reproduce the actual behaviour of the inner surface and

the specific bulk volume when the parameters are varied for small coating thicknesses.

However, the effect of the varying parameters for the specific surface area and the

specific bulk volume differ. Moreover, all models overestimate the trend of the actual

foam for higher coating thicknesses. For this reason, the intergrowth of the struts should

be considered in future studies to achieve a more precise solution when considering

coating thicknesses above 100µm.
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Figure 7.12: Varying different parameters to obtain the real specific surface area of a 30 ppi
foam without adding an offset
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7.3 Permeability

Only the influence of the coating thickness on the specific surface area and the specific

bulk volume has been examined. In reality, the coating thickness also changes both

the permeability of the foam and, finally, the flow velocity through the foam. The

permeability is a value which can be derived from Darcy’s law. It is defined as the

quotient between the product of the flow rate Q, the dynamic viscosity η and the

length l of the body flowed through divided by the product of the cross-sectional area

A, which is flowed through and the pressure difference ∆p (Figure 7.14)

K =
Qηl

A∆p
. (7.8)

Permeability is not specific to the flow in foams. It is relevant to many different sciences

that deal with the flow in porous media, such as in geology in the flowability of sand

and for fibrous materials or metal foams in the form of heat exchangers and catalysts.

To the author’s knowledge, the permeability of foams as a function of different coating

thicknesses has never been researched.

p1 p2

∆p=p2 − p1

A QQ

l

Figure 7.14: Definition of the permeability, with the flow rate Q, the length of a cube l, the
pressure difference ∆p and the surface area A

In the relevant literature, different models are used to describe the dependence of

geometry parameters on permeability. Most models are based on the so called Kozeny-

Carman equation, which is also often called the Ergun-like approach depending on the

context in which the equation is used. According to this approach, permeability is the

quotient of the product of the porosity ε raised to the power of three and the square of

the mean grain diameter dgrain divided by the product of an empirical parameter AK

and the square of the difference between one and the porosity

K =
ε3d2grain

AK(1− ε)2
. (7.9)

Other models refer to a uniform cell structure of cubically arranged struts [4, 56,
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Figure 7.15: Permeability of different foams taken from literature showing the characteristic
of measuring

71, 177], of other uniform cell structures [15], or are self-developed empirical models

[46, 49, 58]. For the Ergun-like approach, the values of the empirical parameter AK are

sometimes set to a fixed value [58, 78, 93, 163, 166] in a range of [10−4[166]−865[163]]

and sometimes a custom calculation rule is used [59, 77, 101, 120, 121, 138]. To sum-

marise which of the models describes the permeability in dependence of the coating

thickness of the foams best, many values for the permeability of metal foams of different

pore sizes and porosities from literature are plotted in Figure 7.15. The summary of

these values with the respective literature can be found in the appendix. In general, the

smaller the permeability value, the more impermeable the medium to flow through. At

first glance, it is apparent that there are two data groups for permeability. In one point

group, the permeability values are higher than 1, in the second point group, they are

less than 1. Furthermore, neither the porosity nor the ppi number indicates the range

of values for permeability. In Figure 7.15 top, all values are sorted according to the

aggregate state of the medium (liquid or gas), as well as the arrangement of the testing
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device (vertical or horizontal) to get an idea of what could be the reason for these

two clouds. However, non of this characteristics does indicate the difference between

these two data groups. For this reason, permeability measurements were carried out

on 10 ppi and 30 ppi foams with water (liquid) and a vertically oriented experimental

setup as part of a seminar paper by John [80]. The permeabilities obtained in this work

are in the lower point cloud, so it is taken as the initial value for further research and

only the lower point cloud is considered in the following figures. The Kozeny-Carman

model (eq. (7.9)) with the porosity ε, the empirical parameter AK (values between

10−4 [166] and 865 [163]) and the average particle diameter d is used. Furthermore, the

following models are also used. The model of DuPlessis [132] is based on a uniform cell

structure and uses both the pore diameter dpore and the tortuosity χ. The Tortuosity

is defined as the ratio of the average length lav. of the flow paths through a permeable

medium, here the foam, to the straight-line length l, across the permeable medium

(Figure 7.16)

χ =
lav.
l

≥ 1 , (7.10)

with

lav. =
1

n

∑n

i=1
ln . (7.11)

The higher the tortuosity, the more difficult it is to achieve a homogeneous coating, in

the context of the electrodeposition process.

particle

l1

l2

l3

l

Figure 7.16: Definition of the tortuosity of a permeable media

The model of DuPlessis defines the Permeability as

K =
ε2d2pore

36χ(χ− 1)
. (7.12)

The model of Ahmed [4] also includes the ratio between node diameter to strut diameter
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R and the ratio dR of the strut radius rs to strut length ls

K =
ε2.5

36χ1.5(πdR + 4R2d2R − πd2R(1 + 2R))
l2s . (7.13)

The Fourier-based model was introduced by Bhattacharya [15] with an additional cal-

culation for tortuosity

1

χ
=

3

4ε



1−
(

1.18

√

1− ε

3π

1

G

)2


 (7.14)

(7.15)

with

G = 1− exp

(

−1− ε

0.04

)

. (7.16)

In the model of Depois [45], a form factor a is introduced, which has a value of a = 0.64

for randomly packed spheres. It was invented for describing the flow through packed

spheres. Therefore, the particle diameter dparticle was also used

K =
εd2particle

4π

(
ε− a

3(1− a)

)1.5

. (7.17)

The Hooman [71] model requires a fitting factor

K ∝ 2rsdε

6
, (7.18)

and the model of Yang [177] is given by

K =
ε[1− (1− ε)1/3]

108[(1− ε)1/3 − (1− ε)]
d2 . (7.19)

The use of the empirical models is omitted here because they fit the known parameters

permeability to porosity. For further analysis of the remaining non-empirical models,

the node diameter is used instead of particle size. For tortuosity, the values are always

calculated using the approximation of Bhattacharya [15].

The values from the models with the fitting parameters of Hooman and the Ergun-like

approach hit the observed values the best due to the fitting parameters (Figure 7.17).

In the Hooman model, the permeability increases with decreasing porosity, i.e., increas-

ing coating thickness. The Ergun-like approach increases permeability with increasing

porosity, which is physically correct. For this reason, the Ergun-like approach is the
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Figure 7.17: Different models for permeability in comparison to the permeability values from
literature, zoom of the relevant permeability values

most suitable for representing permeability as a function of the coating thickness of all

the considered models. This observation is independent of the pore size and thus valid

for 10 ppi, 20 ppi and 30 ppi foams.

During the production of the foams, slightly elongated pores occur, resulting in a

different geometry in one direction. To observe whether this elongation in geometry in-

fluences the flow rate, the cross-sectional area in all three spatial directions is examined.
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7.4 Directional Dependency of the Cross-Sectional Area

Examination of the cross-sectional area should be carried out on the same foam in all

three spatial directions to ensure better statistics. To achieve this, a non-destructive

testing method has to be used. So, the testing is carried out virtually with the help of

the open-source programme Fiji. The same foams already considered for the specific

surface area and the specific bulk volume determination are used for examining the

directional dependency of the cross-sectional area. The foams are rotated with the aid

of the function ”reslice” with a view into all three spatial planes. Using the function

”histogram”, the number of white voxels representing the void area is determined in

relation to all voxels of the cross-sectional area. This examination is also carried out as a

function of the virtual coating thickness with the help of CT data. A comparison of this

data with the porosity is also made afterwards. With increasing coating thickness, the

cross-sectional area decreases for all foams in all three spatial directions (Figure 7.18,

7.19 and 7.20). The largest variation in the cross-sectional area can be seen for the

foams of pore size 10 ppi and the smallest for pore size 20 ppi. For all three pore sizes,

cross-sectional area differences are seen between all three spatial directions. However,
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Figure 7.18: Influence of the flow direction of 10 ppi foams

the difference of the values between the spatial directions is smaller than the differences
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between the three different foams for all three pore sizes examined. For this reason,

it is assumed that the permeability is independent of the flow direction of the foams.

Accordingly, the orientation of the foams during the coating process has no influence

and does not have to be taken into account, i.e. the foam is isotropic concerning the

permeability.
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Figure 7.19: Influence of the flow direction of 20 ppi foams

At first glance, it appears that the ratio between the void voxels to the cross-section

area corresponds to the porosity. For this reason, Figure 7.21 shows the mean value

from Figures 7.18 to 7.20 and the porosity of the corresponding foams as a function of

the coating thickness. The porosity values were again obtained with the help of Fiji.

Figure 7.21 shows that although the values are similar, there is a deviation in size and

slope. Nevertheless, if either the void voxel in relation to the cross-section area or the

porosity is not known, the corresponding other value can give a rough indication of the

order of magnitude.
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Figure 7.20: Influence of the flow direction of 30 ppi foams
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8
Simulation of One-Sided Coupling

Now that all the necessary prerequisites have been derived, and after much discussion

about the back-coupling, the one-sided coupling is simulated in this chapter. The

previously developed code to determine the ion concentration distribution is used in

combination with the observed geometry parameters using 10 ppi, 20 ppi and 30 ppi

for this purpose. The test plan created for the experiments in the DoE is used in the

simulation. So, the modelling can be verified, and potential error sources between the

experiment and simulation can be identified.

8.1 Transforming the Experimental Parameters to the

Parameters in Simulation

In the simulation, the adjustable parameters differ from the experiment. Therefore, the

parameters from the experiment have to be transformed into the parameters for the

simulation. Table 8.1 summarises the different parameters and the different values in

experiment and simulation. Concerning the pore size of the foam, there is no difference

between experiment and simulation. However, the three dimensional foam used in

the experiment is considered in two dimensions in the simulation (Figure 5.6). The

foam diameter thus corresponds to the total width y in the simulation, and the foam

height corresponds to the total length x in the simulation. The electrolyte has an

ion concentration of 110 g/l, which is used as the initial and boundary conditions in the

simulation. The temperature is given in unit ◦C in the experiment; in the simulation, it

is converted to Kelvin K for inserting in equation 4.9. The pH value of the electrolyte is

– 101 –
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essential for the experiment but is not relevant in the simulation. The parameters duty

cycle, targeted coating thickness, and deposition time are related to the experiment.

The higher the target thickness, the longer takes the deposition process. Moreover,

the higher the duty cycle, the shorter the deposition time has to be. The parameters

duty cycle and targeted coating thickness are also related in the simulation. They are

summarised in the sink constant. The deposition time taken from the experiment is

also used for the calculation of the sink constant. The description of the sink constant

Table 8.1: Adjustable parameters in experiment and simulation

Parameter Experiment Simulation
Pore size of foam 20 ppi 20 ppi
Diameter 0.07m y = 70mm
Height 0.02m x = 20mm
Concentration
electrolyte

110 g/l
initial condition
boundary condition

Temperature 50◦C 273K
pH 3.5 not needed
Duty cycle DC / PED

sink constant aTargeted coating
thickness

70µm

Deposition time
from 51, 240 s
to 820, 260 s

Current current density jel
electrical field/
electrical potential

Velocity electrolyte Volumetric flow rate Q velocity u
Diffusion constant not known diffusion constant

corresponds to the relative deposited mass mrel. per time

a =
∆mrel.

t
d =

ρNi∆V rel.

ρH2Ot
d . (8.1)

To determine the relative deposited mass mrel. per time in relation to water, the ra-

tio of the density of Ni ρNi and water ρH2O is multiplied by the relative volume to

be deposited ∆V rel., and this result is multiplied by the duty cycle d. The value

∆V rel. = 0.04053mm3/mm3, derived in Chapter 7 (Figure 7.11), is used for the relative

volume change during the deposition process. There are two possibilities for the im-

plementation of the pulsed current, comparable to the DC and PED in experiment

(Figure 3.4).



8.1. Transforming the Experimental Parameters to the Parameters in Simulation 103

Version I

In Version I, the sink constant a is calculated using the duty cycle d = 0.25 (eq.

(8.1)). The sink constant is kept constant for the complete duration of the simulation

(Figure 8.1).

Version II

When calculating the sink constant a, d = 1 is used. The value of the sink constant for

the experiments considered here is four times higher than in the calculation in Version

I. However, the sink constant in this version is simulated in a pulsed manner, exactly

like the current (Figure 8.1) used in the experiment. Depending on the calculation

a

a

II

direct current pulsed current

a/4

cu
rr
en
t
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t

time

time

time

time

time

Version I

Version II

Figure 8.1: Different ways of applying the current on the sink constant, difference between
Version I and Version II shown on the example d = 0.25

method used for the pulsed current and the deposition time, the values in Table 8.2 are

obtained for the sink constant a for the desired coating thickness of 70µm on a 20 ppi

foam.

Table 8.2: Different values for a for the different durations and duty cycles of the electrode-
position process

DC PED
t [s] d [s] a [1/s] t [s] d [s] a [1/s] Version

205,000 1 1.8 820,000 1 0.45 I

51,240 1 7.05 205,000 1 1.8 I

820,000 0.25 7.05 II

205,000 0.25 1.7625 II

In the experiment, the amplitude of the applied current is controlled by the current

density. It amounts to either 1mA/mm2 or 4mA/mm2. However, the electric field is the
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parameter used for the simulation rather than the current density. Conversion between

the current density and the electric field is performed using the electric conductivity

σel

j = σel E . (8.2)

Either, the value σel
graphit = 3 × 106 S/m could be used, as the foam is dip coated in

graphite, or σel
Ni = 13.9 106 S/m when it is already coated with Ni. It is assumed that

a minimal coating with Ni is achieved very fast, and therefore, the duration of the

deposition on graphite is very short. So, the value of the electrical conductivity for Ni

is used in the simulation. Inserting the values, an electric field of 7.19 10−5 V/m for a

current density of 1mA/mm2 and an electric field of 2.88 10−4 V/m for a current density

of 4mA/mm2 is obtained.

Similarly, the volumetric flow rate Q from the experiment is converted to the velocity

u in the simulation. This calculation is executed using the cross-sectional area A of the

foam

u =
Q

A
. (8.3)

For a foam of 20 ppi, the cross-sectional area in the uncoated state is 0.93% as deter-

mined in Chapter 7. If this is related to the sample diameter, a volumetric flow rate of

Q = 1 l/min in the experiment results in a velocity of u = 0.00466m/s in the simulation

and a volumetric flow rate of Q = 4 l/min results in a value of u = 0.01863m/s. To

quantify the diffusion in the simulation, the value for the diffusion constant is taken

from the relevant literature [144] and was set to D = 0.000096m2/s.

8.2 General Simulation Results

The results of DoE experiment 1 and experiment 5 are discussed in detail to describe

the results from the electrodeposition process simulation. The knowledge gained from

this analysis then allows describing the remaining results more briefly. The parameters

used for experiments 1 to 8 are summarised in Table 8.3, with the deviation of the sink

constant for all the experiments with pulsed current.

8.2.1 Experiment 1 - Duty Cycle Equals 1

The results converge into a steady state after a time, when simulating experiment 1

from the DoE, using the parameters from Table 8.3, with a spatial step size of ∆x =

∆y = 0.00025m, and a time step size of ∆t = 0.0001 s. This time varies with different

parameters, but it less than 4 s in all simulations. The run into a steady state corre-

sponds to the behaviour of the parabolic PDE already described in Chapter 5. The
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Table 8.3: The different parameters used in simulation for the different experiments of the
DoE

E = 7.19 10−5 V/m

u = 0.00466m/s
experiment 1 t = 205, 000 s a = 1.8 1/s

experiment 5 t = 820, 260 s
a = 0.45 1/s DC
a = 1.8 1/s PED

u = 0.01863m/s
experiment 2 t = 205, 000 s a = 1.8 1/s

experiment 6 t = 820, 260 s
a = 0.45 1/s DC
a = 1.8 1/s PED

E = 2.88 10−4 V/m

u = 0.00466m/s
experiment 3 t = 51, 240 s a = 7.05 1/s

experiment 7 t = 205, 000 s
a = 1.7625 1/s DC
a = 7.05 1/s PED

u = 0.01863m/s
experiment 4 t = 51, 240 s a = 7.05 1/s

experiment 8 t = 205, 000 s
a = 1.7625 1/s DC
a = 7.05 1/s PED

steady state is reached very fast in the simulation compared to the duration of the

experiment to reach the desired coating thickness. This duration underlines the possi-

bility of the approach of comparing the coating homogeneity with the ion concentration

in the steady state.
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Figure 8.2: Concentration distribution at different time steps of experiment 1
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8.2.2 Experiment 5 - Duty Cycle Equals 0.25

The simulation results of Version I as well as Version II (Figure 8.1) run into a steady

state. For Version I exactly one steady state is reached (Figure 8.3 a)), for Version

II several steady states are reached (Figure 8.3 b)). The simulation converges in this

case in 200 steady states. The number of steady states for Version II depends on the

number of time steps passing through a pulse duration. For this reason, the simulations

in Figure 8.4 use the frequency of f = 1250Hz (8 time steps to pass one pulse) for

the pulse of the PED instead of f = 50Hz (200 time steps to pass one pulse) for the

pulse of the PED. This makes it easier to understand the reason for the different steady

states. At the frequency of f = 1250Hz, there are two time steps with a sink constant of

a = 1.8 1/s and 6 time steps with a sink constant of a = 0 1/s (Figure 8.4). Consequently,

the source is switched on for to time steps and switched off for 6 time steps. The figure

shows the steady states of the time steps with the help of dividing with remainder by

8, which results in numbers from 0 to 7. Modulo 8 is the mathematical abbreviation

for the calculation with the remainder 8. All steady states are reached within a time

of less than t < 4 s, as in the simulations with DC. The average standard deviation

with respect to the mean value over all measured values is 0.255%. Hence, the coating

thickness distribution can also be determined for the PED using the concentration

distribution in the different steady states. For the results of the PED, the mean value

of all steady states is calculated. Also of interest is the question, what influence the

phase of the on- and off-cycles has on the different steady states. In the first time step

with the current switched on (steady state mod 8 = 0), the concentration distribution

becomes smaller and reaches its minimum with the second time step (steady state mod

8 = 1) with the current switched on. If the current is then cut off again for time steps

3 to 8 (steady state mod 8 = 2-7), the ion distribution recovers from time step to time

step and has its maximum in time step 8 (steady state mod 8 = 7). The mean value of

the simulation with PED does not correspond exactly to the results of the simulation

with the same parameters with DC and is discussed further in the comparison between

simulation and experiment in Chapter 8.2.3. In general, however, this result shows

that the simulation represents the effect of the PED.

8.2.3 Comparison of Experiment and Simulation Flow-Direction

The coating homogeneity of the foam is the highest in the flow direction in the elec-

trodeposition process, according to Jung et al. [87]. For this reason, the model and the

simulation are developed to represent the concentration distribution in the electrolyte

flow direction. The experimental results 1 to 8 are compared with the corresponding

simulations to validate the simulation results. In the simulation of the experiments
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dividing with remainder

with PED, a distinction is made between the two variants for implementing the sink

constants. Since in experiments 1 and 5, 2 and 6, 3 and 7, 4 and 8, only the type of ap-

plied current varies between DC and PED, these experiments are shown in one figure,

respectively. For enhanced comparability between the experiment and simulation, the

relative coating thickness of the experiment is compared with the relative concentration

of the simulation. This study can also be evaluated with regard to the effects of the

different parameters and the interactions of the parameters with each other caused of

the DoE use. Figure 8.5 summarises the experimental design. However, in the first

step, the experiment and simulation results are merely compared with one another.
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Figure 8.5: Evaluation of the DoE with the presentation of the different experiments, the
direction of the change and the choice of parameters

Experiment 1 and 5

The simulated profiles of ion concentration have a parabolic appearance by applying

the small velocity and small current density by varying the duty cycle (Figure 8.6).

The boundary conditions are met at x = 0mm and x = 20mm. Due to convection,

the minimum concentration is marginally shifted in the flow direction of the electrolyte.

The flow direction equals the x-direction. The simulation results are identical for the

experiments with PED for Version I and II. Both the simulation of experiment 1 and of

experiment 5 underestimate the coating thickness in the centre and minimally overesti-

mate the coating homogeneity at the boundary. Overall, the simulation results match

the results gained from the experiment very well. The mean error for experiment 1

amounts to 9.3% for experiment 1 and for experiment 5 to 7.9%. The exact error for

all measuring points for all experiments is summarised in Figure 8.14 and Figure 8.15

in more detail and will be discussed later. The coating homogeneity for experiment 5

with the pulsed sink constant is slightly lower than for the constant sink constant.

Even if there are pauses in the ion consumption with the pulsed sink constant and

correspondingly an increase in ion concentration in these time steps, there is altogether

a higher ion consumption than with the constant sink constant.
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Figure 8.6: Result from the experiment and simulation of experiment 1 and 5 in x-direction,
coating thickness for experiment and concentration for simulation

Experiment 2 and 6

For experiments 2 and 6 with a hight velocity and low current density, the trend of the

concentration distribution is approximately parabolic, and the boundary conditions are

met (Figure 8.7). The simulation results overestimate the coating homogeneity for both

the experiment with DC and the experiment with PED. Due to the higher velocity,

the minimum of the concentration profile is shifted further to the right than in the

previously discussed experiments 1 and 5. Again, the experiment with pulsed current

shows a minimally higher ion distribution for the simulation with constant sink constant

as opposed to the simulation with pulsed sink constant. The average error over the

three measuring points equals 7.4% in experiment 2 and 20.5% in experiment 6. The

largest deviation between experiment and simulation is found at the point x=10mm

with 19% in experiment 2 and 33% in experiment 6. The error increase suggests that

the assumption of a constant velocity over the entire foam at higher velocities is not

accurate.

Experiment 3 and 7

The results of experiments 3 and 7 (Figure 8.8) with a higher current density and thus a

larger sink constant compared to experiments 1 and 5 agree with the results of the pre-
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Figure 8.7: Result from the experiment and simulation of experiment 2 and 6 in x-direction,
coating thickness for experiment and concentration for simulation

vious experiments. Due to the low flow velocity, the trend is parabolic, and the curve’s

minimum is minimally shifted to the right. For experiment 3 with DC, the simulation

underestimates the coating homogeneity from the experiment; for experiment 7 with

PED, the concentration distribution overestimates the coating homogeneity. Again,

the experiment with PED leads to a lower concentration distribution for the pulsed

sink constant than the experiment with the constant sink constant. The average error

equals 29.8% for experiment 3 and 10.3% for experiment 7. The high average error of

experiment 3 is caused by the high error at the boundaries at x = 0mm with 33% and

at x = 20mm with 52%. The error at x = 10mm equals 5%.

Experiment 4 and 8

In experiments 4 and 8 (Figure 8.9), the coating homogeneity for experiment 8 with

PED is lower than the coating homogeneity for experiment 4 with DC. In contrast to

this observation, the simulation confirms the results from the previous experiments.

Due to the higher velocity compared to experiment 1, the minimum is shifted slightly

to the right, and the coating homogeneity is slightly lower. This effect is caused by

the higher current density and the associated higher sink constant. As already seen in

the other simulations for the PED, the ion concentration for the simulation with the

pulsed sink constant is lower than the ion concentration for the simulation with the
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Figure 8.8: Result from the experiment and simulation of experiment 3 and 7 in x-direction,
coating thickness for experiment and concentration for simulation

constant sink constant. The average error equals 8.7% for experiment 4 and 23.2% for

experiment 8.

 simulation 4
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8.2.4 Comparison of Experiment and Simulation in y/z-Direction

Even though the model is designed to optimise the coating homogeneity in the elec-

trolyte flow direction, i.e., in the x-direction and not in the radial y- and z-directions,

the results from the simulation may also be compared with the results from the exper-

iment in the radial direction. Since the rotational sample symmetry was used in the

simulation, the result corresponds to the experiment’s results in the y- and z-directions.

Therefore, both directions are shown in the same diagram. As with the results in the

x-direction, experiments 1 and 5, 2 and 6, 3 and 7, as well as 4 and 8, are each shown

in a single diagram, respectively.

Experiment 1 and 5

The results of experiment 1 with DC show a lower coating and concentration homo-

geneity than the results of experiment 5 with PED in both experiment and simulation

(Figure 8.10). For the simulation results, the implementation version of the PED has

no significant influence. However, the ion concentration is minimally higher for a con-

stant sink constant than for a pulsed sink constant. Both simulations are within the

results of the experiment. The values of y = z = 35mm correspond to the value of

x = 10mm in Figure 8.6. This value in the simulation is slightly above the other val-

ues in Figure 8.10 for both experiments 1 and 5. Accordingly, the simulation matches

the results from the experiment very well, tending to be better than expected with

regard to Figure 8.6. The average error equals 6.3% for experiment 1 and 8.9% for

experiment 5.

Experiment 2 and 6

Experiments 2 and 6 show similar results as experiments 1 and 5 (Figure 8.11). Due to

the higher velocity of the electrolyte, the coating homogeneity is slightly higher in the

simulation and the experiment. The trend is symmetrical, and in the experiment, as

well as in the simulation, the coating and concentration homogeneity is lower for DC

than for PED. For experiment 2 and experiment 6, the simulation overestimates the

coating homogeneity. The average error equals 16.5% for experiment 2 and 36.7% for

experiment 3. These errors underline the results of experiment 2 and 6 in x-direction.

Experiment 3 and 7

For experiment 3, the simulation corresponds to the results from the experiment (Fig-

ure 8.12). As seen for experiments 1 and 2, the coating thickness at x = 35mm is

slightly higher than the other coating thicknesses. Thus, the coating homogeneity in
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Figure 8.10: Result from the experiment and simulation of experiment 1 and 5 in y/z-
direction, coating thickness for experiment and concentration for simulation
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Figure 8.11: Result from the experiment and simulation of experiment 2 and 6 in y/z-
direction, coating thickness for experiment and concentration for simulation

the experiment tends to be better than expected, as shown in Figure 8.8. For exper-

iment 7 with PED, the simulation overestimates the coating homogeneity from the
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experiment. The average error equals 1.8% for experiment 3 and 15.4% for experi-

ment 7.
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Figure 8.12: Result from the experiment and simulation of experiment 3 and 7 in y/z-
direction, coating thickness for experiment and concentration for simulation

Experiment 4 and 8

As with the results in the x-direction, the coating homogeneity in the y/z-direction is

also higher for experiment 4 with DC than for experiment 8 with PED (Figure 8.13).

For the simulation, however, the results are lower for experiment 4 with DC than for

experiment with PED. The results from the simulation overestimated the results from

the experiment for experiment 8 and underestimated the results from experiment 4.

The average error equals 13.8% for experiment 4 and 41.3% for experiment 8.

Summary of the Comparisons between Experiment and Simulation

In general, the model and thus the simulation describes the coating homogeneity rela-

tively well (Figure 8.14 and 8.15). Especially for the low velocity (grey and light red)

and the low current density (grey and black), the results from the simulations and

the experiments show almost perfect agreement. For high velocities combined with

the PED, however, the error is relatively high. Here, the simulation overestimates the

results from the experiment immensely. In general, the simulation overestimates the
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Figure 8.13: Result from the experiment and simulation of experiment 4 and 8 in y/z-
direction, coating thickness for experiment and concentration for simulation

coating homogeneity at the boundary, which is related to the given boundary condition

of c = 110 g/l in the simulation.
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To determine the influencing factors between simulation and experiment more precise,

the DoE will now be evaluated with respect to the target variables:

• difference between coating thickness in experiment and simulation

• difference between the maximum and the minimum coating thickness in the sim-

ulation, consequently the coating homogeneity.

Both target variables are examined with respect to the parameters velocity, current

density and duty cycle.
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8.3 Evaluation of the DoE

Following the qualitative and quantitative comparison between experiment and simu-

lation, the DoE will now be evaluated with regard to the effects and interactions of the

parameters velocity, current density and duty cycle.
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8.3.1 Difference between Simulation and Experiment

Effect

The difference between the coating thickness from the experiment and the concentration

from the simulation is calculated to evaluate the DoE with regard to the target variable

difference between the experiment and simulation. Figure 8.16 shows the influence of

the parameters velocity, current density and duty cycle on this target variable. The

higher the slope of the line, the higher the influence of the corresponding variable on the

target variable. The duty cycle has the highest influence (m = -13.13). The difference

between experiment and simulation decreases as the duty cycle increases. The velocity

also has a high influence (m = 8.59). With increasing velocity, the difference between

the experiment and simulation increases. The current density has minor influence

(m = −1.17).

Interaction

The interaction of the different parameters with each other in relation to the target

variable can also be determined by evaluating the DoE. The higher the difference in

the slope, the higher the interaction between the two parameters. Here, all parameters
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Figure 8.16: Effect of the parameters on coating thickness in the experiment and the ion
concentration in the simulation

have similar interactions (Figure 8.17). The highest interaction is between the duty

cycle and the current density (∆md on j = −14.33), followed by the interaction between

the current density and the velocity (∆mj on u = −13.80). The duty cycle and the

velocity have the lowest interaction (∆md on u = −12.88).
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Result of the Evaluation of the DoE Regarding the Difference Between Experi-

ment and Simulation

Possible improvements of the model beyond the scope of this work are presented here

in addition to the evalutaion of the DoE. The duty cycle strongly influences the dif-

ference between simulation and experiment, particularly for the low value of the duty

cycle, i.e., the experiments with PED. This influence results in an improvement in the

implementation of the duty cycle. In the experiment, the PED repeatedly switches the

current on and off. Consequently, the electric field has to be built up and depleted,

again and again, resulting in electrical shielding. The simulation can better reproduce

the experiment by including electromagnetic shielding in the implementation. The

implementation of the velocity should also be improved, and this can be achieved by

including Darcy’s law in the simulation in order to mimic a non-constant velocity dis-

tribution over the foam. Due to the interactions between the current density and both,

velocity and duty cycle, the influence of the current density will also change when the

parameters duty cycle and velocity are adjusted. For this reason, changing these pa-

rameters also affects the current density. Improving the implementation of the current

density can therefore be dispensed with in the first step. All considerations made in

this section will help to improve the model in further work.
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8.3.2 Evaluation of the DoE Difference between Maximum and

Minimum Coating Thickness in Simulation

Effect

The DoE can also be evaluated to examine the effect and interactions on the second

target value, the difference between the maximum and minimum coating thickness in

the simulation. Figure 8.18 shows the influence of the parameters velocity, current

density and duty cycle on the coating homogeneity in the simulation. The duty cycle

(m = -18.51) has the most substantial influence. With an increase in the duty cycle, the

homogeneity in the simulation also increases. The second-highest influence is caused

by the current density (m = 16.86). With an increase in current density, the coating

homogeneity becomes poorer. The most negligible influence is due to the velocity

(m = -2.01). With an increase in velocity, the coating homogeneity increases slightly.
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Figure 8.18: Effect of the parameters on the coating thickness homogeneity in simulation

Interaction

The interaction of the parameters with each other is minimal in the simulation. This low

level of interaction results from the model choice, which disregards interactions between

the parameters of the DoE. A back-coupling would have to be considered to include

these interactions. The highest level of interaction is between the current density and
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the duty cycle, and the velocity interacts least with the two other parameters duty

cycle and current density. The influence of the parameters diffusion constant, electrical

field and sink constant also has to be examined separately. Therefore, a sensitivity

analysis will be carried out with these parameters in Chapter 8.4.1.
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Figure 8.19: Interaction of the parameters on the coating thickness homogeneity in simulation

Result of the Evaluation of the DoE Regarding the Difference Between Minimum

and Maximum Coating Thickness in the Simulation

On the one hand, the duty cycle chosen should be as high as possible, i.e., a deposition

with DC, in the simulation to achieve a homogeneous coating thickness. However, this

does not correspond to the observations made in experiments, where a PED coated foam

is more homogeneously coated than a foam, coated with DC. Additionally, the current

density chosen should be as low as possible, i.e., with the smallest possible sink constant.

This corresponds to the observations that were made in the experiment. Therefore,

the current density also has a minor influence on the difference between experiment

and simulation. However, lowering the current density and lowering correspondingly

the sink constant leads to increased processing time in the experiment. Therefore, a

current density variation must always be carefully assessed in terms of pros and cons.

The velocity also has a positive influence on the coating homogeneity. This influence

is not represented well enough in the simulation, explaining the velocity effect on the
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differences between the experiment and the simulation. However, in the experiment,

an increase in the velocity can lead to spoiled Ni and thus to poorer material properties

[57]. Further experimental test series must examine this effect in more detail.

8.3.3 Results of the Evaluation of the DoE

Considering the simplicity of the model, the simulation reproduces the experiments very

well. Especially for low velocities and high duty cycles, the results from experiments

and simulations agree to an extraordinary degree. The quality of the simulation can be

further enhanced by improving the velocity implementation, with solving the Darcy-

law in the context of a back coupling, and by including electrical shielding for the

implementation.

8.4 Examination of the Parameter Influence on the Coat-

ing Thickness Homogeneity in the Simulation

8.4.1 Sensitivity Analysis

The duty cycle and current density (consequently, the electric field) are linked in the

simulation via the sink constant. Thus, no clear statement can be made about which

of these parameters has the higher influence. This influence, as well as the influence

of other parameters used in the simulation, is not covered by the DoE. Therefore, a

sensitivity analysis was carried out to examine the influence of the parameters diffusion

constant, electrical field and sink constant on the coating homogeneity in the simula-

tion. In order to compare the results of this research with the results of the DoE, the

influence of velocity was also examined. For the sensitivity analysis, each parameter

was increased and decreased by a factor of 0.5 respectively. The sensitivity analysis

was carried out for experiment 1 for DC and experiment 5 for PED. These experiments

can be seen as initial setup, where the coating thickness homogeneity in the executed

experiment was the best [57].

Experiment 1

The reduction of the sink constant has the highest influence on the concentration distri-

bution. The increase in the velocity and the diffusion constant have a similar influence.

A change in the concentration distribution due to a change in the electric field is not

visible (Figure 8.20). This can be explained by the relatively small influence of mi-

gration on the electrodeposition process, which has also been described in the relevant



124 Chapter 8. Simulation of One-Sided Coupling

literature [63, 125] and can also be derived analytically. According to Chapter 6, the

convection and migration model parts have the same appearance and could, therefore,

be validated in the benchmark tests with the same methods. The velocity has a value

of 0.00466m/s in the simulation, and the equivalent of the migration has a value of

5.86 × 10−7m/s. Since convection already has no major influence on the coating ho-

mogeneity, migration has an even smaller influence by a factor of about 4 orders of

magnitude. A reduction by a factor of 0.5 hardly changes the coating homogeneity for

the velocity. However, the minimum of the concentration distribution is shifted slightly

to the left, so the symmetry of the solution increases. Increasing the sink constant only

weakly reduces the ion concentration, and decreasing the diffusion constant reduces

the ion concentration the most. This underlines the neither diffusion nor convection

dominant experiment that it is.

The velocity should be increased, care should be taken to ensure high diffusivity during

the experiment, and the sink constant should be reduced to increase the ion concen-

tration and thus homogenise the coating thickness. However, a reduction in the sink

constant is accompanied by an increase in the experimental process duration, which is

only desired to a limited extent.
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Experiment 5

In the sensitivity analysis of experiment 5 (Figure 8.21), a change in velocity has

the most negligible visible influence, and a change in the sink constant has the most

substantial influence. The influence of the electric field is not visible. Using the PED

in experiment 5, the influence of the sink constant is obviously already so enormous

that only the diffusion constant and the sink constant significantly influence the ion

concentration within the foam.
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Figure 8.21: Influence of different simulation parameters on the ion concentration of experi-
ment 5

8.4.2 Influence of Further Parameters

An additional parameter not considered in the sensitivity analysis is the frequency of

the sink constant for the PED experiments. In experiments 5 to 8, Version I and

II of the sink constant show almost no difference in the results. This observation

corresponds to the theoretical observations made from experiments. There, the average

current is used to calculate the deposited mass. However, significant differences can

be observed in the simulation with a modulation of the frequency between 50Hz and

2500Hz (Figure 8.22). For lower frequencies, the concentration distribution runs into

a steady state and corresponds to the concentration distribution of the simulation with
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a constant sink constant. This observation can be explained by the time steps. The

number of time steps with a sink constant with the value 0 decreases with increasing

frequency. Since the implementation of the sink term is similar to the well-known

compound interest from real life, as shown in Chapter 6, the compound interest effect

seems to play a role. The more time steps in sequence have a sink constant of the

value 0, the better the ion distribution can regenerate. In terms of simulation, a pulsed

sink constant does not reliably reflect this effect on the concentration distribution. For

this reason, a constant sink constant should be implemented in the simulations in the

future.
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Figure 8.22: Influence of the variation of the frequency of the sink constant a on the coating
homogeneity in the electrodeposition process

8.4.3 Stability

Generally, stability analyses are always carried out before the simulation. However,

when executing the code developed in Chapter 5, the coupling of convection, diffusion,

migration, and reaction results in a less stable code than previously assumed. For this

reason, a stability analysis of the code in relation to the parameters from experiment 1

was determined for different time and spatial step sizes (Table 8.4). In general, the

time and spatial step sizes are related. With an increase in the time step size, the
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Table 8.4: CFLu value and stability (green), instability (yellow) of the implemented code for
different time and spatial step sizes for the parameters from experiment 1

∆x
0.001 0.002 0.005 0.01 0.02 0.05 0.1 0.2 0.5

∆t

0.05 0.25 0.125 0.05 0.025 0.0125 0.005 0.0025 0.00125 0.0005
0.1 0.5 0.25 0.1 0.05 0.025 0.01 0.005 0.0025 0.001
0.2 1 0.5 0.2 0.1 0.05 0.02 0.01 0.005 0.002
0.5 2.5 1.25 0.5 0.25 0.125 0.05 0.025 0.0125 0.005
1 5 2.5 1 0.5 0.25 0.1 0.05 0.025 0.01
2 10 5 2 1 0.5 0.2 0.1 0.05 0.02

Table 8.5: CFLD value and stability (green), instability (yellow) of the implemented code for
different time and spatial step sizes for the parameters from experiment 1

∆x
0.001 0.002 0.005 0.01 0.02 0.05 0.1 0.2 0.5

∆t

0.05 4.8 1.2 0.192 0.048 0.012 0.00192 0.00048 0.00012 0.00002
0.1 9.6 2.4 0.384 0.096 0.024 0.00384 0.00096 0.00024 0.000038
0.2 19.2 4.8 0.768 0.192 0.048 0.00768 0.00192 0.00048 0.0000768
0.5 48 12 1.92 0.48 0.12 0.0192 0.0048 0.0012 0.000192
1 96 24 3.84 0.96 0.24 0.0384 0.0096 0.0024 0.000384
2 192 48 7.68 1.92 0.48 0.0768 0.0192 10.0048 0.000768

spatial step size also has to be increased to fulfil the CFLu value. However, the code is

not stable for a CFL value ≥ 1, and for a time step size of ∆t ≥ 1, the explicit method

used for the simulation is not stable anymore.

The CFLD value is also regarded ((Table 8.5)), since the problem as treated here is

convection dominant or diffusion dominant depending on the parameter choice. By

observing the CFLD, more combinations of time and spatial step sizes can be excluded

in preview. For all CFLD values ∆t ≥ 1 the result diverges. In sum, the implemented

code is more instable than the CFLD and CFLu would suggest. This instability is

caused by combining the upwind scheme with the diffusion part and the reaction term.



128 Chapter 8. Simulation of One-Sided Coupling



9
Summary and Future Work

9.1 Conclusion of the Work

Due to their excellent material properties in relation to their low weight, hybrid foams

are a material of the future. However, the coating process has to be fully understood

in order to be able to produce foams on a large scale with a homogeneous coating and,

thus, homogeneous material properties. The electrodeposition process was modelled

and simulated in this work with this in mind. Four dominant mass transport processes

were identified for modelling: convection, diffusion, migration, and reaction. The struc-

ture of the electrodeposition cell was presented. For an accurate simulation of the given

experiments, a DoE was used, and the given experimental results were summarised to

examine the effects and interactions of different parameters with as few experiments as

possible. By means of a literature review, different models for describing the electrode-

position process were combined to a macroscopic description of the dominating mass

transport processes resulting in a one-sided coupled model. Assuming that there is a

linear relationship between concentration distribution and coating thickness, a PDE

was obtained to describe the electrodeposition process. It was possible to select an

approach to discretise the PDE with finite differences. The derivatives were replaced,

and the equation was solved using an explicit scheme. Benchmark tests validated each

part of the code with respect to its solution at given initial values. The influence of the

coating thickness on the geometrical parameters and finally on the mass transport pro-

cess, called back-coupling, was also examined. Therefore, the RVE was first identified

for three foam sizes. Different unit cells found in the relevant literature were further

examined for simplification of the microheterogeneous foam structure. The geometry

– 129 –
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parameters of the unit cells were examined as a function of the coating thickness. Based

on this information the specific inner surface and the specific bulk volume are calcu-

lated. The Node Unit with thick triangular struts was then identified as a suitable

model for representation the specific bulk volume, and the Kelvin cell with thick nodes

and round cross-section of struts for description of the specific surface area. Neverthe-

less, an offset has to be added for most of the pore sizes. The geometrical parameters

also have an influence on the permeability of the foams. Whereby the Ergun-like ap-

proach for permeability best describes permeability as a function of coating thickness.

Based on the model equation, it is possible to simulate the electrodeposition process.

As adjustable parameters differ in experiments and simulations, the parameters used

in the experiment were converted into the parameters used for the simulation. Half of

the experiments were carried out with a pulsed current, the other half with a constant

current. For the simulations with a constant current, the results for the ion concentra-

tion run into a steady state. This steady state is reached in all experiments after 4 s at

the latest, which supports the assumption that there is a linear relationship between

ion concentration and coating homogeneity. For the simulations with a pulsed cur-

rent, quasi stationary states are reached depending on the implementation of the sink

constant. The results of these simulations are very close to each other. Consequently,

the assumption that there is a linear relationship between coating homogeneity and ion

concentration can also be made for the PED. Comparing to experiment and simulation,

the simulation reproduces the experiment very well for low velocities and low current

densities. To allow a more precise statement, the DoE was evaluated. According to

the evaluation of the DoE with regard to the target size difference between the ex-

periment and simulation, the duty cycle has the highest influence, closely followed by

the velocity. The difference between experiment and simulation is exceptionally high

for a small duty cycle, i.e., for the experiments with the pulsed current. The applied

current signal should be monitored more closely during the experiment to improve the

implementation. In reality, a proper square-wave pulse can not always be applied due

to the build-up and decay of the electric field. If the square wave pulse is applied cor-

rectly during the experiment, the electromagnetic shielding should still be taken into

account in the sink constant a. The velocity should not be regarded as constant over

the experiment but should be integrated with the help of Darcy’s law to improve the

results with higher velocities. If these improvements do not lead to the desired success,

an extension of Darcy’s law by the Brinkman or Forchheimer term is possible. The

evaluation of the DoE also shows the highest interaction between the duty cycle and

the velocity on the current density. For this reason, an improvement in the implemen-

tation of the current density can be omitted in the first step. In general, the model

reproduces the experiment very well, for low velocities and high duty cycles. All that
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is needed is an improvement in implementing the velocity and duty cycle to improve

the results for high velocities and low duty cycles.

9.2 Further Improvement

Even though the results so far are auspicious, there is still room for improvement.

Simulation and experiment were only carried out for the pore size 20 ppi. For com-

prehensive research, the next step is to extend to the pore sizes 10 ppi and 30 ppi.

Similarly, implementing the back-coupling of the system would further benefit in iden-

tifying the optimal coating parameters. Performing parameter identification to produce

a homogeneous coating would result in a high velocity with a low sink constant using

the model presented in this thesis. However, experiments at high velocities have shown

[57] that this changes the grain structure of the coated Ni, and thus the foams obtain

poorer material properties. Integrating the microscopic structure, which has not been

considered so far, could also solve this problem. Nevertheless, the work carried out

here has laid a comprehensive foundation for further work so that the resource-saving

material of hybrid foams can be used on a larger scale in the future.
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A
Appendix

In the appendix, additional information on the data discussed within the thesis can be

found. In order to improve the overview, the respective results have not been presented

in the corresponding chapters.

A.1 Experimental Results
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Table A.1: Experimental Results of the DoE

position experiment 1 experiment 2 experiment 3 experiment 4 experiment 5 experiment 6 experiment 7 experiment 8

3
t 87.82 101.02 200.8 100.72 54.98 70.84 91.78 99.88
m 54.24 50.5 36.21 35.48 41.06 40.36 34.82 19.38
b 89.7 104.78 174.00 100.48 53.74 62.72 87.88 79.32

8
t 85.52 99.32 247.42 96.16 57.32 79.04 80.68 102.48
m 60.24 36.36 30.63 44.52 40.16 40.32 43.32 15.66
b 92.22 93.84 183.93 68.9 58.2 67.16 95.38 97.74

11
t 81.72 105.06 160.89 98.14 60.88 69.16 76.08 110.12
m 46.74 44.58 42.52 20.86 49.4 34.44 22.78 13.22
b 96.86 98.02 126.34 102.36 56.74 61.68 78.66 68.76

12
t 87.88 104.88 196.65 101.86 60.48 68.36 75.74 83.32
m 63.00 42.5 44.3 27.28 41.76 32.98 30.4 20.7
b 92.00 98.48 167.87 61.5 49.42 68.56 73.56 116.72

13
t 93.76 105.64 165.09 97.54 55.14 67.12 94.82 121.02
m 57.16 37.88 44.99 37.6 52.66 40.34 35.84 18.76
b 88.46 102.32 92.83 105.58 56.08 68.5 95.22 85.38

14
t 95.42 110.14 163.32 103.28 52.3 74.08 94.26 94.02
m 57.4 38.68 30.77 27.86 46.00 40.9 35.66 17.02
b 94.64 85.88 152.69 73.86 56.48 62.18 80.4 90.32

15
t 92.48 95.9 143.91 93.74 52.3 56.92 102.3 92.44
m 58.28 42.00 37.38 33.1 43.8 29.86 40.16 19.02
b 92.12 101.22 198.43 78.84 47.46 61.98 89.96 103.00

18
t 99.58 99.72 194.21 99.04 61.14 67.58 101.3 109.16
m 56.9 37.9 35.34 33.52 46.74 35.3 36.24 19.02
b 94.3 95.4 147.81 73.3 57.94 69.68 94.2 110.84

23
t 101.18 95.32 143.52 102.56 60.18 72.32 103.8 110.26
m 49.5 44.6 41.25 32.94 41.24 43.36 39.88 20.52
b 93.04 100.8 220.14 86.9 59.14 62.44 96.06 105.42
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A.2 Velocity Benchmark Test
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Figure A.1: Appearance and location of the peak for different time steps for a velocity in
negative x-direction, top: 3D view, middle: top view, bottom: cut through the
top view
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Figure A.2: Appearance and location of the peak for different time steps for a velocity in
positive y-direction, top: 3D view, middle: top view, bottom: cut through the
top view
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Figure A.3: Appearance and location of the peak for different time steps for a velocity in
negative y-direction, top: 3D view, middle: top view, bottom: cut through the
top view
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Figure A.4: Appearance and location of the peak for different time steps for a velocity in
positive x-direction and positive y-direction, top: 3D view, middle: top view,
bottom: cut through the top view
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Figure A.5: Appearance and location of the peak for different time steps for a velocity in
negative x-direction and negative y-direction, top: 3D view, middle: top view,
bottom: cut through the top view
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Figure A.6: Appearance and location of the peak for different time steps for a velocity in
positive x-direction and negative y-direction, top: 3D view, middle: top view,
bottom: cut through the top view

100

80

60

40

20

0

t = 0 s t = 2 s t = 4 s t = 6 s [g/l]

x

x

y

y

cut

Figure A.7: Appearance and location of the peak for different time steps for a velocity in
negative x-direction and positive y-direction, top: 3D view, middle: top view,
bottom: cut through the top view
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A.3 Permeability

ppi porosity permeability [m2] medium experimental setup literature
5 0.9726 2.7 107 air horizontal [15]
5 0.9118 1.8 107 air horizontal [15]
10 0.9486 1.2 107 air horizontal [15]
10 0.9138 1.1 107 air horizontal [15]
10 0.8991 9.4 106 air horizontal [15]
20 0.9546 1.3 107 air horizontal [15]
20 0.9245 1.1 107 air horizontal [15]
20 0.9005 9.0 106 air horizontal [15]
40 0.9659 5.5 106 air horizontal [15]
40 0.9272 6.1 106 air horizontal [15]
40 0.9132 5.3 106 air horizontal [15]
5 0.9710 2.52 107 air horizontal [15]
5 0.9460 2.17 107 air horizontal [15]
5 0.9050 1.74 107 air horizontal [15]
10 0.9490 1.49 107 air horizontal [15]
10 0.9090 1.11 107 air horizontal [15]
20 0.9780 1.42 107 air horizontal [15]
20 0.9490 1.19 107 air horizontal [15]
20 0.9060 8.54 106 air horizontal [15]
40 0.9720 5.2 106 air horizontal [15]
40 0.9520 5.62 106 air horizontal [15]
40 0.9370 5.68 106 air horizontal [15]
5 0.8990 2.28 107 air horizontal [16]
5 0.9300 2.4 107 air horizontal [16]
10 0.9085 1.62 107 air horizontal [16]
10 0.9386 1.54 107 air horizontal [16]
20 0.9200 1.11 107 air horizontal [16]
20 0.9353 1.14 107 air horizontal [16]
40 0.9091 5.1 106 air horizontal [16]
40 0.9586 5.4 106 air horizontal [16]
10 0.9210 5.47 105 liquid horizontal [21]
20 0.9200 6.75 105 liquid horizontal [21]
5 0.9726 2.7 107 air horizontal [29]
5 0.9118 1.8 107 air horizontal [29]
10 0.9486 1.2 107 air horizontal [29]
20 0.9546 1.3 107 air horizontal [29]
20 0.9005 9.0 106 air horizontal [29]
40 0.9272 6.1 106 air horizontal [29]
40 0.9132 5.3 106 air horizontal [29]
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ppi porosity permeability [m2] medium experimental setup literature
10 0.9190 1.0 109 air horizontal [49]
10 0.9150 8.0 108 air horizontal [49]
20 0.9190 6.3 108 air horizontal [49]
20 0.9240 5.4 108 air horizontal [49]
40 0.9230 4.7 108 air horizontal [49]

0.9730 1.77 105 liquid [132]
0.9750 8.0 105 liquid [132]
0.9780 1.6 106 liquid [132]

10 0.8180 2.86 1010 air vertical [58]
20 0.8040 9.17 109 air vertical [58]
30 0.8160 7.23 109 air vertical [58]
45 0.8130 6.23 109 air vertical [58]
10 0.8520 3.95 1010 air vertical [58]
20 0.8580 1.47 1010 air vertical [58]
30 0.8520 1.11 1010 air vertical [58]
45 0.8480 9.95 109 air vertical [58]
20 0.7770 6.74 109 air vertical [58]
10 0.9500 7.5 108 air horizontal [73]
10 0.9500 2.48 107 air vertical [90]
20 0.9000 2.18 107 air vertical [90]
30 0.9200 1.64 107 air vertical [90]
45 0.9000 4.2 106 air vertical [90]
10 0.9481 2.48 107 air vertical [91]
10 0.9417 6.71 107 air vertical [91]
10 0.9449 3.3 107 air vertical [91]
20 0.9043 2.18 107 air vertical [91]
20 0.9294 4.38 107 air vertical [91]
10 0.8769 1.74 107 air vertical [91]
10 0.8596 4.78 107 air vertical [91]
10 0.8683 1.82 107 air vertical [91]
20 0.8567 2.49 107 air vertical [91]
20 0.8567 1.17 107 air vertical [91]

0.8600 1.62 105 air horizontal [93]
0.8300 3.54 105 air horizontal [93]
0.9000 5.01 105 air horizontal [93]
0.8850 1.53 106 air horizontal [93]
0.9000 2.74 106 air horizontal [93]

10 0.9200 3.66 105 [94]
20 0.8900 5.58 105 [94]
20 0.9400 8.06 105 [94]
20 0.9600 7.19 105 [94]
10 0.9200 2.36 107 [94]
20 0.9200 1.07 107 [94]
40 0.9200 7.15 106 [94]
20 0.8900 8.96 106 [94]
20 0.9400 1.3 107 [94]
20 0.9600 1.16 107 [94]
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ppi porosity permeability [m2] medium experimental setup literature
10 0.9300 1.04 10−7 horizontal [102]
20 0.9300 7.6 10−8 horizontal [102]
30 0.9300 6.3 10−8 horizontal [102]
5 0.9140 3.7 10−6 air horizontal [110]
10 0.9180 6.23 10−6 air horizontal [110]
20 0.8700 1.25 10−6 air horizontal [110]
20 0.9090 1.02 10−6 air horizontal [110]
20 0.9350 2.42 10−6 air horizontal [110]
20 0.9580 1.42 10−6 air horizontal [110]
40 0.9350 1.33 10−6 air horizontal [110]
5 0.9210 2.36 107 air horizontal [111]
10 0.9030 1.9 107 air horizontal [111]
10 0.9340 1.87 107 air horizontal [111]
10 0.9560 1.82 107 air horizontal [111]
20 0.9320 8.24 106 air horizontal [111]
40 0.9300 6.34 106 air horizontal [111]
5 0.9330 9.7 106 air horizontal [112]
10 0.9330 2.09 107 air horizontal [112]
10 0.9050 1.21 107 air horizontal [112]
20 0.9330 4.1 106 air horizontal [112]
40 0.9340 4.4 106 air horizontal [112]
5 0.8990 1.99 10−7 [130]
5 0.9300 2.07 10−7 [130]
10 0.9085 1.08 10−7 [130]
10 0.9386 1.17 10−7 [130]
20 0.9200 1.06 10−7 [130]
20 0.9353 1.17 10−7 [130]
40 0.9091 5.07 10−8 [130]
40 0.9586 5.99 10−8 [130]
20 0.8930 1.71 10−6 air horizontal [137]
10 0.8930 3.47 10−6 air horizontal [137]
10 0.9470 3.26 10−6 air horizontal [137]
10 0.8780 1.93 106 air vertical [138]
30 0.8740 4.82 105 air vertical [138]
45 0.8020 3.96 105 air vertical [138]
65 0.8570 2.39 105 air vertical [138]
10 0.9170 1.3 10−7 liquid vertical [163]
20 0.9330 2.5 10−7 liquid vertical [163]
40 0.9050 6.6 10−8 liquid vertical [163]
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ppi porosity permeability [m2] medium experimental setup literature
0.9000 2.28 10−9 liquid horizontal [166]
0.9000 1.85 10−9 air horizontal [166]
0.8700 2.68 10−9 liquid horizontal [166]
0.8700 2.13 10−9 air horizontal [166]
0.9100 6.19 10−9 liquid horizontal [166]
0.9100 4.44 10−9 air horizontal [166]
0.8800 2.32 10−6 liquid horizontal [166]
0.8800 2.81 10−6 air horizontal [166]
0.8900 2.98 10−6 liquid horizontal [166]
0.8900 6.02 10−6 air horizontal [166]
0.9500 1.62 10−6 liquid horizontal [166]
0.9500 1.22 10−6 air horizontal [166]
0.9200 8.17 10−6 air horizontal [166]
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