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Abstract

The OMEGA proof development system employs proof planning for automated proof con-
struction at the  abstract level of methods. In this report we discuss the  technical concepts
underlying proof planning in  OMEGA and give detailed descriptions of t he  algorithms of the
two proof planners of the OMEGA system: PLAN which performs simple proof planning with
methods and MULTI which performs multiple-strategy proof planning. .

1 Introduction

Pmof planning was originally conceived as an extension of tactical theorem proving to enable
automated theorem proving at the abstract level of tactics. BUNDY’s key idea in [9} is to aug-
ment individual tactics with pre- and postconditions. This results in  planning operators, so-called
methods. Thus, proof planning integrates both, elements from tactical theorem proving and ele-
ments from Artificial Intelligence (AI) planning. In the OMEGA [56] system the traditional proof
planning approach is enriched by incorporating mathematical knowledge into the planning process
(see [45]) and the introduction of the additional hierarchical level of strategies (see [44]).

Domain-specific knowledge can be  encoded in methods, in  control rules, and in  external systems
such as computer algebra systems or  constraint solvers. Methods can encode not only general
proving steps but also steps particular to  a mathematical domain. Control rules enable meta-level
reasoning about the current proof planning state as well as about the entire history of the proof
planning process in order to  guide the search.

The simple proof plarmer of the QMEGA system, which is called PLAN,  searches at the level
of methods, i.e., i t  searches for applicable methods and applies the instantiated methods. Case-
studies revealed the drawbacks of the simple planner: It combines the application of methods, the
instantiation of variables, and backtracking in a pre—defined way. Moreover, the functionalities
of these subcomponents are very restricted. The hard-coded combination of operations with re-
stricted functionalities prohibits the use of mathematical knowledge of certain proof constructions
and their combination. As a result, the  planner fails on problems for which more flexibility and
knowledge is needed in the proof planning process (see [44, 34]).

These observations motivated the development of proof planning with multiple strategies.
Proof planning with multiple strategies decomposes the previous monolithic proof planning pro-
cess and replaces it by separate but collaborating operations, so-called strategies, which can realize
different plan refinements and modifications, e.g., different kinds of. step (i.e., instantiated method)
computation and selection, different kinds of backtracking, different kinds of variable instantiation
etc. Moreover, the decision on when to apply a strategy is not encoded once and forever into a
fixed control procedure but rather is determined by meta-level reasoning using heuristic control
knowledge of strategies and their combination. As compared with the previous proof planning,
strategies and their heuristic control introduce another hierarchical level and can encode further



(mathematical) domain knowledge. We realized proof planning with multiple strategies in the
MULTI planner.

In this technical report, we describe the technical concepts underlying proof planning in QMEGA
and give detailed descriptions of the algorithms of both planners of QMEGA. The structure of the
report is as follows: We first describe the basics of knowledge—based proof planning in  section 2, in
particular, methods and control rules and the incorporation of external systems. In the subsequent
section, we give a detailed description of PLAN including the discussion of a sample application.
Section 4 introduces proof planning with multiple-strategies and gives a conceptual description of
MULTI, which is complemented by a detailed technical description in section 5.

2 Basics of Proof Planning in OMEGA
Proof planning in  QMEGA considers mathematical theorems as planning problems and combines
tactical theorem proving and AI  planning techniques. Hence, we start with a brief account of
how theorem proving can be  seen as an AI-planning problem comprising brief discussions of the
background proof development in OMEGA and AI—planning. Next, we discuss tasks and the 'P'DS,
which represent the current status during a proof planning process. Afterwards, we introduce
QMEGA’S method and control rule languages, describe the instantiations of methods, which are
called actions, and briefly discuss the incorporation of external systems into proof planning.

Notation 2.1: Functions that are part of the descriptions of methods, control rules, and algo-
rithms are denoted with a special font (e.g., term-at—position). Since the core of OMEGA is imple-
mented in LISP these functions are LISP fimctions in the implementation. For clarity, we write
the application of the function func to the arguments a rg l , . . . ‚ a ‚ rgg  not in LISP syntax, i.e.,
(func argl arg“), but in prefix notation, i.e., func(arg1, . . . ,a'rgn).

Notation 2.2:  We denote a set  of items i t 1 , . . . , i t „  with { in ,  . . . , i t n} .  A list o r  sequence of
items (i.e., ordered set of items) i t1‚ .  . . , i t n  we write as [ in ,  . . . , itn]. [] denotes the empty list. On
sets the operations U, n ,  - are defined as usual. On lists U denotes the concatenation of lists. The
result of l i s t l  - l ist;  is l i s t l  without all elements that are in list-2. The operations first, last, rest,
and reverse are defined on lists. The function first returns the first element of a list whereas the
function last returns the last element of a list. The function rest returns the list that results from
the deletion of the first element from the initial list. The function reverse returns a list whose
elements are in  the reverse order of the elements of the input list.
The set of all items it that satisfy a certain property P(it) is written as {it|P(it)}. The analogous
list is written as [it|P(it)]. The elements of such a list are ordered arbitrarily, if no order is
explicitly specified.
Sets are denoted with symbols in  calligraphic style (e.g., M for a set of methods and C for a set
of control rules). Lists are denoted with symbols that are marked with an arrow as superscript
(e.g., Ä for a sequence of actions).

2 .1  From Theorem Proving to  AI-Planning

Proof Development i n  OMEGA
The basic logic of the proof development system OMEGA is a higher-order variant of Gentzen’s

natural deduction (ND) calculus [23]. Similar to many interactive systems (c.f., NUPRL [14],
ISABELLE [51], HOL [25], COQ [15], QUODLIBET [30]) OMEGA employs tactics for the construction
of complex and more abstract proofs. The idea in tactical theorem proving [48] is that repeatedly
occurring sequences of inference steps are encapsulated into macro steps, so-called tactics, which
enable interactive proof construction at a higher level of abstraction.

Since tactic applications can be  expanded to QMEGA’s basic ND—calculus and can be  combined
with the application of ND—rules OMEGA needs a hierarchical proof data structure that represents
a (partial) proof attempt at different levels of abstraction. This data structure is called the proof



plan data structure PDS [12]. We will present the proof objects stored in  a PDS in a linearized
style with proof lines as introduced in [2]. A proof line is of the form L. Al—F (’R), where L
is a unique label, Al-F a sequent denoting that the formula F can be  derived from the set of
hypotheses A ,  and (R)  is a justification expressing how the line was derived. Lines that are not
yet derived from other lines are called open lines and have an open justification. A line that is not
open is called a closed line.

For instance, the initial PDS for the proof problem with theorem Thm and assumptions
As.51‚.. . ‚Assn  is:

LA“,- LA” ,  l’ A581  (”111?)

LAM. L mu l—Assn (Hyp)
LThm.  LA„1 ‚ . . . ‚ LA„“  l -Thm (Open)

AI—Planning
An AI-planning problem1 consists of

1. a description of the initial state of the world in some formal language,

2. a description of the agent’s goals in  some formal language, and

3. a description of the possible operations that the agent can performs in some formal language.

An AI-planner is an algorithm that is applied to a planning problem and returns a sequence
of actions, i.e., instantiated operations, which will achieve the goal, when executed in any world
satisfying the initial state description. Such a sequence of actions is  also called a solution plan.

A very simple, yet very influential language is the STRIPS representation.2 STRIPS describes
the initial state of the world with a complete set of ground literals. It restricts the type of
goals that may be  specified to  conjunctions of positive literals. Operations are represented in
the STRIPS language as operators (also called operator schemata) with preconditions and effects.
The preconditions of each operator have the same restriction as the problem’s goals: they are a
conjunction of positive literals. An operator’s effects are a conjunction that may includes both,
positive and negative literals. All the positive literals in the operator’s effects are called the add-list
of the operator, while all the negative literals are called the deletedist of the operator.

The classical approach to  solve planning problems is precondition achievement planning [17].
Precondition achievement planning goes back to  the General Problem Solver, GPS  [50}. STRIPS
focused and distilled the technique to  the  form used in planning: During the planning process,
first an unsatisfied precondition is chosen (this condition is  not true and but i t  should be). Then,
the available operators are checked whether their add list contains an effect to  achieve this pre-
condition. One operator is  chosen, appropriately instantiated (bind the variables of the operator
to  elements of the plan), and the resulting action is inserted into the plan under development.
Then, the preconditions of the introduced action become new unsatisfied preconditions of the plan
whereas the initially unsatisfied precondition is satisfied by an effect of the introduced action.

Theorem Proving as AI—Planning Problem
The initial state of a proof planning problem consists of the proof assumptions and the goal

description consists of the theorem. Methods are the operators of proof planning, where methods
are tactics known from tactical theorem proving augmented with pre- and postconditions in order
to  derive operators for AI-planning. Simple proof planning searches for a solution plan, i.e.,
a sequence of instantiated methods that transforms the initial state into a state in which the
theorem holds. In order t o  find a solution plan, it searches for applicable methods and applies

1See  [64, 54] for introductions t o  AI-p lanning .
2The  acronym “STRIPS” stands for “STanford Research Ins t i tu te  Problem Solver’, a very famous and influential

planner build in the 19705 to control an unstable mobile robot known as “Shakey” [21, 20].



the instantiated methods. Similar to  AI-planning we call the instantiation of a method (i.e., the
instantiation of a proof planning operator) an action.

2 .2  Tasks and the  PDS

Central during the proof planning process in  OMEGA are so—called tasks, which express the logical
dependencies between goals and assumptions, and a PDS , which represents the partial proof plan
constructed so far. We shall now first explain the role of these two fundamental structures.

In  AI-planning, an unsatisfied precondition in  a plan under construction can be  satisfied with
a matching effect of any other action in  the  plan. In  proof planning, however, this is not the case
because of the logical context of open lines. Thus, QMEGA’s proof planning uses so—called tasks
to  express which proof lines (closed and open) can be  used to  construct a subplan for an open
line. A task is a pair (LammSI/IPPSLOPM) where Lopen is an open line and SUPPSLW“ is a
set of lines. The first element of a task is called the task line or  the goal of the task and the
second element is called the support lines or supports. The formula of the goal is also called task
formula. A task with goal Lopen and supports SUPPSLOPM is written as Lope" < SUPPSLW”.
During the planning process a list of all current tasks is stored in  a so-called agenda. For a
problem with theorem Thm and assumptions Ass l ,  . . . ,Assn  the initial agenda consists of the
task LThm < {L  ‚43,1, . . . , LA„ „ }  where L Am and LThm are the proof lines of the initial PDS of
the problem.

As example for the necessity to  maintain a separate set of supports for each goal consider the
introduction of a case-split. Let a goal F[:c] have the support line a: > OVa: 5 0.3 The introduction
of a case-split results in two branches with: subtask F[a:] < {a: > 0,.  . .} and F[a:] < {x S O, . . }.
It would be  incorrect, if the second subtask used the first assumption or vice versa. Moreover,
actions can remove support lines of a task such that afterwards the planner cannot use these lines
anymore. This is sensible, for instance, when an action simplifies a given support line with formula
z + 0 > 0 to  the new support with formula :1: > 0. Likely, the old support will not be  needed
anymore.

The proof plan under construction is represented in  a PDS. The initial PDS consists of the
lines LThm and L A531, . . . , L Ass". The effects and the preconditions of actions in  QMEGA’s proof
planning are proof lines. When a new action is added, then the new lines derived by this action
are added into the PDS. Moreover, all effect lines of the action are justified by an application of
the  method of the action to  the premises of the action. For instance, if an action of method M
has the premise lines L1 and L2 and the effect line L3, then L3  becomes justified in  the PDS by
(M L1 L2).

The justifications of the proof lines in  the constructed PDS comprise the same information as
causal links known from partial-order planning (see [64, 54)): which preconditions of an action are
satisfied by which effects of other actions and — vice versa — which effects of an action are used
to  satisfy which preconditions of other actions. Thus, the  PDS stores information such as which
lines are used by actions and which lines depend on which other lines. Moreover, i t  keeps track of
all proof lines created so far. Thereby, open lines in  the PDS represent unsatisfied preconditions
of actions (initially, the theorem) whereas closed lines are effects of actions (initially, the proof
assumptions).

During a proof planning process, tasks in  the agenda do always correspond to open lines in the
PDS,  that is, for an open line in  the current PDS there exists a task in  the current agenda with
this line as goal and vice versa. Thus, with respect to  the agenda and the constructed PDS,  we
can state the aim of the proof planning process as follows: Compute a sequence of actions, which
derives, starting from the  initial agenda and the initial PDS, an empty agenda and a closed PDS,
that is, a PDS without open lines. The solution proof plan is a record of this sequence of actions.
The simultaneous achievement of an empty agenda and a closed PDS mirrors the two roots of
proof planning: From the AI—planning point of view the aim is t o  compute a sequence of actions

3To  simplify th i s  example, we ju s t  wr i t e  t he  formulas of t he  goal and the  suppor t  l ine  instead of t he  whole  proof
lines



that satisfy all goals, that is, to  reach an empty agenda. From the tactical theorem proving point
of view the aim is to  apply a sequence of tactics, which result in  a closed PDS.

The proof planners PLAN and MULTI essentially work on an agenda and its tasks. First,
they compute applicable actions for the current tasks. Then, they select one action and apply it .
This results in new tasks. Technically, the simultaneous maintenance of a PDS during the proof
planning process is  not necessary for the two planners. In particular, if needed, a closed PDS could
be  constructed from the computed set of actions later on.  However, historically proof planning in
OMEGA did construct a PDS and an agenda was only introduced as a bookkeeping mechanism for
the open proof lines. Practically, the PDS is important because of two reasons: First, QMEGA’s
tools for user interaction (e.g., i ts  graphical user interface) are based on the PDS as the  central
data structure. During the proof planning process the constructed PDS is presented to  the user
as the current state of progress. When describing sample applications of PLAN and MULTI in
section 3.5 and 4.5 we shall also use PDSs as a means to  display and discuss the constructed proof
plans. Second, the PDS is a representation of the current proof plan, i.e., the current sequence of
actions, and explicitly stores information that is important for the control rules (e.g., which lines
depend on which other lines etc.). Although this information could be  computed from the current
sequence of actions each time i t  is needed, it is more convenient to  use the PDS as a bookkeeper.

2 .3  Methods

Methods encode the knowledge of the relevant proof steps of mathematical domains. Tech-
nically, a method in  QMEGA is  a frame data structure with the slots declarations, parameters,
application conditions, premises, conclusions, outline computations, expansion computations, and proof
schema.

The premises and conclusions of a method specify the preconditions and the effects of the
method.4 The conclusions should be  logically inferable from the premises. The union of conclusions
and premises is called the outline of a method. Declarative descriptions of the formulas of the
outline can be  given in the proof schema, which also provides the schematic or  procedural expansion
information (see below).

Premises and conclusions may be  annotated with EB and e .  The annotations are needed to
indicate whether a method is used for forward or  backward search. As opposed to  AI-planning,
where operators typically can be  applied for both forward search and backward search, a method in
OMEGA is either used in  forward search or in  backward search. This is because methods typically
comprise complex computations that are reasonable either in one direction or  in the other direction.

As example, consider methods that employ a computer algebra system to  simplify numerical
expressions. A backward method can employ the  computer algebra system in  order to  reduce
a goal to  a simplified goal. A corresponding forward method can employ the computer algebra
system in order to  derive a simplified support line. But what should the backward method perform
when applied forwards? Does i t  obtain a “simplified” support line and tries to “complicate” i t  in
order to  obtain a more “difficult” support? Vice versa, what should the forward method perform
when applied backwards? Does it obtain a “simplified” goal, which i t  tries to  “complicate”?

Backward and forward methods are specified as follows: A backward method has 6 conclusions
and 69 premises as well as e premises and blank premises. To compute an action of the method,
one of the e conclusions is  matched with the goal of a given task and both, the e premises and the
blank premises, are matched with supports of the task. When the resulting action is introduced
into the proof plan, then the goal is closed in the PDS and the EB premises are added to  the PDS
and become goals of new tasks. These new tasks inherit the supports of the initial task except
that the e premises are removed. The blank premises are not affected. A forward method has
EB conclusions as well as e premises and blank premises. To compute an action of the method,
the e premises and the blank premises are matched with the support lines of a given task. When
the resulting action is introduced into the proof plan, then the EB conclusions are added to  the

4Tha t  precondit ions and effects of a method are called the  premises and conclusions of  t he  me thod ,  respectively,
is  an example for t he  combination of AI -p lann ing  and tactical theorem proving in  proof planning.  If we see t he
method as tac t ic ,  then  the  effects of  a method are the  conclusions of a tactic and the  precondit ions are t he  premises.



PDS and become new support lines of the task. Moreover, the e premises are removed from the
supports of the task. Again, the blank premises are not  affected.

Method:  =Subst-B
type-variables: a

declarations variables: f m f{„ tm  tip Posposz'tion
tfm if!” Äfao

parameters pas

(1  ) valid-position-p ( f  ‚pos)
appl. conds. (2) [term-at—position( f ,pos) = t V

’ term—at-position( f ,pos) = t’]
premises 69L2, L1
conclusions GLP,
outline computations f ’  <— replace-al-position( f ‚ t , t '  ,pos)

t f +— term-at-position( f ,pos)
expansion computations t f ’  4-— term-at—pasition ( f  ’ ,pos)

A f +— Iambda-abstraction( f ,pos)
L1 .  A l—t= t l  ( )

L2 .  A l _ f ‚  (Open)

L4. A l—VPao.P(tf’)=>P(tf) (5,5 =)Pf°°fs°h°m° L5. A l—(Af)(tf')=->(‚\f)(tf) (v.— L4 Af)
L... A i - f l t f ’ l  =>fltfl (AH L5)
L3. A l - f  (=>E Lz  L6)

Figure 1: The =Subst—B method.

Consider the method =Subst—B, given in  Figure 1 ,  which can be  used in all domains that
employ the equality = .  Essentially, the method performs an equality substitution. It has two
preconditions L1 and L2, where the proof schema determines L1  to  be  an equation. The only
conclusion i s  L3 .  =Subst-B i s  a backward method.  The introduction o f  an action of =Subst-B
closes a task line whose formula matches with the formula of L3  and introduces a new task whose
goal is the instantiation of L2. That is, the formula of the new goal results from the formula of the
initial goal by substitution with the equation, which is the formula of a support of the initial task
that matched with L1. For instance, =Subst—B applied to the task even(a + 1) < {a  = 1, . . .}5
introduces the new goal even(1 + 1).

In the declarations of a method the variables of the method and their types are introduced.
The parameters of a method are specific variables that influence the resulting action, when the

method is instantiated. The =Subst—B method has the parameter pas which is of type position.
The method can be applied to different positions, e.g., for the task even(a + a)  < {a  = 1, . . .} at
the first or the second occurrence of a in  the goal. The choice of pos determines which a should
be  replaced.

The application conditions of a method are meta-level descriptions that restrict the applicability
of a method. The application conditions can consist of arbitrary LISP functions. The method
=Subst—B has two application conditions: (1) the position pos has to  be  a valid position in  the
formula f and (2) the subterm in  f at the position pos is t o r  t’. Note that application conditions
reason only about whether the application of a method is valid in  a certain situation; they do not
reason about whether the application is useful.

The outline computations of a method allow to  apply arbitrary LISP functions to  compute
the new terms and formulas of new outline lines generated by an application of the method.
The outline computation of =Subst—B specifies that the new formula f ’  is  computed from f by

5To  simplify th is  example, we ju s t  wri te  t he  formulas of  t he  goal and the  suppor t  l ine  instead of  t he  whole  proof
lines.



replacing t by t ’  or t’ by t at the position pas depending on whether the subterm in f at position
pos is t or  t’.

Similarly, the expansion computations of a method allow to apply arbitrary LISP functions to
compute the new terms and formulas generated during the expansion of an action of the method.
The expansion computation of =Subst-B specifies that the terms t f and t f ’  are computed as
the subterms of f and f ’  at position pas, respectively. Moreover, the term Af is  computed as a
A-abstraction of f where the term at position pos is  replaced by the A -bound variable (that is,
essentially A f has the form Agra. f [to], where f [x] is the term that results from f by replacing the
subterm at position pos by 33).

The proof schema of a method is a declarative description of the outline of a method and of the
expansion of actions of the method. Expansions of actions corresponds t o  both tactic expansions
and expansions of HTN-planning [60]. When an action of the method is expanded, then for
each conclusion a. new subproof is introduced into the PDS resulting in new justifications of the
conclusion at a lower level of abstraction. For instance, the proof schema of =Subst-B specifies
that the defined concept = in  the premise is replaced by its definition. Then, the calculus rules
VE, AH, and =>}; are applied to  derive the conclusion of the method.

Generally, proof construction may require to  construct mathematical objects, for instance, if
a method has to  instantiate existentially quantified variables by witness terms. A witness term
has to  be  a concrete term. However, if the method is applied at an early stage of the proof,
the planner generally has no knowledge of the true nature of the witness term. Therefore, the
actual instantiation of witnesses is postponed; rather, methods introduce so-called meta-variables
as temporary substitutes for the actual witness terms, which will be  determined at a later point
in  the planning process and subsequently instantiated.

Notation 2 .3 :  In this report, we write mv for meta-variables. If several meta-variables occur,
we attach subscripts to  mo in  order to  distinguish the meta—variables. We either use the variable
for whose instantiation the meta-variable is a substitute as subscript (e.g., we write mu: if mo is
a substitute for the instantiation of the variable at) or we use numbers. If the decomposition of
a quantified formula results in  the introduction of a constant, then we write c for this constant.
Similar to  the notation for meta-variables, we use either the initial variable or  numbers as subscripts
to  distinguish several occurring constants.

Notation 2.4: Methods are written in SMALL CAPITAL FONT (e.g., =Subst—B). The name of
backward methods ends with -B  whereas the name of forward methods ends with -F .

2 .4  Act ions

An action is an instantiation of a method. Technically, an action in  QMEGA is a frame data
structure that has the slots method, task, premises, conclusions, binding, and constraints. The method
of an  action is a pointer to  the method of which the action is an instantiation. The task of an
action is a pointer to  the task with respect to  which the action was computed. The conclusions
and premises of an  action are sets of proof lines, respectively, which can be  annotated with e
and 69. The binding of an  action is a substitution that (1) maps outline lines of the method to
proof lines and (2) maps variables specified in  the declarations of the method to  terms, positions,
etc. The constraints of an action are constraints that can be  created by the evaluation of the
application conditions of a method and that have to  be  passed to  external constraint solvers (see
section 2.6). Similar t o  methods, we call the union of the premises and conclusions of an action
the  outline of the action. The union of EB premises and EB conclusions of an action is also called the
new lines of an  action (i.e., the proof lines which are produced by an action), whereas the union of
e premises, blank premises, and e conclusions is called the given lines of an action (i.e., the proof
lines which have to be  given in order to compute an action). Actions of forward methods are also
called forward actions whereas actions of backward methods are also called backward actions.



Example 2 .5 :

Action
method =Subst-B
taSk LThm ‘ {LA8511  LAssz}

premises €19 LThmz. LASWLA“,  I— even(c + 17) (Open)
LAss l -  LASS]  '— a i c  (Hyp)

conclusions 6 Lynn. LASEHLA“, l- even(a + 17) (Open)
binding {L3  —> LThm‚  L1  —> LAssp  L2  —+ LThm' ,  f —> even (a  + b ) ,  Oz _. 1/,

t —> a , t '  ——> c,;oos —>< 1 1 > , f ’  H even (c+  b)}
constraints @

Figure 2: An action with the =Subst-B method.

Consider the action in  Figure 2. It is an instantiation of the method =Subst-B computed with
respect to the task LThm 4 {LA„„LA„‚} .  The proof line LThm is the only conclusion of the

action (annotated with 6 )  whereas the proof lines L A”,  and LThm; are the premises of the action
(LThm: annotated with 69). The binding maps all outline lines of the =Subst-B method (i.e.,
L1 ,L2 ,  La )  t o  the conclusions and the premises of the action and maps all variables declared in
=Subst-B to  terms and positions. The constraints of this action are empty.
The instantiation of a method in order to  compute an admissible action comprises the following
steps: First,  the formulas of the conclusions and premises have to be  matched with formulas
of goals and their supports. If this succeeds, then the application conditions can be  evaluated.
If they evaluate to  true,  the method is applicable (wrt. to the computed matchings). Then, the
outline computations have to  be  performed and the new lines of the outline have to  be  computed to
complete the action. A detailed description on  how actions are computed, selected, and introduced
into a proof plan is  given in  the next section, when we describe PLAN.  For the action in Figure 2
we give a summary of the computation and introduction into a proof plan here.
Suppose the current 'PDS corresponding to  the task Ln," 4 {L  A351,]:Am} is:

[4 .4551  - L445.”  |_  “View (”11?)
LAasz -  [34532 '— buéc  (Hy? )

LTM. LA“, . LA“2 l- even„, ( a  + b) (Open)
When the action in  Figure 2 is computed, then first the lines L1  and L3 of the method =Subst-B
are matched with the lines LA331 and Law" of the 'PDS , respectively. Afterwards, the application
conditions are evaluated and the outline computations of the method are performed. Next, the
missing outline is computed. In our example, the new @ premise Lynn: is computed and is  justified
with Open. When the  action is introduced,  then i t s  effect LThm i s  justified in  the 'PDS by an
application of the method =Subst-B to  the premises LTM": and L A“,  of the action. Moreover,
the new proof l ine LThm/ i s  introduced into the ”PDS . The resulting 'PDS i s :

LAss l -  LA,”  ’- (IV-icy (HI/P)
LAasz -  LAasg  '— b l / i c  (Hyp)

Lrhml. LA“l , LA“2 l- even(c + b) (Open)
L1,"... LA„1‚LA„2 l- evenw (a + b) (=Subst-B LTM, L Am)

The task Ln", 4 {LA„„LA„‚}  in  the agenda is replaced by the task LThm: 4 {LAWN L A552} .

Proof planning in  OMEGA is  a process that computes actions and introduces them into the
proof plan under construction. However, since the introduced actions are represented in the  PDS
as applications of their methods we also use the  phrase action application instead of action intro-
duction, if we want t o  emphasize the changes in the ’PDS. We also use the following vocabulary
from tactical theorem proving. We say that the application of a backward action closes an  open
line o r  a task, if the open line or the goal of the task is  an effect of the action and is closed by the
introduction of the action into the proof plan under construction. We say that a forward action
is applied to some lines o r  to some supports, if the lines or  supports are the preconditions of the
action. Moreover, we say that we apply a method to a task or  to some lines as an abbreviation
for the application of an action of the method to  the task or to  some lines.



2 .5  Control  Rules

Control rules provide guidance of the proof planning process by declaratively representing heuris-
tical knowledge that corresponds to  mathematical intuition about how to prove a goal in a certain
situation. In particular, these rules provide the basis for meta—level reasoning and a global guid-
ance since they can express conditions for a decision that depends on all available knowledge
about the proof planning process so far. Several experiments indicate the superiority of a separate
representation of control knowledge by control rules [49]. This representation is well-suited for
modifications and for learning. The control rules used in QMEGA’S proof planning were adopted
from the control rule approach of the AI—planner PRODIGY [62],

In the planning process control rules guide decisions at choice points, e.g., which task to
tackle next or which method to apply next. They achieve this by reasoning about the heuristic
utility of different alternatives6 in order to  promote the alternatives that seem to suit best in the
current situation, where ‘situation’ comprises all available information on the current status such
as the current tasks, their supports, the planning history, failed attempts etc. To manipulate an
alternative list control rules can remove elements, prefer certain elements, or add new elements.
This way, the ranking of alternatives is dynamically changed. This can help to  prune the search
space or to  promote certain promising search paths,

Technically, control rules consist of an IF- and a THEN-part. The IF-part is a predicate on the
current proof planning ‘situation’, whereas in the THEN-part modifications of alternative lists are
stated. Moreover, each control rules specifies its kind, i.e., the choice point in the proof planning
process it guides.

(control-rule  prove-inequality
(kind methods)
( IF  (and (goal-matches (REL A B) )

( in  REL {< ,> ‚S ‚Z}) ) )
(THEN (pre fer  (TELLCS-B TELLCS-F ASKCS-B SIMPLIFY-B

SIMPLIFY-F SDLVE*-B COMPLEXESTIMATE-B
SErFocus-B) ) ) )

Figure 3: The control rule prove—inequality.

Figure 3 gives as example the control rule prove- inequal i ty ,  which is evaluated during the
selection of the next method to  apply. In its IF-part prove- inequal i ty  checks whether the
current goal is an inequality. If this is the case, it prefers the methods TELLCS-B, TELLCS—F,
ASKCS-B, SIMPLIFY-B, SIMPLIFY-F, SOLVE*-B, COMPLEXESTIMATE—B, and SETFOCUS—B in
this order (these methods are explained in section 2.6 and section 3.5). The prefer states that
the methods specified in the control rule are preferred before all other methods, i.e., the specified
methods are ordered in front of the resulting alternative list. Other possible modifications of
alternative lists are select, reject, defer, and order—in-front. select states that all other methods
except those specified in the control rule are eliminated from the list of alternative methods.
reject removes all alternatives specified in the control rule from a given alternative list, the latter
two manipulations reorder the alternative list. defer orders all specified alternatives at the end
of the alternative list, and order—in-front orders specified alternatives in front of other specified
alternatives. Finally, there is the insert modification. It allows to  introduce new elements in an
alternative list. A typical situation for using an insert control rule is when a general control rule
— which is applied first — removes some elements from the alternative list, which are needed in
a particular situation. Then a more specific insert control rule, which is applied later on, can
introduce the needed elements again.

6As  opposed to  application conditions of methods,  which reason about the  legal feasibility of  applications of
methods (see last section).



Notation 2.6: Control rules are denoted in the typewriter font  (e.g., prove-inequali ty).
Technically, control rules are frame data structures. Since they are considerably simpler as, for
instance, methods, we do not present them in the data structure fashion (as we do with methods)
rather we give their LISP encoding. That is, the content of Figure 3 is the specification of the
control rule p rove- inequa l i ty  as i t  is in QMEGA’s data base.

2.6 Incorporating External Systems into Proof  Planning
We use a special kind of domain knowledge in  OMEGA, namely the knowledge about and in external
“expert” systems. Proof problems usually require many different capabilities for their solution, for
instance, computation and object construction. In order to  solve problems, i t  is often necessary to
access several systems with complementary capabilities and to make use of their results. Various
“expert” systems exist for mathematical problem solving, which have their specific data structures
and very efficient algorithms, e.g., computer algebra systems, constraint solvers, model generators,
and machine-oriented automated theorem provers. They can support the proof planning process
by performing computations, detecting inconsistencies, suggesting instantiations of variables, or
solving subproblems.

In  general, QMEGA’S proof planning can treat computations from external systems in  two
ways: as hints or  as proof steps. The difference is  that the soundness of hints is checked by the
subsequent proof planning process, which either fails or succeeds for the given hint. To guarantee
the soundness of proof steps, special procedures have to  be  provided, which transform the output
of an external system into a subproof that OMEGA can check, i.e., special procedures that perform
the expansion of such proof steps to  ND. Technically, the interface of proof planning to external
systems is realized by the LISP functions of methods and control rules. Methods can call external
systems in their application conditions and outline computations;7 similarly, control rules can
employ external systems in  the predicates of their IF-part.

Figure 4 and Figure 5 show the two methods COMPLEXESTIMATE-B and TELLCS—B whose
application conditions comprise calls to  external systems, respectively. Both methods are central
for planning limit problems (see section 3.5).

COMPLEXESTIMATE-B is a method for estimating the magnitude of the  absolute value of com-
plex terms.8 COMPLEXESTIMATE-B is applicable to tasks whose goal has the formula |b| < c
(corresponding to  line L9 in  Figure 4) and that have supports with formula Ial < 6’ (corre-
sponding to  line L1 in  Figure 4). In its application conditions COMPLEXESTIMATE-B uses the
function linearextract. When applied to  a and b Iinearextract employs the computer algebra system
MAPLE [52] to compute suitable terms k and l such that b = k * a + l  holds. linearextract also com-
putes a substitution cr such that bo = ka- * aa + l a  holds (where ba, 190,10 result from b, k‚ l  by the
application of the substitution a ,  respectively). Thereby, the substitution 0 maps meta-variables
in a ,  b to  terms. COMPLEXESTIMATE-B is applicable only, if MAPLE provides k and I such that
Iinearextract evaluates to  true. If this is the case, the application of a corresponding action of the
method reduces the original task to  five tasks whose goals correspond to  the lines L2,  L4, L5, L5, L7
in Figure 4. L7 has the formula conjunct, which is computed from the substitution cr by the func-
tion form-conjunction. This formula is the conjunction of the  mappings of the substitution a .  That
is, if (: maps the meta-variables mv l ,  . . . ‚mon to  the terms t l ,  . . . , tn ,  respectively, then conjunct
has the form mvlé t l  A . . . A mvné tn .  If a is empty, then conjunct is simply True,  the primitive
truth.  The justification f ix  for Lg in the proof schema is only an abbreviation that stands for
a sequence of about 20 tactic steps that comprises, in  particular, an application of the triangle
inequality. The application of MAPLE is reflected in  line L3  of the proof schema, which is justified
by the tactic CAS.  When this tactic is expanded, i t  employs the SAPPER [58] system to  obtain a
formal proof of the statement ba = ka  * aa + l a  suggested by MAPLE.

7Techn ica l l y ,  calls of  external systems in  t he  expansion computations of methods are also possible. Current ly ,
there  is no  method  that  performs such calls.

8C0MFLEXESTIMATE-B essentially is a reconstruction (see [41]) of BLEDSOE’S limit heuristic that  was used in a
special-purpose program [8].
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Method:  COMPLEXESTIMATE—B
variables: b, e, a ,  e’, l, k,

aa,  k0, la ,  ba', ea‘, e'cr,
declarations _

conjunct, a
meta-variables: m'u

parameters

appl. conds. linearextract(a, b, l, 19,0)
premises L1 ,  GBI/2, GBI/4, 9L5 ,  GBI/5, €BL7

conclusions GL9
aa :=  subst—apply(a, a)
ka  :=  subst-apply(0, k)
la  :=  subst-app/y(0, l)

outline computations ba“ :=  subsI-apply(a', b)
60' :=  subst-apply(a, e)
e’a :=  subst—app/y(a, e’)
conjunct :=  form-conjunction(a)

expansion computations
LI.  A l- Ial < E, ( )
L2. A l- e’a < 25;” (Open)
Lg.  A l- [ aa ]  < 2:5“) (<  t rans  L;  L2)

L4. A i- | k0 |  S mu (Open)
proof schema L5. A l- Ilal < Eg- (Open)

Le. A l- 0 < mv (Open)
L7. A l- conjunct (Open)
L5. A l- baéka * aa’ + l0  (GAS)
L9. A l- |b| < e (fifa L3 L4 L5 L6 L1 L5)

Figure 4: The COMPLEXESTIMATE-B method.

For instance, when applied to a task with formula I( f (cz) — g(cz)) — (l1 —l2)| < 6 and a support
with formula If (mum) — M < 6’ with a meta-variable mvz, then linearextract succeeds and provides
k = 1, l = g(cz) —l2, and a substitution 0' that maps m'u,c to cz. The application of a corresponding
action of COMPLEXESTIMATE-B reduces the given task to new tasks whose goals are [1| 5 mo,
6’ < fin? |g(c„) — L2| < %, 0 < mi), and mvzécz.

The method TELLCS-B realizes an interface to 00815 [47], a constraint solver for inequalities
and equations over the field of real numbers. TELLCS-B is applicable to  tasks with formulas
rel (a, b) where rel is a binary predicate. Examples of matching predicates are, for instance, < ,  5 .
In its application conditions TELLCS-B first tests whether a or b contain some meta-variables. If
this is the case, rel(a ,  b) is interpreted as a constraint on these meta-variables. TELLCS-B applies
then the function test-CS that connects to (30818 to test (1) whether rel(a, b) is a syntactically
valid constraint for C0818 (in particular, rel has to  be < ,g ,> ,  Z‚= ,  or 7E) and (2) whether
rel(a,  b) is consistent with the current constraint store of 60818 . If this is the case, TELLCS-B is
applicable and the corresponding action of TELLCS-B contains in its constraints slot the constraint
rel(a, b). The introduction of the action closes the goal without producing further subtasks and
passes rel(a, b) as new constraint to C0818 .

Figure 6 shows an action of the method TELLCS-B. This action contains the constraint
0 < v ,  which is annotated with C0815 to  indicate that the constraint has to  be passed
to  (30818. The constraint results from the evaluation of the application condition test-cs of
TELLCS-B.

C0818 can provide instantiations of the constrained meta-variables that are consistent with
the collected constraints. For instance, suppose during the proof planning process there are three
tasks whose goals have the formulas 0 < mop,  v < 61, mop < 62, which all contain the meta-
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Method :  TELLCS-B
declarations variables: a ,  1), Tel
parameters

(1) metavar-in (a) V metavar—in (b)
“PPI' “”ds' (2) test-CS(C0818,rel(a, b))
premises
conclusions 6L1
outline computations
expansion computations
proof schema L1. A I- relow(a,,, by) (PraveCS)

Figure 5: The TELLCS—B method.

Action
method TELLCS-B
task L10  ‘ {L4 ,L5}

premises
conclusions 6 L10. L4, L5 l- 0 < v (Open)
binding {L1 —> L10‚a —-+ 0, b —> v, 'rel  —><}
constraints {13051810 < mop}

Figure 6: An action with the TELLCS-B method.

variable mop.  All three goals are closed by actions of TELLCS-B. Moreover, suppose there are
also two supports with formulas 0 < 61 and 0 < 62, which are passed to (30518 by actions of the
method TELLCS-F, which is  the  analogous of TELLCS-B to  pass constraints in supports to  60818 .
From the resulting constraint store, 60818 can compute min(51, 62) as suitable instantiation for
v .  Moreover, 00818 provides traces of its computations, which can be  used to  expand the
applications of the actions of TELLCS-B.

Another method that establishes a connection to  C0818 is ASKCS—B. Similar to TELLCS-B,
this method is applicable to  tasks whose goal formulas are of the form rel(a, b). But whereas
TELLCS—B demands that a or b contain some meta-variables, ASKCS-B covers the case that a
and b contain no meta-variables. An application condition of ASKCS-B passes the formula to
C0818 and asks C0518 whether the formula holds with respect to  the constraints collected so
far. If this is the case, then ASKCS—B closes the goal. Since (20818 can also handle formulas on
concrete real numbers, for instance, 1 < 2 or 0 5 O, ASKCS-B can also close goals whose formulas
are expressions on  concrete real numbers.

Note that besides TELLCS—B and TELLCS—F also the methods VI-B and BE-F pass constraints
to (30518. Actions of VI-B perform backward applications of the ND-rule V; by reducing a task
with task formula Vx.P[x] to a new task with task formula P[c], where the variable z is replaced
by a constant c. For each meta-variable mo in P[c] an action of VI—B also passes the Eigenvariable
constraint cl¢mv to  C0818 that states that the instantiation for mu is not allowed to  contain c.
This constraint guarantees the adherence with the Eigenvariable conditions of the V1 rule of the
ND-calculus. Actions of the EE-F  method perform a forward step with the BE rule. Similar to
action of VI-B they pass Eigenvariable constraints to 60818 that demand the adherence of the
Eigenvariable conditions of the 35  rule.

3 Proof Planning With PLAN

PLAN is QMEGA’s simple proof planner. lt proceeds by successively computing and introducing
actions into a proof plan under construction. Preceding the formal description of PLAN (see
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section 3.2), Table 1 shows the skeleton of PLAN’s  algorithm. Essentially, PLAN follows the
precondition achievement paradigm (see section 2.1). First ,  i t  selects a task to  work on. Then, i t
computes actions for this task and selects one action, which it introduces into the proof plan under
construction. This results in  new tasks on  which PLAN continues. If PLAN fails to  compute
an action for a selected task, then it  performs backtracking. Although actions can perform both,
forward reasoning and backward reasoning, an action is always chosen with respect to  a task
in order to close or to reduce the gap between the goal and the supports of the task.9 Some
decisions in PLAN can be  guided by control rules, for instance, the selection of the next task
and the selection of the  next action. Other decisions, however, are hard-coded into the system.
For instance, PLAN employs backtracking if and only if i t  tackles a task, for which it fails to
compute an action. Moreover, it  employs external constraint solvers to obtain instantiations for
meta-variables if and only if the agenda is empty and the ’PDS is closed.

1 .  When the current agenda is empty and the current 'PDS is closed, then apply external
constraint solvers to  compute variable instantiations consistent with the collected constraints
and terminate.

Select a task T from the agenda.

. Compute and select an action A with respect to  T .

If an action A could be  computed for T ,  then introduce A. Goto step 1 .

sn
ew

so

If no  action A could be  computed for T ,  then backtrack the action whose introduction created
the task T .  Goto step 1 .

Table 1 :  Cycle of PLAN.

A node in the search space of PLAN is given by a set of tasks, i.e., an agenda. PLAN starts
with the initial agenda. The next node in the search space is  reached by the introduction of
an action, which changes the agenda etc. A forward action creates a new task by changing the
supports of a given task whereas a backward action replaces a task by some new tasks with new
goals. The planning process stops as soon as a node in the search space is reached whose set of
tasks is empty.

Proof planning does not suffer from the conjunctive goal problems of AI-planners that perform
precondition achievement planning.10 The derivation of a formula F in  the subplan for a subgoal is
not threatened or removed by the derivation of the negated formula -‘F in the subplan for another
subgoal. Hence, PLAN does not perform any threat resolution like demotion or promotion of
actions. Moreover, since no re—ordering of introduced actions is performed, PLAN is a total-order
planner that computes a sequence of actions.

PLAN’s subprocedure for action deletion performs dependency-directed backtracking [59}. In-
stead of backtracking to the last decision point (so-called chronological backtracking), the idea of
dependency-directed backtracking is to analyze which decisions along a search branch caused a
failure. Then, decisions are removed and alternatives are tried based on the found dependencies,
rather than the chronological order in  which decisions were made. Since there is some ambiguity

in  the previous use of the term dependency-directed backtracking. We use the term as defined
in [53] (p. 212): “Sometimes, though, we have additional information that tells us which guess
(along a search branch) caused the problem. We’d like to retract only that guess and the work that

9In  t he  existing implementat ion PLAN can introduce a forward action wi th  respect t o  several tasks simultane-
ously. This corresponds t o  t he  successive application of several actions t o  a s ingle task, respectively. In  order t o
simplify t he  formal  discussion of PLAN we shall  descr ibe  t he  action in t roduct ion  on ly  wi th  respect t o  one  task.

10Given  a conjunctive goal ,  i t  seems na tura l  t o  try d iv ide  and conquer ,  bu t  t he  subplans  achieving the  single
subgoals may interfere and do not  achieve the  desired goals together .  A famous example for th is  problem i s  t he
so-called “Sussman anomaly” problem in  t he  blocks world .  A detai led discussion of planning in  the  blocks world
as well as t he  “Sussman anomaly” can be  found in  standard Al—textbooks, e .g. ,  in  [54].
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explicitly depended on i t ,  leaving everything else that has happened in the meantime intact. This
is exactly what dependency-directed backtracking does.” Note that in  this approach dependency-
directed backtracking does not return to  an already visited search state but can lead to a new
state not visited before. In [24] the same approach is called dynamic backtracking because of the
dynamic way in which the search is structured. In [28] the term dependency-directed backtracking
refers to the approach that analyzes which decision caused a failure and to  backtrack to  this choice
point. That is,  all steps done after this decision are removed and an already visited search state
is  reached again.

Besides the information on the current planning state PLAN has also to  maintain information
on the search performed so far. In particular, it  is  necessary to store and make use of information on
failing decisions in  order to  try alternatives instead. Search procedures that perform chronological
backtracking often use search trees, which capture possible alternatives as well as made and failed
decisions to store information on the traversed search space (e.g., see [1]). Since PLAN performs
dependency-directed backtracking we decided for a different approach. PLAN maintains a so-
called history. A history is a sequence of manipulation records. Figure 7 shows the skeletons of
the two manipulation records, the action-introduction record and the action—deletion record, of
PLAN.

Action-Introduction:
agenda Action-Deletion:
introduced-action agenda
alternatives deleted-action
new-tasks

Figure 7: Manipulation records in PLAN.

The slot agenda captures the context in which the manipulation was done (i.e., the agenda before
the manipulation), the slots introduced-action and deleted-action capture the performed manipulation
(i.e., the introduced or deleted action), the slot alternatives captures alternative actions available
as the introduced action was chosen, and the slot new-tasks captures the new tasks created by
the application of the chosen action. PLAN records each action introduction or deletion with a
corresponding entry in  the history. It  makes direct use of this information, when selecting the next
action: it does not choose again an action that was already deleted (see section 3.4). Since PLAN
does not return to a particular search state it does not  make direct use of the stored alternative
actions. However, the information of the history is available to  the control rules, which can reason
on backtracked steps and possible alternative actions.11

In the remainder of this section, we give a detailed description of PLAN.  First, we give some
formal definitions that culminate in a definition of proof plans and solution proof plans. Then, the
subsequent sections give detailed descriptions of PLAN’s  main algorithm and i ts  subalgorithms
for action computation and deletion. As conclusion of the section, we discuss a sample application
of PLAN.

Notation 3 .1:  In the remainder of the  report,  the following symbols (maybe labeled with some
subscripts or superscripts) are associated with the following objects:

Ä denotes a sequence of actions,
’P denotes a ’PDS ,
A denotes an agenda,
H denotes a history.

3.1  Formal Definit ion of Proof  Plans, in PLAN
The aim of this section is to  give a formal description of proof plans. We start with definitions of
a proof planning problem, an initial ’PDS of a proof planning problem, and an initial agenda of a

11We  are current ly  ex tending man ipu la t ion  records to  capture  also in format ion on  the  reasons that  suppor t  a
certain decision.

14



proof planning problem.

Definition 3 .2  (Proof Planning Problem):  A proof planning problem is a quadruple
' (Thm, {A351, . . . , Assn},  M,C)  where Thm and A351, . . . ‚Ass,1 are formulas in  QMEGA’S higher-
order language, M is a set of methods, and C is a set of control rules. Thm is also called the
theorem of the proof planning problem whereas A551,. . . ,Assn  are called the assumptions of the
proof planning problem.

Definition 3 .3  (Initial PDS , Initial Agenda):  Let (Thm, {A531, . . . , Assn}, M,  C) be  a proof
planning problem. The initial ’P’DS of this proof planning problem is the 'PDS that consists of
an open line LThm with formula Thm and the lines L Ass ,  with formula Ass,- and the hypothesis
justification H yp, respectively. The initial agenda of the proof planning problem is the agenda
that consists of the task LThm < {LAsw . . . , LAss„} -  The task LThm < {LA‚s„  . . . ‚LAss„} is also
called the initial task of the proof planning problem. El

Next, we define, when an action is applicable with respect to  a 'PDS . Informally speaking,
this is the case, when the given lines of the action are in the 'PDS . Afterwards, we introduce the
action introduction function Q ,  which describes the  operational semantics o f  an action when it
is applied to  an agenda, a PDS,  and a sequence of actions (i.e., {> defines a transition relation
between triples of agendas, ’PDSs, and sequences of actions).

Definition 3 .4  (Applicable Act ions) :  Let ’P be  a 'PDS and Aadd an action. Moreover, let L
be the set of proof lines of 'P and let eConcs be  the e conclusions, ePrems the e premises, and
BPrems the blank premises of Amid.
Aadd is applicable with respect to 73 if

. (eConcs U ePrems U BPrems) is  a subset o f  [..

El

Defini t ion 3 .5  (Action Introduction Function ©): The action introduction function <I> is a
partial function that maps a sequence of actions, an agenda, a 'P'DS , and an action into a sequence
of actions, an agenda, and a 'PDS , i.e.,

QzÄxÄxPaddHÄ’xÄ’xP’ .
Let Aadd be  an action that is applicable with respect to the 'PDS 'P. Let EBConcs be  the 69
conclusions, eConcs the e conclusions, eaPrems the GB premises, ePrems the e premises, and
BPrems the blank premises of Aadd. Moreover, let T = Lopen < 514737351“,pen be  the task of
Aadd-

Prems:=€9Prems U ePrems U BPrems,
Concsz=EBConcs U eConcs
N ew-Lines:=€BC¢mcs U eBPrems
New-Supps:=(SU'PPSLm„ U GaConcs) — ePrems.
N ew-Tasks:=[L < N ew-Supps ] L E eBPrems].
If__Ä is a sequenceqoflactions and Ä is an agenda that contains the task T of Amid, then the result
(A’, A’, 'P’) of <I>(A, A, 'P, Amid) is  defined by:

. Ä’ :=  ÄU [Amid]-

. Ä":  New-Tasks U (A —— [TD if Lope” e eConcs,
' [LOWn < N ew-Supps] U N ew-Tasks U (A — [TD else,

0 'P’ results from P by

1. adding the proof lines N ew—Lines, respectively, and
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2. justifying the proof lines eConcs and GaConcs with the justification (M Prams) ,  re-
spectively, Where M is the method of Aadd.

D

The recursive extension {> is  called 5 .  <13 introduces a whole sequence of actions (the arrow of
(I) indicates that this function introduces a sequence of actions AGM).

Definition 3.6 (Recursive Action Introduction Function 5 ) :  The recursive action intro-
duction function (l5 is  a partial function that maps a sequence of actions, an agenda, 3 'P'DS, and
a sequence of actions into a sequence of actions, an agenda, and a 'PDS , i.e.,

ÖzÄxÄx 'PxÄaddHÄ’xÄ’xP’ .

5 is recursively defined as follows:
Let Ä be  a sequence of actions, A an agenda, 'P a ’PDS, and Äudd a sequence of actions.

1 .  If Äadd is empty then Ö(Ä‚ A, 'P, Ila“) = (Ä, A,  'P).

2. Otherwise letAAadd :=  flaw/Lad) and Ä’add :=  rest(Äadd). If Amid is  applicable with respect
to 'P, and if A contains the task of Aadd, then” _ . __ _ _ . _

@(Av At  P7  Aadd)  = ¢(@(A7  A7  P ,  Amid) ,  A’add ) -

El

With the function (I; we can now define proof plans and solution proof plans.

Definition 3 .7  (Proof Plans and Solution Proof Plans):
Let (Thm‚{Ass1‚.  . .  ,Assn} ,M,C)  be  a proof planning problem, 73m: the initial ’P’DS of this
problem, and Aim’t its initial agenda.
A proof plan for the proof planning problem is a triple PP  = (Ä, Ä, 'P)  with a sequence of actions
Ä, an agenda A, and a ’P’DS ? such that:

1 .  the methods of each action of Ä are in M,

2. (Ä,Ä, 'P)  = 5(Ü‚  Ä in i t1P in i t ’Ä)»

A solution proof _plan for the proof planning problem is a sequence of actions Ä such that
<I>([]‚ Aim-t, ”P,-„„, A) has an empty agenda and a closed 'PDS . Ü

Because of this definition, we can also say that (I) maps a proof plan and an action into a proof
plan and that (I) maps a proof plan and a sequence of actions into a proof plan.

3.2  The PLAN Algorithm

Figure 8 gives a pseudo-code description of the PLAN algorithm. PLAN obtains as input a proof
plan PP  = (Ä, Ä, P ) ,  a history Ü , a list of methods M,  and a list of control rules C.12 PLAN
generates a sequence of pairs of proof plans PP  and histories Ü . The user of OMEGA can start
PLAN with the initial PDS , the initial agenda, and the  set  of methods and control rules of a proof
planning problem. In order to  reach the next proof plan and the  next history PLAN performs
a cycle of termination check, task selection, action selection and action introduction or  action
deletion. I t  terminates when either the  agenda of the current proof plan is empty (see step 1 in
Figure 8) or  when there are neither further actions to  be  introduced nor actions t o  be  removed
(see step 5 in Figure 8). In  the former case PLAN was successful and returns the proof plan and
the constructed closed ’PDS. In  the  latter case, PLAN did traverse the complete search space
without finding a proof plan and returns fail.

12Both  methods M and control rules C are lists and not sets since the order in these lists are relevant. The order
in  M gives a default o rder  in  which t he  methods  are  t r i ed ,  when  no  cont ro l  ru les  fi re  and de te rmine  a different
order (see section 3.4). The  order in C determines the order in which the control rules are evaluated.
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Input :  (1) a proof plan PP = (Ä,  Ä ,  ‘P) with a sequence of actions Ä, an agenda Ä, and a PBS
'P, (2) a history H,  (3) a list of methods  M,  (4) a list of control rules C.

Output :  Ei ther  a so lu t ion  proof  plan and  a closed PBS or  fa i l .

Algorithm: PLAN((Ä‚ Ä, P),Ü,M,C)
1.  Termination ..

If A is  empty, then terminate and return employ-CS(A,’P).

2. Task Selection „
Let current task T :=  first(evalcrules-tasks(A,C))
where T is the pair Lope" < SU’P'PSLOPH.

3. Action Selection _
Let (Aadd,A):=CHoossAcn0N(T,H,M,C)
where Aadd is an action and A i s  a set of alternative actions.

4. Action Introduction
If Aadd is given

then” „ _ „
(A’,A’,’P’):=<I>(A, A, P ,  Amid).
Ü ’:=add-action-intro-record(Ü,Ä,Aadd‚A).

If extract-constraints(Aadd) 76 0
then

pass-constraints (extract-constraints (Aadd))-

PLAN((Ä’,Ä’,7>’),Ü’,M,C).

5. Action Deletion
If Amid i s  not given

then _
If A is  empty

then
Terminate and return fail.

else
Let Areason:=find-introducing-action (TJ? ).
((Ä’‚Ä’,’P’),Ü’):=BACKTRACK((Ä,Ä,P),Ü‚[A„a„„])."
PLAN((Ä’,Ä’,7>’),Ü’‚M,C).

Figure 8: The PLAN algorithm.

If the current agenda is not empty, then PLAN first selects the next task to  tackle (step 2 in
Figure 8). To do so, PLAN employs the function evalcrules-tasks. evalcru/es-tasks evaluates the
control rules C of the kind ‘Tasks’ on  the tasks list of the current agenda and returns a (possibly)
changed alternative list.13 Then, PLAN picks the fist element of the resulting list as current task.

Next, PLAN employs the subalgorithm CHOOSEACTION to  compute an action (step 3 in  Fig-
ure 8). CHOOSEACTION is  applied to  the current task, the methods M,  and the control rules C. It
tries to  compute admissible actions and — if successful — it  selects one action and returns it. Since

13Al though  we do not  explici t ly provide the  current proof plan and the  cur rent  h is tory as arguments for
evalcru/es-tasks, t he  predicates i n  t he  IF-part of  the  evaluated control rules can make use of th i s  status in-
formation.  Th is  holds for all kinds of control  rules, not only  for t he  control  rules  of k ind  ‘Tasks’ evaluated here.
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CHOOSEACTION is a complex algorithm we shall discuss it in  detail in  section 3.4.
If CHOOSEACTION returns an action, then PLAN introduces the action (step 4 in  Figure 8). It

creates a new proof plan by applying the action introduction function <I> to  the current proof plan
and the chosen action. Moreover, i t  creates a new history by adding a new action-introduction
record entry to  the  history. PLAN uses the function extract-constraints to  access the constraints
of an action. When the action contains constraints for the connected external constraint solvers,
then PLAN employs the function pass-constraints, which passes the constraints to  the respective
external system. PLAN does not check whether the new constraints are accepted by the respective
external system. Rather, i t  assumes that corresponding consistency checks are performed by
CHOOSEACTION as part of the evaluation of the application conditions of a method, when an action
is computed.

When CHOOSEACTION fails to  provide an action, then PLAN tries to delete actions in  the current
proof plan (step 5 in Figure 8). If the current sequence of actions is empty, then this is obviously
not possible. When there are no  more actions that can be  introduced and the current sequence
of actions is empty, then PLAN did traverse the complete search space (complete wrt.  t o  the
methods M and the control rules C) without finding a solution proof plan. In this case, PLAN
terminates and returns fail. If there are actions that can be  deleted, then PLAN employs the
function find—introducing-action to  determine the action whose introduction created the task T for
which no action can be  computed. The information about which action introduction did introduce
which task can be  found in  the history in  the action-introduction entries. Then, PLAN employs
the subalgorithm BACKTRACK to  perform the deletion of the selected action and all further actions
that explicitly depend on i t .  BACKTRACK is applied to  the current proof plan, the current history,
and a list with the action to  be  deleted as only element. It returns a changed proof plan and a
changed history. Since BACKTRACK is a complex algorithm we shall discuss it in detail in the next
section.

When the agenda is empty, then the introduction of actions stops and PLAN applies the
function employ-CS to the computed action sequence and the constructed ’PDS (step 1 in Figure 8) .
This function employs the external constraint solvers to  compute instantiations for the meta-
variables. Then, it substitutes all occurrences of the meta-variables i n  proof lines of the 'PDS and
the  actions by their instantiations, respectively. It returns the resulting action sequence and the
instantiated PDS , which are then the output of PLAN.

Although proof planning actions are complex actions in  the sense of HTN-planning, the expan-
sion of actions is not performed within PLAN.  Rather, there are separate procedures in OMEGA
for the expansion of actions. When an expansion fails to  produce a calculus-level proof and results
in new open lines, then PLAN can be  re—invoked on the new tasks.

3 .3  Deletion o f  Act ions

Before we describe the  BACKTRACK algorithm, we shall introduce the  notion of dependency among
actions and when an action is deletable. When an action is introduced into a proof plan, then i t
modifies the elements of the proof plan. Other actions introduced later on may depend on these
modifications. More concretely, when the new lines introduced by an action are used as given
lines by other actions introduced later on, then these actions depend on the preceding action.
Afterwards, we define the  function for the deletion of an action from a proof plan. Since action
deletion is conceptually the inverse operation of action introduction we call this function <I>'1
although technically @“1 is not the inverse function of @.

Definition 3.8 (Dependent Actions): Let Ä be a sequence of actions with
A=[A11  - ° ' v Ai—17  Ai ,  A i+ la  ' ' ' 7 An]

Let A,- be an action with the ® conclusions eBConcs, and the EB premises eaPrems. An action
A, e {A,-+1,. . . ,A,,} depends on Ai, if Aj  is an action whose sets of conclusions or  premises
contains a proof line of GBConcs or @Prems (which are the new proof lines introduced by Ai).  Ü
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Definition 3 .9  (Deletable Actions):  Let Ä be  a sequence of actions with
_ _A=[A1’ - ° ' 9Ai—17Ade lvAi+1 i ' "1An] '

A461 is deletable with respect to A,  if the set of actions in A that depend on Add is empty. D

In the following definition of the function @“1 we describe the modifications of the sequence
of actions, the agenda, and the PDS caused by the deletion of an action. Although the notion of
deletability of an action is defined only with respect to a sequence of actions, we demand in  the
definition of (13—1 that the agenda and the PDS are not arbitrary ones, but created by this sequence
of actions (in particular, by the action that should be deleted). The described modifications cannot
be  performed with respect to  an arbitrary PDS or  an arbitrary agenda.

Definition 3.10 (Action Deletion Function Q’l):  The action deletion function <I>‘1 is a
partial function that maps a sequence of actions, an agenda, a PDS, and an action into a sequence
of actions, an agenda, and a PDS, i.e.,

' 1 :ÄxÄxPxAdelo—»Ä’><Ä’XP’ .
Let Ade; be  a deletable action in  Ä. Let GBConcs be  the 63 conclusions, eConcs the e conclusions,
GaPrems the  EB premises, ePrems the e premises, and BPrems the blank premises o f  Adel.
Moreover, let T = L < SUPPSL be the task of A481.
Lines—To—Remove:=€BConcs U @Prems.
Tasks-To-Remove:=[L < SU'P'PSL E A | L E ePrems].
N en:-Tasks: [T].
If Ä is an agenda and P is a PDS that results from the introduction of Ä (to some agenda and
some PDS) ,  then the result (Ä’, Ä’, P’) of <I>_1(Ä, Ä ,P ,  Adel) is defined by:

. Ä ’ :=  Ä— [Adel]-

. Ä’:= N ew-Tasks U (Ä —- Tasks-To—Remove).

. P ’  results from P by

1.  removing the lines Lines-To—Remove and

2. justifying the proof lines eConcs With Open, respectively.

[]

A pseudo-code description of the algorithm BACKTRACK is given in  Figure 9. BACKTRACK is
applied t o  a proof plan PP  = (Ä, Ä, P ) ,  a history Ü ,  and a list of actions Add that have to  be
deleted. BACKTRACK generates a sequence of pairs of proof plans PP  and histories H by deleting
successively the actions in  Ädel. If  an action in  Ädel  is  not deletable, then i t  i s  necessary to  delete
further actions. BACKTHACK returns the proof plan and the  history that result from the deletion of
all necessary actions.

The first step in BACKTRACK is a check whether the  list of actions that should be deleted is
empty. If this is the case, BACKTHACK terminates and returns the current proof plan and the
current history. Otherwise, it  selects the first action Adel from the list (step 2 in Figure 9). If Adel
is deletable, BACKTRACK deletes it from the current proof plan by employing (I)—1 and adds a new
action-deletion entry to  the history (step 3 in  Figure 9). When Adel contains constraints, then
BACKTRACK employs the function delete-constraints, which tells the respective constraint solvers to
delete these constraints since they are not  longer existing. Afterwards, BACKTRACK is applied to
the changed proof plan, the changed history, and the remaining actions to be  deleted.

If Adel is not deletable (step 4 in  Figure 9), then BACKTRACK calls the function dependent-actions
t o  compute the  actions that depend from Add  and that have to be  deleted in  order  t o  make Add
deletable. BACKTRACK is then recursively applied to  the current proof plan, the current history,
and the concatenation of the actions computed by dependent-actions and the  current actions that
have to  be  deleted.

As example for a situation, where an action is not  deletable because other actions depend on i t ,
consider the following situation. PLAN introduces an action A that reduces a task with goal L to
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Input:  (1) a proof plan PP = (Ä,  Ä, 'P) wi th  a sequence of actions Ä, an agenda Ä,  and a ‘PDS
? ,  (2) a history H ,  (3) a sequence of actions Adel.

Output:  A proof plan PP’ = (Ä’, Ä’, ‘P') and  a history Ü’ .

Algorithm: Backtrack((Ä‚ Ä,  'P) ,Ü,  1M)

1.  Tenmination ..
If Adel is empty, then terminate and return ((A, A, P ) ,  H) .

2 .  Pick Action _
Let Adelz=first  (Adel),

3. Action Delet ion
If Aid is deletable wrt. Ä

then _ - _ _
(A’‚A’,'P’):=(I>'1(A,A,?‚AdeÜ.
Ü’:=add—action-deI-record(fi‚Ä‚Adel ).
If extract—constraints (Add) # (0

then
delete-constraints (extract-constraints (Ade; ) ) .

BACKTRACK((Ä’,Ä’,'P’),Ü’,rest(Ädel)).

4. Delet ion Expansion
If Adel i s  not deletable wrt. Ä

thee... _
A de z :=dependend-actions (Adel, A).
BACKTRACK((Ä‚Ä,P),Ü‚ÄZS" UÄdel)-

Figure 9: The BACKTRACK algorithm.

two new tasks with goals L1 and L2. Next, PLAN applies the action A1 to  close L1. Afterwards,
PLAN fails to  apply an action to  the task with goal L2 and employs BACKTHACK to  remove the
action A that introduced L2 .  However, the deletion o f  A would not only remove the l ine L2  but
also the line L1 with respect to  which action A1 was introduced. Hence, before A can be  deleted
the  action A1  has to be  deleted.

3.4  Action Computation and Selection
CHOOSEACTION is the subalgorithm of PLAN that computes alternative lists of actions and selects
one of them. Figure 10 shows a pseudo-code description of the algorithm. CHOOSEACTION is applied
to  a task, the current history, and the lists of methods M and control rules C. If successful,
CHOOSEACTION returns a selected action and a set of alternative actions (see step 7 in Figure 10),
otherwise it returns fail (see step 2 in Figure 10).

CHOOSEACTION computes actions successively. It starts with an under-specified, initial action
that contains only a chosen method and the given task. Then, it successively matches lines of the
method with the goal and the supports of the task as well as variables specified in  the declarations
of the method with terms, positions, etc. The substitutions of these matchings refine successively
the binding of the action such that more and more specified actions are created. In order to
check whether a particular action of a method is valid, CHOOSEACTION evaluates the  application
conditions of the method with respect t o  the  binding of the action. Afterwards, i t  completes the
binding of the actions by conducting the outline computations and by computing the new lines.
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Input:  (1) a task T ,  (2) a history Ü ,  (3) a list of methods M,  (4) a list of control rules C.

Output :  Ei ther  a pair o f  an  act ion and  a l i s t  o f  actions or  fail .

Algorithm: ChooseAction(T,Ü‚M‚C)
Let T=Lopen < SU'P'PSLOPM.

1.  Order  Methods
Met hods:= evalcru/es-methods (M  ‚C ‚T) .

2. Select Method
If Methods empty

then
Terminate and return fail.

else
M :=first(Methods).
Actions:=initial-action-set(T, M).

3. Match Goal
Let eConcs be  the e conclusions of M.
Actions:=match-goa/(Lope„‚eConcs,Actions).
If Actions empty, then Methods:=rest (Methods),  goto 2.

4. Select and Match Supports and Parameters
Let ePrems and BPrems be  the e premises and blank premises of M.
Let Params be  the parameter variables of M.
Supps+Paramsz= evalcrules-s+p (SU’P’PSLWW ,C ,T ,M  ,Actions) .
Actions: match-s+p (Supps+Params,ePrems U BPrems,

Params,Actions).
If Actions empty, then Methods:=rest (Methods),  goto 2.

5.  Evaluate Application Conditions
Actions:=eval-appI-conds (Actions,M ).
If Actions empty, then M ethods:=rest(M ethods), goto 2.

6. Outl ine Computations
evaI-outline-computations(Actions).
complete-outline (Actions).

7. Select  an Action _
Actions:=remove-backtracked (Actions,H ).
Actions: =evalcrules—actions (Actionsß ) .
If Actions = Q)

then
M ethods:=rest(M ethods), goto 2.

else
Terminate and return (first(Actions),rest(Actions)).

Figure 10: The CHOOSEACTION algorithm.

Finally, i t  selects one action among the resulting fully specified actions.
In  the following, we explain CHOOSEACTION with the example 2.5 of section 2.4. We apply

CHOOSEACTION to  the task LThm < {L  Am,  L Am  }, an empty history, a list of methods that contains
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=Subst-B, and a list of control rules that contains the control rule supps+params-=Subst whose
impact is explained below.

The first step in CHOOSEACTION is the re-ordering of the alternative list of methods. This
is done by the function eva/cru/es-methods, which obtains as  input M,  C and the given task.
evalcrules-methods evaluates the control rules in C of kind ‘Methods’ on  M and returns a (possibly)
changed list of alternative methods. From this list CHOOSEACTION picks the first one (step 2 in
Figure 10) and employs the function initial—action-set to  create the initial set of actions that consists
of one action whose premises, conclusions, bindings, and constraints are empty, whose method is
the chosen method, and whose task is  the given task.

For our example, we assume that evalcru/es—methods returns the list [=Subst-B, . . . . ]  Then,
CHOOSEACTION chooses =Subst-B as method and produces an initial set of actions that contains
only the following action:

Action
method =Subst-B
taSk LThm ‘— {II/15.91 7 LAssg}

premises
conclusions
binding
constraints

The next step (step 3 in Figure 10) in CHOOSEACTION matches the goal with the e conclusions
of the selected method. To do  so, CHOOSEACTION employs the function match-goal. This function
is applied to the goal, the e conclusions of the selected method, and the set of actions computed
so far. Its computations and i ts  output depend on the existence of e conclusions in the chosen
method. If the method has no 9 conclusions (i.e., a forward method), then match—goal simply
returns the list of actions i t  obtained as input. If the method has 9 conclusions (i.e., a backward
method), then match-goal matches the goal with the e conclusions, respectively. For each success-
ful matching i t  creates a new action whose binding contains the substitution resulting from the
matching and whose conclusions contain the goal annotated with 9 .  Finally, match-goal returns
the set of all new actions.

In  our example the matching of the goal LThm with the e conclusions of =Subst—B results in
a substitution with two elements: L3  v——> LThm and f H even(a  + b). Thus, match-goal returns an
actions set that contains only the following action:

Action
method =Subst-B
taSk LThm ‘ {LA351  7 14.4552}

premises
conclusions 6 LThm-  LAssp  LA”,  l“ even(a  + b) (Open)
binding {L3 ‚_. LThm, f I—> even(a + b)}
constraints

Next, CHOOSEACTION chooses supports and parameters and matches them with e and blank
premises and the parameter variables of the selected method (step 4 in Figure 10). This results
in further substitutions, which refine the actions computed so far. First ,  CHOOSEACTION evaluates
the control rules of the  kind ‘Supps+Params’. This is done by the function evalcrules-s+p, which
is applied to  the supports of the goal, the control rules C, the task, the current method, and
the actions computed so far. Control rules of the kind ‘Supps+Params’ do  not only reorder and
manipulate the support lines but  they return a new type of elements, namely pairs of support
lines and parameter instantiations. Thus, the parameter selection is not an isolated decision but
is combined with the selection of support lines.14 Then, CHOOSEACTION employs the function

14We decided for th i s  combined approach since typically t he  parameter selection is  directly related t o  the  suppor t
l ine selection.
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match-s+p. match-s+p obtains as input the pairs of support lines and parameter instantiations,
the e and blank premises of the selected method, and the set of actions computed so far. With
respect to  each action computed so far (i.e., depending on the binding of an action computed so
far) match-s+p matches the support lines and parameters pairs with the 6 and blank premises and
the parameter variables of the method, respectively. For each successful matching it creates a new
action whose binding is extended with the substitution resulting from the matching and whose
premises comprise the  matched support lines. Finally, match-s+p returns the set of new actions.

In  our example, the control rule supps+params-=Subst fires and returns the two support lines
and parameter instantiation pairs ({LAssl}, < 1 1 >)  and ({LAssz}7 < 1 2 >), where < 1 1 > is
the  parameter posi t ion o f  the  a i n  the formula even (a  + b) o f  the goal LThm and < l 2 > i s  the
parameter position of the 17.15 For both pairs and with respect to the only action computed so far,
match-s+p succeeds to match the premise L1 and the parameter pas of =Subst-B with the content
of the pairs, respectively. It returns a set of actions that contains the following two elements:

Action
method =Subst-B
taSk LThm < {LASS13LA582}
premises LAssl. LA”1 l- a ic  (Hyp)
conclusions 8 LThm. LAND LA“,  l- even(a  + b) (Open)

{L3  0—> LThm,L1 —> LAN“ f »—> even(a + b) , a  —> V,
t—+a‚t'—» c,pas —>< 1 1 >}binding

constraints

Action
method =Subst-B
taSk LThm ‘ {LASS1aLA582}
premises LA”?  LA”, l- béc  (Hyp)
conclusions 9 LThm-  L‚4_.;_.‚1‚LA„2 l- even(a + b) (Open)

{L3  H LThm,L1 —+ LM” ,  f H even(a  + b), a _» 1/,
t —-> b,t’ —> c,pos ——>< 1 2 >}binding

constraints

The first action results from matching L1 and pas with LA551 and < 1 1 > ,  respectively,
whereas the second action results from matching L1  and pas with L A”,  and < 1 2 > ,  respectively.

In the next step (step 5 in  Figure 10), CHOOSEACTION evaluates the application conditions of
the selected method. The evaluation of the application conditions is performed by the  function
eval-appI-conds, which obtains as input the  actions computed so far and the selected method.
For each given action eval-appl-conds evaluates the application conditions of the method with
respect to  the binding of the action. The evaluation of application conditions can create further
substitutions, which are then added to  the binding of the action. Moreover, the evaluation can
create constraints for external constraint solvers, which are then added as constraints of the  action.
Each action for which the evaluation fails is  rejected. eval-appl-conds returns the set of all actions
for which the evaluation succeeds.

In our example, the application conditions of =Subst-B evaluate to t rue  for both actions
computed so far. Since no constraint results from the evaluation of the application conditions the
constraints of both actions are set t o  the empty set.

Next, CHOOSEACTION completes the actions by conducting the outline computations of the
selected method and by computing the new outline lines (i.e., EB premises and conclusions) (see
step 6 in Figure 10). This is done by the functions eval-out/ine-computatians and complete-outline,
which both are applied to  the set of actions computed so far. Both functions do  not change the

15The  control rule supps+params-=Subst fires if the current method is =Subst-B and if there are some support
l ines tha t  are  equat ions  such  that  one s ide  of t he  equations equals a sub t e rm in  t he  formula  of t he  goal.  If
supps+params-=Subst finds such  a support  l ine  i t  returns a pai r  consis t ing of t he  support  l ine and the  respective
subterm posit ion in  t he  formula  of t he  goal .
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set of actions but  they refine the actions already in the set.  eval-out/inecomputations evaluates the
outline computations for each action and adds the resulting substitutions to the  binding of the
action. Similarly, complete-outline computes the missing outline lines for each action and adds the
corresponding substitutions to  the binding of the action. New outline lines are justified as follows:
63 premises are justified with Open whereas new @ conclusions are justified by an application of
the selected method to the premises of the action.

For our example, evaI-outline-computations and complete-outline complete the actions computed
so far as follows:

Act ion
method =SubSt-B
taSk LThm < {LASS17LA832}

EB LThmI. LA,,,,1,LAS,,2 i— even (c+  b) (Open)
LAss l -  LAss ;  l— a i c  (Hyp)

conclusions 6 LThm. L,4s,.,,LA_,,,2 l- even(a  + b) (Open)
{L3 H LThm‚L1  "' LAss„  L2  —> LThm'a  f H even(a + b) ,  a —' %

t—+ a, t’ —-+ c,pos —>< 1 1 > , f ’  —> even(c+ b)}

premises

binding
constraints @

Act ion
method =SubSt-B
taSk LThm ‘ {LA551  » LASSQ}

@ LThm’-  LA„1,LA352 l- even(a  + c)  (Open)
LAssz -  LAssz  l— b ic  (Hyp)

conclusions 6 LThm. L AunLAN2 I— even(a + b) (Open)
{La '—> LThm,  L1  -> LAssz ,  L2  —> LThmI ,  f '—> even(a + b) ,  a “" V,

t —+ b,t' ——> c,]Jos —>< 1 2 > , f ’  _» even(a+ c)}

premises

binding
constraints @

Finally, CHOOSEACTION decides for one of the computed actions (step 7 in  Figure 10). First, it
rejects all actions that correspond to  actions that have already been backtracked. This is  done
by the function remove-backtracked, which is applied to  the current set of actions and the given
history. If an action has the  same given lines and the same binding as an action that is stored in  the
history as deleted action, then this action is removed from the alternative list. To the remaining
actions CHOOSEACTION applies the  function eva/crules-actions to evaluate the control rules o f  kind
‘Actions’. Provided the  resulting list of actions is not empty, CHOOSEACTION terminates and returns
a pair consisting of the first element of the  list of actions and the rest  of the list of actions (i.e.,
the chosen action and the list of alternatives). If the list of actions is  empty, then CHOOSEACTION
returns to  the method selection point (step 2 in Figure 10) and repeats the sequence of matchings,
application condition evaluation, outline computations evaluation, and outline completion for the
next method of the method list. Similarly, CHOOSEACTION returns to  the method selection point
and selects the next method, when the set of actions becomes empty during the matchings or by
the evaluation of the  application conditions. If CHOOSEACTION fails to compute an action that does
not correspond to  a backtracked action and is not rejected by the control rules, then i t  terminates
and returns fail (see step 2 in Figure 10).

3 .5  Example
In  the following, we shall explain the application of PLAN to  a problem from the limit domain.
Theorems of the limit domain make statements about the limit lim f (x) of a function f at a point

:z—ra

a ,  about the limit l imseqX of a sequence X ,  about the continuity of a function f at a point a ,  and
about the derivative of a function f at a point a .  The standard definitions of limit, continuity, and
derivative comprise so-called 5—6 criterions, i.e., proofs of such theorems postulate the existence
of a 6 such that a conjecture of the form . . . |X  | < 6 is  proved under assumptions of the form
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. .  . |Y| < 6. For instance, the definition of lim in A—notation is:

lim = Af.Aa.Al.Vc.(0 < e=> 36.(O < 6AV:I:.(|:r—a| > 0 / \  Ix—al < 6=> [f(x) —-l| < 6)))

An example theorem from the limit domain is LIM+ that states that the limit of the sum of
two functions f and g equals the sum of their limits; that is, if lim f (m) = l1 and Ilim g(w) = 12 then

2‘43  —°a

lim ( f (a:) + g(x))  = l1 + l2. When the definition of lim is expanded, the corresponding planning
3—.0  z—m

problem consists of two assumptions

x l—a |>O/ \ | z1—a |  <61  =>|f(x1)—l1|<61)))V61-(0 < 61 => 361. (0 < 61 AVx1.(
and ,

V62.(0 < 62 => 352.(0 < 62 /\ Vx2.(l$2 - a |  > 0 A Img — al < 62 # |g(x2) — 12] < 62))).

And the theorem becomes

Vc.(0 < e=>35.(0<5/\Va:.(:z:—a| > OAIx—al <6=>  I(f(a:)+g(:z:))—(ll+l2)| <e))).

Similar theorems in this class are LIM- and LIM* for the difference and the product of limits
of functions. Moreover, there are corresponding theorems about continuity. Continuous+ states
that the sum of two continuous functions is continuous, and Continuous- and Continuous* make
similar statements for the difference and product of continuous fimctions.

When proving a limit theorem like LIM+, a 6 has to  be  constructed that depends on  an e
such that certain estimations hold. This is a non-trivial task for students as well as for traditional
automated theorem provers.16 The typical way a mathematician discovers a suitable 5 is by
incrementally restricting the possible values of 5. When proof planning limit theorems, PLAN
adapts this approach by cooperating with the constraint solver C0818 : (in)equality tasks that
are simple enough for C0818 (i.e., tasks that are in the input language for C0518) are passed
to  C0818 and C0518 provides suitable instantiations for 6, when solutions for meta-variables are
computed and inserted into the final proof plan. _

For finding e-6-proofs, among others, the general methods Ell-B, BE-F, VI-B, VE-F, AI-B,
AE-F, =>I—B, =>E-F, SETFOCUS—B, and =Subst-B and the domain-specific methods TELLCS—B,
TELLCS-F, ASKCS-B, SOLVE*-B, SIMPLIFY—B, SIMPLIFY-F, and COMPLEXESTIMATE-B are
required. We introduced ASKCS—B, TELLCS-B, TELLCS-F, COMPLEXESTIMATE-B, VI-B, and
3E—F already in  section 2.6; =Subst—B is explained already in section 2.3. Similar to  VI—B and
BE-F also SI-B,  VE-F, AI-B, AE-F,  =>I-B, and :E -F  apply certain natural deduction rules.
Actions of 31-B perform a backward EI; step. They close a goal with formula 3x. P [z] and introduce
a task whose goal has the formula P[mv] in  which x is replaced by a new meta-variable mv.
Similarly, actions of VE-F perform a forward VE step and derive a new support P[mv] with a new
meta-variable mv  from a given support Vz. P[a:]. Actions of AI-B perform a backward A;  step and
reduce a task whose goal has the formula A1  /\ A2 to new tasks whose goals have the  formulas A1
and A2. Actions of AE-F  perform the corresponding forward A E decompositions on conjunctive
support lines. Actions of =>I-B perform a backward =»; step and reduce a task with goal A => B
to a new task whose goal has the formula B and A as additional hypothesis. Moreover, A becomes
the formula of a new support for this task. Actions of =>E-F perform an =>E step. When applied
to  a task with goal C and an support with formula A => B they introduce two new tasks: a task
with goal C ,  which contains also a new support with B as formula, and a task with goal A. Actions
of the SOLVE*-B method exploit transitivity of < ,  > ,  S ,  Z and reduce a goal with formula a l  < b1
t o  a new task with formula b20  S b la  in  case a support  ag  < b2 exists and (11,02 can be  unified
by the substitution 0'. Then, also a further new task is created whose formula is the conjunction
of all mappings of the substitution o (compare description of method COMPLEXESTIMATE-B in

16BLI-JDSOE proposed in  1990 several versions of  L IM+ as a challenge problem for automated theorem proving [7].
The s imples t  versions of LIM+ (problem 1 and 2 i n  [7]) are at t he  edge of  t he  capabili t ies of tradit ional  automated
theorem provers bu t  L IM* i s  certainly beyond the i r  capabili t ies.
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section 2.6). SIMPLIFY-B passes the goal of a given task to the computer algebra system MAPLE
and asks MAPLE to simplify it .  If MAPLE succeeds, then the given task is reduced to  a new task
with the simplified formula. The analogous method SIMPLIFY-F derives a support with a simpler
formula from a given support by calling MAPLE. Actions of SETFOCUS-B highlight a subformula
in a support.

When applied to  an e—6—problem, PLAN first decomposes the initial task with a complex
formula into subtasks whose formulas are (in)equa1ities. This is done by actions that decompose
formulas in tasks, e.g., actions of the methods AI-B, VI—B, BI-B etc.

When faced with an inequality goal, PLAN first tries to  apply the methods TELLCS-B and
ASKCS-B, which both employ C0818. TELLCS-B passes the goal to  C0818, whereas ASKCS-B
asks C0818 whether the goal is entailed by i ts  current constraints. If an inequality is too  complex
to  be handled by C0818, then PLAN tries to  apply methods that reduce an inequality to simpler
inequalities. So, PLAN successively produces simpler inequalities, until it  reaches inequalities
that are accepted by C0818. This approach - handle with C0818 or  simplify — is guided by the
control rule prove—inequal i ty  given in  Figure 3 in  section 2.5, which is the central control rule to
accomplish e—6—proofs with PLAN.  In  i ts  IF-part p rove- inequa l i ty  checks whether the current
goal is an inequality. If this is the case, it  prefers the methods TELLCS-B, TELLCS—F, ASKCS-B,
SIMPLIFY-B, SIMPLIFY—F, SOLVE*-B, COMPLEXESTIMATE-B, and SETFOCUS-B in  this order.

In order to  apply methods such as COMPLEXESTIMATE-B and SOLVE*-B unwrapping of
(in)equa1ity supports from the initial assumptions is necessary. This is  realized as follows: First,
PLAN applies SETFOCUS-B to  highlight a promising subformula in  a support (the application
of SETFOCUS-B is suggested by prove- inequal i ty  if no other method is applicable, promising
subformulas are chosen by another control rule guiding the supports and parameters choice point).
Next, the highlighted subformula is unwrapped by actions that decompose supports, e.g., actions
of the methods AE-F,  VE-F,  BE-F etc.

Finally, when no task is left and PLAN invokes the function employ-CS, C0818 computes
instantiations for the meta-variables that are consistent with the collected constraints.

Next, we briefly discuss the application of PLAN to the LIM+ problem.17 PLAN first decom-
poses the initial theorem to tasks with the formulas 0 < mw and |(  f (cm) + g(cz)) — (h  + l2)| < c£
where me,; is  a meta—variable introduced for 5 and c1 and cE are constants that replace a; and 5,
respectively. Moreover, the  assumptions 0 < cc, |cz — al > 0, and Ic; — al < mw are created
during the  decomposition of the initial theorem and become supports of the new tasks. 0 < mus
can be passed directly to C0818 by an action of TELLCS—B. |(f(c„-) + g(cz)) — (11 + b)] < c£
cannot be  passed to  C0818 directly. This triggers the decomposition of one of the two initial
assumptions. If the initial assumption on f is decomposed, then PLAN obtains as  new sup-
ports 0 < C5, and | f (mun) — l1] < mug]. Now PLAN can compute and introduce an action of
COMPLEXESTIMATE-B using the latter new support line. During the evaluation of the application
conditions of COMPLEXESTIMATE—B the substitution mvzl H cm is  created and the computer alge-
bra system MAPLE computes a decomposition (f(cm)+g(cz))—(l1+l2) = 1*(f(c‚)—-l1)+(g(cz)+l2)
(that is, the variables k and l of COMPLEXESTIMATE-B are bound to  1 and 9(Cz)—l2, respectively).
Thus,  the  action of COMPLEXESTIMATE—B introduces new tasks with formulas mvEl < 5:81:75"
|1| S mu, 0 < mv, |g(c_„‚) — M < %, and mvhécz .  The formulas of the former three tasks and
of the last one can all be  passed directly to  C0818 by actions of TELLCS-B. To deal with the
remaining task with formula |g(cz) —l2| < 921- PLAN decomposes the second initial assumption (on
g) and derives new support lines with formulas O < 052 and |g(mv‚-„2) — l2| < mvez. An action of
SOLVE*-B reduces the  goal with respect to  the second new support to  two new tasks with formulas
mv62 $ 52‘ and mun icz .  Both  tasks  are closed by actions o f  TELLCS—B and their  formulas are
passed to  C0818.

The decomposition of the initial assumptions results not only in the  used support lines but  also
in tasks with the formulas 0 < mug, !mv:El — al > 0, Im'ux1 -— a |  < 051 from the assumption on f
and the analogue tasks from the  assumption on  g.  The task 0 < mu61 is closed by the introduction
of an action of TELLCS-B, which passes the formula to  C0818. To close the other tasks PLAN

17A detailed descr ipt ion on how MULTI solves th i s  problem is given in  section 4.5.
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introduces actions of the method SOLVE*-B that use the supports with formulas |cz — al < mag
and lcI — al > 0 (from the decomposition of the initial goal). The application of SOLVE*-B to
the task Im'um1 — al < C.;, and the support |cz - al < mw; results in two new tasks with formulas
mm; $ C5, and m'u,1 =cz .  The application of SOLVE*-B to  the task |m'u,c1 — al > 0 and the support
|cz — al > 0 results also in  two new tasks with formulas O 5 0 and mvzlé—cz. Whereas 0 $ 0 is
closed by an actions of ASKCS-B  the other three tasks are closed by actions of TELLCS—B, which
pass their formulas to  C0818 . The corresponding tasks from the assumption on g are handled in
the same way. Thereby the constraints mm; $ C5,, mv32 i ch  and muß, i c ;  are passed t o  C0818 .
Moreover, some actions of the TELLCS-F method during the planning process pass constraints in
support lines to  C0518: 0 < 05 , ,  0 < cam 0 < cs.

After propagating constraints, C0818 has the final constraint store in Figure 11. When asked
for suitable instantiations for the meta-variables, C0518 provides the bindings mom, H cm, mv$2 H
cm, mv H 1,  musl H %,  mu62 H %,  and mm H min(c5„ 652). These instantiations computed by
C0518 are exactly the solutions that standard textbooks use for 6, e l ,  and 62 for LIM+.

mum, = Cm

my:2 = Cm

0 < cs, < +oo
0 < c,;2 < +oo
0 < cE < +oo

0 < "we: v S %» 53.7,
0 < mus,  5 €;
0 < mw; S 061 ,  ca,

C1 S "w S mt:

Figure 11: The final constraint store of C0818 for LIM+.

PLAN can successfully plan all the challenge problems of BLEDSOE [7], i.e., the limit theorems
LIM+, LIM-, LIM*, the theorems Continuous+, Continuous—, Continuous*, lim x = (2, lim c = c,

z—m. I—‘fl

and the theorem that the composition of continuous functions is again continuous.

4 Proof  Planning with Multiple Strategies

Proof planning with multiple strategies decomposes the previous monolithic proof planning pro-
cess and replaces it by separated parameterized algorithms as well as different instances of these
algorithms, so-called strategies. The strategies, which specify different behaviors of the algorithms,
are the  basic elements for proof construction in multiple-strategy proof planning. That is, the goal
of multiple—strategy proof planning is to compute a sequence of strategy applications that derives
a given theorem from a given set of assumptions. The decision on when to  apply a strategy is not
encoded once and forever into the system but rather is determined by meta-level reasoning using
heuristic control knowledge of strategies and their combination.

In the following, we first introduce in section 4.1 the basic concepts of proof planning with
multiple strategies and illustrate them with examples. Then, we describe in section 4.2 MULTI’s
blackboard architecture. Section 4.3 discusses the reasoning at the strategy-level with strategic
control rules. We conclude with an informal description of all algorithms currently employed by
MULTI that are not exemplified in  section 4.1.
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4 .1  Algorithms, Strategies, and Tasks

Algorithms
MULTI enables the incorporation of heterogeneous, parameterized algorithms for different kinds

of proof plan refinements and modifications. Currently, MULTI employs the following algorithms
(technical descriptions of these algorithms, i.e., of the  plan refinements or  modifications they
perform, are given in  section 5):

PPLANNER refines a proof plan by introducing new actions.

INSTMETA refines a proof plan by instantiating meta-variables.

BACKTRACK modifies a proof plan by removing refinements of other algorithms.

EXP refines a proof plan by expanding complex steps.

ATP refines a proof plan by solving subproblems with traditional machine-oriented automated
theorem provers.

CPLANNEH refines a proof plan by transferring steps from a source proof plan or fragment.

The decomposition of PLAN allows to  extend and generalize the functionalities of its subcom-
ponents. This results in  the independent and parameterized algorithms PPLANNER, INSTMETA, and
BACKTRACK for action introduction, meta-variable instantiation, and backtracking. EXP, ATP, and
CPLANNER integrate new refinements of the proof plan.

Strategies
Instances of these algorithms can be  specified in different strategies. Technically, a strategy is a

condition-action pair. The condition part states when the strategy is applicable. The action part
consists of a modification or refinement algorithm and an instantiation of i ts  parameters. Similar
to  the knowledge of the  applicability of methods we separate the legal and heuristic knowledge of
the applicability of strategies. The condition part  of a strategy states the legal conditions that
have to  be  satisfied in  order for the strategy to  be  applicable, whereas strategic control rules reason
about the heuristic utility of the application of strategies.

To execute or  to apply a strategy means to  apply its algorithm to  the current proof plamiing
state with respect to  the parameter instantiation specified by the strategy. For instance, the
parameters of PPLANNER are a set of methods, a list of control rules, a termination condition, and
an action selection procedure. When MULTI executes a PPLANNER strategy, the PPLANNER algorithm
introduces only actions that use the methods specified in the strategy. The actions are computed
and selected by the action selection procedure (e.g., CHOOSEACTION or CHOOSEACTIONALL) specified
by the strategy. The action selection procedures evaluate then the control rules specified by the
strategy during the computation of actions. The application of the strategy terminates, when
its termination condition is satisfied. Hence, different strategies of PPLANNER provide a means to
structure the method and control rule knowledge. Both algorithms, INSTMETA and BACKTRACK, have
one parameter. The parameter of INSTMETA is a function that determines how the instantiation
for a meta-variable is  computed. If MULTI applies a INSTMETA strategy with respect to  a meta-
variable mo, and if the computation function of the strategy yields a term t for mu,  then INSTMETA

. substitutes mu by t in  the proof plan. The parameter of BACKTRACK is a function that computes
a set of refinement steps of other algorithms that have to  be  deleted. When MULTI applies
a BACKTRACK strategy, then BACKTRACK removes all refinement steps that are computed by the
function of the strategy as well as all steps that depend from these steps.

Notation 4 .1 :  Strategies are denoted in  the sans serif font (e.g., NormalizeLineTask, UnwrapHyp).

Tasks
MULTI extends the  task concept of PLAN.  Since MULTI employs further kinds of tasks, the

tasks used in PLAN (i.e., a pair consisting of an open line and its supports)  are called line-
tasks in MULTI. MULTI uses also instantiation-tasks and expansion-tasks. The introduction of a
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meta-variable into the plan results in an instantiation-task, that is, the task to instantiate this
meta-variable. Similarly, the introduction of a method or tactic step into the 'PDS, which is
constructed during the proof planning process, results in  an expansion-task, that is, the task to
expand this step.  An instantiation-task stores the  meta-variable for which an instantiation has to
be constructed. The instantiation task for meta-variable mv is written as mv|1 "St. An expansion-
task consists of a proof line L in  the ’PDS, which is justified with a method or a tactic application.
The expansion-task with line L is written as L IE” .  MULTI stores all used kinds of tasks in  an
agenda.

Different tasks can be  tackled by different algorithms and strategies. For instance, since strate-
gies of INSTMETA introduce instantiations for meta-variables they can tackle instantiation-tasks.
EXP is the suitable choice to  deal with expansion-tasks, whereas strategies of PPLANNER or ATP can
tackle line-tasks. A strategy checks in  i ts  condition part whether i t  is applicable to  a particular
task. That is, the condition of a strategy is a predicate on tasks. To apply a strategy to a task
means to execute the strategy with respect to the task.

The algorithms and kinds of tasks currently employed by MULTI have been derived from the
case studies. However, the MULTI framework is envisaged to  be  extended by further algorithms
and further kinds of tasks, if needed.

Example Strategies
In the following, we describe some strategies needed to  accomplish e—6-proofs (see section 3.5).

The methods and control rules for e—6-proofs are structured into the three strategies Normalize-
LineTask, UnwrapHyp, and Solvelnequality. All three strategies are instantiations of PPLANNER.
A more detailed description of the application of these strategies and their cooperation when
accomplishing e-6-proofs is  given in  section 4.5.

The strategy Solvelnequality (see Table 2) is applicable to prove line-tasks whose formulas
are inequalities or  whose formulas can be  reduced to  inequalities. It comprises methods such
as COMPLEXESTIMATE-B, TELLCS-B, TELLCS—F, ASKCS-B, and SOLVE*-B (see section 3.5).
Its list of control rules contains the rules prove- inequal i ty  and eager- instant iate .  Possible
actions are computed and selected with the CHOOSEACTION procedure. The strategy terminates,
when there are no further line-tasks whose formulas are inequalities or  whose formulas can be
reduced to  inequalities. Note that i t  is the parameterization of PPLANNER that makes Solvelnequality
appropriate to tackle line-tasks whose formulas are inequalities as stated in the condition part of
the strategy.

Strategy: Solvelnequality
Condition inequality-task

Algorithm PPLANNEH
Action Procedure CHOOSEACTION

_ Methods COMPLEXESTIMATE-B, TELLCS-B,
Action TELLCS-F, SOLVE*-B, ASKCS-B

C-Rules prove-inequali ty,  eager—instantiate,

Termination no-inequalities

Table 2: The Solvelnequality strategy.

NormalizeLineTask (see Table 3)  is used to  decompose line-tasks whose goals are complex for-
mulas with logical connectives and quantifiers. Typical methods in  NormalizeLineTask are AI-B
and VI-B (see section 3.5). NormalizeLineTask employs the CHOOSEACTION procedure for the action
computation and selection and terminates, when all complex line-tasks are decomposed to  literal
line-tasks.

The aim of UnwrapHyp (see Table 4) is to unwrap a focused subformula of an assumption in
order to  make i t  available for proving a line-task. The list of i ts  methods includes, for instance,
VE-F and AE-F.  The control rule t ack le - focus  determines that ,  if UnwrapHyp is applied, then
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Strategy: NormalizeLineTask
Condition comp/ex-Iine-task

Algorithm PPLANNER
Action Procedure CHOOSEACTION

. Methods VI-B, BI—B, AI-B,
Actlon

C-Rules
Termination Iiteral-line-tasks—only

Table 3: The NormalizeLineTask strategy.

the actions of the available methods can be  used only if they use a support in  their premises that
carries a focus and when their conclusions do  not tackle the focused subformula. For instance, if a
line-task has the supports B1 /\ B2 and A1 A (A2 /\ focus (A3 AA4)), then only actions of AE-F that
use the second support with the focus are allowed. The introduction of two actions of AE-F  derive
the new support focus(A3 /\ A4) to which no further action of AE—F can be  applied since i t  would
decompose the focused subformula. Similar to  NormalizeLineTask and Solvelnequality, UnwrapHyp
uses the CHOOSEACTION algorithm. It terminates as soon as all focused formulas are unwrapped.

Strategy: UnwrapHyp
Condition focus-in-subformula

Algorithm PPLANNER
Action Procedure CHOOSEACTION

Action Methods VE-F, BE-F,  AE-F,
C-Rules tackle—focus
Termination focus—at-tap

Table 4: The UnwrapHyp strategy.

In  order t o  instantiate meta-variables that occur in  constraints collected by C0818, we im-
plemented the two INSTMETA strategies lnstlf'Determined and ComputelnstFromCS (see Table 5).
InstlfDetermined is applicable only, if C0818 states that a meta-variable is already determined by
the constraints collected so far. Then, the computation function connects to  C0818 and receives
this unique instantiation for the meta-variable. ComputelnstFromCS is applicable t o  all meta-
variables for which constraints are stored in 60815. The computation function of this strategy
requests from CoSIE to  compute an instantiation for a meta-variable that is consistent with all
constraints collected so far.

Strategy: lnstlfDetermined
Condition determined-in-cs

Algorithm INSTMETA
Function get-derammed-instantiation

Act ion

Strategy: ComputelnstFromCS
Condition mv-in-cs

Algorithm INSTMETA
Function compute-consistent-instantiationAction

Table 5: The INSTMETA strategies InstlfDetermined and ComputelnstFromCS.

The dependency-directed backtracking described in  section 3.3 is realized as the strategy Back-
TrackActionToTask (see Table 6) of the BACKTRACK algorithm. BackTrackActionToTask instantiates
the BACKTRACK algorithm with the function step-to-Iine—task, which computes the  action that in-
troduced a line-task. BackTrackActionToTask is applicable t o  each line-task.
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Strategy: BackTrackActionToTask
Condition line-task

Algorithm BACKTRACK
Function step-to-line-task

Action

Table 6: The BackTrackActionToTask strategy.

4 .2  MULTI’s Blackboard Architecture
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Figure 12: MULTI’s blackboard architecture.

When we designed proof planning with multiple strategies, we aimed at a system that allows
for the flexible cooperation of independent components for proof plan refinement and modification,
guided by meta-reasoning. For the implementation we decided to  use a blackboard architecture
because this is an established means to  organize the cooperation of independent components for
solving a complex problem.

The fundamental ideas of the blackboard model [18] are (1) the segmentation of the knowledge
base into modules that are kept separate and independent and (2) the separation of the inference
engines that work on that knowledge. Each knowledge module can employ i ts  own inference
engine. The communication between the  modules is limited to reading and writing in a common
working memory, the blackboard. The blackboard can be  further structured into regions that,  for
instance, contain different data structures. A basic blackboard architecture consists of a structured
blackboard and the modular inference engine/knowledge base pairs which are called the knowledge
sources.

The objective of each knowledge source is to  contribute to  the solution of the problem whose
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problem-solving state data are kept on  the global blackboard. Control of knowledge source acti-
vation in  blackboard systems is data—directed and event—driven. That is, the activation of the next
knowledge source is determined by the changes of the data  on  the blackboard caused by other
knowledge sources, rather than by explicit calls from other knowledge sources or some central
sequencing mechanism. Knowledge sources check whether they are applicable with respect to  the
current solution state on  the blackboard and indicate their applicability. Control modules choose
the next knowledge source based on the solution state and on the existence of knowledge sources
capable of improving the current state of the solution. As a result, blackboard systems do not rely
on a pre—defined control of the application of the involved components but provide the flexibility
to  employ their knowledge sources opportunistically.

In the following, we give an informal overview on the MULTI system and the ideas behind i t .
A detailed technical description of the algorithms and concepts as well as a formal definition of
strategic proof planning with MULTI are given in  the next section.

MULTI’s architecture is displayed in Figure 12. In  this figure dashed arrows indicate infor-
mation flow whereas solid arrows indicate that a knowledge source changes the content of the
respective blackboard. MULTI’s architecture is similar to the HEARSAY-HI [19] and the BB1 [26]
blackboard systems in that i t  employs two blackboards, the so—called proof blackboard and the
control blackboard.

We decided for a two-blackboard architecture to emphasize the importance of both the solution
of the proof planning problem whose status i s  stored on the proof blackboard and the solution
of the control problem, that is, which possible strategy should the system perform next. The ,
proof blackboard contains the current strategic proof plan, which consists of a sequence of actions,
an agenda, a 'PDS , and a sequence of binding stores, which store the collected instantiations of
meta-variables, as well as the strategic history. The control blackboard contains three repositories
to  store information relevant for the control problem: job offers, demands, and a memory.

Corresponding to  the two blackboards, there are also two sets of knowledge sources shown in
Figure 12 that work on these blackboards. The strategies are the knowledge sources that work
on the proof blackboard. A strategy can change the proof blackboard by refining or  modifying
the agenda, the 'PDS , the history of strategies, and bindings of the meta-variables. The strategy
component contains all the strategies that can be  used. If a strategy’s condition part is satisfied
with respect to a certain task in the agenda, then the strategy posts its applicability with respect
to  this task as a job offer onto the control blackboard. Technically, a job offer is a pair (S, T )
with  a strategy S and a task T ,  which signs that T satisfies the condition of S .  That is ,  i n
the terminology of blackboard systems, a task that satisfies the condition of a strategy is the
event that triggers the strategy. The Meta Reasoner is the knowledge source working on  the control
blackboard. It evaluates strategic control knowledge represented by strategic control rules in  order
to  rank the job offers. The architecture contains a scheduler that checks the control blackboard,
for its highest ranked job offer. Then,  it executes the strategy of the job offer with respect t o  the
task specified in the job offer. In a nutshell, MULTI operates according to  the cycle in  Figure 13,
which passes the  following steps:

Job  Offer Strategies whose condition is  true put a job offer onto the control blackboard.

Guidance The MetaReasoner evaluates the strategic control rules to order the job offers on the
control blackboard.

Invocation A scheduler invokes the strategy who posed the highest ranked job offer.

Execution The algorithm of the invoked strategy is executed with respect to the parameter
instantiation specified by the strategy.

Demands and the  Memory
The choice of a job offer can depend on particular demand information issued by strategies

onto the  control blackboard and the content of the memory. An executed strategy can reason
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Invocation

Figure 13: Cycle of MULTI.

on whether i t  should interrupt. This can be  sensible if the strategy is stuck or  if it  turns out
that i t  should not proceed before another strategy is executed. Then, the execution of a strategy
interrupts itself, places demands for other strategies onto the control blackboard, and stores a
pair consisting of i ts  execution status and the demands i t  posed in the memory. Interrupted
executions of a strategy stored in  the memory place job offers for their re-invocation onto the
control blackboard. A job offer from the memory consists just of a pointer to the memory entry
that posed this job offer. If such a job offer is  scheduled, the interrupted strategy execution is
re—invoked from the memory.

By posing demands and interrupting strategies particularly desired cooperations between
strategies can be  realized. For instance, in  order to  enable a flexible instantiation of meta-variables
during the proof planning process (as opposed to PLAN ’s approach) the INSTMETA strategy In-
stlfDetermined and the PPLANNER strategy Solvelnequality have to  cooperate. This cooperation
works as follows: The strategy Solvelnequality contains the control rule eager- instant iate .  If
evaluated during an execution of Solvelnequality, this control rule checks whether InstIfDetermined
is applicable for an occurring meta-variable. If this is the case, i t  causes the interruption18 of the
execution of the Solvelnequality strategy and poses the demand that lnstIfDetermined should be
applied with respect to the instantiation-task of the meta-variable. The status of the interrupted
Solvelnequality strategy is stored in the memory from where it can be  reinvoked as soon as the
posed demand is satisfied by the corresponding application of InstIfDetermined.

Binding Stores
MULTI allows to reason on existing meta-variables and possible instantiations for them. An

equation of  the form mvaz=b  to  where mva i s  a meta-variable and t a  i s  a term of the same type a
is called a binding. t is called the  instantiation of the binding for mu.  During the strategic proof
planning process the  current set of bindings is stored in a so-called binding store.

New bindings are not applied to  existing proof lines in the constructed ’PDS or  to  proof lines
in existing actions. Since the application of the bindings would replace occurrences of the meta-
variables by occurrences of their current instantiations, i t  would not be  possible to backtrack
binding decisions in  order to  bind meta-variables differently (since the information on which sub-
terms of the proof lines have been which meta-variables would have been lost). Rather, the current
bindings are applied to  copies of proof lines as soon as these are used. For instance, if a line-task
has the task formula Imv,  — c|  < c,; and the current binding store contains the binding mvxz=b c,
then PPLANNEH applies the current binding to  a copy of the task formula (see section 5.5.2 for de-
tails). The resulting formula, namely | c  — cl < cs ,  is then used in the action computation process
instead of ImvI — cl < 65. Methods can become applicable wrt.  the instantiated formula whereas
they are not applicable wrt .  the original formula with the meta-variables. For our example, a
method for arithmetic simplifications becomes applicable and can reduce the formula Ic -— cl < C5
to  O < C5 which is not possible for Imuz —— cl < ca. However, this step depends on the  binding of
mum; if this binding is removed (by backtracking the step that introduced the binding), then this

18In t e r rup t ion  i s  an explicit choice point  i n  the  PPLANNER algorithm, see section 5.5.2.
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step is not  valid anymore.
MULTI constructs a sequence of binding stores in  order to keep track of the dependencies

between the changing bindings and the introduced actions. The introduction of a new binding
creates a new binding store in  the sequence. All following steps are performed with respect
to  this current binding store. When bindings are removed, then the binding store before the
introduction of this binding is restored and all following binding stores are removed from the
sequence. Moreover, all actions that potentially depend on the removed binding stores are deleted
as well (for details see section 5.5.7 where backtracking in  MULTI is described). We extended the
notion of an action in proof planning for MULTI (see section 5.2). Actions have an additional slot
binding-store in order to store a pointer to  the binding store that was the current one when the
action was computed.

Notation 4 .2 :  In the remainder of the report,  the following symbols (maybe labeled with some
subscripts or superscripts) are associated with the following objects:

BS denotes a binding store,
ES denotes a sequence of binding stores.

4 .3  Reasoning at the Strategy-Level
In  the MULTI system, no order or combination of refinements or' modifications on the proof black-
board is pre—defined. The choice of strategy applications results from meta-reasoning at the
strategy-level that is conducted by the MetaReasoner, which evaluates the strategic control rules
on the job offers on the control blackboard. Strategic control rules are formulated in the same
control rule language as control rules on tasks, methods, supports and parameters, and actions
(see section 2.5). They can reason about all information stored on  the control blackboard and the
proof blackboard (i.e., about the proof plan constructed so far and the plan process history) as
well as about the  mathematical domain of the proof planning problem.

The advantage of this knowledge-based control approach is that the control of MULTI can
be easily extended and changed by modifying the strategic control rules. In contrast, when the
combination of integrated components of a system is hard-coded into a control procedure, then each
extension or change requires reimplementation of parts of the main control procedure. Moreover,
the strategic control rules declaratively represent the heuristical control knowledge of how to
combine the strategies of MULTI, so that this knowledge can be  communicated to the user.

In the following, we shall discuss five strategic control rules, which are the backbone of the
strategic control in  MULTI.

The use of demands and the memory for the goal-directed cooperation of strategies is realized
by the strategic control rules p re f  er-demand-sat isfying-off  e r s ,  prefer—memory-offers ,  and
defe r -memory-of fe r s  given in  Figure 14. The rule prefer—demand—sat is fy ing-offers  states
that, if a job offer on  the control blackboard satisfies a demand on the  control blackboard, then
this job offer is preferred. Similarly, p re fer -memory-of fe rs  states that,  if there is a job offer
from an interrupted strategy execution in the  memory and all demands of this strategy execution
are already satisfied, then this job offer should be  preferred. defer -memory-of fers  defers job
offers from interrupted strategy executions, if they have still unsatisfied demands.

The rules prefer-backtrack-if-fai lure and r e j  ect—applied-offers (see Figure 15) re-
alize a basic failure reasoning and the rejection of already applied strategies. The purpose of
the p re f  e r -backt rack- i f - fa i lure ' ru le  is to  integrate backtracking with strategies of PPLANNER.
When a PPLANNER strategy runs into a failure, that is, it  encounters a line—task for which i t  finds
no applicable action, then it  interrupts and stores the status of i ts  execution in the memory.
p re fe r -back t rack- i f - fa i lu re  causes backtracking by preferring a job offer of the BackTrack-
ActionToTask strategy with the line—task on which the execution of the PPLANNER strategy failed.
Afterwards, the interrupted strategy execution can be  re—invoked on  the changed proof blackboard.
The idea behind r e  j e c t—app l i ed -o f f e r s  is that a strategy that failed on a task should not be
tried again on this task (although it  is still applicable to  the task,  and,  thus,  i t  places a job offer
onto the control blackboard). r e  j ec t - app l i ed—of fe r s  checks whether a job offer corresponds
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(control-rule prefer-demand-satisfying-offers
(kind strategic)
(IF (job-offer-satisfies-demand JD))
(THEN (prefer J0)))

(control—rule prefer-memory-offers

(kind strategic)
(IF (and (job-offer-from-memory JD)

(no-further-demands JU) ))
(THEN (prefer J0)))

(control-rule defer-memory-offers
(kind strategic)
(IF (and (job—offer—from-memory JD)

(further—demands JD”)
(THEN (defer JO)))

Figure 14: The three strategic control rules prefer-demand-satisfying-offers,
pre fe r -memory—offe r s ,  and de fe r -memory—of fe r s .

(control-rule rej ect-applied-offers
(kind strategic)
(IF (j ob-offer—already-applied JD) )
(THEN ( r e j  ect JD) ))

(control-rule prefer-backtrack-if—failure

(kind strategic)
(IF (and (algorithm-of—1ast-strategy-is PPLANNEH)

(last-strategy-failure—on-line-task T)
(backtrack—job-offer-on JD T)))

(THEN (prefer  Jo)))

Figure 15: The strategic control rules reject-applied-offers and prefer-back
-track—if-failure.

to a strategy execution that has already been tried but was backtracked later on. In this case,
rej ect-applied—offers rejects the job offer.

The priority19 of these control rules increases in the following order: prefer-demand-satis-
fying-offers, prefer-memory-offers, defer-memory—offers, reject—applied-offers,

prefer-backtrack-if—failure. Although these control rules are the backbone of MULTI’s con-
trol, they realize only a default behavior and can be excluded by the user of MULTI or can be
overridden by other strategic control rules with higher priority.

4.4 Further Algorithms

The strategies PPLANNER, INSTMETA, and BACKTRACK are introduced and exemplified in section 4.1.
Here we shall informally introduce the other three algorithms used in MULTI, namely EXP, ATP,
and CPLANNER. Formal descriptions of all algorithms can be found in section 5.5.

1 9 T h e  MetaReasoner evaluates first the strategic control rules with lower priority. Since they are evaluated later
on, the strategic control rules with higher priority cause the final changes of the alternative list of job offers.
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EXP
The algorithm EXP tackles expansion-tasks. An expansion-task does not  refer directly to  an

introduced action but contains a proof line in  the constructed 'PDS whose justification is a complex
step, that is, a method or a tactic application For a proof line L with an abstract justification
( J  Pl . . .Pn)  where J is a method or  a tactic and P1, . . . , P,, are the premises, EXP computes a
proof segment, which derives L from P1 , .  . . , Pn at a lower level of abstraction. If J is  a method,
then EXP computes the proof segment by instantiating the proof schema of J .  If J is a tactic,
then EXP evaluates the expansion function of J .  Afterwards, EXP adds the new proof lines into the
constructed ’P’DS and adds a new justification to  L at a lower level of abstraction.

Currently, the algorithm EXP is not parameterized. Since we distinguish technically between
a strategy and i ts  algorithm we have implemented the strategy ExpS as the only strategy for the
EXP algorithm. The application condition of ExpS states that this strategy is applicable t o  all
expansion-tasks.

ATP
The algorithm ATP enables the application of automated theorem provers within MULTI in

order to prove line—tasks. Its parameters are two functions for the application of an automated
theorem prover (or several ones) and the check whether the  obtained output is  accepted as a proof.
The first function obtains as input the line—task to  which the ATP strategy is applied and returns
the output of the employed ATP(s).  The second function obtains the output of the ATPs and _
returns either true or false where true means that the function accepts the output as proof.

When a strategy of ATP succeeds for a line-task Lope" < SU’P'PSLOPM, then ATP closes the
line Lopen by the application of the tactic atp to  the premises SUP‘PSLW“. Moreover, the output
obtained from the application function of the strategy becomes the parameter of the justification.
Whether this tactic application can be  expanded depends on the accepted output. Currently, the
expansion function of atp can deal with the following outputs:

. Resolution proofs from the provers OTTER [31], BLIKSEM [16], SPASS [63], PROTEIN [5],
and equational proofs produced by the provers EQP [32] and WALDMEISTER [27]. On these
outputs the expansion function of atp calls TRAMP [33], a proof transformation system that
transforms resolution-style proofs into assertion level ND-proofs to  be  integrated into the
PDS.

. ND-proofs produced by TRAMP, if TRAMP is  used as prover and not as transformation
system (see below), and — with little transformational effort — ND-proofs provided by
the higher-order prover TPS [3] (see [6] on what kind of transformations are necessary to
incorporate TPS proofs into a PDS) .

Other output of automated theorem provers can be  accepted by the respective strategies of
ATP but cannot be  further processed currently by the expansion function of "the atp tactic.

Strategy: CallTramp
Condition first-order—problem
Action ATP Apply employ—tramp—on-task

ATP Output Check check-assertion-proof

Table 7: The CallTramp strategy.

As example of a strategy of ATP consider CallTramp, which is  depicted in  Table 7. The ap-
plication condition of CallTramp, first-order—prob/em, is satisfied by line-tasks, whose formulas are
first-order. The application function, employ-lramp—on-task, employs TRAMP not as transforma-
tion module but  as prover. This  is possible since TRAMP cannot only transform the  output of the
connected provers but can also call these provers on a problem. When employed in  this mode,
TRAMP obtains a problem formalization, calls theconnected automated theorem provers on the
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problem, and returns — if one of the connected provers succeeds — an assertion-level ND-proof.
The output check function of CaIITramp, check-assertion-proof, checks whether the output provided
by TRAMP is an ND—proof of the task.20 .

CPLANNER
Case-based reasoning is  the approach to  tackle new problems or subproblems by adapting given

solutions or  parts of given solutions of other problems or subproblems [10]. Case-based reasoning
components for QMEGA were first developed as stand-alone systems not directly intertwined with
the proof planner or  other components. The last system developed in  this paradigm was the
TOPAL system [61, 46].

TOPAL obtains as input a source proof plan and a target problem. It successively transfers
method applications from the source proof plan into a proof plan of the target problem. To do so,
it computes and maintains possible mappings from objects of the source proof plan (e.g., tasks and
proof lines) to  corresponding objects of the target proof plan. With these mappings it computes
new actions for the target proof plan from actions in the source proof plan. TOPAL processes the
given source proof plan chronologically which means that TOPAL selects the actions to transfer in
the order of the source proof plan.

The CPLANNER algorithm in MULTI extends TOPAL in several ways. First, CPLANNER is param-
eterized and enables the realization of different kinds of case-based reasoning. For instance, we
realized a task-directed approach as an alternative to the chronological TOPAL approach. This
task-directed approach, which is encoded in  the CPLANNER strategy TaskDirectedAnalogy (see Ta-
ble 8),  first selects a task in  the target proof plan and then selects an action to transfer in the
source proof plan depending on the selected task. Second, CPLANNER allows not only for the trans—
fer of method applications but also for the transfer of strategy applications from a strategic source
proof plan into a strategic target proof plan. Moreover, the integration of CPLANNER into MULTI
enables the flexible combination of case-based reasoning with the other algorithms in  MULTI.

The parameters of CPLANNER are a list of so-called action transfer procedures, a list of control
rules, and a termination condition. Action transfer procedures describe how source actions are
transfered into target actions. The control rules guide the selection of action transfer procedures
and interrupts. The termination condition specifies when the execution of the strategy terminates.

Technically, an action transfer procedure is a triple of a list of choice points, a list of instan-
tiation functions, and a computation function. The choice points specify which objects have to
be  selected during the transfer process, the instantiation functions provide the alternative lists for
the choice points, respectively, and the computation function computes either a new target action
or a new demand for a tuple of selected objects. When the computation function provides a new
target action, then CPLANNER introduces this action into the proof plan under construction. A
demand causes CPLANNER to  interrupt with this demand (see section 5.5.3 for details).

For instance, TaskMeth is an action transfer procedure that realizes a task-directed transfer of
source actions. TaskMeth specifies the choice points target task, source action, target premises,
and target parameters in  this order. That is, i t  first selects the task in the target problem to  tackle
and then selects the action to  transfer in the  source problem depending on this task. Finally, i t
chooses the  target premises and target parameters depending on the selected target task and the
selected source action. The computation function of TaskMeth obtains the chosen objects as
input and computes a new action of the method of the source action.

TaskInst is an action transfer procedure for applications of INSTMETA strategies. It first chooses
an instantiation-task in  the  target plan. Next, i t  chooses an application of an INSTM ETA strategy in
the source plan. Then, its computation function creates the demand to  tackle the instantiation-
task with the INSTMETA strategy of the source action.

TaskPPlarmer is an action transfer procedure for applications of PPLANNER strategies. It first
chooses a line-task in  the target proof plan and next an application of a PPLANNEH strategy in the

2°  check-assertion-proof checks only whether the returned object is a proof tree whose root is the goal of the
task and whose leaves are  t he  supports  of t he  task. I t  does  not  check whe ther  each jus t ificat ion is correct  s ince this
would demand to  expand the  assertion—level proof.
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source plan. The application of a PPLANNER strategy essentially consists of a sequence of method
actions (see section 5.2 for details). TaskPPlanner reduces the transfer of the selected PPLANNER
strategy application to  the transfer of the corresponding method action sequence. That is, it
creates a demand for the recursive application of the CPLANNER strategy TaskDirectedAnalogy with
respect t o  the  selected task and with the sequence of method actions as source actions.

The action transfer procedures TaskMeth ,  Tasklnst ,  and TaskPPlanner are combined in
the CPLANNER strategy TaskDirectedAnalogy, which is given in Table 8, in  order to realize the  task-
directed transfer approach. The application condition of TaskDirectedAnalogy, always-true-Iine+inst,
is satisfied by all line- and instantiation-tasks. The list of control rules is empty. The termination
condition, no-local—tasks, is  satisfied, when the  initial task t o  which the strategy is applied and all
tasks derived from this task are closed.

Strategy: TaskDirectedAnalogy
Condition always-true-line+inst

Action Trans. Procs. TaskMeth ,  TaskPPlanne’r, TaskInst
Action C—Rules 0

Termination no—IocaI-tasks
Source Actions (free)

Table 8: The TaskDirectedAnalogy strategy

The applicability of TaskDirectedAnalogy is primarily not restricted by its condition part
always-true-Iine+inst, but by i ts  additional parameter, source actions, which is not a parameter
of the algorithm CPLANNER. Such additional parameters of strategies are called free parameters.
They are not instantiated once and forever in the strategy. Rather, strategic control rules can
suggest instantiations for a free parameter during the proof planning attempt.21 A strategy with
free parameters is applied only if a strategic control rule instantiates the free parameters.

The free parameter of TaskDirectedAnalogy, source actions, has to  be  instantiated by a strategic
control rule with the sequence of source actions that the strategy should transfer.22 A strategic
control rule can choose, for instance, a complete source proof plan from a database of solved
problems or  i t  can choose a subsequence of actions of a given source proof plan. Instead of using
actions of another problem (so-called external analogy) a strategic control rule can also suggest a
subsequence of actions of the proof plan under construction to  be  transfered t o  another part of
the same proof plan (so-called internal analogy).

Examples and a detailed discussion of case-based reasoning in MULTI can be found in [55].

4 .5  Example
To accomplish c-ö-proof plans MULTI combines the PPLANNER strategies NormalizeLineTask, Un-
wrapHyp, and Solvelnequality and the INSTMETA strategies lnstlfDetermined and Computelns’cFromCS
(see section 4.1), which interface (30518 . In the following, we illustrate with the LIM+ example
(introduced in section 3.5) how MULTI employs these strategies. However, before we elaborate the
examples we discuss the employed strategies and their cooperation.

4 .5 .1  The Strategies and Their  Cooperation

The strategy Solvelnequality (see Table 2 in section 4.1) is central for accomplishing e-6-proofs
with MULTI. It is applicable to  prove line—tasks whose goals are inequalities or whose goals can
be reduced to  inequalities. A goal is reducible t o  inequalities if i t  contains defined terms whose
unfolding will result in inequalities, for instance, l im,  l imseq, cont, and deriu. Solvelnequality

21Techn ica l l y ,  strategies w i th  free parameters pos t  j ob  offers, when  the i r  condi t ion is sa t isfied and strategic control
rules  can t hen  instant iate  t he  free parameters  by a t taching instant ia t ions t o  t he  job  offer.

22The  instantiat ion funct ions of t he  action transfer procedures  look up  the  given source actions du r ing  the
execution of t he  strategy and suggest  t hen  alternatives depending  on  these ac t ions .
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unfolds occurrences of these concepts both in the goal and in the supports of the task. The
method for unfolding defined concepts in  goals is DEFNUNFOLD-B, whereas DEFNUNFOLD-F
unfolds defined concepts in  supports. The central idea of Solvelnequality to  tackle inequality goals
is similar to the approach of PLAN when accomplishing e-ö—proofs (see section 3.5): pass to
C0528 or  simplify. Hence, also similar to PLAN’s  approach, the control rule prove- inequal i ty
given in Figure 3 in  section 2.5 is central in Solvelnequality.

Solvelnequality comprises the knowledge of how to  deal with inequalities and with problems
that can be  reduced to inequalities. As  opposed thereto, the strategies NormalizeLineTask and
UnwrapHyp comprise the domain-independent, general knowledge of how to  decompose complex
formulas with logical connectives and quantifiers. Solvelnequality decides once for the decompo-
sition of a complex goal or the unwrapping of a subformula from a complex support. Then, it
switches to  NormalizeLineTask or  UnwrapHyp, which perform all single decomposition steps. This
saves Solvelnequality from reasoning permanently on  the application of methods that decompose
single logical connectives and quantifiers such as AI-B or AE—F.

Technically, the cooperation between Solvelnequality and NormalizeLineTask and UnwrapHyp
works as follows. For line-tasks whose goals are complex formulas that contain inequality subfor-
mulas (e.g., goals that arise from unfolding l im ,  limseq, cont, or  deriv)  Solvelnequality interrupts
and places a demand for the strategy NormalizeLineTask on the control blackboard. Guided by
this demand, MULTI invokes NormalizeLineTask, which decomposes the complex goal. When re-
invoked by MULTI, Solvelnequality can tackle the inequalities in the resulting goals. The switch
from Solvelnequality to UnwrapHyp is driven by missing support inequalities, which are needed
for the application of the methods COMPLEXESTIMATE—B and SOLVE*—B. If the other methods
preferred by prove-inequali ty fail, then the application of SETFOCUS—B highlights a subfor-
mula in  an existing support. Afterwards, Solvelnequality interrupts and places a demand for the
invocation of UnwrapHyp to unwrap the highlighted subformula. When the subformula is un-
wrapped, Solvelnequality can continue with a new support that may enable further steps. The
application of SETFOCUS—B (i.e., the selection of the support and the subformula to  highlight)
is guided by the control rule choose-unwrap—support for the supports and parameters choice
point. choose-unwrap-support analyzes the  supports of the task on which the other methods
are not applicable. It searches for inequality subformulas in  the supports that are similar to the
goal of the task. The idea is  that similar formulas are likely to  unify with the goal such that
COMPLEXESTIMATE-B and SOLVE*-B become applicable.

To accomplish e-6—proofs plans also two INSTMETA strategies, namely ComputelnstFromCS and
InstlfDetermined, are used that interface the constraint solver CoSIS . Whereas lnstlfDetermined
asks COSIS for instantiations of meta-variables that are already determined by the collected
constraints, ComputelnstFromCS asks C0818 to  compute instantiations for the occurring meta-
variables that are consistent with the collected constraints.

The invocation of ComputelnstFromCS is delayed by the strategic control rule delay-Compute-
Ins tCos ie  until all line-tasks are closed. This delay of the computation of instantiations for
meta-variables is sensible, since the instantiations should not be  computed before all constraints
are collected, that is, not  before all line-tasks are closed. However, when the current constraints
already determine a meta-variable, then a further delay of the corresponding instantiation is not
necessary. Rather, immediate instantiations of determined meta-variables can simplify a problem
(e.g., see [35]).

To enable the flexible instantiation of determined meta-variables Solvelnequality cooperates
with the strategy lnstlfDetermined. Technically, this works as follows. When CoSIE signals that a
meta-variable is determined, then the control rule eager- ins tant ia te  in  Solvelnequality fires. It
interrupts Solvelnequality and places a demand for lnstlfDetermined with respect to  the determined
meta-variable. After the introduction of a binding for the meta-variable by InstlfDetermined MULTI
re-invokes Solvelnequality.
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4.5.2 The LIM+ Example with MULTI

The LIM+ problem states that the limit of the sum of two functions f and g equals the sum of
their  l imits.  That is, the  problem states that

LIM+: mom + m» = If + lg
follows from Limf: lim f (2:) = If

and Limg: lim g($) = lg.
3—0

Figure 16 and Figure 17  show the interesting parts, i.e., the parts created by Solvelnequality,
of the resulting 'PDS. We indicate the contributions of NormalizeLineTask and UnwrapHyp by
justifications in the 'PDS such as (UnwrapHyp L3) (in line L49) and (NormalizeLineTask L3 Lu)
(in line L1), which abbreviate the proof segments created by these strategies. The complete P‘DS
is given in appendix B.  Note that we describe the proof planning process in  progress. Hence, we
introduce meta—variables, when they arise. When there is a binding for a meta-variable during the
proof planning process, then the proof lines created after the introduction of the binding use the
instantiation of the meta-variable in  order to  clarify the following computations.

Limf .  L im,  l-Ili_rr10fl2:)=lf (Hyp)
Limg. Lim,  l- ililggfiz) = 19 (Hyp)
L2.  L im,  i -Ve1.(0 < q => 36140 < 61 A (DEFNUNFOLD—F Limf )

Vz;.(|a:1 _ al < 61 A In  — al > 0
=> |f($1) - l f l  < €1) ) )

L3. Lim, FV52.(0 < 52 => 362-(0 < 62 A (DEFNUNFOLD—F Limg)
Van-( '32  - a l  < 62 A Img — a ]  > 0

* |y($2) ' l 9 |  < €2) ) )

L21. Lg;  l—O < ca]  AV11.(|1:1 ——a| < €61  Alm —a.l > 0 (Hyp)
=> lf(11) - l f l  < 'n'-’n)

L42. Lu  i—O < C52 AVM-(Im — a] < ca, A lm  — al > 0 (Hyp)
# |9($2) - lg l  < mvea)

L11. L11 He t—al  >0A |o , -—a |  <mv5  (Hyp)
L5. L5 l—O < c£ (Hyp)
L52. H ;  l- mvgzécz (T&LCS-B)
L53. 7-12 l-m'ug2 S % at C1 (TELLCS-B)
L49. H :  l- |g(m'u„) — lg] < mm;2 (UnwrapHyp L3)
L43 .  ’Hz l‘ I904) _ l g l  < 1 * C:  (SOLVÜ-B L49  L52  L53)

L37. H1 l- ]g(cz) — lgl < 5 * c€ (UnwrapHyp
L3  L48 Las  L50  L51)

L31. ’H; l— III S 17m (TELLCS-B)
L32 .  H1  l ‘flmgJ  S $9": (TELLCS-B)
L33. 7-1; " lg(c:) — lgl < E.;— (SIMPLIFY-B L37)
L34. “H; I- 0 < m-u (TELLCS-B)
L35. 'H; l -mvz l  i c ;  (TELLCS-B)
L23. u. Flf(mvz1) — 1,1 < "we; (UnwrapHyp L2)
L27. ‘H, )- |((f(c_,) + g(%)) — l , )  - lg] < Cg (COMPLEXESTIMATE-B

Lea  L31  L32  L33  L34  L35)

LIG- 7% " I ( ( f ( c1 )  + g(c=)) — I f )  — lg] < c; (UnwrapHyp
L2  L27  L18 L29  L30)

L12. ‘Ha I- | ( f ( c : )  +g (c : ) )  — (If + lg)| < cE (SIMPLIFY-B L16)
Ls .  H4  i- 0 < mu;  (TELLCS-B)
L1 .  Linn]. Limgl-Vc.(0 < 5 => 36 . (0  < 6 A (NormalizeLineTask Lg  L12)

Vx.(|:z:-a[ <6Al :—a |  > 0
=> |(f(-’t) +9(1)) - (1! +19“ < €)»

LIM+. um].  Lin-„F gig-100(1) +g(:1:)) = l l  +19 (DEFNUNFOLD-B L1)
H1 = (L imb  L img ,  L5 ,  L11 ,L21} ,  H2 = {Lin t} ,  L ima ,  Lg ,  Ln  , Lg;  . L42}
H3 = (L ivn i .  LiTHy ,L5‚  L“  } ,  H4  = {L imb  L ima .  L:.)

Figure 16: e-ö-proof for LIM+ (part I).

The  proof planning process starts with the invocation of Solvelnequality on the initial task
LIM  + < {Limf,Limg}. Solvelnequality first unfolds the occurrences of l im. Afterwards, it
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switches to NormalizeLineTask, which decomposes the resulting complex goal in line L1 into the
goals |(  f (c1)+ g(c„)) — (l f+ lg ) l  < cE in Lu  and 0 < mu; in Lg where c€ and cz are constants intro-
duced for the universally quantified variables 6 and x in L1  and mw is a meta-variable introduced
for the existentially quantified variable 5 .

Both new goals are inequalities and So|velnequality tackles them guided by the control rule
prove—inequal i ty .  It closes 0 < mw; directly by an application of TELLCS-B,  which passes
the formula to C0818. |(  f (c2) + g(cz)) — (If + lg)| < ce is not accepted by C0816 and therefore
TELLCS-B is not applicable. Solvelnequality simplifies this goal to |((f(cz)+g(cz))—lf)—lg| < c£ in
line L15 but then fails to  solve this goal with the given supports. choose—unwrap—support detects
the subformula I f (23;) — lfl < 61 of L2 as a promising support and guides the application of the
method SETFOCUS-B to  highlight the subformula. This triggers the interruption of Solvelnequality
and the invocation of UnwrapHyp for this subformula. The application of UnwrapHyp yields the
new support | f (mom) — lfl < mv61 in line L28, but also the three new goals 0 < m'u61 in line L18,
Im'ugB1 —a| < eg, in  L29, and lmvaFl —a| > O in L30. Here UnwrapHyp introduces the constant cl;1 for
the existentially quantified variable 61 and the meta-variables m'u61 and mm,.1 for the universally
quantified variables €1  and 3:1 in L2 .

When Solvelnequality is re-invoked, it can apply COMPLEXESTIMATE-B to  the goal | ( (  f ( c , )  +
g(cz)) — If) — lg] < cs and the new support |f(mvz‚) — lfl < m’uel. This results in the five
new goals III S mu in  L31‚ mu£1 5 2—3; in L32, |g(c1) —— lg| < 92'- in  L33, 0 < mu in  L34,
and mvnécz  in  L35. Except L33 all goals are closed by applications of TELLCS-B,  which pass
the respective formulas as constraints to CoSIE . Since mvmicm determines mu:1 in 00818 the
control rule eager- instant iate  fires and interrupts Solvelnequality. Its demand causes MULTI to
invoke InstlfDetermined on the instantiation-task of max}. InstIfDetermined introduces the binding
muml :=b  cI into the strategic proof plan.

The re—invoked Solvelnequality simplifies |g(cz) — lgl < % to |g(c1) — lgl < % * c‘ in L37 but
then fails on this goal with the existing supports. choose-unwrap-support detects the subfor-
mula |g(.z2) — lg| < 62 of L3 as a promising support and guides the corresponding application
of the method SETFOCUS—B to  highlight this subformula. Afterwards, Solvelnequality interrupts
and MULTI switches to UnwrapHyp, which unwraps the subformula and yields the new support
| g(mvx‚) — lgl < mu52 in line L49. The unwrapping yields also the three new goals 0 < mug, in line
L39, |mv22 —a| < 652 in L50, and Imus;2 —a| > 0 in L51. UnwrapHyp introduces the constant (:5, for
the existentially quantified variable 62 and the  meta-variables mv£2 and mu:2 for the  universally
quantified variables 62 and ‚7:2 i n  L3 .

When re—invoked, Solvelnequality applies SOLVE*-B to the goal |g(c,)  — lgl < %* c€ and the new
support |g(mv„) — lgl < my” .  This results in the new goals mv$2 i c ;  in L52 and mu62 S % * (:€
in L53, which Solvelnequality closes by TELLCS—B. manic ,  determines the meta-variable mum2
in 60818. Thus, the control rule eager- ins tant ia te  suggests a switch from Solvelnequality to
InstlfDetermined, which introduces the binding mv122=b cz into the strategic proof plan.

L18. H3 I-o < mucl (TELLCS—B)
L39. H3 I— 0 < muE2 (TELLCS—B)
Lu .  Lu  l— le ;  — al > 0 /\ | c I  — al < muß (Hyp)
L14.  Lu  I‘ I6 ;  — al > 0 (AE-F  L11)
L13.  Lu  F | c1  — a l  < mu; (AE-F  L11)
L61. H1  l-O 5 0 (AsS-B)
L59.  H1 qg  S 051 (TELLCS-B)
L57. H2 F0  5 0 (ASKCS-B)
L55.  'H: l-m'u‘; S 052 (TELLCS-B)
L29 .  7-11 |- ITIL‘UI1 — a l  < 851 (SOLVE*-B  L13  L59)
L30.  H1 }- Imvzl  - a l  > () (SOLVE*-B L14 L61)

L50.  H2 l- Im’uz2 —- a l  < (:52 (SOLVE*-B L13 L55)
L51. H;  I— lmv$2 — a] > 0 (SOLVE*-B L14 L57)

’H; = {Limfy  L ima ,  L5 ,  Lu ,  L21} ,  H2 = {Limfv  L img ,  L5 ,  L11 ,L21 ,  L42}

H3 ={LimvimgyL5’L11} .  H4  = {L iMf ,L im9 ,L5}

Figure 17: e-ö-proof for LIM+ (part II) .
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Afterwards, Solvelnequality has to deal with the remaining goals L13, L29, L30, and L39, L50,
L51, which resulted from the applications of the UnwrapHyp strategy. Figure 17  gives the ’P'DS
segment created by Solvelnequality for these goals. It closes L13 and L39 directly by TELLCS-B.
The inequalities in the  other goals cannot be passed to  CoSIE directly because TELLCS-B is
not applicable to  them. Instead, Solvelnequality applies SOLVE*-B to  these goals with supports
that stem from the decomposition of the initial goal by NormalizeLineTask. The applications
of SOLVE*-B result in inequality goals, which Solvelnequality closes either with TELLCS-B or
ASKCS-B. »

After closing all line-tasks, Solvelnequality terminates. Next, MULTI invokes Computelnst-
FromCS on the instantiation-tasks and C0818 provides instantiations for the meta-variables that
are consistent with the collected constraints (see Figure 11 in section 3.5). ComputelnstFromCS
inserts these instantiations as the bindings

m'u:=b 1, m'u61 :=b  %, mv£2z=b %,  and mvä:=" min(cö1‚ 05,)

into the strategic proof plan.

5 Formal Description of MULTI
In the previous section, we explained the design of MULTI and its basic concepts. In this section,
we shall give a formal description of MULTI.

Proof planning with multiple strategies computes strategic actions and introduces them into
a strategic proof plan. A strategic action is the instantiation of a strategy pattern corresponding
to  method actions, which are instantiations of methods. Similar to proof plans in  PLAN a
strategic proof plan consists of a sequence of actions, an agenda, and a PDS . Strategic proof
plans contain additionally a sequence of so-called binding stores to  keep track of introduced meta-
variable instantiations.

The structure of the section is  as follows. First,  we introduce some new data structures used by
MULTI. In section 5.2, we describe the different kinds of strategic actions in MULTI. Afterwards,
we formally describe strategic proof plans and give the operational semantics of strategic actions
in  section 5.3. Section 5.4 describes the strategic manipulation records, which MULTI uses to
construct a history. After the introduction of all necessary elements, we describe MULTI’s main
cycle and the modification and refinement algorithms integrated so far in  section 5.5. We conclude
this section with the discussion of some particular technical features of MULTI in  section 5.6.

5 .1  New Da ta ,  Structures

In this section, we discuss some new data structures used in MULTI and their role during the
strategic proof planning process.

Task Tags
In  MULTI, a strategy is  executed with respect to a particular task (from the blackboard point of

view we can say that the existence of the task triggers the invocation of the strateg ). A particular
execution of a strategy tackles then the task by which it was triggered rather than arbitrary
tasks. This is easy to realize for the  algorithms EXP, ATP, and INSTMETA since these algorithms
perform just one refinement step before they terminate. The situation is more complicated for the
algorithms PPLANNEH and CPLANNER since they may perform a sequence of proof plan modifications
(e.g., introduce several actions) before they terminate or  interrupt. When applied with respect
to  an initial task, these algorithm should tackle this task and tasks that are derived from i t  but
they should ignore other tasks in the agenda. Moreover, if a strategy execution of CPLANNER or
PPLANNER interrupts and other strategies are executed, then some of these strategies work on  tasks
created by the  interrupted strategy some of them work on other tasks. When the initial strategy
is re—invoked again, then i t  should tackle tasks derived from its  own tasks but i t  should ignore
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other tasks created meanwhile. To organize this behavior a maintenance mechanism is needed,
which keeps track of which tasks are relevant for which strategies.

In  MULTI, the desired behavior is supported by so—called task tags. When a strategy of
CPLANNER and PPLANNER is invoked, then i t  creates a new task tag @T, which uniquely refers
to this execution of the strategy. The task tag is pinned to the task that triggered the strategy.
When a proof plan modification in  MULTI reduces a task to  some new tasks, then the new tasks
inherit all tags from the initial one. An execution of a strategy of CPLANNER or  PPLANNER considers
only tasks that carry i ts  tag.  When the strategy execution terminates, then its tag is  removed from
all tasks. When a strategy execution interrupts and is re—invoked later on, then the re—invocation
continues to  work with the  task tag created by the initial invocation.

If used in several not-terminated strategies, then one task can carry several tags. For instance,
when an execution of a PPLANNER strategy creates a task T,  then T carries the tag of this execution.
Afterwards, the execution interrupts and a different strategy is applied to T .  Then, this second
strategy execution creates a new tag, which is also pinned to  T .  All actions introduced by this
second strategy execution inherit both tags of T .  When the second strategy execution terminates
and its tag is removed, thenthe resulting tasks carry still the tag of the first strategy execution.
Thus, when the first strategy execution is re—invoked, i t  can continue to  tackle these tasks.

Note that the task tags describe only which tasks can be  tackled by a strategy execution.
This does not mean that the other tasks are “invisible” or temporarily removed. Control rules
evaluated by CPLANNEH and PPLANNER can reason on all tasks of the current agenda.

Execution Messages
When a strategy execution stops, then its result and the reason why i t  stops are relevant infor-

mation for MULTI since MULTI treats different kinds of termination differently (see section 5.5).
Moreover, this information is important for the meta-reasoning with strategic control rules. There-
fore, each strategy execution in  MULTI stops with a so-called execution message, which contains
the available termination information. So far, MULTI uses the following execution messages:

o A success message occurs when the strategy execution is successful on the given task.

o A failure message occurs when the strategy execution fails on the given task because of some
problems (e.g., a strategy of PPLANNER fails because there are no further applicable actions).

0 An interruption message occurs when a strategy of CPLANNER or PPLANNER is interrupted.

The algorithms can attach further information to the execution messages, which can also be
used by the strategic control rules. For instance, an algorithm can attach information on what
kind of failure occurred to  a failure message (see section 5.6.5).

Execution messages are stored in  the  history entries created by the strategy executions (see
section 5.4). When which algorithm terminates with which execution message is described in
detail in section 5.5. When a strategy execution terminates with a success message we also say
that the application of the strategy was successful.

Demands and Memory Entries
For the algorithms CPLANNER and PPLANNER a strategy execution can interrupt. If this is the

case, the strategy execution creates so—called demands and adds them to  the demand repository
on the control blackboard. MULTI knows for the following demands:

o A demand S — ON -— T,  which specifies a strategy S and a task T ,  is called a strategy-task-
demand. This demand is satisfied by a successful application of the strategy S t o  the task
T .

o A demand S — ON  —?, which specifies a strategy S but no  task, is called a strategy-demand.
This demand is satisfied by a successful application of the strategy S to any task.
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o A demand ? — ON —— T ,  which specifies a task T but no strategy, is called a task-demand.
This demand is satisfied by a successful application of any strategy to  the  task T .

An interrupted strategy execution writes also an entry into the memory repository on  the
control blackboard. A memory entry is a pair (@T, {PD}, . . . , PD„}) of a task tag @T and a set
of pointers {PD1 , . . . , PD„} to the demands of the interrupted strategy execution in the demands
repository. MULTI uses the @T to  re-invoke the strategy execution later on  (see section 5.5.2 for
details). Moreover, i t  makes use of the pointers to  check whether the demands of the interrupted
strategy are satisfied such that the strategy execution can be  re—invoked again (see section 5.5.1
for details).

5.2  Strategic Actions
PLAN computes and introduces actions into a proof plan. An action is an instantiation of a
method, which is a pattern of a proof step (see section 2.4). To extend this approach of action
computation and introduction to  strategic proof planning there is a strategic pattern associated
with each algorithm in MULTI (except BACKTRACK). The application of a strategy computes an
instantiation of the pattern of i ts  algorithm, a so—called strategic action, and introduces i t  into the
strategic proof plan.

In this section we shall describe the strategic actions created by the algorithms PPLANNER,
INSTMETA, EXP, ATP, and CPLANNER. The algorithm BACKTRACK does not create actions but deletes
actions of other algorithms. Note that, henceforth, we call instantiations of methods method
actions in order to  distinguish them from the different strategic actions, which we call PPLANNER
actions, INSTMETA actions, EXP actions, ATP actions, and CPLANNER actions.

Technically, strategic actions are implemented as frame data structures. Each strategic action
has the slots strategy, task, and binding-store. The strategy of an action and the task of an action
are pointers to the strategy and the  task with respect t o  which the action was computed. The
binding store of an  action is a pointer t o  the binding store, which was the current binding store,
when the action was computed. Depending on the algorithm the different strategic actions have
also further slots.

PPLANNER and CPLANNER
The algorithms PPLANNEFI and CPLANNER successively introduce actions into a strategic proof

plan, PPLANNER with respect to  a given set of methods and control rules, CPLANNER with respect
to  a given plan or  a given plan fragment. Thus, actions of PPLANNER and CPLANNER are essentially
abstractions of the sequence of actions introduced by the respective algorithm. The sequence of
introduced actions is stored in  the slot action-sequence of a PPLANNER or CPLANNER action.

Executions of PPLANNER and CPLANNER strategies can interrupt and can be  recinvoked later on.
Thus, one execution can consist of several periods. PPLANNER and CPLANNER create a strategic
action for each period of the same strategy execution. Each of these actions contains the  initial
task to  which the strategy was applied in the task slot. _In i ts  action-sequence slot each action
contains only those actions that were introduced during the corresponding execution period. Note
that the information stored in  the strategic actions is not  sufficient to  identify actions that belong
to  the same strategy execution. For that purpose also information stored in  the corresponding
history entries is needed (see section 5.4 for details on  the history entries).

PPLANNER Act ion

strategy NormalizeLineTask
task L'rhm. L‚4_.‚5„LA„2 i- Eiz.(0 < x /\ F[x]) (open) < {14.4“l , LAssg}

binding store BS
action-sequence [ABI -B7  A AI-B’  _ _ ]

Figure 18: A strategic action of PPLANNER.
An example for an action of PPLANNER is given in  Figure 18. The strategic action results from
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the application of the strategy NormalizeLineTask to  the line-task
LThm-  LAWNLAW2 l' 3:13. (0  < .’l: /\ F [x ] )  (open) < {LAM},  15 .4332}-

First, PPLANNER applies the method 31-B to  the initial task. Then, i t  applies the method AI-B to
the resulting task with task-formula 0 < mvF[mvz] .  If F[mv,] is again a complex formula, then
PPLANNEB can perform further actions in order to  decompose F[m'v‚„]. The sequence of actions
performed by PPLANNER, lAElI-Bv A AI-B’ . . .], is  stored in  the slot action-sequence of the strategic
action.

ATP
The algorithm ATP employs external automated theorem provers to  prove line-tasks. If the

automated theorem prover succeeds, then the ATP algorithm closes the goal of the line-task and
creates a strategic action and stores the output of the external system in  the slot output.

An example for an action of ATP is  given in Figure 19. The strategy CallTramp is applied to  the
(trivial) problem to  show that P a P holds. The problem is passed to TRAMP, which provides
as output the ND—proof given in the output slot of the action.

ATP Action
strategy CallTramp
task L.?) l- P => P (open) < 0
binding store BS

L1.  L1 |“ P (Hyp)
output Lg.  L1 l’ P (Weaken)

L. a I—P=>P (=>1L2)

Figure 19: A strategic action of ATP.

Exp
The algorithm EXP expands complex steps, i.e., method or tactic steps in  the constructed 'PDS .

For a proof line L with justification ( J  Pl . . . Pn ) ,  where J is a method or a tactic and P1, . . . , P„
are the premises, EXP computes a proof segment that derives the conclusion L of the step from
its premises P1, . . . , Pn at a lower level of abstraction. This proof segment is stored in  the slot
expansion—segment of an action of EXP. Moreover, an EXP action contains the slot open-lines, which
contains the set  of new open lines that are introduced in  the expansion-segment.23

An example is given in  Figure 20. This EXP action results from the expansion of the justification
(=Subst-B Lamm: L Ass i )  of proof line LThm (compare with example 2.5 in section 2.4}. When this
step is expanded, then the proof schema of the method =Subst—B (see section 2.3) is instantiated
i n  order to derive LThm from the premises LThm: and L A55 ,  as given in  the  expansion-segment i n
Figure 20.
INSTMETA

The algorithm INSTMETA computes instantiations of meta-variables. An action of INSTMETA
stores the computed instantiation in  the slot instantiation. An example for an action of INSTMETA
is given in Figure 21. This action results from the application of the strategy ComputelnstFromCS
to the task mvglln“. INSTMETA computes the instantiation min(C5,, 052) for mm; and stores it in
the instantiation slot.

5 .3  Strategic Proof  Plans
In this section, we shall extend the notions introduced in  section 3.1 to  strategic proof plans. We
start with the  definitions of a strategic proof planning problem, an initial ’PDS of a strategic proof
planning problem (which is the same as the initial 'P'DS of a proof planning problem), and an
initial agenda of a strategic proof planning problem (which is different from the initial agenda of
a proof planning problem since it may contains instantiation-tasks).

23I f  one of t he  premises P1 ,  . . . , P" is open ,  t hen  i t  i s  not  i n  th is  s lo t ,  s ince  i t  was not  changed by the  expansion
(i.e., i t s  open just ificat ion was not  created by the  expansion).
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EXP Action
strategy EXP

task LThm-  LA”,  , LA”2  l— even(a  + b)  (=Subs t -B  LThm’  LA”,  ) ‘Ezp

binding store BS
LA„1 .  LA”1 l— aéc  (Hyp)
LThm"  LAurLA“2  l - even(c+  (7) (Open)

6 mio} L1. “mam,  I—VP.P(c) => P(a) (EE LA”, (= ) )
Xp (Ax.even(:r + b))(c) ©

segment Lg. LA„1‚LA_„2 l— (Äx.even(:1:  + b) ) ( a )  (VE L1 (Az-even(z+b)))

La. LA„1.LA„2 l- e’uen(c + b) => even(a + b) (AH L2)
LTM.- “Wu“ :  *- even(a + b)  (=»: La LTM/)

open-lines { }

Figure 20: A strategic action of EXP.

INSTMETA Action
strategy ComputelnstFromCS
task mv5|IMf
binding store BS
instantiation min(c¢;1 , 052)

Figure 21: A strategic action of INSTMETA.

Definition 5.1 (Strategic Proof Planning Problem):
A strategic proof planning problem is a quadruple (Thm, {A351, . . . ,Assn} ,  S , Cs),  where Thm and
Ass l ,  . . . ‚Assn are formulas in QMEGA’s higher-order language, 8 is a set of strategies, and Cs is a
set of strategic control rules. Thm is also called the theorem of the strategic proof planning problem
whereas Ass l ,  . .  . , Assn are called the assumptions of the strategic proof planning problem. Ü

Definition 5.2 (Initial PDS, Initial Agenda):
Let (Thm, {A531, . . . , Assn}, 8 , 65) be a strategic proof planning problem. The initial PDS of this
problem is the PDS that consists of an open line LThm with formula Thm and the lines L A“,  with
formula Ass,- and the hypothesis justification H yp, respectively. The initial agenda of the strategic
proof planning problem is the agenda that consists of the line-task LThm < {L  Ass“ . . . , L Ass„}
and an instantiation—task im)!“m for each meta-variable in LThm, L Ass“ . . . ,LAssn. Ü

Next, we extend the action applicability notion of PLAN.  In MULTI, actions are applicable
with respect to  a PDS and a binding store. In particular, an action is applicable only if the current
binding store equals24 the binding store with respect to  which the action was computed (i.e., the
binding store that is stored in the slot binding store of the action). This restriction is necessary since
the computation of actions can rely on given bindings in the current binding store. Moreover, we
extend the action introduction functions <1) and <13 of PLAN (see definition 3.5 and definition 3.6)
to  the strategic action introduction functions QMM-„ and ÖMum. @Mum describes the  operational
semantics of an action in MULTI when it is applied to an agenda, a PDS,  a sequence of actions,
and a sequence of bindings stores, i.e., éMum defines a transition relation between quadruples
of agendas, PDSS, sequences of actions, and sequences of binding stores. First, we give general
definitions o f  <I>Mum and ‘I’Mum- Then,  we define for each kind o f  action used in  MULTI when i t
is applicable and the results of its introduction by @Mum-

Definit ion 5 .3  (Act ion Introduction Functions @Mum and ÖMum): The action introduc-
tion function QMum is a partial function that maps a sequence of actions, an agenda, a PDS, a
sequence of binding stores, and an applicable action into a sequence of actions, an agenda, a PDS ,
and a sequence of binding stores, i.e.,

24Two binding stores are equal when they contain the same bindings.
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QMM-„ :ÄxÄxPxBSaddHÄ’xÄ’xP’xBS’ .
The recursive action introduction function ÖMum is a partial function that maps a sequence of
actions, an agenda, a PDS , a sequence of binding stores, and a sequence of actions into a sequence
of actions, an agenda, a PDS , and a sequence of binding stores, i.e.,

6MULTI: ÄxÄxPxBSxÄaddn—rÄ’xÄ’xP’xBS’ .
<I>Mum is recursively defined as follows:
Let Ä be  a sequence of actions, A an agenda, P a PBS, BS a sequence of binding stores, and
Äadd a sequence of actions.

1 If Äadd 1s empty, then _ . _
q)Muurl(Ä, Ä ,  ’P, BS, Am):  (A, A, P ,  BS),

2. Otherwise let A„ddz—— first(Aadd) and Ä’addr— — rest(Aadd). If Amid lS applicable with respect
to P and the last binding store of BS, and if Ä contains the task of Am”, then
‘ I ’MULT1(Ä,Ä,7>,  BS ,Äadd) i=  q>MUL'1 ‘1 (q ’Muun(AÄfp ,  BS,Aadd ) ,Ä  add) -

Method Actions
A method action is applicable with respect to a PDS, if the given lines of the action are in  the

PDS . <I>M„„,-, differs from (I) in  two points. First, <I>Mum creates not only new line-tasks but also
new instantiation-tasks (for each new meta-variable in the new outlines created by the method
action) and new expansion-tasks (for each conclusion of the method action). Second, MULTI allows
method actions that contain binding constraints in  their constraints slot. These binding constraints
are labeled with Binding, which indicates that they are not passed to  an external constraint solver
but to  the binding store.25 When the action is introduced, a new binding store is created and added
to  the sequence of binding stores. The new binding store results from the union of the bindings
of the last binding store and the new bindings. The instantiation-tasks whose meta-variables are
bound by the new bindings are then removed from the agenda.

Definition 5 .4  (Applicable Method Act ions) :  Let P be a PDS, BS a binding store, and
Aadd a method action with the binding store BS Aa“ .  Moreover, let L‘, b e  the set of proof lines of P
and let eConcs be  the e conclusions, ePrems the e premises, and BPrems the blank premises
of Amid. Aadd is applicable with respect to P and BS, if

1. (eConcs U ePrems U BPrems) is a subset of [„

2. ESAM = BS.
[1

Defini t ion 5 .5  ((I),/{um on  Method Act ions) :  Let BS be  a sequence of bindings stores and
let BS be  the last binding store of BS. Let Ä be  a sequence of actions and let Amid be  a method
action, which is applicable with respect to  a PDS P and BS.
Moreover, let EBConcs be  the GB conclusions, eConcs the e conclusions, $Prems the 63 premises,
ePrems the  e premises, and BPrems the blank premises of Amid. Let T = Lopen < SUPPSLOPM
be  the task of Aadd and let  (7 be the binding constraints of Aadd-

Premsz=®Prems  U ePrems U BPrems ,
Concsz=®Concs U eConcs
New-Lines :=®Concs  U GBPrems
New-Supps:=(SUPP8Lm„ U GaConcs) — ePrems.
N ew-Line—Tasks:=[L < N ew—Supps } L e EBPrems].
New-Inst-Tasks:=[mv|fns‘ | mu E New-Lines and not mvlms‘ in Ä].

25In t e rna l  bind ing  constraints i n  method actions were first introduced by LASSAAD CHEIKHROUHOU in  an extension
of PLAN for proof  planning diagonalization proofs [11].
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N ew-Ewp—Tasks:=[C|E1p | C in Concs].
N ew—Tasks:=N ew—Line—Tasks U N ew-I nst-Tasks U N ew-Ezp—Tasks.
Old-Inst-Tasks:=[mv|1"5t { mm:"  t € cr].
Ä‚„„:=Ä — ([T] u Old—Inst-Tasks)).
If Ä is an agenda that contains the task T of Amid, then the result (Ä’, Ä’ ,P’ ,  BS’) of
<1>M„„,(Ä‚ Ana‘s/1m) is defined by:

I Ä’ :=  ÄU [Aaddl'

. Ä":  N ew-Tasks U Arm . if Lope" E eConcs,
' [Lopen < N ew-Supps] U N (sw-Tasks U Are“ else.

. P’  results from 'P by

1.  adding the proof lines N ew—Lines, respectively, and

2. justifying the proof lines eConcs and EBCancs by the application of the method of Aadd
to  Prems,  respectively.

. If a is empty, then 8:95:83. Otherwise, B'S’:=B_'S U [BSMW] where
BSnew :=  {mU,:=b tia|(mvi:=b t,) 6 BS} U 0.26

INSTMETA Actions _
An INSTMETA action is applicable with respect to  a binding store and a 'PDS , if the proof lines

of the ”PDS contain occurrences of its meta-variable but there is  no  binding for the meta-variable
in the binding store. When applied to an action of INSTMETA, QMM-„ creates a new binding store,
which is added to  the sequence of binding stores. The new binding store results from adding a
binding for the meta—variable of the instantiation-task of the action to  the last binding store of
the sequence.

Defini t ion 5 .6  (Applicable INSTMETA Actions):  Let 'P be  a 'PDS with proof lines [„ BS a
binding store, and Aadd  an INSTMETA action, Let TAmid = mvlln'" be the task of Aadd and BS Am,

its binding store. Amid is applicable with respect to  ’P and BS, if

1 .  there are occurrences of mu in the formulas of the proof lines £ ,

2. there is no binding for mu in  BS,

3. ESAM = BS.
D

Defini t ion 5 .7  (<I>Mum on  INSTMETA Actions) :  Let BS be  a sequence o f  bindings stores and let
BS be  the  last binding store of B'S. Let Ä be a sequence of actions and let Amid be  an INSTMETA
action, which is applicable with respect to  a PBS ’P and BS.
Moreover, let T = mvlh‘“ be  the task of Aadd and let t be  the instantiation for mo in Aadd-

a:={mv:=b t}.
If Ä is an agenda that contains the task T of Amid, then the result (Ä’, Ä’, 'P’, BqS’) of
(poi, Ä, ’P, Es, Aadd) is defined by:

. fl": ÄU [Amid].

. Ä’:= Ä - [T].

' 26t„ ;a  i s  t he  term that  results  from the  application of t he  b inding  constraints i n  a to  the  subterms of t i .  That
is, each occurrence of a meta-variable m'u’ i n  t i  that  i s  bound  by a constraint mv :=" t ’  i n  U is replaced by an
occurrence of t ’ .
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. 'P’:= ? .

. ÜS’:=B_S U [BSnew] where [38mm :=  {mm-22b t,a](mv,:=b ti) e BS} U a .

E]

ATP Actions
An ATP action is applicable with respect to  a PDS, if the proof lines of the line-task of the

action are in the ’PDS. When applied to an action of ATP with task Lap”, < {81, . . . , Sn}, QMM-„
closes Lope“ in the 'PDS with an application of the tactic atp. The only resulting new task is an
expansion-task for Lope".

Definition 5 .8  (Applicable ATP Actions):  Let ’P be  a P'DS with the proof lines L ,  BS a
binding store, and Amid an ATP action. Let TA,“ = Lope" < {$1, . . . , Sn}  be  the task of Aadd and
BS A...“ its binding store. Aadd is applicable with respect to 73 and BS, if

1. L,pen e L and SUPPSLOM g L:,
2. BSA,“ = BS.

El

Definition 5 .9  ((In/mm on ATP Act ions) :  Let B‘s be  a sequence of bindings stores and let BS
be the last binding store of BS. Let A be a sequence of actions and let Amid be  an ATP action,
which is applicable with respect to  a ’PDS 'P and BS.
Moreover, let T = Lopen < SUPPSLOPM be  the task of Aadd and let Out be  the content of the
slot output of Am“. _. » _
If A is an agenda that contains the task T of Aadd, then the result (A’, A’, ’P’, BS’) of
our, A, 73, Es, Am) is defined by:

. Ä’ :=  ÄU [Amid]-

- Ä’:= (Ä — [TD u [LopenlEIPJ-
. 'P’ results from 'P by justifying the proof line Lope" with an application of the tactic atp to

the supports SUPPSLDPM and the parameter Out.

0 59:33.

El

EXP Actions
An EXP action is applicable with respect to a PDS, if the closed line in the expansion—task of

the action is in  the 'PDS and if the premises of the justification of the closed line are in  the 'PDS .
When applied to  an action o f  EXP, QMM-1 introduces the  new proof lines of t he  expansion-segment
slot into the ”P138 and adds all resulting new tasks to  the agenda, namely new instantiation-tasks
for new meta-variables in the new proof lines, new line-tasks for open lines in the  new proof lines,
and new expansion-tasks for all new proof lines, which have a tactic or  a method justification.

Definition 5.10 (Applicable EXP Actions); Let 'P be a 'PDS with the proof lines £ ,  BS a
binding store, and Amid an EXP action with the binding store BS Aa“ .  Moreover, let TAM“ = LIE”?
be  the task of Aadd where L has the justification ( J  Pl . .  . P") .  Amid is  applicable with respect to
’P and BS, if

1. Leßand  {P1 . . .Pn}§£ ,

2. BSA,“  = BS.
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Definit ion 5.11 (QMM-„ on EXP Actions):  Let 1378 be  a sequence of bindings stores and let  BS
be  the last binding store of BS. Let A be a sequence of actions and let  Amid be  an EXP action,
which is applicable with respect to  a 'PDS 'P and BS.
Moreover, let T = LIEW be  the task of Aadd and ( J  Pl . . . P“) the justification of L (before the
expansion).
SU'P'PS:={P1, . . . , R,} .
N ew-Lines:=expansion-segment of Aadd without L ,  P1, . . . , P".
N ew-Open-Lines:=open-lines of Aadd.
N ew-Line-Tasks:=[L’ < SUP'PS [ L’ in N ew—Open-Lines].
N ew-Inst-Tasks:=[mv|1"5‘ | mu 6 N ew-Lines and not mvlln’t i n  Ä].
N ew-Errp-Taslcs:=[L’lEmp |(L’ € N ew-Lines or L’ = L) andL’ closed by tactic o'r method].
N ew-Tasks:=N ew—Line—Tasks U N ew—Inst-Tasks U N ew-Ezp—Tasks.

-<
If Ä is an agenda that contains the task T of Amid, then the result (Ä’, Ä’, ‘P’, BS’) of
®(A,A, 'P, BS, Amid) is:

O Ä’2=  [TU [Amid] .

. Ä’:= (Ä — [T]) U New-Tasks.

. 'P’ results from 73 by

1. adding the new justification specified in  the expansion segment to L as the justification
of the lowest level of abstraction, and

2. adding the proof lines N ew—Lz'nes.

. BS’:=BS.

PPLANNER and CPLANNER Actions
A PPLANNER or CPLANNER action As  is applicable, if all actions [A1, . . . ,  A„] in its action-sequence

slot are applicable when introduced successively. When applied to  As ,  QMM-„ stepwise introduces
the actions from the sequence [A1, . .  . ,An]  using the function örvmm. Afterwards, it  replaces
[A1, . . .A „ ]  i n  the constructed action sequence by AS .  That i s ,  the actions A1 ,  . . . ‚A,1  are not
explicitly mentioned in  the constructed action sequence but only implicitly as part of the action
of PPLANNER or  CPLANNEH. This guarantees that (I’Mum and 51th,”, create a sequence of strategic
actions.

Definition 5 .12  (Applicable CPLANNER and PPLANNER Actions):  Let 73 be  a P'DS, BS a
binding store, and Aadd a PPLANNER or CPLANNER with the action sequence [A1, . . . , An]. Moreover,
let TA...” be the task of Aadd and BS Ana  its binding store. Aadd is applicable with respect to ’P
and BS, if for each Ab i  = 1 . . . n  in  [A1, . . . , An] holds:

. Let (Kalli/P131330 :=  ÖM„LT‚(Ä, Ä, ’P, BS, [A1, . . .,A,-_1]) for an arbitrary sequence of ac-
tions A and an agenda A that contains the task TAM“. Then, A,- is applicable with respect
to “Pi, and BS, and A,  contains the task of A, .

D

Definit ion 5.13 (ÖMum on  PPLANNER or CPLANNER Actions) :  Let BS be  a sequence of bindings
stores and let  BS be  the  last  binding store of BS. Let Ä be  a sequence of actions and let Aadd be
a PPLANNER or CPLANNER action, which is applicable with respect to  a P’DS 'P and BS.
Moreover,  le t  [A1, . . . , An]  be  the  act ion-sequence o f  Aadd.

(Äzec ,  Ärec ,  p r em qrec )  : :  5MULT1(Ä7 Äv P ,B_S‚ [A1 , .  - - a AnD-  _ ‚. _
If A is an agenda that contains the task of Aadd, then the  result (A’, A’, 'P’, BS’) of
<1>(Ä‚Ä‚7>,B”S,A„dd) is defined by:
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. Äu: (A,ec  _ [A1, . . .‚A„]) u [Audi].

. A _ Arec

. P Pres

. es 43‘s,ec
D

With the function 51mm we can define strategic proof plans and strategic solution proof plans.
Actually, we shall give three different notions of solution proof plans, which specify more and more
strict conditions for strategic proof plans.

Definition 5.14 (Strategic Proof Plans, Strategic Solution Proof Plans):
Let (Thm, {A531, . . . , Assn},  S,C‚s) be a strategic proof planning problem, 'P„,„ the initial 'PDS
of this problem, and Aim:  its  initial agenda.
A strategic proof plan to  the strategic proof planning problem is a quadruple SPP = (Ä, Ä, 'P, ES)
with a sequence of strategic actions Ä, an agenda Ä, a PBS ’P, and a sequence of binding stores
BS such that:

1. each strategy of an action of Ä is in S ,

2 '  (Ä! A,  P:  3-3) = éMuLTlfl ] :  Äim’ t ’  Pin i ta  [l9 Ä) ,

Ü

With respect to  this definition of a strategic proof plan we can also say that <I>Mum maps a
strategic proof plan and an action into a strategic proof plan and that <I>Mum maps a strategic
proof plan and a sequence of strategic actions into a strategic proof plan.

Definition 5.15 (Strategic Solution Proof Plans):
Let (Thm, {A351, . .  . ‚AAss„}, 8 ,05 )  be a strategic proof planning problem, 'P„,„ the initial 'PDS
of this problem, and Am“ its initial agenda.
We distinguish the following three notions of a strategic solution proof plan:

o A method—level solution proof plan for the problem 1s a sequence of strategic actions A such
that 5MULT1([],Ä„,„, 'P„,„, [], Ä) results'm an agenda without line-tasks and a closed 'PDS

. An instantiated method—level solution proof plan for the problem is  a sequence of strategic
actions A such that @MULT,([],A,-mt,73inu,[Li-1') r e su l t s '1n an agenda Without line-tasks and
instantiation-tasks, a closed "PDS, and a binding store sequence such that the last binding
store contains bindings for all meta-variables occurring in proof lines of the final 'PDS .

o A full solution proof plan for the problem is a sequence of strategic actions A such that
5Mum([], Ä„,„, P„,„,  [], Ä) results in an empty agenda, a closed 'PDS 1n which all nodes are
justified by ND—rules, and a binding store sequence such that the last binding store contains
bindings for all meta-variables occurring in proof lines of the final ”PDS .

U

The first notion of solution proof plan is called method-level solution proof plan since a strategic
proof plan satisfying these conditions is reached by computing method actions whose introduction
satisfies all line-tasks and creates a closed 'P’DS . Instantiation-tasks and expansion-tasks can be
ignored. The second notion of solution proof plan, instantiated method-level solution proof plan,
demands to  tackle also instantiation-tasks. However, expansion-tasks can still be ignored. Finally,
in order to  obtain a full solution proof plan the expansion-tasks have to  be solved. We shall
describe in section 5.6.2 how a user can make MULTI search for a particular kind of solution proof
plan.
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5 .4  Strategic Manipulation Records
Similar to  PLAN,  MULTI constructs a history consisting, of manipulation records. These manip-
ulation records contain information, which can be  used by the control rules in order to  perform
meta-reasoning.

Strategy-Application:
agenda
alternative-job-ofl‘ers
introduced-action
new-tasks
execution-message

Figure 22: A strategy-application record.

A strategy execution of the algorithms EXP, ATP, and INSTMETA creates one so—called strategy-
apph'cation record (see Figure 22). The slots agenda and alternative-job-ofi'ers capture the con-
text in which the manipulation was done whereas the the slots introduced-action, new-tasks, and
execution-message store the result of the manipulation. The slot agenda captures the agenda before
the strategy is applied. The slot altemative—job-ofl'ers contains the list of alternative job offers,
when the strategy was applied. The first job offer in this list is the applied strategy and the task
to which the strategy was applied. The performed manipulation, namely the action introduced
by the execution of the strategy, is stored in  the introduced-action slot. This slot is  empty, if the
execution of a strategy failed. The new tasks created by the introduction of the action are stored
in the slot new-tasks. The slot execution-message contains the execution-message returned by the
strategy execution.

Strategy executions of the algorithms PPLANNEH and CPLANNER create two manipulation records.
When they are invoked or re-invoked, they create a strategy-start record; when they terminate or
are interrupted, then they create a strategy-stop record. Figure 23  shows the skeletons of these
two manipulation records.

Strat egy— Stop:
Strate -Start:

gy task-tag
agenda _ _

, , introduced-action
alternative-Job—ofl'ers

new-tasks
task-tag _

execution-message

Figure 23: Manipulation records created by PPLANNER and CPLANNER.

The strategy-start and strategy-stop records divide the information of a strategy-application
record into two parts:  the information available when the strategy is invoked or  re—invoked,
which is stored in  a strategy-start record, and the information available when the strategy stops,
which is stored in  a strategy-stop record. Hence, a strategy-start record has the slots agenda and
alternative-job-ofl'ers whereas a strategy-stop record has the slots introduced-action, new-tasks, and
execution-message. Additionally, both records have the  slot task-tag, which contains the task-tag
that uniquely identifies the strategy execution.

Note that the  manipulation records of the steps performed within a strategy execution of
PPLANNER or  CPLANNER are themselves part of the history. They are not stored in a PPLANNER or
CPLANNER history element but only delimited by the strategy-start and strategy-stop records of the
strategy execution. This approach makes information available as early as possible. In  particular,
the information on  the situation when the strategy was invoked or re-invoked and the information
on all steps performed by a strategy execution so  far are available for the control rules evaluated
within the strategy execution.
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Strategies of the BACKTRACK algorithm create two manipulation records whose skeletons are
given in Figure 24. The backtrack—start record contains the information available when the back-
tracking is started (stored in the agenda and alternative-job-ofi‘ers slots) as well as the information
which actions the strategy decided to  delete. The backtrack-stop record contains the information
available when the BACKTRACK strategy stops. Since strategies of BACKTRACK do not create actions,
this record contains only a slot for the execution message.

Back‘Irack-Start:
agenda BackTrack- Stop:
alternative-job-ofi'ers execution-message |
actions—to-delete

Figure 24: Manipulation records created by BACKTRACK.

Similar to CPLANNER and PPLANNER, strategy executions of BACKTRACK successively perform
also a set of individual steps. When executed, a strategy of BACKTRACK computes first which
actions it has to delete. These actions are stored in the start record. However, in order to  delete
these actions maybe other actions have to  be  deleted as well (see section 5.5.7 for details). All
single deletion steps are stored in action-deletion records as in PLAN (see section 3). Hence, a
start and stop record pair of a BACKTRACK strategy execution delimits the manipulation records of
all single deletion steps performed within this strategy execution.

5 .5  The Algorithms
In this section, we shall describe the algorithms used in  MULTI. First, we explain MULTI’s top-
level algorithm. Then, we describe the refinement and modification algorithms integrated so far,
namely PPLANNEH, CPLANNER, EXP, ATP, INSTMETA, and BACKTRACK.

In the remainder of this section we assume that each function and algorithm used in  MULTI
has access to the blackboards and the entries on them. Hence, when an algorithm or  a function
accesses information from a blackboard we shall not mention the respective blackboard explicitly
as an argument of the function. The only exceptions are the functions write—onto-blackboard, which
sets the value of an entry on a blackboard, and take-from-b/ackboard, which returns the value of
anentry on a blackboard. Both functions obtain the blackboard on which they should work as
argument. In the following descriptions of the algorithms we use PB  and CB as abbreviations for
the proof blackboard and the control-blackboard, respectively.

5 .5 .1  The MULTI Algorithm

Figure 25 gives a pseudo—code description of the MULTI algorithm. MULTI is applied t o  a strate—
gic proof planning problem with a theorem Thm,  a set of assumptions A331,. . . ,Assn ,  a set of
strategies S ,  and a set of strategic control rules 65 .  Its output is a strategic proof plan for the
given problem (Thm, {A531, . . . ,Ass , , } ,S ,C3) .  MULTI’s first step is to initialize the proof and
the control blackboard. It writes onto the proof blackboard an empty sequence of actions, the
initial agenda and the initial PDS of the given problem, and a sequence of binding stores whose
only entry consists of an empty binding store. Moreover, it  writes onto the control blackboard an
empty set of memory entries, an empty set of demands, and an empty sequence of job offers.

The next four steps, steps 2—5 in  Figure 25, of MULTI perform the strategy selection and
invocation cycle that is sketched in  Figure 13  in  the previous section. Step 2 employs the functions
trigger-jobs—from-strategies and trigger-jobs-from-memory. trigger—jobs—from-strategies checks whether
the condition of an element of S is satisfied by some tasks of the current agenda on the proof
blackboard. A strategy S € 5 places a job offer onto the  control blackboard for each task T for
which i ts  condition is true. The function trigger-jobs-from-memory writes for each memory entry
a job offer onto the control blackboard. Afterwards, step 3 invokes the MetaReasoner, which
evaluates the  strategic control rules Cs on  the job offers.
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Inpu t :  A strategic proof planning problem (Thm,  {A381, . . . , Assn} ,  S ,Cs )  with a theorem for-
mula  Thm,  a set  o f  assumption formulas A551 ,  . .  . , Ass" ,  3 l i s t  o f  strategies S ,  and  a l i s t
o f  s trategic  contro l  ru le s  Cs .

Outpu t :  A strategic proof plan SPP = (Ä, Ä, 'P ,  ß—S) with a sequence of strategic actions Ä, an
agenda Ä,  a 'PDS ‘P, and a. s equence  o f  b ind ing  stores B—S.

Algorithm: MULTI(Thm, {A551, . . . , Assn},  5 ,  CS)

1. Initialization
Let Ä:=initia/-agenda(Thm, {A351, . . . , Ass„}).
Let 'P:=initia/-’PDS (Thm, {A531, . . . , Ass„}).
write-onto-blackboard ( [], sequence-of-actions, PB).
write—onto-blackboard(A, agenda, PB) .
write—onto—blackboard(’P, pds, PB) .
write-onto-blackboard( [{ }] , sequence-of-binding-stores, PB ) .
write-onto-b/ackboard( [], history, PB).
write-anto-blackboard(@, memory, CB).
write-onto-b/ackboard(0, demands, CB).
write-onto-blackboard( [] , job-offers, CB ) .

2. Job Offers
trigger-jobs—from—strategies (S  ) .
trigger—jobs-from-memory().

3. Guidance
invoke (Meta Reasoner, Cs) .

4. Invocation
Let _7:=remove-free-jobs (take-from-blackboard(job-ofiers, CB)).
If .7 = 0

then
terminate and return
(take—from—b/ackboard (sequence-of-actions , P B ) ,
take-from-b/ackboard(agenda, PB) ,
take-from-blackboard(pds, PB) ,
take—from-blackboard(sequence-of—binding-stores, PB)) .

else
Let J:=first(J).
If job-offer—from-strategy(J)

then (i.e., J = (S, T))
invoke (algorithm-of—strategy(S), (S, T), .7).

else (i.e., J = (@T,Demands))
invoke (algorithm-of—task—tag ( @T ), @T, J ) .

5. Execution
Wait until strategy-ks-terminatedO.

6. Adminis t ra t ion
If strategy—ks-terminated—successfu/(), then delete-satisfied—demands().
Goto step 2.

Figure 25: The MULTI algorithm.

In step 4, MULTI first reads the resulting list of job offers and deletes the job offers whose
strategies have still uninstantiated free parameters. If the resulting list is empty, then MULTI
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terminates and returns the strategic proof plan (i.e., the sequence of actions, the agenda, the
PDS , and the sequence of binding stores) on the proof blackboard. Otherwise MULTI picks the
first job offer and invokes the corresponding strategy. If the job offer was placed by a strategy S
with respect to  a task T ,  which satisfies the condition of S ,  then MULTI invokes the algorithm of
S with the pair (S, T)  as argument. If the job offer was placed from a memory entry with task tag
@T, then a/gorithm-ol—task-tag computes the algorithm that created the tag @T using information
stored in the history and invokes this algorithm with @T as argument. In both cases the invoked
algorithm obtains the list of all job offers on the control blackboard as second argument.

The invoked algorithm refines or  modifies the proof blackboard objects and maybe places
demands and a memory entry onto the control blackboard. MULTI waits until the execution
of the strategy terminates (see step 5). Then, step 6 checks whether the strategy terminated
successfully. This check i s  performed by the function strategy-k -terminated—successful, which looks
up the execution message of the last history on  the—proof blackboard. If this execution message is
a success message, then MULTI employs the function delete-satisfied—demands to delete all demands
on the control blackboard that are satisfied by the terminated strategy execution as well as all
pointers in memory entries to  those demands. Afterwards, MULTI restarts i ts  cycle by proceeding
With step 2.
We conclude this section with two remarks on  the described algorithm:

1. When employing the two functions trigger-jobs—from-memory (in step 2) and delete-satisfied-
demands (in step 6)  _MULTI changes the content of the control blackboard. This is a violation
of the blackboard principle, which states that the content of the blackboards should only be
changed by respective knowledge sources. For the sake of simplicity of MULTI’s blackboard
approach we implemented these minor blackboard changes as direct functionalities of the
MULTI algorithm. However, i n  order to  avoid a violation of the blackboard principle, we
could understand these two functions as particular knowledge sources working on the control
blackboard, which are scheduled by MULTI in  a pre-defined way.

2. PLAN terminates either with a solution proof plan or, after traversing the search space,
with a failure. MULTI terminates as soon as there is no further job offer to invoke (see
step 4). However, the lack of job offers states nothing about the status of the strategic proof
planning process. When there are no further tasks in  the agenda, then there are no further
job offers since there is a strategic solution proof plan on the proof blackboard. But it is
possible that there are still tasks in the agenda although there are no further job offers. It
is possible that there are no strategies to tackle these tasks (i.e., there is no strategy whose
condition is  satisfied by the task) or  strategic control rules can remove all existing job offers.
If MULTI terminates and there are still tasks in  the  agenda, then i t  is up t o  the user to
analyze the situation. Is the strategic proof plan created so far a sufficient solution proof
plan (when the user is interested in  a method-level solution proof plan then expansion-tasks
and instantiation-tasks can be  ignored)? Are further strategies needed that can deal with
particular tasks? Are less restrictive strategic control rules needed that do  not remove so
much job offers?

5 .5 .2  The PPLANNER Algorithm

Strategies of the algorithm PPLANNER refine a strategic proof plan by successively adding method
actions, which PPLANNER abstracts in  one strategic action, when i t  terminates. A strategy of
PPLANNER specifies four parameters: a procedure for the computation of the next method action
to  introduce, parameters for the  set of usable methods and control rules, and a termination
condition. We discussed some strategies of PPLANNER already in  section 4.1.

Figure 26 gives a pseudo-code description of the PPLANNER algorithm. PPLANNER obtains two
arguments. When a PPLANNER strategy S is initially invoked, then PPLANNER’s first input is a
pair (S, T )  consisting of the strategy S and a line-task T .  When a strategy execution is re-
invoked, then the first argument is the  task tag of the strategy execution. The second argument
for PPLANNER is the list of all alternative job offers on  the control blackboard, when PPLANNER is
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Inpu t :  (1) e i ther  a pair (S ,  T )  where S is a PPLANNEH strategy and T is a line-task o r  a task tag
QT,  (2 )  t he  l i s t  o f  a l l  a l te rna t ive  j ob  offers .7.

Output :  No ou tpu t ,  only changes of t he  blackboards.

Algorithm: PPLANNER(argl, Just»

1.  Initialization
Let (@T, S, T)  :=extract-from-input(argl ).
Let (M,  C, term-cond, action-mac):=parameters-of-strategy(S).
add-strategy-start—record—to-history(Jmt, @T).
Let Äaddz=lis te .

2. Successful Termination Check
(see Figure 27)

00. Interruption Check
(see Figure 27)

4. Task Selection:
Let current task Tam: first(evalcru/es-Iasks(tasks-with—tag (@T),C)).

5. Action Selection
Let (Aadd,.A):=apply(action—proc,Tour„M,C) where Amid is an action
and A is  the set of computed alternative actions.

6. Action Introduction
If Aadd is  given

then
PB:=@MULT1(Aadd‚P—B)-

add-action-intro-record(Aadd,A).
Äadd==Äadd U [Amid]-
If extract-constraints(Aadd) 75 0

then
pass-constraints ( extract-constraints (Amid) ).

Goto step 2.

7. Failure
(see Figure 27)

Figure 26: The PPLANNER algorithm.

invoked. PPLANNER returns no specific output but updates the content of the proof blackboard by
introducing successively method actions. Essentially, PPLANNER performs a cycle of task selection,
action selection, and action introduction, which is similar to  the cycle of PLAN.  This core cycle is
completed by an initialization step and different events that stop the PPLANNER algorithm, namely
successful termination, interruption, and failure.

In  the initialization step (step 1 in  Figure 26) PPLANNER extracts the information of the strategy
and the initial task with respect to  which i t  runs. First,  i t  employs the function extract-from-input,
which computes the current task tag @T, the current strategy S ,  and the  initial task T .  If the
first input of PPLANNER is a pair (S, T) (i.e., initial call of S on T), then the information on S
and T is directly accessible and extract-from-input creates a new task tag @T, which i t  attaches
to  T .  If the first input of PPLANNEH is a task tag @T (i.e., re-invocation of interrupted strategy
execution), then extract-from—input employs information from the history to  compute the  strategy
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S and the initial task T that correspond to the given task tag. Next, PPLANNEH uses the function
parameters-of-strategy to  obtain the parameters of the strategy S ,  which are a list of methods
M,  a list of control rules C, the  termination condition, and the action computation and selection
procedure. So far, we have implemented two action computation and selection procedures, namely
CHOOSEACTION (see section 3.4) and CHOOSEACTIONALL (see appendix A).27 Afterwards, PPLANNER
adds a strategy-start record to  the history and sets the algorithm variable Äadd to the empty list.
In  this variable PPLANNER stores the method actions, which it introduces successively.

Step 2 and step 3 in Figure 26 check whether PPLANNER terminates successfully or interrupts.
We postpone the detailed discussion of these two steps until the discussion of step 7 in order to
discuss together all three steps that stop PPLANNER and the differences among them. The next
three steps — step 4, step 5, and step 6 — are the core cycle of selecting the next task, computing
and selecting the next method action, and introducing the selected action. Essentially, these steps
correspond to  step 2, step 3,  and step 4 of PLAN in  Figure 8 in  section 3.2, they are only slightly
adapted to MULTI. When PPLANNER selects the next task to tackle in  step 4, then it evaluates
the control rules of kind ‘Task’ not on  the whole agenda of the proof blackboard, but only on  the
tasks that carry the current task tag @T (the restricted initial alternative list is computed by the
function tasks-with-tag). Whereas in  PLAN the application of the algorithm CHOOSEACTION is fix,
PPLANNER applies the action computation procedure specified as parameter of the current strategy
in step 5. When an action is found, then PPLANNER applies this action in  step 6 with the function
<I>Mum to the action sequence, the agenda, the PBS, and the sequence of binding stores on  the
proof blackboard. We write this as “PB:=tI>MULTI(Aadd,PB)” and do not refer to  the changed
elements of the proof blackboard explicitly. Similar to  PLAN,  PPLANNER adds a history entry for
the introduced action and passes new constraints to  external constraint solvers. Additionally, the
introduced action i s  added to  Amid. Afterwards, PPLANNER continues with step 2 .

PPLANNER can stop at three different places, namely step 2, step 3 and step 7, which are given
in  detail in Figure 27. Step 2 checks whether the application of the strategy of PPLANNER was
successful such that PPLANNER should stop. This is the case either when the termination condition
of the strategy is satisfied or when there are no further tasks which carry the task tag of the
strategy execution. Step 3 employs the function evalcrules-interrupt to  evaluate the control rules
of kind ‘Interrupt’ on the alternative list [False,True], where False causes no interrupt whereas
True causes an interrupt. The control rules of kind ‘Interrupt’ can also compute demands and
attach the demands to the True element of the alternative list. Finally, step 7 is performed, when
step 5 does not provide a method action to  introduce, that is, step 7 deals with a failure situation
i n  PPLANNER.

Some computations are the same in all three steps. They all compute an execution message
message and employ the  function create-strategic—action to  compute a strategic action Afdd from
the collected sequence o f  method actions Äadd. Moreover, they all replace the sequence o f  method
actions by a new strategic action in  the action sequence on the proof blackboard (this is done
by the function replace-actions). Finally, they all add a strategy-stop entry to the history before
they terminate. The three steps differ in  the created execution message and in whether and
which memory entries and demands they create. When the  strategy knowledge source terminates
successfully, then PPLANNER creates a success message and does not write memory entries or
demands onto the control blackboard. Rather, it  applies the function remove-tag, which removes
its task tag from all tasks in the agenda on the proof blackboard. If the execution of the strategy
interrupts, then i t  creates an interruption message and places a memory entry and demands onto
the control blackboard. The demands stem from the evaluated control rules of kind ‘Interrupt’
and the  memory entry consists of the task tag and pointers to  the added demands. If PPLANNER
has to  deal with a failure occurring with respect to the task Tau", then i t  creates a failure message.
Moreover, i t  writes a task-demand ? — ON — Tum and a memory entry consisting of the task tag

27Note  tha t  parts of these algorithms work s l ight ly differently when used in  MULTI as opposed to t he  functionali ty
descr ibed in  sect ion 3.4 and appendix A .  All  functions used wi th in  these algori thms tha t  match proof lines of a
method with proof lines of a task (e.g., match-task—Iine, match-s+p see section 3.4) apply first the bindings of
t he  cur ren t  b inding  s tore  to  the  proof  l ines of t he  task.  Then ,  they perform the  respective matchings wi th  respect
to  this “up-to—date” proof lines instead of the original ones
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2. Termination Check
If no-tasks-with-tag (@T) or apply(term-cond) = true

then
Let message:=create-success-message (S, T).
Let Afdd:=create-strategic—action(Äadd).
replace-actions (Äadd, Aus“).
remove-lag (@T).
add—strategy-stop-record-to-history(@T‚ Afdd, message).
Terminate.

3. Interruption Check
Let I :=first (evalcrules-interrupt([Ni], True], C)).
If I = True

then
Let message:=create-interrupt—message(S, T ) .
Let A Sad : =create-strategic—action (Äadd) .
replace-actions (Äadd, Afdd).
write-to-demands (demands (1)).
write-to-memory(@T, demands (I)).
add-strategy—stop—record—to-history(@T, Afdd, message).
Terminate.

7. Failure
IF Amid i s  not given

then
Let message:=create-failure—message (S, T).
Let Afdd:=create-strategic-action(Äadd).
replace-actions (flaw, Afdd) .
write-to-demands({? — ON — T}).
write—to-memory(@T, {? — ON — T}).
add-strategy-stop-record—to-histary(@T, Afdd, message).
Terminate.

Figure 27: Leaving the PPLANNER algorithm.

and a pointer to  this task-demand onto the control blackboard. Since a failure creates a memory
entry and a demand, we can understand i t  as a special kind of interrupt —- the  difference with
respect to the  origin of the interruption is recorded in the execution messages.

The further interpretation of and reaction t o  the termination is  left to  MULTI and meta—
reasoning at the strategy-level (this holds also for all other refinement and modification algorithms
employed by MULTI, which can terminate in  different ways). If the last strategy execution ter-
minated with a success message, then MULTI deletes all demands on the control blackboard that
are satisfied by this strategy execution (see previous section). Moreover, strategic control rules
can make use of the information contained in the execution messages. For instance, the strategic
control rule p re fe r -back t rack- i f - fa i lu re  (see section 4.3) analyzes the execution messages and
prefers t o  perform some backtracking if the last strategy was a PPLANNER strategy and terminated
with a failure message. This control rule (which can be overwritten by more specific control rules)
forces a systematic traversal of the search space given by a PPLANNER strategy.
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5 .5 .3  The CPLANNER Algorithm

Strategies of the algorithm CPLANNER refine a strategic proof plan by successively transferring
actions from a source proof plan into the  proof plan under construction. A strategy of CPLANNER
specifies three parameters: a list of action transfer procedures, a list of control rules, and a
termination condition. We discussed an example strategy of CPLANNER already in section 4.4.
More examples are discussed in [55].

Figure 28 gives a pseudo-code description of CPLANNER. CPLANNER obtains two arguments.
When a CPLANNER strategy S is initially invoked, then CPLANNEH’s first input is a pair (S, T )  con-
sisting of the strategy 3 and a line-task T .  When a strategy execution is re—invoked, then the first
argument is the task tag of the strategy execution. The second argument for CPLANNER is the list of
all alternative job offers on the control blackboard, when CPLANNER is  invoked. CPLANNER returns
no specific output but updates the content of the proof blackboard by introducing successively
method actions.

Several parts of the CPLANNER algorithm are equal or similar to  the PPLANNER algorithm. As
PPLANNER CPLANNER starts with the extraction of the strategy information and the initial task in
step 1 .  In particular, step 1 extracts the action transfer procedures TP and sets the algorithm
variable Äadd to the empty list. In this variable CPLANNER stores the actions, which it introduces
successively. Afterwards, step 2 and step 3 check whether CPLANNER terminates successfully or
interrupts. These two steps equal step 2 and step 3 'of PPLANNER, respectively, given in  Figure 27.

Step 4 first evaluates the control rules of kind ‘TransferProcedure’ on the  alternative action
transfer procedures TP. This results in a changed and re—ordered alternative list T’Pnu. Then,
step 4 evaluates the action transfer procedures in  the order of this list until either one procedure
provides an action or a demand, which is stored in the algorithm variable Obj, or all procedures
have been tried. That is, at the end of step 4 Obj is either bound to an action Aadd or to a
demand Dadd  or  it is unbound. These three cases are covered by the following steps, respectively.
Step 5 describes the processing of an action Aadd. In this case, CPLANNER introduces Aadd into the
proof plan under construction employing the function ‘I’Mum- Moreover, it  adds a history entry
for the introduced action and passes new constraints to  external constraint solvers. Additionally,
the introduced action is  added to  Äadd. Then, CPLANNER continues with step 2. Step 6 processes
a demand Dadd. It writes the demand onto the control blackboard and terminates then with an
interrupt message. If the evaluation of the action transfer procedure provides neither an action
nor a demand, then CPLANNER terminates in  step 7 with a failure message. This step equals step 7
of PPLANNER in  Figure 27.

5 .5 .4  The INSTMETA Algorithm

Strategies of the algorithm INSTMETA tackle an instantiation-task and compute a binding for the
meta-variable of the instantiation—task. With this new binding a new binding store is created,
which is added to  the sequence of binding stores on  the proof blackboard. A strategy of INSTMETA
specifies one parameter, namely a function that determines how the instantiation for a meta-
variable is computed. We discussed some strategies of INSTMETA in section 4.1.

Figure 29 contains a pseudo-code description of INSTMETA. INSTMETA has two arguments. First,
a pair (S, T ) ,  which consists of an INSTMETA strategy S and an instantiation-task T .  Second, the
list of all alternative job offers on  the control blackboard, when the INSTM ETA strategy was invoked.
INSTMETA returns no specific output but updates the content of the proof blackboard.

Step 1 in Figure 29 applies the instantiation computation function of the strategy S to  the
task T .  This function application can either succeed or fail. If the function application succeeds,
then the algorithm variable inst  is bound to  the returned value. Otherwise inst  stays unbound.
Step 2 computes an instantiation action when ins t  is bound and applies this action with @Mum
to the  strategic proof plan elements on  the proof blackboard. Finally, step 3 adds a new strategy-
application record to the history on  the proof blackboard. The execution message of this record
entry depends on whether inst  is  bound or  not.  When inst  is  bound INSTMETA creates a success
message, otherwise INSTMETA creates a failure message.
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Input :  (1) e i ther  a pair  (S,  T )  where S is a CPLANNEB strategy and  T is a task or  a task tag @7 ,
(2) t he  list of all alternative job offers J .

Outpu t :  No  ou tpu t ,  on ly  changes o f  t he  blackboards.

Algorithm: CPLANNER(a'rg1, just»
1. Initialization

Let (@T, S, T):=extract-from—input(ar91).
Let (TP,  C, term-cond):=parameters-of-strategy(S).
add-strategy—start-record-to-history(Just , @T).
Let Andi -=D-

. Successful Termination Check
(see PPLANNER Figure 27)

. Interruption Check
(see PPLANNER Figure 27)

. Select and Evaluate Transfer Procedures
Let T ’Pmt:=evalcrules-transferprocs (T’P).
Until (Obj is action or demand) or (T’Prm = [])

Let TPcurrz=first (T’Prest ).
Let Obj :=eva/uate (TPCWT).
T ’Pmt:=rest(T ’Pmt).

. Action Introduction
If Obj is  action Aadd

then
PB1=¢MULTX(Aadd ,  PB)-
add-actign—intro-record (Aadd‚A) .
Äadd1=Aadd  U [And]-
If extract—constraints(Aadd) 76 0

then
pass-constraints (extract-constraints (Amid) ).

Goto step 2.

. Demand Interruption
If Obj is  demand Dadd

then
Let message:=create-interrupt-message (S, T).
Let Afdd:=create-strategic-action (Äadd).
replace-actions (Judd, A fdd)  .
write-to-demands (Dadd) .
write-to-memory(@T‚ Budd) -

add-strategy—stop—record-to-history(@T, Afdd, message) .
Terminate.

, Failure
(see PPLANNER Figure 27)

Figure 28: The CPLANNER algorithm.
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Inpu t :  (1) a pair (S, T )  where S is a INSTMEI’A strategy and T is an instantiation-task, (2) the  list
of  all alternative job  offers J .

Output :  No  output ,  on ly  changes o f  the  blackboards.

Algorithm: INSTMETA((S, T), J)

1. Compute Instantiation
Let inst:=apply(compute-inst-function(S), T) .

2. Compute and Apply Action
If bound (inst)

then
Let Aadd:=new—instmeta-action(S, T, inst),
PB:=q)MULTl (Aadd1P-B) -

3. Update History
If baund(inst)

than
Let message::create-success-message (S, T).
add-strategy-application-record-to-history( J , Amid, (2), message).

else
Let message:=create-failure-message(S, T).
add-strategy—app/ication—record-to-history(J, @, (Z), message).

Terminate.

Figure 29: The INSTMETA algorithm.

Currently, the computation function of an INSTMETA strategy is provides either one (success) or
no (failure) solution. This was sufficient for the case studies conducted so far. When it turns out
that a set of alternative instantiations and reasoning on the selection of one alternative is needed,
then INSTMETA can easily be extended to  cover this functionality: The variable inst  has to  store
a list of alternatives. Moreover, between step 1 and step 2 an additional step is needed, which
evaluates control rules on the alternative instantiations and selects one. The control rules would
become an additional parameter of INSTMETA.

5 .5 .5  The ATP Algorithm

Strategies of the algorithm ATP refine a strategic proof plan by solving a line-task with an ATP
action. They apply external automated theorem provers and check whether their output is a proof.
A strategy of ATP specifies two parameters for these two functionalities, namely an application
function and an output check function. We discussed a strategy of ATP in section 4.4.

Figure 30 contains a pseudo-code description of the ATP algorithm. ATP has two arguments.
First, a pair (S,  T) ,  which consists of an ATP strategy S and an instantiation-task T .  Second, the
list of all alternative job offers on the control blackboard, when the ATP strategy was invoked.
ATP returns no specific output but updates the content of the proof blackboard.

Step 1 applies the application function of the strategy 3 to the task T .  This function application
provides an output, which is stored in the algorithm variable out. Step 2 applies the output check
function to out, which returns either t rue  or nil. If the result, which is stored in the algorithm
variable check, is t rue ,  then out is accepted as proof. In this case, ATP computes an action and
applies this action with <I>Mum to  the strategic proof plan elements on the proof blackboard (see
step 3 in Figure 30). Finally, step 4 adds a new strategy-application record to the history on the
proof blackboard. The execution message of this record entry depends on whether check is true.
If check is t rue,  then ATP creates a success message, otherwise it creates a failure message.
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Inpu t :  (1) a pair  (S,  T)  where S is an ATP and T is a line-task, (2) t he  list of all alternative job
offers J .

Output :  No ou tpu t ,  on ly  changes of  t he  blackboards.

Algorithm: ATP((S‚ T), .7)

1.  Apply Provers
Let out : =apply (atp-appIy-function (S) ,  T)  .

2. Check Output
Let check:=apply(atp-aumut-check-function (S) ,  out,  T ) .

3. Compute and Apply Actio
If check = t rue  .

then
Let Aaddz=new-atp-action(S, T, out) .
PB:=tI>MUL-„(Aadd, PB) .

4. Update History
If check = true

then
Let message:=create-success-message(S, T).
add-strategy-app/ication-record-to-history(J , Amid,- (I), message).

else
Let message:=create-failure-message(S, T ) .
add-strategy-application—record—to—history(.7 , (ö, @, message).

‘ Terminate. '

Figure 30: The ATP algorithm.

5.5.6 The EXP Algorithm

The algorithm EXP refines a strategic proof plan by expanding complex steps. When applied to
a closed proof line L whose justification is  ( J  Pl Pn) ,  then EXP computes a proof segment
that derives L from Pl ,  . . . , P" at a lower level of abstraction. EXP has no parameters. The only
strategy of EXP is ExpS.

Figure 31 contains a pseudo-code description of the EXP algorithm. EXP obtains two arguments.
First, a pair (S, T ) ,  which consists of a EXP strategy S (i.e., ExpS) and an expansion—task T .  Second,
the list of all alternative job offers on  the  control blackboard, when the EXP strategy was invoked.
EXP returns no  specific output but updates the content of the proof blackboard.

Step 1 tests whether the justification EXP should expand is a tactic application or a method
application. Depending on  what kind of step it  finds EXP employs either the function expand-tactic
or  the function expand-method to  compute the expansion proof segment. expand-tactic evaluates
the expansion procedure of the found tactic whereas expand-method instantiates the proof schema
of the found method. When these fimction applications succeed, then the algorithm variable
exp-segment is bound to  the computed proof segment. Otherwise exp-segment stays unbound.
When exp-segment is bound, Step 2 creates an expansion action and applies the action with <I>Mum
to the elements of the strategic proof plan on the proof blackboard. Afterwards, step 3 adds a
new strategy—application record to  the history on the proof blackboard. The execution message of
this record entry depends on whether exp-segment is bound or  not .  When exp-segment is bound
EXP creates a success message, otherwise EXP creates a failure message.
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Input :  (1) a pair (S,  T )  where S is an  EXP strategy and T = LIE”  is an expansion-task, (2) t he
list of all alternative job offers J .

Outpu t :  No  ou tpu t ,  only  changes o f  t he  blackboards.

Algorithm: EXP( (S, T),  J )

1.  Compute Expansion-Segment
Let ( J  Pl . . . Pn) be  the justification of L .
If is-tactic ( J )

then
Let exp-segment:=expand-tactic(L).

else
Let exp-segment:=expand—method(L).

2. Compute and Apply Action
If bound(e:L'p-segment)

then
Let Aadd:=new-expansion—action (S, T, exp-segment).
PB:=‘I>Mum(Aadd‚  P B )-

3. Update History
If boundewp—segment

then
Let message:=create-success-message (S, T ) .
add-strategy—application-record—to-history(J, Amid, (2), message).

else
Let message:=create-fai/ure-message(S, T ) .
add-strategy-app/ication-record-to-history(J , (0, @, message).

Terminate.

Figure 31: The EXP algorithm.

5.5.7 The BACKTRACK Algorithm

BACKTRACK is an algorithm that removes the actions introduced by other algorithms of MULTI
from a strategic proof plan. BACKTBACK adds no own actions but only history entries. When to
backtrack and which actions to  backtrack is not hard—wired in  the MULTI algorithm but is subject
of the different strategies of BACKTRACK and the guidance by reasoning at the strategy-level. A
strategy of BACKTRACK specifies a function that selects the set of actions in  the current strategic
proof plan that should be  deleted. When MULTI invokes a BACKTRACK strategy, then BACKTRACK
removes all actions explicitly selected by this function as well as all actions that depend from
these actions. Thus, the  backtracking in  MULTI is dependency-directed in  the sense discussed in
section 3. We described a strategy of BACKTRACK in  section 4.1.

Before we give a pseudo-code description of the BACKTRACK algorithm we shall introduce the
notion of dependency among actions and when an action is  deletable. Both notions are extensions
of the concepts introduced for PLAN in  section 3.3. When an action is introduced into a strategic
proof plan, then i t  modifies the elements of the strategic proof plan. Other actions introduced
later on may depend on  these modifications. For instance, when a method action introduces a new
proof line, which is used later on  by another action, then the second action is not possible without
the first action. In the  following definition, we shall define for the different kinds of strategic
actions and for method actions which other actions in  an action sequence depend on them.
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Definition 5.16 (Dependent Actions): Let Ä be a sequence of actions with
.4 A=lA17‘~- ,A i—11Ai ,A i+17 ' "9An] -

The set of actions in  A, which depend on A,  is  defined for the different kinds of actions in  MULTI
as follows.

Method Action: Let A1— be  a method action with the e conclusions eConcs, the EB conclu-
sions EBConcs, and the 69 premises EBPrems. If A,- contains some binding constraints, then
{A,+1, . . . ,A , , }  depend on Ai .  Otherwise, Aj E {A,~+1, . . . ,A , , }  depends on A,- if:

1. A,- is a method action whose sets of conclusions or  premises contains a proof line of
69001109 or  EBPrems (which are the new proof lines introduced by A.),

2. Aj is an INSTMETA action, which tackles an instantiation-task whose meta-variable is
introduced by A1,

3. Aj  is an EXP action, which tackles an expansion-task whose proof line is in  eConcs or
69001165 (the proof lines closed by A1),

4. Aj is an ATP action, which tackles a line—task that contains either as support or as
conclusion a proof line of eaConcs or  EBPrems,

5. Aj is  a PPLANNEH or  CPLANNEH action, which contains an action that depends on A i .

INSTMETA Action: Let A; be  an INSTMETA action. Then {A,-+1, . . . ,A„}  depend on A i .

ATP Action:  Let A,- be  an ATP action. Aj e {A,-+1, . . . , An} depends on A,- if Aj is an EXP action,
which tackles the expansion-task with the proof line closed by A i .

EXP Action: Let A,- be  an EXP action with the set  Lnew of new proof lines in  the proof-segment.
Let T = LIEIP be the task of Ai. Then Aj € {A,~+1, . . . ,A,,} depends on A,- if

1. A,- is a method action, which contains either as conclusion or as premise a proof line of
Bmw, or which contains L as e conclusion,28

2 .  Aj i s  an INSTMETA action, which tackles an instantiation-task whose meta-variable i s
introduced by Ai ,

3. A,- is an EXP action, which tackles an expansion-task whose proof line i s  in  [.mw,

4 .  A,- i s  an ATP action, which tackles a line-task that contains a proof l ine o f  [mm either
as support or as goal, or which tackles a line-task whose goal is L,28

5. Aj is a PPLANNER or CPLANNER action, which contains an actions that depends on A i .

CPLANNER or PPLANNER Action:  Let A ,  be  a CPLANNER or a PPLANNER action whose sequence of
actions is [A’1, . . . , Ain]. Then Aj € {A,~+1, . .  . , An} depends on A,- if there is an action A; E
[A’1,. . . ,A;„] such that Aj depends on  Ajc.

Finally, we have to  define which actions of an action sequence depend on an action that is  con-
tained within a CPLANNEH or  PPLANNER action:
Let A,- be a CPLANNER or PPLANNER action whose action sequence is [A’1, . . . ,A[_1, Ag, 2+1, . . . , AL].
Then the  set of actions that depend on A;  with respect to  Ä is  the set of actions that depend
on A; with respect to  the action sequence [A1,.. . ,A,-_1] U [ ’1 , . . . ,  [_1,A[, [+1 , . . . ,A ; , ]  U
[A,-+1, . . . ,A,,].  El

Note that with this definition all actions succeeding an action that introduces new bindings
(i.e., method actions with bindings and INSTMETA actions) depend on this action. We use now the
notion of dependency of actions to define when an action is deletable with respect to  an action
sequence.

28 If A i  opens  L aga in ,  t hen  L can be  closed again later  on  by another  method act ion.
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Definition 5.17 (Deletable Actions): Let Ä be a sequence of actions with
__ „A=[Alv - - ° ‚Ai - l aAde laAi+11-“aAnl '

Adel is deletable with respect to A if the set of actions in  A that depend on Add is empty. Ü
-o—'1Next, we define the functions (1)131t and QMM“, which delete actions.29 We give first the

—1
general outline of <I>Mum and define the recursive @Mum. Afterwards, we define @131t for the
different kinds of actions.

_. -1
Definition 5 .18  (Action Delet ion Functions ÖMäm and QMM-„ ) :  The action deletion
function @Mäm is a partial fimction that maps a sequence of actions, an agenda a PDS, a
sequence of binding stores and an action into a sequence of actions, an agenda, a PDS, and a
sequence of binding stores, i.  e.,

@Mum'  ÄxÄxPxBSxAde ,HÄ’XÄ’X 'P ’XBS’ .

The recursive action deletion function ÖMum 13 a partial function that maps a sequence of actions,
an agenda, a PDS, a sequence of binding stores, and a sequence of actions into a sequence of
actions, an agenda, 3 PDS, and a sequence of binding stores, i.e., -

.._1 _.  „ _.  .. _ .  A _
QMULTI :AxAxPxBSxAde lHA’xA’x 'P ’xBS’ . -

—1
«lib/1mg1 is recursively defined as follows.
Let Ä be  a sequence of actions, A an agenda, P a PDS,  BS a sequence of binding stores, and Adel
a sequence of actions.

1 .  If Add is empty, then
. . _1  _.  „ .. .. .. - .,
(I)MUL1‘I(A’ A1  731 BS ,  Ade l )  :=  (A ,  A ,  'P, BS) .

2. Otherwise let Adel :=  first(Adez) and Ä’del :=  rest (Add).  If Adel is in  Ä or  part of a CPLANNER
or PPLANNER action in  A and Add is deletable with respect t o  A ,  then
- '—1  -o » —° _ -o—1 -o n —o - -o

q)MUIJX‘I (A ,  A7  P?  BSV/1481) : :  QMULTI(¢;/Il,u;r1(e’47 Asp !  BS,  Ade l )1A,de l ) -

Ü

In the single definitions of the function (fig/{hm for the different kinds of actions we describe the
modifications of the sequence of actions, the agenda, the PDS, and the sequence of binding stores
caused by the deletion of a respective action. Although the notion of deletability of an action is
only defined with respect to  a sequence of actions, we assume that the agenda, the PDS,  and the
sequence of binding stores are not arbitrary, but created by this sequence of actions (in particular,
by the action that should be deleted).

We start with the definition of (PIT/13M, for method actions. Since in  MULTI the action sequences
consist only of strategic actions, a method action can occur only within a PPLANNER or CPLANNER
action. Hence, the following definition describes the deletion of a method action within a PPLANNER
or CPLANNER action.

Definition 5.19 ((I),—‚lim on Method Actions): Let Ä be a sequence of actions and let
Adel be a method action, which is in  an PPLANNER or  CPLANNER action Aplamm in Ä, i.e.,
Ä=[A1, . . . ,A,~_1,Apzam,e,,A,-+1, . . . ,An] .  Let B—S be  a sequence of bindings stores, P a PDS,
and Ä an agenda. Moreover, let  $C’oncs be  the EB conclusions, eConcs the e conclusions,
eaPrems the  69 premises, ePrems  the e premises, and BPrems the blank premises of Ade l -  Let
T = L < SUPPSL be  the task of Adel and let 0' be the binding constraints of Adel.
Premsz=®Prems U ePrems U BPrems,
Concsz=€BConcs U GConcs
Lines—To—Remove:=GBConcs U EBPrems
0ld-Line-Tasks:=[L’ < SUPPSL/ | L '  E ®P'rems].

29S ince  action dele t ion is  conceptually t he  inverse operation of action in t roduct ion  we cal l  these  functions (I’ll/111nm

-—1 . . . —and q’MUL‘n although technically they are not the inverse functions of (I’MUL'I‘) and @MUL-n.
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Old-Inst-Tasks:=[mvll"s‘ | mv E N (aw-Lines and nowhere else in  P].
Old-Exp—Tasks:=[C|EzP | C i n  Concs].
Tasks-To—Remove:= Old-Line-Tasks U Old—Inst—Tasks U Old-Exp—Tasks.
N ew-Inst-Tasks:=[mvllnSt [ mv bound inc].
N ew-Tasks =[T] U N ew-I nst-Tasks
If Add is deletable with respect to  A and if Ä, P ,  and BS resulted from the introduction of
Ä (to some agenda, PDS, and sequence of binding stores), then the result (Ä’, Ä’, P’, BS’o)f
QMULT;(Ä’Ä1P‚BS‚ Add) 15 defined by:

=[A11  ° - ' ‚A i—19  Agla'nne‘fl  A id -11  ' ' ' ’ An]

where Aplanmr results from Adam.” by removing Add from the sequence of actions of
p lanne r -

. Ä’:= N ew—Tasks U (Ä — Tasks-To-Remove).

. 'P7 l'esults from P by

1.  removing the lines Lines-To-Remove and
2. justifying the proof lines eConcs with Open, respectively.

. If a is empty, then B-S’:=BS‚ otherwise BS’:=B"S - la$t(§S).3°
Ü

Definition 5 .  20 ((I’Mum on INSTMETA Actions). Let Ä be a sequence of actions and let Add
be an INSTMETA action in  A Let BS be  a sequence of bindings stores, P a PDS, and Ä an agenda.
If Add is deletable with respect to  A and if Ä ,  P ,  and BS resulted from the introduction of
Ä ( to some agenda, PDS, and sequence of binding stores), then the result (A’, Ä’, P ’ ,  B’S ) of
<1>,*,{,,,,(/i, Ä, 79, Es, Add) is defined by:

. Ä ’ :=Ä —— Add.

. Ä’:=Ä U [T] where T is the task of Add.

. 'P’:=P.

. BS’:=B'S — Iast(B_S).

El

Definition 5 .  21  (@Mum on ATP Actions) .  Let Ä be  a sequence of actions and let Add be
an ATP action in  A. Let BS be  a sequence of bindings stores, P a PDS, and A an agenda. Let
T :  L < SUPPSL be  the  task of Add;
If Add is deletable with respect to  Ä and if A, P ,  and BS resulted from the introduction of
Ä (to some agenda, PDS,  and sequence of binding stores), then the result (Ä’, Ä’, P’, BS’ ) of
ÖKALu-ÄÄ, Ä, 73, 55, Adel) is defined by:

’ Aka/T _ Adel-

° Ä’==(Ä u [T]) — Llßw.
. P ’  results from P by opening the line L .

. BTS’:=B_.S.

E]

3° I f  a i s  not  empty,  t hen  t he  last b inding  s tore  in  BS has t o  be  t he  b ind ing  s to re  resu l t ing  f rom the  in t roduc t ion
of Add  s ince  o therwise  Add  would not  be  de le table .  Thus ,  when  Add  is  dele ted,  t hen  the  last b ind ing  s tore  has t o
be removed.
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Definition 5 .  22 ((PMgm on EXP Actions): Let Ä be a sequence of actions and let Add be an
EXP action in  Ä. Let BS be  a sequence of bindings stores, P a PDS,  and Ä an agenda. Moreover,
let T=  L|E$p be the task of Add and ( J  Pl . . Pn )  the justification of L at the next higher level
of abstraction (i.e., the justification of L before Add was performed).
Lines-To—Remove:={L’|L’ € expansion-segment of  Add} — {L ,  P1, . . . , Pn}.
N en:-Tasks: [T] .
Old—Open-Lines:={L’|L’ e open-lines ofAddd}.
Old—Line-Tasks:=[L' < SUPPSLI | L’ in Old-Open-Lines].
0ld—Inst-Tasks:=[mv|’"5‘ | mv e Lines-To—Remove and nowhere else in PDS].
Old-Exp—Taskszz

[L’IEW |(L’ € Lines-To—Remo'ue or U :  L) and L' closed by tactic].
Tasks-To—Remo'uef— Old-Line-Tasks U Old-Inst- Tasks U Old— Exp-Tasks.
If Add is deletable with respect to  Ä and if Ä,  P ,  and BS resulted from the introduction of
Ä (to some agenda, PDS, and sequence of binding stores), then the result (A’, Ä’, P’, BS’) of
QMM-„(A,  Ä, P,  BS,Add) is defined by:

. Ä’:=Ä -— Add.

. Ä’:= N ew—Tasks U (Ä — Tasks-To—Remo'ue).

. P’  results from 'P by

1.  removing the current justification from L and setting ( J  Pl . . . Pn) as  the current one,
and

2. removing the proof lines in N ew—Lines.

. BVS’:=B..3.

El

Definition 5.23 (©171t on CPLANNEH or  PPLANNER Actions): Let Ä be a sequence of actions
and let Add be  a CPLANNER or a PPLANNER action in Ä. Let B‘s be  a sequence of bindings stores,
P a PDS, and A an agenda. Moreover, let [A1, . . . , An] be  the action-sequence of Add.

(Ä‚„,A,.„,1>„c‚ß"sm) := «13t (Ä, A, 73, B‘s, [Am . . . , A1])
If Add is deletable with respect to  Ä and if Ä, P ,  and 3—5 resulted from the introduction of
Ä (to some agenda, PDS, and sequence of binding stores), then the result (Ä’,Ä’,P’,B_S’) of
alt/1311.11 (Äv Ä ,  Pa  ES, Ade l )  iS defined by:

. Ä’:= A)“ _ [Adell-al

' A7 = Arec -

. P ,  = prec

I ES’:=§Sred

El

With these definitions at our disposal, we can now describe the BACKTRACK algorithm. Figure 32
contains a pseudo-code description of BACKTRACK. BACKTRACK obtains two arguments. First, a pair
(S, T ) ,  which consists of a BACKTRACK strategy S and a task T .  Second, the list of all alternative job
offers on the control blackboard, when the BACKTRACK strategy was invoked. BACKTRACK returns
no specific output but updates the content of the proof blackboard.

Step 1 applies the computation function of the  strategy S to  the task T .  This returns a sequence
of actions that BACKTRACK should delete, and BACKTRACK binds the algorithm variable Add to  this

31When  all  actions in  Add  are  de le ted ,  t hen  Add  remains w i th  an empty action sequence.  Here  Add  itself is
dele ted from the  action sequence.
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Input :  (1) a pair (S ,  T)  where S is a BACKTRACK strategy and T is a task, (2) the  list of all
al ternat ive  j ob  offers J .

Output:  No ou tpu t ,  only changes of t he  blackboards.

Algorithm: BACKTRACK((S, T),  J )

1. Compute Actions To Be  Deleted
Let Adel :=apply (compute-deI-actions-function (S), T).
add-backtrack-start-record—to-history(J, Adel).

. Terminate
If Ädel=9

then
Let message:=create-success-message (S, T ) .
add—backtrack-stop—record—to-history (message) .
Terminate.

Select Action _
Let Adelz=firs t  (Ade l ) -

. Extend Actions
If Adel is not deletabie wrt.  the sequence of actions on  PB

then_ ‘
Adel :=dependend-actions(Adez) U Ädez .

Goto step 3.

If Adel is  CPLANNEH or  PPLANNER action, whose action-sequence is  not
empty

then"
Adel :=action-sequence (Adel) U Ädel .
Goto step 3.

. Dele te  Act ion
PB:=<I>;4}‚m(Ad„, PB).
add-action-del—record(Adel).
L9t Adez==Adez  _ [Adel]-
If action-of-terminated—strategy(Adel)

then
write-to—memory ( get-tasktag (Adel ), (b).

Goto step 2.

Figure 32: The BACKTRACK algorithm.

action sequence. Moreover, BACKTRACK writes a backtrack—start entry with this information to  the

The steps 2-5 are essentially a while-loop, which is passed through until Ädel is empty. First,
Step 2 checks whether Ede; is  empty. If this is the case, i t  creates a success message,32 writes a
backtrack-stop entry with this message to  the history, and terminates. Otherwise, step 3 picks the
first action from Ädel  and stores i t  in the algorithm variable Adel. Adel is then either deleted in
step 5 or step 4 extends Ädel  depending on Adel. Step 4 first checks whether Ade; is  deletable with
respect to  the sequence of actions on  the  proof blackboard. If this is  not the case, then there are
actions which depend on Adel and step 4 adds these actions, which are computed by the function

32 Note that  BACKTRACK is not supposed to  fail (except of hopefully not occurring programming errors).
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dependend-actions, in  front of Äde l -  If Adel i s  deletable, then step 4 checks next whether i t  i s  an
action of PPLANNER or CPLANNER whose action-sequence is not empty. If this holds, then it adds
the  action sequence of  Adel in  front o f  Adel. Otherwise,  step 5 i s  reached, which uses @fi tm to
delete Adel and to update the action sequence, the agenda, the 'PDS , and the sequence of binding
stores on the proof _blackboard. Moreover, it adds an action-deletion entry to  the history and
removes Adel from Adel.

If the  deleted action Adel belongs to  a terminated PPLANNER or CPLANNEH strategy execution
(this is checked by the function action-of-terminated-strategy), then a re—invocation of this strategy
execution should be enabled again. BACKTRACK re—activates the strategy execution by writing an
entry to  the memory consisting of the task tag of the strategy execution (which is computed by the
function get-tasktag from the history) and an empty set of demand pointers. From this memory
entry the terminated strategy execution can be  re—invoked.

Note that BACKTRACK could apply @@}‚m directly to actions of PPLANNER and CPLANNER that are
not empty (since we did define (1)131t for such actions in definition 5.23). However, BACKTRACK first
successively deletes the action sequence of an action of PPLANNER and CPLANNER before it deletes
the “empty” PPLANNER or CPLANNER action. This guarantees that detailed history information for
each deleted action is created (i.e, for each action, which is in the action-sequence of an action of
PPLANNER or CPLANNER as well as for the PPLANNER or CPLANNER action itself).

5.6  Remarks
5 .6 .1  Representing the Search with Trees

The check for dependency among actions as well as the changes caused by backtracking of an action
are complex operations as described in the previous section. The problem is that the PDS , which
is the central data structure in the current implementation of OMEGA and MULTI, is a complex
data structure difficult to maintain. In the ongoing re—implementation of the OMEGA system on
top of the CORE system [4] we suggest an agenda as the (only) central data structure. Moreover,
we suggest additional data structures to  considerably simplify the backtracking of actions.

The introduction of an action into a strategic proof plan reduces a task to a set of tasks, which
can be  empty. The introduced actions and the resulting tasks could be stored in a tree, a so—called
task-action-tree, whose nodes are labeled with the tasks and whose edges are labeled with the
actions.33 Figure 33 depicts such a task-action-tree. The root node of the tree is labeled with
the initial task. If this tree is constructed during the strategic proof planning process, then the
current agenda consists always of the tasks of the leave nodes of the tree.

With a task-action-tree the dependency among actions could be  formulated as follows: An
action A,- depends on another action Aj if the path from the root node to A,- contains Aj. The
changes caused by the backtracking of an action could also be stated simpler than currently: If
a deletable action A is backtracked, then the children tasks of the action A are removed and the
parent task is introduced again into the agenda.

5 .6 .2  Creating Different Kinds of  Solut ion Proof  Plans

In section 5.3, we defined three different notions of strategic solution proof plans, namely method-
level solution proof plans, instantiated method-level solution proof plans, and full solution proof
plans. In order to  produce a method-level solution proof plan MULTI can ignore the instantiation
tasks and the expansion-tasks; to  produce an instantiated method-level solution proof plans MULTI
can ignore only the expansion-tasks; to  create a full solution proof plan MULTI has to  tackle all
kinds of tasks. ‘

The simplest possibility to  make MULTI search for a particular kind of solution proof plan is
to  prohibit some strategies. For instance, if there are no strategies of EXP, then expansion-tasks
will be ignored and MULTI will search for an instantiated method-level solution proof plan. In the
case studies it turned out that this approach has the drawback that expansion-tasks are created

33Actua l ly ,  we use multi-edges that connect one  parent node with several children nodes
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T31  T32  T33

Figure 33: A task-action—tree.

T11 T12  T22'

although they are ignored later on. Therefore, we avoid the creation of not desired expansion-tasks.
The user can declare methods or  tactics whose applications he  wants to be  expanded by MULTI
as not-reliable. MULTI creates expansion—tasks only for such proof lines L whose justification
( J  P1 . . . PN) uses a not—reliable method or tactic J .

5 .6 .3  Cooperation with Constraint Solvers

So far, the only constraint solver connected with MULTI is CoSIE. MULTI communicates directly
with C0818 by interfaces in methods and strategies. When a method action is introduced that
contains constraints for C0818, then these constraints are passed to  C0518. Moreover, the two
strategies lnstlfDetermined and ComputelnstFromCS employ C0518 to obtain new bindings. If
several constraint solvers should be  connected with MULTI, then a direct communication is  not
sufficient anymore. First,  constraints should be  passed to  all connected constraint solvers for which
they are relevant. Second, several constraint solvers should be  able to  directly exchange results
without involving MULTI.

As possible solution we suggest a constraint solver coordination module, which handles all
communication and which stores all constraints and results. Each constraint solver that should
be  connected has to  register by the coordination module. MULTI passes new constraints to  this
module. Then, the module asks the connected constraints solvers whether this constraint is
relevant for them and passes i t  to  the relevant constraint solvers. The module performs the
same distribution, if a constraint solver produces an intermediate result (i.e., when C0818 detects
that the instantiation of meta-variable mu is already determined by i ts  current constraints). When
MULTI backtracks and deletes some method actions with constraints, then the coordination module
has also to  organize the deletion of the constraints in  the  affected constraint solvers and the deletion
of intermediate that depend on these constraints.

The module handles and distributes also queries of MULTI. MULTI passes queries (e.g., is the
instantiation of meta—variable mu already determined?) only to the coordination module. Either
the coordination module can answer the query directly (e.g., if an result passed by a connected
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constraint solver was already a unique instantiation for mu)  or it distributes the  query to the
connected constraint solvers and passes the answer back to  MULTI.

5 .6 .4  Dependencies i n  Backtracking

When the BACKTRACK algorithm removes an action, then i t  also removes all actions that depend
on this action (see section 5.5.7). The notion of dependency for actions used by BACKTHACK (see
definition 5.16) is strict and therefore BACKTHACK may removes more actions than necessary. In
particular, the deletion of an INSTM ETA action causes the deletion of all actions following this action
in  the current action sequence. We decided for this approach since a more detailed analysis of
which following actions actually depend on a new binding is difficult and is still open.

Nevertheless, there are also dependencies between actions that are not covered by the depen-
dency notion in definition 5.16. In particular, there can be  various dependencies between actions
that involve cooperation with constraint solvers (e.g., 00818 ). For instance, if the current con-
straints (e.g. ,  mv  5 t and m'u _>_ t )  i n  80818 determine the instantiation t for a meta-variable mu ,
then the strategy InstlfDetermined is applicable with respect to mu  and introduces the binding
mvz=bt into the strategic proof plan. Other actions can rely on  this binding. When a method
action that contains constraints for (10518 is backtracked, then mu may is not longer determined
with respect to  the resulting constraint store (e.g., if the constraint mv 5 t is removed). In this
case, the action of InstIfDetermined, which binds mu to t ,  has to be  removed. Since this is not a
problem of strategies of INSTMETA in general but of ComputelnstFromCS in particular, we did not
implement such a dependency analysis into the BACKTRACK algorithm (i.e., i t  is not contained in
the dependency notion introduced in  definition 5.16). Rather we suggest to  check such particular
dependencies in  strategic control rules that cause further backtracking.

The described problematic situation is  handled by the strategic control rule check-det—insts .
check-det—insts  checks whether the last strategy execution was a BACKTRACK step and whether
i t  removed some method actions with constraints for CoSIE . If  this i s  the case, i t  checks whether
all actions of InstlfDetermined in  the current sequence of actions are still valid in  the sense that
the meta-variables that they bind are still determined in  CoSIé‘ . Then, check—det—insts prefers
backtracking for each action of lnstlfDetermined that is no longer valid.

5 .6 .5  Failure Information in  Execution Messages

When a strategy execution fails, then i ts  algorithm creates a failure message. If possible the
algorithm can attach information t o  a failure message, which can also be  used by the control rules.
For instance, PPLANNER can create and attach information why no applicable action could be  found.
This functionality affects many single steps in  PPLANNER and in  the procedures CHOOSEACTION and
CHOOSEACTIONALL, which compute and select the next action to  be  applied. Hence, for the sake of
simplicity and clarity, we did not describe this functionality in  the algorithms themselves but  give
an informal description here.

That the procedures CHOOSEACTION and CHOOSEACTIONALL fail to  to  provide an action for a
line-task T and a method M can be  caused by three reasons:

Failed matching of proof l ines The e conclusions of M do not match with the task line of T
or  the blank and e premises of M do  not  match with the supports of T .

Failed application conditions The evaluation of the application conditions of M can fail with
respect to  the substitution resulting from a successful matching of the proof lines of M with
the task line and the supports of T .

Rejected actions Actions can be  rejected by control rules or because they were already applied
and then backtracked later on.

These tests are performed successively in CHOOSEACTION and CHOOSEACTIONALL in this order.
Each time such a test fails, the function that performs the test creates an information record. For
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instance, when the function evaI-appI—conds finds that the application condition Appc of method
M fails with respect to  the incomplete action A (which resulted from the successful matching of
the proof lines of M with the proof lines of the given task),  then eval-appI-conds creates the in-
formation record applcondfailure(Appc, M,  A). CHOOSEACTION and CHOOSEACTIONALL collect these
information records and return them to  PPLANNER. If there is no applicable action, then PPLANNER
attaches the set of information records to  the created failure message. Sample applications of
MULTI that make use of such failure information are given in  [35].

6 Conclusion

We presented the technical concepts underlying proof planning in  the OMEGA system and gave
detailed descriptions of the two proof planners in OMEGA, the simple proof planner PLAN and
the multi-strategy proof planner MULTI. As sample application we discussed the application of
both planners to  the LIM+ example from the limit domain.

Since the LIM+ example can be  solved by both planners i t  does not point out the advantages
of proof planning with multiple-strategies as opposed to simple proof planning. We refer the
interested reader to [34, 35] for a discussion of problems of the limit domain that cannot be solved
by PLAN but by MULTI. The reason is that MULTI enables the flexible combination of different
proof plan refinements (in particular flexible backtracking and meta—variable instantiation) guided
by meta-reasoning. For further discussion of the application of PLAN to  the limit domain see in
the master thesis of Jürgen Zimmer [65] as well as in [42, 41, 45].

Further case studies performed with MULTI include applications to  residue class problems [39,
36, 37, 38], to  permutation group problems [13], and to  the x/ä-is-irrational problem and similar
problem [57]. A recent application of MULTI is its incorporation into the tutor system ACTIVE-
MATH [43] where it serves as the module to teach mathematical theorem proving [40]. In this
application MULTI is not used as automated component (as in  the other listed applications) but
as mixed-initiative component that communicates with the user and incorporates the user to  take
decisions, i.e., which proof plan refinement to  perform next.
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A ChooseActionAll Algorithm

Input:  (1) a tuk T ,  (2) a history Ü,  (3) a list of methods M,  (4) a list of control rules C.

Output :  Either a pair o f  an  action and a l i s t  o f  act ions o r  fail .

Algorithm: ChooseActionAll(T,Ü,M,C)
Let T=Lopm < SU'P'PSLWW.

1.  Order Methods
Met  hods:= evalcru/es-methods (M ‚C ‚T).
Let Methods = [M1, . .  . ,  Mn].
When Methods empty then terminate and return fail.
Actions; :=initial-action-set(T, M1 ) .

Actionsn :=ini!iaI—action-set(T, Mn).

2. Handle Task, Supports,  Parameters, and Appl.  Conditions
For i = 1 to  n :

(a) Match Task Line
Let eConcs,» the e conclusions of Mi .
Actionsi :=  match-task—Iine (Lopen ‚eConcsi ,Actionsi ).

(b) Select and Match Supports and Parameters
Let ePremsi  and BPremsi  the e premises and blank premises of
Mi.  Let Paramsi the parameter variables of Mi.
Supps+Paramsi:=evalcrules-s+p (SU’P'PS LW“ ‚C ,T,M‚-,Actions‚-).
Actionsi:= match-s+p(Supps+Params‚-,6Premsi U BPremsi ,

ParamshActionsi).

(c) Evaluate Application Conditions
Actions,—:=eval-appI—conds(Actionsi‚M‚—).

Actionsz=Action31 U . . . U Actions".
When Actions empty then terminate and return fail.

3. Out l ine  Computations
evaI-oWine-computations (Actions).
complete-outline(Actions).

4. Choose Action _
Actions :=remave-backtracked (Actions‚H).
Actions : = evalcrules-actions (Actions—‚C ).
If Actions = @

then
Terminate and return fail.

else
Terminate and return first(Actions).

Figure 34: The CHOOSEACTIONALL algorithm.
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B Lim+ Example

Limf .  L im ,  nina f (x )  = [ ;  (Hyp)
Limy-  L ima  I” 

Elfinagh) = lg (HI/P)
L2. Lim, D—Vel.(0 < c1 => 361. (0 < 61 /\ (DEFNUNFOLD-F Lint!)

\ i n - ( Im  — al < 61 /\ |:c1 -— a |  > 0
» lf(11) — U! < e1)»

La. Linz„ b—V52.(O < 52 => 362.(O < 62 A (DEFNUNFOLD-F Limg)
Viz - ( lam — a}  < 62  /\ I12  — a]  > 0

=> IWW) — lgl  < €2) ) )

L17. L im;  f—O < m'ug1 => 361.“) < 51 /\ (VE-F L2)
V11.(]11 — a] < 61 A 12:1 - a |  > 0

=> | f (z1)  — lfl < 7717-q

L15. 713 l- 0 < muEl (TELLCS-B)
L20. 'Ha [-361.03 < 61 AV11. ( |11 — al  < 61 (=>E L15 L17)

A In _ a l .>  0 # |f(w1) - l f l  < mal ) )

L21 Lu  }-  0 < 651 AVM-(lau —a‚| < C51 A In  — al > O (Hyp)
=> |f(z1) — m < mus.)

L23. L“ F0  < c51  (AE-F  L21)
L24. L“ }‘V11.(|11 — al < 851 A I I ]  — a] > 0 (AE-F L21)

< lfm) — in < me,)
L25 L21 }- |muz1 — al < 661 A |'m'v;,-_1 — al > 0 (VE—F L24)

=> |f(mv_-„1)—-lf] < mal ) )
L38. Limg F0  < mug: => 352.  ( 0  < 62 /\ (VE-F L3)

Vz2 . ( |12  — al  < 52 /\ [::—‚2 — al  > 0
=> |9(12)_19|  < mvefl )

L39. H3 l— 0 < my“, (TELLCS-B)
L41 .  'Ha F352 .  (0  < 62  AVz2 . ( | 1 :2  - a.| < 62 (©); L39  L38)

A In — at > 0 =» lam) — 191 < mm,»
L42. Lu F0  ( 052 AVJJ2-(Im2 - al ( 6,52 /\ I122 —a{ > 0 (Hyp)

=> l9(12) _ l g l  < my”)
L44. L“  |“ 0 < 652 (AE-F  L42)
L45  L“  i ' s - ( l zz  — a l  < 652 /\ I12 — a!  > 0 (AE-F  L42)

=> |9(12)"19| < ’n'-’n)
L4ß L42 P- Imvx2 - al < ca,  A [mu-„2 — ai  > 0 (VE-F L45)

=» |g<mvxz) — lgl < man)
L11 Ln  }— ICE — a] > O A |cz — a] < my; (Hyp)
Lu L11 '— ICE — a]  > 0 (AE-F  L11)
L13 .  Lu  F IC: - a l  < "1716 (AE-F  L11)
L5. L5 " 0 < Ce (HZ/p)
L61 .  H1  } ‘0  S 0 (ASKCS—B)
L59. H1 }-  m'uö S 061  (TELLCS-B)
L57  H:  I“ 0 S 0 (ASKCS—B)
L55 .  H2 } ‘mvä  S 652 (TELLCS-B)
L52. H2 I- mumz = 01 (TELLCS-B)
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L53. H2 l- m'ug2 S % * c; (TELLCS-B)
L50 H2 f- Im‘uzz — al < 652 (SOLVE*-B L13 L55)
L51. H2 Flirt/1):, — al > 0 (SOLVE*-B L14 L57)
L47  H2  ‘— [mu-'52 — al < 652 /\ ]m’uzz — a l  > 0 (AI -B  L50  L51)
L49  'Hz " |y(m'Ua:g) _ l g ]  < "We: (=>E L47  L46)

L48 H2 5— |g(cx) — lgl < l * ce (SOLVE*-B L49 L52 L53)
L43 H2 " |g(c_-‚;) — l g l  < ? * c;  (=E-F  L47 L46 L45)
L40 H1  |- |g(c;:) — l g ]  < — * ce (BE—F L41  L43)
L37  711 1 ' I .KI (C: : ) - l g l  < 5 * cc  (=>E-F L39  Las  L40)

L31 H1 +— |1| g mu (TELLCS—B)
L32 7-11 Fq  5 ‚‘,—555 (TELLCS-B)
L33 H1 I- |g(cz) - lg] < % (SlMPLIFY—B L37)
L34 H1 I-O < mu (TELLCS—B)
L35 H1 l- mw:1 = C:: (TELLCS-B)
L29  H1  ’- Imvn  — a l  < 651 (SOLVE*-B L13  L59)
L30 ‘H; l'lm'uag1 - a] > 0 (SOLVE*—B L14 L61)
L26 H1 } -  lmvz l  — a] < 651 /\ Imvzl  — al > 0 (AI—B L29 L30)
L28  H1  }- | f (mv11)  — [ f l  < 111/051 (#5  L25  L25)
L27 “H, I— |((_f(c‚-‚) + g(c„)) — l f )  — lg] < c€ (COMPLEXESTIMATE-B

L28  L31  L32  L33  L34  L35)

L22 H;  F- I((f(c;¢) + g(c¢) )  — I f )  — lg} < c; (=>E-F L26 L25 L27)
L19 ‘Hs F [((-“C!)  + g(c1-)) -— I f )  — lgl < Ce  (EE-F L20 L21)
L16  “8 "|((f(c1) +9(C=)) ‘1 ! )  - l g |  < ce (=>E-F L18 L17  L19)

L12 H3 I»- |(f(c_-;) + g(c‚)) -— ( I ,  + lg)! < Ce (SIMPLIFY—B L15)
L10 H4 F Ic; — a |  < mug /\ Ic; — al > 0 ( ä I—B L12)

# |(f(0z) +9(Cm)) - (if + lg ) |  < ce
L9. H4 FVz-(Iz —- al < mm; A | :  —— al > O (VI-B L10)

=>|(f($)+9(1'))—(lf +19): < ce)
L5. H4 }- 0 < m1); (TELLCS-B)
L7. H4 I-O < mug AW:-(lm — a.| < mm A [x — al > 0 (AI-B Le Lg)

=> |(f(1) + 9(m)) _ U! + l g“  < Ce)

L6. 7-14 F36.(0<6AV1.(|1:—a| <6 / \ [a :—a |>0  (Ell-B L7)
=> I(f(1) + 900) “ (If +19)! < 00)

L4. um„  “mgr-o < ce » 36.(0 < JA (=>I—B L5)
Vac-(Iz—al <6Alz—al  >0
=> I(f(=c) +9<z>> — (t; +lg>| < cc))

L1. Lim,,Limg}-V&(O<e=3r§.(0< 6A  (VI—B L4)
Vz . ( |a:—a|<ö/ \ | :c—a|  >0
=> |(f(—’b‘) +9($)) _ (l! + Ml < €)»

L1M+. am, .  Limgl- iinflz) + 9(1)) = lf + l g (DEFNUNFOLD—B L1)
H;  = {L im; ,L im„L5‚  L11,L21},  H2 = {L im, ,  LinJä,  L11 ,L21 ,L42}

H3 = {L imb  L img ,L5 ,L11} ,  H4  = {L imf ,L im9 ,L5}
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