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This case study examines in detail the theorems and proofs that are shown by analogy 
in a mathematical textbook on semigroups and automata, that is widely used as an 
undergraduate textbook in theoretical computer science at German universities (P. 
Deussen, Halbgruppen und Automaten, Springer 1971).The study shows the import
ant role of restr'U.etnr·iug a proof for finding analogous subproofs, and of reformulating 
a proof for the analogical transformation. It. also emphasizes the importance of the 
relevant assumptions of a known proof, i.e., of those assumptions actua.lly used in 
the proof. In this document we show the theorems, the proof structure, the sub
problems and the proofs of subprohlems and their analogues with the purpose to 
provide an empirical test set of cases for automated analogy-driven theorem proving. 
Theorems and their proofs are given in natural language augmented by the usual 
set of mathematical symbob in the studied textbook. As a first step we encode the 
theorems in logic and show the actual restructuring. Secondly, we code the proofs 
in a Natural Deduction calculus such that a formal analysis becomes possible and 
mention reformula.t.ions that are necessary in order to reveal the analogy. 

*This work was sl1pport(~d hy a.r~s~a.rch scholarship of the Dent-sche Forschungsgemeinschaft 
(DFG) 

Analogies between Proofs — A Case Study

Erica Melis*
Universitat Saarbriicken
Fachbereich Informatik

6600 Saarbriicken
email: melis@cs.uni-sb.de

This case study examines in  detail the theorems and proofs that are shown by analogy
in  a mathematical texthook on semigroups and automata, that is widely used as an
undergraduate textbook i n  theoretical computer science at German universities (P.
Deussen, Halbgruppen und Automaten, Springer 1971). The study shows the import-
ant role of restructuring a proof for finding analogous subproofs, and of reformulating
a proof for the analogical transformation. I t  also emphasizes the importance of the
re levant  assumptions of  a known proof, i.e., of  those assumptions actually used i n
the proof. In  this document we show the theorems, the proof structure, the sub-
prob lems and the proofs of  subproblems and their  analogues w i th  the  purpose to
provide an empirical test set of cases for automated analogy-driven theorem proving.
Theorems and their proofs are given in  natural language augmented by the usual
set of mathematical symbols in  the studied textbook. As a first step we encode the
theorems in  logic and show the actual restructuring. Secondly, we code the proofs
in  a Natural Deduction calculus such that a formal analysis becomes possible and
mention reformulations that are necessary in  order t o  reveal the analogy.

*This work was supported by a research scholarship of the Deutsche Forschungsgemeinschaft
(DFG)

mailto:Inelis@cs.uni-sb.de




Introduction 

Justified analogical reasonillg proceeds by transferring an aspect from the base case 
8 to a target case t based on the similarity of these cases with respect to a second 
aspect. The second and the first aspect have to be inherently connected. For example, 
analogical reasoning takes as illput the similarity of sand t with respect to their 
function and the connection between function and structure. 
Then it yields the commonality of sand t with respect to their structure. 
vVithin the context of (automated) theorem proving, problems and proofs are usually 
inherently connected, in the sense that a basic heuristic assumption stipulates that 
analogous theorems can be proved analogously also. This assumption is true in 
many cases. For analogical theorem proving the first aspect of a connection is the 
pair (ao58, thm) which we call problem, that consists of the set of relevant assumptions 
aso5 and of the theorem thm, and the second aspect is the proof of the theorem thm 
from the assumptions ao58. 

To obtain an empirical test set and in order to gain practical experience with ana
logical reasoning in ma.tIH~matica.l theorem proving we have studied the textbook 
"Halbgruppen und Automaten" (abbreviated as HUA in the following) [1], since it is 
particularly rich in proofs that are explicitly stated as analogous to previous proofs 
by the author. Furthermore the book already served as a test case for automated 
theorem proving for the MargraJ Karl Refutation Procedure [2]. 
This empirical study is the basis for our own approach to analogy-driven theorem 
proving that is presented ill detail in [5]. This approach is inherently based on 

•	 the reformulation of tbf' base problem together with the base proof, and on the 
reformulation of thf' target problem. The aim of the reformulation is to make 
the representation of the base and the target problem compatible such that the 
essential analogy is revealed, 

•	 carrying over certain reformulated parts of the base proof as parts of a hypo
thetica.l target proof. 

The following study presents all theorems in HU A that are explicitly marked as 
analogolls by the author. Theorems are first given in English (our translation) and 
coded in predicate logic. Tlw proofs are then coded in a Natural Deduction format, 
such that a formal analysis bf'comes possible. 
The main finding is that a. problem P2 is called analogous to a problem PI in the 
textbook, if PI can be reformulated to a problem equal to P2, or PI and P2 can 
be reformulated to a common abstraction. Actually, P2 is often called analogous to 
PI even if only an important subproblem of P2 is analogous to a subproblem of PI. 
Hence the standa.rd approach to automated thf'orem proving by analogy (e.g., [?]), 
which is mainly based on symbol mapping of the base case to the target case for a 
given representation fails in many cases: There is no such symbol map unless the 
actually given representation is reformulated such that the analogy becomes visible. 
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Introduct ion

Justified analogical reasoning proceeds by transferring an aspect from the base case
s to a target case t based on the similarity of these cases wi th  respect to a second
aspect. The second and the first aspect have to  be inherently connected. For example,
analogical reasoning takes as input the similarity of s and ¢ wi th  respect to  their
function and the connection between function and structure.
Then i t  yields the commonality of s and ¢ wi th  respect to  their structure.
Within the context of (automated) theorem proving, problems and proofs are usually
inherently connected, i n  the sense that a basic heuristic assumption stipulates that
analogous theorems can be proved analogously also. This assumption is true i n
many cases. For analogical theorem proving the first aspect of a connection is the
pair (ass, thm)  which we call problem, that consists of the set of relevant assumptions
ass and of the theorem thm, and the second aspect is the proof of the theorem thm
from the assumptions ass.
To obtain an empirical test set and i n  order to  gain practical experience wi th ana-
logical reasoning i n  mathematical  theorem prov ing we  have studied the  textbook
“Halbgruppen und Automaten” (abbreviated as HUA in  the following) [1], since i t  is
particularly rich i n  proofs that are explicitly stated as analogous to  previous proofs
by the  author. Furthermore the book already served as a test case for automated
theorem proving for the Margraf Karl Refutation Procedure [2].
This empirical study is the basis for our own approach to analogy-driven theorem
proving that is presented i n  detail i n  [5]. This approach is inherently based on

e the reformulation of the base problem together with the base proof, and on the
reformulation of the target problem. The aim of the reformulation is to make
the representation of the hase and the target problem compatible such that the
essential analogy is revealed,

® carrying over certain reformulated parts of the base proof as parts of a hypo-
thetical target proof.

The following study presents al l  theorems in  HUA that are explicitly marked as
analogous by the author. Theorems are first given in  English (our translation) and
coded in  predicate logic. The proofs are then coded in  a Natural Deduction format,
such that a formal analysis becomes possible.
The main finding is that a problem P2  is called analogous to a problem P1  i n  the
textbook, i f  P1  can be reformulated to  a problem equal to  P2, or P1  and P2  can
be reformulated to  a common abstraction. Actually, P2  is often called analogous to
P1  even i f  only an important subproblem of P2  is analogous to  a subproblem of P1.
Hence the standard approach to automated theorem proving by analogy (e.g., [?]),
which is mainly based on symbol mapping of the base case to the target case for a
given representation fails i n  many cases: There is no such symbol map unless the
actually given representation is reformulated such that the analogy becomes visible.



Why "Halbgruppen und Automaten"? 

The textbook "Halbgruppen und Aut.omaten" [1] was chosen for t.his case study since 
it consists of the three chapters each of which is built upon the previous one, partially 
by analogies. This is t.he reason, why this particular textbook is so rich in explicit 
proofs by analogy and actually very much liked by students because of its uniform 
structure. The actual chapters are: 

• Semigroups and relations 

• Semigroups and semimoduls 

• Automata. 

Notation 
The study is based on Natural Deduction (ND) proofs, since it turned out to be 
most natural to code the proofs given within t.he textbook in a proof calculus, whose 
(primitive) rules are present.ed in [4] which in t.urn is based on [3]. The displayed 
ND-proof lines do not always correspond t.o primitive rules but can easily splitted 
into several lines that correspond to primitive ND-rules. The reason is to keep the 
proofs more readable. 
In the following we quot.e t.he theorems by t.heir original decimal numbering from 
HUA, for example, Theorem 17.6. refers to Sa.tz 17.6. on page 182 in HUA. Some
t.imes a theorem is not explicitly stat.ed in the t.ext.book but just mentioned as analog
ous to some previous theorem, for example the existence of certain homomorphisms 
in semimoduls is directly carried over (i.e. is analogous) from the exist.ence of homo
mophisms in semigronps, Then, for instance, the theorem mentioned as analogous 
to theorem 5.7 in section 7 of HUA is denoted as 7.5.7. As another notational con
vention, we denote part n of t.heorem rH. by rn.n. 
The ND-proofs contain parts that are called r'elevant assumptions, and these may 
correspond to applications of t.he ND-rule called HYP (hypothesis introduction). The 
relevant assumptions are those hypotheses which cannot be omitted in the proof. As 
Cl further refinement, the origin of the HYP-rule is replaced by the name of the 
assumpt.ion that was introduced by the HYP-rule. For example, ASS means that the 
formula is an assumption of the problem, DEF points t.o a definition, and AX means 
that the hypothesis is an axiom. 
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Why “Halbgruppen und Automaten”?
The textbook “Halbgruppen und Automaten” [1] was chosen for this case study since
i t  consists of the three chapters each of which is bui l t  upon the previous one, partially
by analogies. This is the reason, why this particular textbook is so r ich in explicit
proofs by analogy and actually very much liked by students because of i ts  uniform
structure. The actual chapters are:

e Semigroups and relations

e Semigroups and semimoduls

e Automata.

Notation
The study is based on Natural Deduction (ND) proofs, since i t  turned out to be
most natural to  code the proofs given within the textbook i n  a proof calculus, whose
(primitive) ru les are presented i n  [4] wh ich  i n  tu rn  i s  based on  [3]. The displayed
ND-proof lines do not always correspond to  primitive rules but can easily splitted
into several lines that correspond to primitive ND-rules. The reason is to keep the
proofs more readable.
In the following we quote the theorems by their original decimal numbering from
HUA, for example, Theorem 17.6. refers to Satz 17.6. on page 182 i n  HUA.  Some-
times a theorem is not explicitly stated i n  the textbook but  just mentioned as analog-
ous to  some previous theorem, for example the existence of certain homomorphisms
i n  semimoduls is directly carried over (i.e. is analogous) from the existence of homo-
mophisms i n  semigroups. Then, for instance, the theorem mentioned as analogous
to theorem 5.7 i n  section 7 of HUA  is denoted as 7.5.7. As another notational con-
vention, we denote part n of theorem m by m.n.
The ND-proofs contain parts that are called relevant assumptions, and these may
correspond to applications of the ND-rule called HYP (hypothesis introduction). The
relevant assumptions are those hypotheses which cannot be omitted in  the proof. As
a further refinement, the origin of the HYP-rule is  replaced by  the  name of the
assumption that was introduced by  the HYP-rule. For example, ASS means that the
formula is an assumption of the problem, DEF  points to  a definition, and AX  means
that the hypothesis is an axiom.



Analogous Theorems and Proofs in HUA 

The following theorems are marked by the author of HUA to be shown by analogy:
 
Theorem 6.3. (Chapter H) is analogous to theorem 3.3. (Ch.!).
 
Theorem 6.6. (Ch.H) is analogous to theorem 3.6. (Cid).
 
Theorem 7.5.2. (Ch.H) is analogous to theorem 5.2. (Ch.I).
 
Theorems 4.10,4.11, and 4.12 (CId) for sets can be taken over for the corresponding
 
(sub-)theorems of 5.6,5.7, and 5.8 for semigroups.
 
Theorems 5.6, 5.7, and 5.8 (CILl) for semigroups are supposed to be carried over
 
analogously to the corresponding theorems 7.5.6, 7.5.7, and 7.5.8 for semimoduls (in
 
Ch.H).
 
Theorem 5.3 (Ch.!) is analogous to theorem 4.8 (Ch.!).
 
Theorem 10.9.8 is analogous to 9.8 (Ch.H).
 
Theorem 13.7 (Ch.HI) is analogous to theorem 6.9 (Ch.H).
 
Theorem 17.17.6 (Ch.III) is analogous t:o theorem 17.6 in the same section (Ch.!II).
 
Theorem 17.9 part 2 (CldIl) is ana.logous to 17.9 part 1 (Ch.I1I).
 
Two subproofs of theorem 17.6 are ana.logous.
 
The more interesting ana.logies are examined in the following.
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Analogous Theorems and Proofs in HUA
The following theorems are marked by the author of HUA to be shown by analogy:
Theorem 6.3. (Chapter I I )  is analogous to theorem 3.3. (Ch.I).
Theorem 6.6. (Ch.II) is analogous to theorem 3.6. (Ch.I).
Theorem 7.5.2. (Ch.II) is analogous to theorem 5.2. (Ch.I).
Theorems 4.10, 4.11, and 4.12 (Ch.I) for sets can be taken over for the corresponding
(sub-)theorems of 5.6, 5.7, and 5.8 for semigroups.
Theorems 5.6, 5.7, and 5.8 (Ch.I) for semigroups are supposed to  be carried over
analogously to  the  corresponding theorems 7.5.6,  7.5.7,  and 7.5.8 for semimoduls ( i n
Ch.II).
Theorem 5.3 (Ch.I) is analogous to theorem 4.8 (Ch.I).
Theorem 10.9.8 is analogous to 9.8 (ChL.II).
Theorem 13.7 (CL.1II) is analogous to theorem 6.9 (Ch.II).
Theorem 17.17.6 (Ch.I1I) is analogous to theorem 17.6 in  the same section (Ch.III).
Theorem 17.9 part 2 (CL.III) is analogous to 17.9 part 1 (Ch.III).
Two subproofs of  theorem 17.6 are analogous.
The more interesting analogies are examined i n  the following.



CASE 1: THEOREMS 3.3 and 6.3 

The proof of theorem 6.:3 is analogous to the proof of theorem 3.3 in HUA, where 
the respective theorems are given as: 
Theorem 3.3 
Let {Ti : i E I} be a family of leftideals in the semigroup F. 
1.	 Then Ui Ti is a leftideal in F. 
2.	 If ni Ti is not empty then ni Ti is a leftideal in F. 

Theorem 6.3 
Let {Ti : i E I} be a family of F-subsemimoduls in the F-semimodul S. 
1.	 Then Ui Ti is an F-subsemimodul in S. 
2.	 If ni Ti is not empty then ni Ti is an F-subsemimodul in S. 

, 
The analogy of theorem 3.3 and theorem G.3 is based on the correspondence between 
the definitions of a leftidea.l and of a subsemimodul (definition 3.1 and definition 6.2 
in HUA) which are given as: 

Definition 3.1 A nonempty subset T of a semigroup F is called 
lejtideal if FT C T, where FT = {ft : f E F, t ET}. 

Definition 6.2 A nonempty subset T of an F-semimodul S is called 
F-s1l.bsemimod1l1 if FT C T, where FT = {ft : f E F, t ET}. 

Consider the ana.logy hetween the subproof of 3.3.1 and the subproof of6.3.1: Cor
responding to the definition of a leftidea.l, it is shown for 3.3.1 that Ui Ti is nonempty, 
Ui Ti is a subset of F, and F· U T i C Ui T i . Thus splitting the theorem 3.3.1 into its 
conjunctive subparts, a straightforward proof structure of 3.3.1 is the following: 

•	 Part 1: 
Theor'ern: UTi is nonempty, i.e. (expa.nding the definition of 'nonempty'): 
3:[;(:r E Ui Ti ).
 

Rdevant assumptions: Vi(i E I -t 3x(:r E 1;:)); the definition of Ui Ti .
 

•	 Pa.rt 2: 
Theorem: Ui T i cF.
 
Relevant assunqJtions: the definition of U; the definition of C; the assumption
 
Vi(i E I -t (Ti C F)).
 
This part is demonstra.ted in more detail below.
 

•	 Part3: 
Theorem.: F· Ui Ti C Ui Ti, e.g.(after expanding the definition of F· T and of 
C): Vi,.7:,f(i El I\:r E Ti 1\ f E F -t f·:r E Ti )
 

Relevant assumptions: the definition of F· T; the definition of C; the definition
 
of U; the assumption Vi(i E I -t F· Ti C Ti ).
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CASE 1 :  THEOREMS 3.3 and 6.3
The proof of theorem 6.3 is analogous to tlhe proof of theorem 3.3 in HUA, where
the respective theorems are given as:
Theorem 3.3
Let  {T; : 1 € I }  be  a family of leftideals i n  the semigroup F .
1. Then | ;  T; is a leftideal i n  F .
2. If N;  T; is not empty then (1; Ti  is a leftideal i n  F .

Theorem 6.3
Let {T; : :  € I }  be  a family of F-subsemimoduls i n  the F-semimodul S .
1. Then U;  T; is an F-subsemimodul i n  S.
2. If N;  T; is not empty then N;  T; is an F-subsemimodul i n  S.

The analogy of theorem 3.3 and theorem 6.3 is based on the correspondence between
the definitions of a leftideal and of a subsemimodul (definition 3.1 and definition 6.2
in HUA) which are given as:

Definition 3 .1  A nonempty subset T' of a semigroup F is called
leftideal i f  FT  CT ,  where FT  = { f t :  fe F , t  eT}.

Definition 6.2 A nonempty subset T of an F-semimodul S is called
F-subsemimodul i f  FT  CT ,  where FT  = { f t :  f € F , t €  T}.

Consider the analogy between the subproof of 3.3.1 and the subproof of 6.3.1: Cor-
responding to  the definition of a leftideal, i t  is shown for 3.3.1 that U;  T; is nonempty,
U;  T; is a subset of F ,  and F -U ;  T; C U;  T:. Thus splitting the theorem 3.3.1 into i ts
conjunctive subparts, a straightforward p roo f  structure of 3.3.1 is the following:

e Part 1:
Theorem: J;  T; is nonempty, i.e. (expanding the definition of nonempty’):
dz(z € U; Th).
Relevant assumptions: Vi(i  € I — x ( x  € T;)); the definition of U; T;.

e Part 2:
Theorem: J;  T; C F .
Relevant assumptions: the definition of |J; the definition of C; the assumption
V i ( i e  I — (T ; C F)).
This part is demonstrated i n  more detail below.

oe Part3:
Theorem: F - | ;  T; C U; T:, e.g-(after expanding the definition of F'- T and of
C): V i z ,  f i e INzeT ;N feF  — f - zeT )  ‘

Relevant assumptions: the definition of F -T ;  the definition of C; the definition
of U; the assumption Vi(z: € I — F -T; C T}).



Given the definition of a.1I F-sllbsemimodlll, it has to be shown in a proof of 6.3.1 
that Ui T,: is nonempty, Ui 1; is a subset of S, and F· Ui Ti C Ui Ti . Splitting the 
theorem of 6.3.1 into its conjunctive subparts, a straightforward proof structure of 
6.3.1 becomes: 

•	 Part 1: 
Theorem: Ui Tiis nonempty, i.e.(expanding the definition of 'nonemptyness'): 
3x(x E Ui T;).
 
Relevant assumptions: Vi(i E I ~ :3:r:(:r: E Ti )); the definition of Ui Ti .
 

•	 Part 2: 
Theorem: Ui Ti C S. 
Rele1mnt assumptions of the completed proof: the definition of U; the definition 
of c; the assumption Vi(i E I ~ (T, CS)). 

•	 Part3: 
Thforem: F· U, Ti C Ui Ti , i.e.(after expanding the definition of F· T and of 
C): Vi, :r:, f{1: E I 1\ :r: E Ti 1\ f E F ~ f· x E Ti ) 

Relevant ass'l/.lnptions: the definition of F· T; the definition of C; the definition 
of U; the assumption Vi(i E I ~ F . T; eT;). 

We shall now give tlw explicit NO proofs of theorem 3.3.1 part 2 and of theorem 
6.3.1 part 2. The first proof is a translation of the given natural language proof in 
HUA into an NO-calculus, while the second proof is an analogical reconstruction (it 
is not given in the textbook but just mentioned as "to be shown analogously"). 

Given the definition of an F-subsemimodul, i t  has to  be shown i n  a proof of 6.3.1
that U; T; is nonempty, U ; T; is a subset of S,  and F -U ; Ti  C U ; T;. Splitting the
theorem of 6.3.1 into its conjunctive subparts, a straightforward proof  structure of
6.3.1 becomes:

e Part 1:
Theorem: U; T; is nonempty, i.e.(expanding the definition of ‘nonemptyness’):
Jdz(z € U :  T;).

Relevant assumptions: Vi(z € I — I r (x  € T})); the definition of U;  T;.

e Part 2:
Theorem: U; T; CS.
Relevant assumptions of  the completed proof: the definition of  U;  the definition
of C; the assumption Vi(z € I — (1; C §S)).

e Par td:
Theorem: F -\J;T; C U; Ts, i.e.(after expanding the definition of F'- T and of
C r  V i z , fGe l INzeT ,ANfeEF  — f - ze l
Relevant assumptions: the definition of F -T ;  the definition of C; the definition
of  U ;  the  assumption V i ( i  € I — F - T; CT) .

We shall now give the explicit ND  proofs of theorem 3.3.1 part 2 and of theorem
6.3.1 part 2. The first proof is a translation of the given natural language proof in
HUA into an ND-calculus, while the second proof is an analogical reconstruction (it
is not given in  the textbook but just mentioned as “to be shown analogously”).



ND proof for theorem 3.:3.1 pa.rt 2. 

NNo S;D Formula Reason 
relevant assumptions 

1. ; 1 f- VI, x(x E UiEI Ti	 +-+ 3i(i El 1\ x E T;)) (DEF U) 
2. ;2 f- VM, N(M C N +-+ VJ:(x E M -+ x E N))	 (DEF C) 
3.	 ;3 f- Vi(i E I -+ Ti C F) (ASS) 

tllf~ proof 
4. 4', f- t E Ui Ti	 (HYP) 
5. 4; 1 f- t E Ui T; +-+ 3i(i E I 1\ t ET;)	 (VD 1) 
6. 4; 1 f- t E Ui T; -+ 3i( i E I 1\ t ET;)	 (+-+D5) 
7. 4; 1 f- 3i(i E I 1\ t ET;)	 (-+D6) 
8. 8', f- in E I 1\ t E T;n	 (HYP) 
9. 8', f- t E T;n	 (I\D) 
10. 8', f- in E I	 (I\D) 
11. ;3 f- in E I -+ T;n C F	 (VD) 
12. 8; :3 f- T;o C F	 (-+ D 10 11) 
1:3.	 8; 1, 2, :3 f- t E F (VD, +-+ D, -+ D 9 

12 3) 
14. 4; 1,2,3 f- t E F	 (Choice 7 8) 
15. ; 1,2,3 f- t E Ui T; -+ t E F	 (DED 14) 
16. ; 1,2,3 f- V:r(J; E Ui T; -+ J: E F)	 (VI) 
17. ; 2, 3 f- Ui T; C F (+-+ D,-+ D 16 2) 
Thm. f- UiT; C F 0 

ND proof for theorem G.3.1 pa.rt 2. 

NNo S;D Formula	 R.eason 

relevant assumptions 
1. ; 1 f- VI, J:(:c: E UiEI Ti	 +-+ 3i(i El 1\ J: E T;» (DEF U) 
2. ;2 f- VM, N(M C N +-+ VJ:(x EM -+ :c: E N))	 (DEF C) 
3.	 ;3 f- Vi( i E 1-+ T; C S) (ASS) 

the proof 
4. 4', f- t E U·,. Ti	 (HYP) 
5. 4; 1 f- t E Ui Ti +-+ 3i( i E I 1\ t E Ti )	 (VD 1) 
6. 4; 1 f- t E Ui Ti -+ 3i( i E I 1\ t E T;)	 (+-+ D 5) 
7. 4; 1 f- 3i(i E I 1\ t E Ti )	 (-+ D 6) 
8. 8', f- in E I 1\ t E T;o	 (HYP) 
9. 8', f- t E T;n	 (I\D) 
10. 8', f- in E I	 (I\D) 
11. ;3 f- in E I -+ T;o C S	 (VD) 
12. 8; 3 f- T;o C S'	 (-+ D 10 11) 
13.	 8; 2, :3 f- t E S (VD, +-+ D, -+ D 9 

12 3) 
14. 4; 1,2, :3 f- t E S'	 (Choice 7 8) 
15. ; 1,2,3 f- tEUT;-+tES'	 (DED 14),. 
16. ; 1,2,3 f- V:I:(:r E Ui T; -+ :r; E S)	 (VI) 
17. ; 1,2,3 f- Ui T; cS (+-+ D,-+ D 16 2) 
Thm. f- U;Ii cS 0 
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ND  proof for theorem 3.3.1 part 2.
Reason

(DEF U)
(DEF c )
(ASS)

NNo S;D Formula
relevant assumptions

1 ; 1  FE V I , a ( zx€EU;e rTi > JilteEIAzET))
2. ; 2  LE VM,N(MCN —Var(z € M —z  € N))
3. ; 3  FE V i ( i e I -T;  CF)

the proof

5. 4; 1 F t e l ,  T i—FEe l I n teT )
6. 4; 1 F t e l ,  T i—-FH(E ie lA teT)
7. 4; 1 FE 3 i ( iEe IA tET , )
8. 8; F iE IALET
9. 8; FE tE  Ta
10. 8; ES
11. ; 3  Fb WELT CF
12. 8 ;3  FE TnCHF
13. 8 ;1 ,2 ,3  FE t e r

14. 4 ;1 ,2 ,3  F t eF
15. ; 1 ,2 ,3  F t e l Ti: » teF
16. 71 ,2 ,  3 F Ve (ee l J ,T ;  —x€F)
17. 72,3  UT iCF
Thm. ; FE UT iCF

ND  proof for theorem 6.3.1 part 2.

(HYP)
(VD 1)
( «  D5)
(— D6)
(HYP)
(AD)
(AD)
(VD)
(=  D 10 11)
(VD, D ,— D 9
12 3)
(Choice 7 8)
(DED 14)
(VI)
(=  D ,—  D 16 2)
0

Reason

(DEF U)
(DEF C)
(ASS)

NNo S;D Formula
relevant assumptions

1. | FE V9 Ia (e€U i ; T iJ i ( i € INT ETL)
2 .  ; 2  + VM,N(M C N = Vz ( r  € M — x € N ) )
3. ; 3  FE Y i l i eI —T, CS)

the proof
4. 4; Forel Th
5. 4; 1 F t e l T i—FNGEe l IA teT )
6. 4; 1 FE t eUT i—3 i ( i e lN teT ; )
7. 4; 1 FE J i ( i e  INLET)
8 .  8 ;  FE we l IA teT ; ,
9. 8; FE tE  Ta
10.  8 ;  F we l

11. ; 3  Fb WELT CS
12. 8; 3 FE TnCS
13. 8; 2 ,3  F t eS

14. 4 ;1 ,2 ,3  F t es
15. ; 1 ,2 ,3  t e l  Ti—tesS
16. ; 1 ,2 ,3  F Ve (ee l ,T ;  —x€8 )
17. ;51,2,3 F UTCS
Thm ’ + U :  7 :  C S
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(HYP)
(VD 1)
(«~ D5)
(— D6)
(HYP)
(AD)
(AD)
(VD)
(=D  10 11)
(VD, D,-> D 9
12 3)
(Choice 7 8)
(DED 14)
(VI)
(=  D ,—D 16 2)
0)



Discussion 

Conjunctive goal split.t.ing yields the same proof structure for theorem 3.3.1 and 
t.heorem 6.3.1. Expanding the respective definitions then yields the same subtheorems 
and relevant assumptions for parts 1 and 3, respectively. For these parts the proofs 
are equal as well, due to the commona.lity of the subtheorems and of the relevant 
assumptions. 
For part 2 the subtheorems in 3.3.1 and 6.3.1 are not equal right away, however 
the difference of the subtheorems 3.3.1 and 6.3.1 can be removed by replacing the 
constant F by the constant S. 
The symbol mapping F :::} .) applied to theorem 3.3 in order to obtain theorem 6.3 
can be extended by matching the assumptions .as well. After unfolding the definitions, 
the proof of theorem 3.3 contains only parts of the definitions 3.1 and 6.2 that 
correspond directly. These are called assumptions relevant in the base proof. The 
proof does not use those parts of the definition that actually differ, such as an ideal 
being contained in a sf'llligroup and a subsemimodul being contained in a semimodul. 
Since the symbol mapping {F :::} S} is applied to the second subproblem of 3.3.1 
only, the mapping is consistent (one symbol is mapped to one symbol). 
The mapped versions of all assumpt.ions relevant in the base proof all occur in the 
knowledge base or in the assumptions of the target problem 6.3, and this serves as a 
st.rong justification for this analogy formation. . 
This example can be dealt wit.h by standard techniques known from the literature on 
theorem proving by analogy, provided that means for structuring proofs and isolating 
relevant assumptions are present. 
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Discuss ion

Conjunct ive goal splitting y ie lds the same proof s t ructure for theorem 3.3.1 and
theorem 6.3.1. Expanding the respective definitions then yields the same subtheorems
and relevant assumptions for parts 1 and 3, respectively. For these parts the proofs
are equal as well, due to  the commonality of the subtheorems and of the relevant
assumptions.
For part 2 the subtheorems in  3.3.1 and 6.3.1 are not equal right away, however
the difference of the subtheorems 3.3.1 and 6.3.1 can be removed by replacing the
constant F by the constant S.
The symbol mapping F = S applied to  theorem 3.3 in  order to obtain theorem 6.3
can be extended by matching the assumptions as well. After unfolding the definitions,
the proof of theorem 3.3 contains only parts of the definitions 3.1 and 6.2 that
correspond directly. These are called assumptions relevant in the base proof. The
proof does not use those parts of the definition that actually differ, such as an ideal
being contained in  a semigroup and a subsemimodul being contained in  a semimodul.
Since the symbol mapping {F  = S} is applied to the second subproblem of 3.3.1
only, the mapping is consistent (one symbol is mapped to one symbol).
The mapped versions of all assumptions relevant in  the base proof all occur i n  the
knowledge base or i n  the assumptions of the target problem 6.3, and this serves as a
strong justification for this analogy formation.
This example can be dealt with by standard techniques known from the literature on
theorem proving by analogy, provided that means for structuring proofs and isolating
relevant assumptions are present.



CASE 2: THEOREM 17.6 and ITS ANALOGUE
 

Theorem 17.6 Let E C F, then
 
1.	 7rE is a leftcongruence in the semigroup F, 
2.	 7rE is compatible with E, 
3. For all leftcongruences p in F, which are compatible with p, we have p C 7rE, 

where 7rE is defined in definition 17.5 (see below). 

Theorem analogue Let E C F, then 
1.	 7r 

v 

E is a rightcongruence in the semigroup F, 
2.	 7r 

v

E is compatible with E, 
3. For all rightcongruences p in F, which are compatible with p, we have p C 7r 

v 

E, 

where 7r 
v 
E is defined in a definition analogous to 17.5 (see below). 

The following definitions are relevant assumptions: 
Definiton 17.4 
Let p be an equivalence relation on F and E C F. p is called compatible with E iff 
for all I E F with n(f) nE =1= 0 holds n(f) c E, where n(x) = {y : (y, x) E p}. 

Definition 5.1 
Let p be an equivalence relation on a semigroup F. Then 
p is called a leftr:ongr"'l/.fnce iff for all g, ft, fz E F holds 

'if p(ft,fz) then P(gfl,gfz)· 
p is calle(~ a rightcongrucnce ift for all g, It, fz E F holds 
if p(Il'fz') then p(flg,fzg). 
The parqcular leftcongruence 7rE in F is defined for E C F as. 
Definition 17.5. 
(f,.'l) E 7rE +--+ ((f E E +--+ gEE) ---7 Vh(h E F ---7 (11.1 E E +--+ hg E E))). 

The particular rightcongruence 7r
v
E in F is defined for E C F by the following ana

logous definition. 
Analogue to definition 17.5. 
(f,g) E 7r

v
E +--+ ((f E E +--+ gEE) ---7 Vh(h E F ---7 (fh E E +--+ .'lh E E))). 

The proof structure of 17.6 is: 

•	 Part 1: 
Thcon:1n: 7rE is a. leftcongruence in F. 
Relevant assumptions: the definition of a leftcollgruence, the definition of a 
semigroup, the definition 17.5. 

•	 Part 2:
 
Theon:m: 7rE is compatible with E.
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CASE 2: THEOREM 17.6 and ITS ANALOGUE
Theorem 17.6 Let EC  F ,  then
1. Tg  is a leftcongruence i n  the semigroup F ,
2. mg is compatible w i th  E ,
3. For all leftcongruences p i n  F ,  which are compatible with p,  we have p C TE,

where 7g  is defined in  definition 17.5 (see below).

Theorem analogue Let EC  F ,  then
1. 7g  is a rightcongruence in  the semigroup F ,
2. 7g  is compatible with  F ,
3. For all rightcongruences p in  F ,  which are compatible with p, we have p C TE,
where 7% is defined in  a definition analogous to 17.5 (see below).

The following definitions are relevant assumptions:
Definiton 17.4
Let p be an equivalence relation on F and E C F .  p i s  called compatible with E iff
for all f € F with Q(f)  NE  # 0 holds Qf )  € E ,  where Q(z) = {y  : (v,z)  € p}.

Definition 5.1
Let p be an equivalence relation on a semigroup F .  Then

p i s  called a leftcongruence iff for all g, f i ,  fo € F holds
i f  p(f1, f2) then p (gfi, gf2).
p is called a rightcongruence iff for al l  g,  f i ,  f2 € F holds
i f  p(fi, £2) then p(fig,  f g ) .
The particular leftcongruence ng  i n  F is defined for EC  F as.
Definition 17.5.
( f 9 )€E rg  > ( fEE— ge  EE) YVYh(he F— (h f  € E —& hg € E))).

The particular rightcongruence 7g  i n  F is defined for EC F by the following ana-
logous definition.
Analogue t o  definition 17.5.
( f ,9)  ETE > ( ( fEE  gE)  Vh(he F— ( fh  € Eo  gh € E))).

The proof  s t ructure of  17.6  is:

e Part 1:
Theorem: wg is a leftcongruence in  F .
Relevant assumptions: the definition of a leftcongruence, the definition of a
semigroup, the definition 17.5.

eo Part 2:
Theorem: mg is compatible with E .



Rele'IJ(fnt assumptions: the definition of U; the definition of c; definition 17.4; 
and definition 17.5. 

•	 Part 3:
 
Theorem: leftcongruence(p) 1\ compatible(p, E) ---t p C 7rE
 

Relevant assumptions: the definition 17.4; the definition of leftcongruence; and 
the definition of C. 

The proof structure of the analogue of 17.6 is: 

•	 Part 1:
 
Theol'em: 7r 

v 
E is a rightcongruence in F
 

Relevant assumptions: the definition of a rightcongruence; the definition of a 
semigroup; the analogue of definition 17.5. 

•	 Part 2:
 
Theorem: "rE is compatible with E.
 
Rele'IJaut assu,mptions: the definition of U; the definition of C; the analogue of 
definition 17.4; and the analogue of definition 17.5. 

•	 Part 3: 
v

Theo1'cm: 1'ightcoTl,gruence(p) 1\ compatible(p, E) ---t p C 7rE.
 

Relevant assumptions: the analogue of definition 17.4; the definition of right

congruence; and the definition of C.
 

Discussion 

The symbol mapping {1f'ftco'IW1'ucnce =} rightcongr·u.enCe,7rE =} 7r 
v 

E} makes the 
subproblems of 17.G and those of its analogous theorem equal but in this Case the 
corresponding proofs still differ. This is due to the use of the different definitions of 
leficongruence and 'I'ightcongnu:nce within the proofs which belong to the relevant 
assumptions. 
The definition 17.5 can be transformed to the analogous one by te1'1n mapping (i.e. 
not just symbol mapping, as in the previous example). There are two possibilities 
for the term mapping that transform the assumptions of 17.6 into the assumptions 
of its analogue: 

•	 the concrete term mapping: hf =} fh; hg =} gh; kf =} fk; kg =} gk; hkf =} 

fhl..~; hkg =} ghl..: for constants and variables h, f, g, k or, 

•	 the term mapping based on the schema ie'rm1 . te1'm2 =} te1'm2 . term1
 
which could be used as well.
 

The occurrence of the mapped versions of all relevant assumptions of the base proof 
in the knowledge base or in the assumptions of the analogue of problem 17.6. serves 
as a justification for this analogy formation. 
This example could also be treated by techniques known from the literature, provided 
t.hat means for isolating relf'vant assumptions are used in addition. 

Relevant assumptions: the definition of U; the definition of C; definition 17.4;
and definition 17.5.

e Part 3:
Theorem: le ftcongruence(p) A compatible(p, E )  — p C TE

Relevant assumptions: the definition 17.4; the definition of leftcongruence; and
the definition of C.

The proof  st ructure of  the analogue of  17.6 is:
oe Part 1:

Theorem: TE is a rightcongruence in F
Relevant assumptions: the definition of a rightcongruence; the definition of a
semigroup; the analogue of definition 17.5.

oe Part 2:
Theorem: TE is compatible with E .
Relevant assumptions: the definition of U; the definition of C ;  the analogue of
definition 17.4; and the analogue of definition 17.5.

e Part 3:
Theorem:  r i gh tcongruence(p )  A compatible(p,  E )  — p C 7%.
Relevant assumptions: the analogue of definition 17.4; the definition of right-
congruence; and the definition of C.

Discuss ion

The symbol mapping { leficongruence = rightcongruence,7g = wg} makes the
subproblems of 17.6 and those of its analogous theorem equal but in  this case the
corresponding proofs s t i l l  differ. This i s  due t o  the use of  the different definitions of
le ftcongruence and rightcongruence within the proofs which belong to  the relevant
assumptions.
The definition 17.5 can be transformed to the analogous one by term mapping (i.e.
not just symbol mapping, as in  the previous example). There are two possibilities
for the term mapping that transform the assumptions of 17.6 into the assumptions
of its analogue:

e the concrete term mapping: h f  = fh ;hg  = gh; k f  = fk ;  kg = gk; hk f  =
f hk ;  hkg => ghk for constants and variables h,  f ,  g,  k or,

e the term mapping based on the schema term,  - te rm,  = te rm,  - te rm,
which could be used as well.

The occurrence of the mapped vers ions of all relevant assumptions of  the  base proof
i n  the knowledge base or  in the assumptions of the analogue of problem 17.6. serves
as a justification for this analogy formation.
This example could also be treated by techniques known from the literature, provided
that means for isolating relevant assumptions are used in  addition.
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CASE 3: TWO ANALOGOUS PARTS OF 17.6.3 

This example demonstrates a kind of analogy which is used very often in mathematics.
 
It is shown on the third part of theorem 17.6 of HUA.
 

Theorem 17.6.3 Let E c F and let p be a leftcongruence in F which is compatible
 
with E, then p c 1rE.
 

The definitions of compatible(p, E), leftcongnunce(p), 1rE, and n(x) are relevant
 
assumptions. They have been given in the previous paragraph.
 
The. problem is ~ f- p C 1rE with
 
~ = {leftcongruence(p), compatible(p, E), (E c F), semigroup(Fn .
 
Some preparatory steps, usually not expressed explicitly by mathematicians, are
 
necessary for the full logical proof:
 

1.	 Expanding the definition of C yields the problem
 
~ f- V:1:, y((:c, y) E P ---t (:1:, y) E 1rE)'
 

2.	 Expanding the definition of 1rE yields the problem 
~ f- Vx,y((:c,y) E P ---t (:c E E ~ Y E E) /\ VfU E F ---t fx E E ~ fy E E». 

3.	 Two applications of the Deduction Theorem yield the problem 
~ U {(:ro, Yo) E p, (:ro E E ~ Yo E E)} f- VfU E F ---t fxo E E ~ fyo E E). 

4.	 Restructuring (splitting) yields the subproblem 

• Do. u {(:ro, Yu) E p, (:r0 E E Yo E En f- Vf U E F -+ f Xo E E -+ f Yo E E) 

• Do. U {(:ro,Yll) E p,(xo E E Yo E En f- VfU E F -+ fyo E E -+ fxo E E). 

5.	 Application of the Deduction Theorem yields the subproblems 

(a) ~ U {(:ro, Yo) E p, (."co E E ~ yo E En U {fa E F, foxo E E} f- .!ayo E E 

(b) ~ U {(:co, Yo) E p, (:co E E ~ Yo E En U {fo E F, foYo E E} f- foxo E E. 

Thus we have obtained the subproblems (a) and (b) which are supposed to be proved 
analogously in HUA. We present the two ND-proofs in the following and discuss the 
respective transformation afterwards. 
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CASE 3:  TWO ANALOGOUS PARTS OF  17.6.3
This example demonstrates a k ind  of analogy which is used very often in  mathematics.
I t  is shown on the third part of theorem 17.6 of HUA.

Theorem 17.6.3 Let E C F and let p be a leftcongruence in  F which i s  compatible -
with E ,  then p C TE.

The definitions of compatible(p, E ) ,lef tcongruence(p),rg, and Q(z) are relevant
assumptions. They have been given in  the previous paragraph.
The  problem is A F p C ng  wi th
A = {leftcongruence(p), compatible(p, E) ,  (E  € F ) ,  semigroup(F)} .
Some preparatory steps, usually not expressed explicitly by mathematicians, are
necessary for the full logical proof:

1. Expanding the definition of  C yields the problem
Ar  Vz, y((z,y) € p — (2,9)  € TE).

2. Expanding the definition of  7x yields the problem
AFVz ,y ( ( z , y )€Epo> ( r e  Eye  EYAVf ( f € F— f r  € Eo  fy  €E)).

3. Two applications o f  the Deduct ion  Theorem yield the problem
AU { ( zo ,yo) EM (zo EE oy  € E ) }FV f ( fEF  — foe  E & fyo € E).

4. Restructuring (spl i t t ing) yields the subproblem

oe AU{ ( xo ,m)€p , ( t o€EE—=y€E) } )LV f ( fEF— fro€ E — fy  € EF)

e AU{ ( ro ,p )  €Ep,(ro€ Ey  € E ) }FV f ( f  EF  — fyo € E — fag € E).

5. Appl icat ion  of  the Deduct ion Theorem yields the subproblems

(a) AU  { ( zo ,yo) € p,  (zo € E © yo € E ) }  U {fo € F,  foro € E }  I foyo € E

(b) AU  { (zo ,yo) € p, (x0 € E © yo € E)}U{fo € F, foyo € E}  IF fozo € E.

Thus we have obtained the subproblems (a) and (b) which are supposed to be proved
analogously in HUA.  We present the two ND-proofs in  the following and discuss the
respective transformation afterwards.
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ND Proof of theorem 17.G.3 pa.rt a. 

NNo S;D Formula Reason 

relevant assumptions 
l.	 ; 1 I- VR, .1', yVf : F(lcftcongr(R) ...... ((:r., y) E R-+ (DEF) 

(f:r., fy) ER» 
2. ; 2 I-	 lcftcongr'(p (ASS) 
a. ;3 I-	 V:r., y(x E n(y) ...... (x, y) E p) (DEF) 
4. ;4 I-	 VM, N : sf:t, VX(J' E (M n N) ...... .1' E M I\. x EN (DEF) 
5. ;5 I-	 VM : set(nonempty(M) ...... .3:r.(:r. EM» (DEF) 
6,	 ;6 I- compatiblc(p, E) ...... Vx(noncmpty(O(x) nE) -+ (DEF) 

O(x) C E 
7. ;7 I- compatibh:(p, E) (ASS) 
8, ;8 I- VM,N: setVx(M C N -+ (x E M -+ x E N» (DEF) 
9.	 ;9 I- VR"h, y, z(eqllivrelR ...... (.1:, :l:) E RI\. ((:r., y) E R-+ (DEF equivrel) 

(y, :l:) E R), . .) 
10. ;10 I- f:quivT"f l(p) (ASS) 
1l. ; 9,10 I- V:l:((:", .1.) E p) (VD 9 10) 
12. ; 12 I-	 (:1'0, Yo) E p (ASS) 
13. ; 1:~ I-	 fo E F (ASS) 
14.	 ; 14 I- fo:"o E E (ASS) 

The Proof 
1.5 . ; 1, 2, 1;~ I- (:l'O, Yo) E p -+ (foxo, foJ:o) E p (VD,...... D, -+ D 1 

2 13) 
16. ; 1, 2, 12, la I-	 (fO:l'O, foyo) E p (-+ D 12 15) 
17. ;3 I-	 (fO:l:O, foYo) E (! -+ fnxo E O(fOyo) (VD, ...... D 3) 
18. ; 1,2, a, 12,13 I-	 fo:ro E 0(fOyo) (-+ D 16 17) 
19. ;4 I-	 fO:l'O E n(fOYo) -+ fo:ro E 0(fo]/o) (VD, ...... D 4) 
20.	 ; 14, 1,2,3,4, I- fO:l:O E (0 (fo:ro ) n E) (1\.1, -+ D 14 18 

12, 1;~ 19) 
2l.	 ; 14, 1, 2, ;~, 4, I- 3:"(:,, E (n(foJ'o) nE» (3120) 

12, la 
22.	 ; 5, 14, 1, 2, ;3, I- IlOnf:mpty(n(fo:ro) n E) (VD,...... D, -+ D 5 

4, 12, l;~ 21) 
23. ; 6, 7 I-	 VJ,(noTIf:mpty(n(:r.) nE) -+ O(x) C E) ( ...... D,-'->D6 7) 
24.	 ; .5,6,7, 14, 1, I- O(foxo) C E (VD, -+ D 22 23) 

2, 3, 4, 12, 1;3 
25. ; 9, 10 I-	 (foYo, foyo) E p (VD 11) 
26.	 ; 3, 9,10 I- (fOyo) E 0(fO]/o) (VD,...... D, -+ D 3 

25) 
27.	 ; 8, 5, 6, 7, 14, I- (foYo) E O(foYo) -+ foYo E E (VD,-+ D 8 24) 

1,2,3,4, 12, 
1:3 

28.	 ; 3, 9, 10, 8, 5, I- foyo E E (-+ D 26 27) 
6,7, 14, 1,2,3, 
4, 12, 13 

Thm. I-	 foyo E E 0 
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ND  Proof of theorem 17.6.3 part a

Reason

(DEF)

(ASS)
(DEF)
(DEF)
(DEF)
(DEF)

(ASS)
(DEF)
(DEF equivrel)

(ASS)
(VD 9 10)
(ASS)
(ASS)
(ASS)

NNo S;D Formula
relevant assumptions

1. i 1 + VR,z,yvf  : F(leftcongr(R) — ((z,y) € R—

( f z ,  fy) € R))
2. ; 2 Fo leftecongr(p
3. ; 3  FE Veo,ylz € Uy )  — ( x , y )  € p)
4. ; 4  F VM,N  : set, Vr(z € (MAN)  zEMAzEN
5. ; 5  FVM : se t (nonempty(M)  — I r ( x  € M))
6. ; 6 FE  compatible(p, E)  « Vz(nonempty(Q(z) NE) —

Qe)C  E
7. 0 7 FE  compatible(p, E)
8. ; 8 F VM,N  :setVe(M CN — (zx € M — z € N))
9. ; 9  FE  VRVax,y,z(equivrelR — (z,2) ERA((z*,y) €ER —

(y,®) €R)..)
10. ; 10 FE equivrel(p)
11. ; 9, 10 FE Va((x,r) €p )
12. ; 12 FE (za, yo) Ep
13. ; 13 F f oe  F
14. ; 14 FE foro €FE

The Proof
15 .  ; 1 ,  2 ,  13  + ( zo ,  Ya) EP— ( fozo ,  fo ro )  En?

16. ; 1 ,2 ,12 ,13  * ( fo ro ,  ow) Ep
17. i 3 Fo (foxo, foro) € p—  foxo € Q(fom)
18. 7 1 , 2 ,3 ,12 ,13  FE fo ro  € Q(fomn)
19. ; 4  Fo fore  € Qfoyo)  — foro € Qfoyo)
20. 114, 1 ,2 ,3 ,4 ,  + foxy € ( fo ro )  NE)

12, 13
21 .  N 14 ,  1 ,  2 ,  3 ,  4 ,  + Fae ( a  € (Q foxo )N  E) )

12, 13
22. ;5 ,14 ,1 ,2 ,3 ,  FE  nonempty(Q(foxo) NE)

4,12 ,  13
23. 16 ,7  F  Va(nonempty(Q(x) NE)  — Q(z)  € E )
24 .  ; 5 ,  6 ,  7 ,  14 ,  l ,  F Q foxo )  C E

2, 3,4, 12, 13
25. ; 9,  10 FE (Ffoya, foo) Ep
26. 3 ,9 ,  10 FE (foyo)€ Q(fayo)

27. ; 8 ,5 ,6 ,7 ,14 ,  FE (foyo)€ Q(foyo) — faya € E
1, 2,3,4,  12,
13

28. ; 3 ,9 ,10 ,8 ,5 ,  + foww€e E
6 ,7 ,14 ,1 ,  2, 3,
4 ,12 ,  13

Thm. ; Fb fom €E

11

(VD ,~  D ,— D1
2 13)
(— D 12 15)
(VD, D 3)
(—D16  17)
(VD, — D 4)
(AIl,— D 14 18
19)
(37 20)

(YD, D ,— D5
21)
(=D , D6 7)
(VD ,— D 22 23)

(VD 11)
(VD ,~  D ,— D 3
25)
(VD,— D 8 24)

(— D 26 27)

()



ND Proof of theorem 17.G.3 part b 

NNo S;D Formula Reason 
relevant assumptions 

1. ; 1 I VR, .r., yVf : F(leftcongr(R) +-+ ((:I:, y) ER ...... (DEF) 
(Jx, fy) ER» 

2. ;2 I leftcongr(p (ASS) 
3. ;3 I V:r:, y(x E O(y) +-+ (:r., y) E p) (DEF) 
4. ;4 I VM, N : set, V:r:(:I: E (M n N) +-+ :r: E M 1\:1: E N (DEF) 
5. ;5 I VM : set(nonempty(M) +-+ 3x(x E M» (DEF) 
6. ;6 I compatible(p, E) +-+ V:r:( nonempty(O( x) nE) ...... (DEF) 

0(:1:) C E 
7. ;7 I compatible(p, E) (ASS) 
8. ;8 I VM, N : setV:r:(M eN ...... (:r: EM ...... x EN» (DEF) 
9. ;9 I VRV:r., y, z(conyT'ttfT/.ceR +-+ (:I:, x) E R 1\ ((x, y) ER ...... (DEF equivrel) 

(y, :r.) E R) ... ) 
10. ; 10 I- con!lT'1/.f:1/.ce(p) (ASS) 
11. ; g, 10 f V:r.((:r., :r.) E p) (VD 9 10) 
12. ; 12 f (:r.I/7 Yo) E p (ASS) 
1:3. ; 13 I fo E F (ASS) 
14. ; 14 f fo]/o E E (ASS) 

The Proof 
l.t). ; 9, 10 f (:r.o, Yo) E p ...... (Yo, :r.o) E p (VD, +-+ D,I\D 9 

10) 
Hi. ; 9, '?'? f (Yo, :r.o) E p (...... D 12 15) 
17. , 1, 2, 1:3 f (:r:o, !lo) E p ...... (Jo:l:o, fo:r:o) E P (VD, +-+ D, ...... D 1 

2 13) 
18. ; 1,2, 12, 1:3 f (je):r.o, fo]/o) E p (...... D 12 17) 
19. ;3 f (Jo:r.o, foyo) E p ...... fo:r.o E O(JOyo) (VD, +-+ D 3) 
20. ; 1,2, :3, 12, U I- fo:r.o E O(JOyo) (...... D 18 19) 
21. ;4 f- fo:r.o E O(jeIYo) ...... fo:r.o E O(JOyo) (VD, +-+ D 4) 
22. ; 14, 1,2,3,4, f- fo:r.o E (O(Jo:l:o) n E) (1\1, ...... D 14 20 

12, 13 21) 
2:3. ; 14, 1,2,3,4, f 3:r.(:r: E (O(JO:l:o) nE» (31 22) 

12, 1:3 
21· ; 5, 14, 1,2, :3, f- noru:.mpty(O(Joxo) nE) (VD, +-+ D, ...... D 5 

4, 12, 13 23) 
25. ; 6, 7 f V:r.(nonempty(O(:r.) n E) ...... O(:r:) C E) (+-+ D; ...... D 6 7) 
26. ; 5, 6, 7, 14, 1, I- O(Jo:r.o) C E (VD, ...... D 24 25) 

2, 3, 4, 12, 13 
27. ; 9,10 I (.fo!lo, foYo) E p (VD 11) 
28. ; :3, 9, 10 I (Jo!lo) E O(Jo!lo) (VD, +-+ D, ...... D 3 

27) 
29. ; 8, 5, 6, 7, 14, f (JO!lo) E O(JoYo) ~ foyo E E (VD, ...... D 8 26) 

1,2,3,4, 12, 
13 

30. ; 3, 9, 10, 8, 5, I f01!o E E (...... D 28 29) 
6,7, 14, 1,2,3, 
4, 12, 1:3 

Thm. f fO!lo E E 0 
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ND Proof of  theorem 17.6.3 part  b

Reason

relevant. assumptions
VR,x , yv f  : F( le f tcongr(R)  «»  ( ( z , y )  € R —

Vr, y(x € Qy)  — ( x ,y) € p)
VM,N :set ,Ve(r  E (MANN)SAzEMAzEN
VM : se t (nonempty(M)  — x (x  € M))
compat ib le(p,  E)  « Ya (nonempty (Q(z )  NE)  —

VM,N :setVe(M CN — (zx € M > z € N))
VRVz,y, z(congruenceR « (z,z) € RA ((x,y) € R—

(DEF)

(ASS)
(DEF)
(DEF)
(DEF)
(DEF)

(ASS)
(DEF)
(DEF  equivrel)

(ASS)
(VD 9 10)
(ASS)
(ASS)
(ASS)

The Proof

NNo S;D Formula

1 ; 1  +
( fz ,  fy) € R))

2 ; 2  E leftcongr(p
3 ; 3  F
4 ; 4  F
5 ; 5  F
6 ; 6  F

Q=)CE
7. ; 7  FE compatible(p, E)
8. ; 8  F
9. ; 9  F

( yx )  ER) . . )
10. 310 F  congruence(p)
11. ; 9, 10 FE Va((x,x)  € p)
12. 312 FE ( rg ,  m0) €p
13. 13  FE Ju€F
14. ; 14 F hw€eE

15. 59, 10 Fo (xo,90) € p— (Yo, 40 )  E p

16. 9 ,77  FE (yo, x0) Ep
17. , 1 ,2 ,13  F

18. ; 1 ,2 ,12 ,13  Fk
19. ; 3  +
20. ;51,2,3,  12,13 +
21. ; 4  F
22. ; 14 ,1 ,2 ,  3 , 4 ,  F

12, 13
23. ;14,1 ,2 ,3 ,4 ,  +

12, 13
24.  ;5,14,1,2,3, F

4 ,12 ,13
25. 36,7 +
26.  ;5,6,7, 14,1, F

2,3 ,4 ,12,13
27. ; 9, 10 F
28. ; 3 ,  9, 10 +
29. ; 8 ,5 ,6 ,  7 ,14 ,  F

1 ,2 ,  3 , 4 ,  12,
| 13

30. ; 3 ,9 ,10 ,8 ,5 ,  F
6, 7,  14, 1, 2, 3,
4, 12, 13

Thm.  ; +

(zo, yo) € p — (foza,  f o ra )  € p

( fox ,  fon) € p
( f o ro ,  f o re )  € p— foxg  € Q(  fon)
f o ro  € Q( foyo)
Joxro € Q( foro) — foro € Nfayo)
Joxa € ( foro)  NE)

Ja (x  € ( fo ra )  N E))

nonempty(Q fore)  N E )

Va(nonempty(Qx) NE) — Q(z) C E)
Q(foro) CE

( fowo,  Joyo) ep
(fon) € Qfoyo)

(foo) € Qfowo) — foo € E

f om  € E

Sow € E

12

(VD, D ,AD 9
10)
(—D 12 15)
(VD,~ D ,— D1
2 13)
(—D  12 17)
(VD, D 3)
(= D 18 19)
(VD, — D 4)
(M ,— D 14 20
21)
(37 22)

(VD,  D ,— D5
23)
( ¢D ,—D6 7)
(VD,—  D 24 25)

(vD 11)
(VD, D ,— D3
27)
(VD,— D 8 26)

(— D 28 29)

0



Discussion 
An attempt to translate the first subproof to the second subproof by the symbol 
mapping {xo :::} Yo, J/o :::} xo} fails, since the relevant assumptions differ in ((Xo, Yo) E 
p) a.nd ((Yo, xo) E p) after this mapping, respectively. 
In order to obtain equal assumptions, ((xo, Yo) E p) is to be replaced by ((Yo, xo) E p) 
within the assumptions. ((Yo, :r:o) E p) becomes a new subtheorem, which is proven 
by the subproof of (b) that consists of the lines 15 and 16. 

Discussion
An attempt to translate the first subproof to the second subproof by the symbol
mapping {zo = Yo, Yo = To} fails, since the relevant assumptions differ in  ((zo, yo) €
p) and ((yo, zo) € p) after this mapping, respectively.
In order to obtain equal assumptions, ((zo, yo) € p) is to be replaced by ((yo, a )  € p)
within the assumptions. ((yo, zo) € p) becomes a new subtheorem, which is proven
by the subproof of (b) that consists of the lines 15 and 16.
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CASE 4: THEOREMS 5.7 and 7.5.7 

Let us look at the analogy tha.t provide:> a. proof of theorem 5.7 that is based on the 
proof of theorem 7.5.71 by examining the proofs of theorem 7.5.7 and theorem 5.7: 
A stronger reformulation technique works for these examples, namely, abstraction 
based on the definition of a homomorphism. 

Theorem 7.5.7 Let S, Tt, Tz be F-semimoduls. Let 'Pt : S I--t Tb 'Pz : S I--t Tz be 
two homomorphisms into the F-semimoduls Tt and Tz, respectively, and let PI, pz 
be the respectively induced leftcongruences. 
1.	 If there exists a homolllorphism (fl : Tt I--t Tz with (fl'Pt = 'Pz, then Pt C pz. 
2. Let PI C pz and if 'Pt i:> surjective, then there is a unique homomorphism (fl 
Ht I--t H z with (fl'Pt = 'Pz. If in addition, 'Pz is surjective, then (fl is surjective as well. 

Theorem 5.7 Let 5", Ht, Hz be Hemigronps. Let 'Pt : S' I--t Ht, 'Pz : S' I--t Hz be 
two homolllorphi:>ms into the HemigroupH Ht and H z, respectively, and let PI, pz be 
the respectively induced congruences. 
1.	 If there exists a homomorphism <P : Ht I--t Hz with <P'Pt = 'Pz, then Pt C pz. 
2. Let PI C pz and if 'Pt iH Hurjective, then there is a unique homomorphism <P 
Ht I--t. H z with <P'PI = 'Pz. If in addition, 'Pz is surjective, then (fl is surjective as well. 

The proofs are based on the definitions of a homomorphism in semigroups and a 
homomorphism in F-Hemimoduls, respectively: 

Definition 2.1 Let F and H be semigroups. A mapping 'P F I--t H is called a 
homomorphism (from F to H) iff 

Vf,g(.f,g E F -t 'P(.f' g) = 'PU)· 'P(g). 

Definition 7.1 Let Sand T be F-semimoduls. A mapping 'P : F I--t H is called a 
homomorphism (from S to T) iff 
Vj, s(f E F 1\ s E S -t 'PU . .s) = 'PU) . 'P(.s). 

The proofs of theorem 7.5.7 and of theorem 5.7 can now be structured as follows. 
The proof structure of 7.5.7 becomes: 

•	 Part 1: 
Theorem: PI C pz 
Rdeva.nt a.ssumptions: the definition of PI and of (J2; existence of a mapping <P 

wi th <P'Pt = 'Pz. 

IThis analogy is hardp.r to find than thp. transformation of the proof of 5.7 to a proof of 7.5.7 

14
 

CASE 4 :  THEOREMS 5.7  and 7.5.7
Let us look at the analogy that provides a proof of theorem 5.7 that is based on the
proof of theorem 7.5.7! by examining the proofs of theorem 7.5.7 and theorem 5.7:
A stronger reformulation technique works for these examples, namely, abstraction
based on the definition of a homomorphism.

Theorem 7.5.7 Let S,T),T;  be F-semimoduls. Let ¢ ;  : S—  T ,05 :  S — T,  be
two homomorphisms into the F-semimoduls T, and 72, respectively, and let py, po
be the respectively induced leftcongruences.
1. If there exists a homomorphism ® : Ty — To wi th  ®¢;  = v2 ,  then p;  C pa.
2. Let py C po and i f  op, is surjective, then there is a unique homomorphism ® :
H ı  — H;  w i th  ®¢p; = v2 .  I f  i n  addit ion, 2 is  surjective, then ® is  surjective as well.

Theorem 5 .7  Let S’,  Hy, H; be semigroups. Let  ¢ ;  : § '  — Hy ,  : S '  — H be
two homomorphisms in to  the semigroups Hy and Hz,  respectively, and let  py, pz be
the respectively induced congruences.
1. If  there exists a homomorphism ® : Hy — H,  with ®p;  = v2, then p, C pa.
2. Let py C pe and i f  py is surjective, then there is a unique homomorphism ® :
H; — H;  with ®p;  = v2 .  Hin  addition, vo, is surjective, then ® is surjective as well.

The proofs are based on the definitions of a homomorphism in semigroups and a
homomorphism i n  F-semimoduls, respectively:

Definition 2 .1  Let F and H be semigroups. A mapping ¢ : F +— H is called a
homomorphisin (from F to H )  iff ;

Vf gl f  ge F—  fg )  = (F)  elg)-

Definition 7.1 Let S and T be F-semimoduls. A mapping ¢ : F — H is called a
homomorphism (from S to  T') iff
Vi  s ( fEFAsES— o f  s )=e ( f )  l s ) .

The proofs of theorem 7.5.7 and of theorem 5.7 can now be structured as follows.
The proof  structure of 7.5.7 becomes:

e Part 1:
Theorem: py C py
Relevant assumptions: the definition of py and of ps; existence of a mapping ®
wi th  ®p;  = 00.

IThis analogy is  harder t o  find than the transformation of  the proof o f  5.7 to  a proof  of  7.5.7
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•	 Part 20.: 
Theorem: There exists a function
 
<P with (Vz(z E S - <P'Pt(z) = 'P2(Z)) 1\ V:c:3y((:c E Tt - Y E T2) 1\ cl>(x) = y).
 
Relevant aSEiumptiou,s: 'P2 is a mapping 5 1---+ T 2; 'Pt is a mapping 5 1---+ Tt;
 
'Pt is surjective; the comprehension axiom; = is an equivalence relation; the 
definition of (1t and (12; (1t C (12; the representation of functions as relations. 

•	 Part 2b: 
Theorem: cl> is the only mapping for which the theorem of 20. holds, i.e.,
 
Vcl>'V,'r;,y((:r: E 5' - cl>'('Pt(:c)) = 'P2(:r:)) - (y E Tt - cl>(y) = <p'(y)))
 
Relevant aEis'lJ.1nptiou,s: the definition of cl> : cl> ('Pt) = 'P2; surjectivity of 'Pt;
 
transitivity of =.
 

•	 Part 2c: 
Theorem: cl> is a F-semimodul-homomorphism, i.e.,
 
Vf, ;c (:c E Tt 1\ f E F - cl> (f , :c) = f . cl> (:c )).
 
Relic'tJ(lu,t assumptions: surjective 'Pt; 'Pt is a homomorphism in an F -semimodul;
 
'P2 is a homomorphism in an F-semimodul; the definition of cl>; theorem of 20.. 

•	 Pa~t 2d:
 
TheOl'crn: If 'P2 is surjective then cl> is surjective.
 

The proof structure of 5.7 becomes: 

•	 Part 1:
 
Th~orcm: (1t C (12
 

Relevant assumptionEi: the definition of (1t and of P2; the existence of a mapping 

cl> with cl>'Pt = 'P2' 
i 

• Pa1it 20.: 
Theorem: There exists a function cl> with 
Vz(z E 5' - cl>'Pl(Z) = 'P2(Z)) 1\ V:dy((x E Ht -y E H2) 1\ cl>(x) = y). 
Relevant assu1nptiou,s: 'Pt : F 1---+ Ht is a mapping from a semigroup into a 
semigroup; 'P2 : F 1---+ H 2 is a mapping from a semigroup into a semigroup F =? 

H2 ; 'Pt is smjective; the comprehension axiom; = is an equivalence relation; the 
definitions of Pt and P2; Pt C P2; the representation of functions as relations. 

•	 Part 2b: 
Theorem: cl> is the only mapping for which the theorem of 2a holds, i.e., 
Vcl>'V:C,y((,T E S' ~ cl>'('Pt(.T)) = 'P2(:r:)) ~ (y E Ht - cl>(y) = cl>'(y))) 
Relevant aS8umption8: the definition of cl> : cl> ('Pt) = 'P2; 'Pt is surjective; the 
transitivity of =. 

•	 Part 2c: 
Theorem: cl> is Cl. semigroup-homomorphism, i.e.,
 
V:c,y(:c E Ht I\!J E Ht ~ cl>(:r· y) = cl>(:c)· cl>(y)).
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Part 2a:
Theorem: There exists a function
® wi th  (Vz(z € S — @p1(2) = Yalz)) AVey((z € Th —yE  Ta) A ®(z) = y).
Relevant assumptions: 23  is a mapping S — To; 91  is  a mapping S — Ti;
1 is surjective; the comprehension axiom; = is an equivalence relation; the
definition of py and py; p1  C p2;  the representation of functions as relations.

Part 2b:
Theorem: ® is the only mapping for which the theorem of 2a holds, i.e.,
VON, y ( ( r  € § — P ' (p ı ( e ) )  = pa(x))  > ( y  € Ty > By )  = (1 )
Relevant assumptions: the definition of ® : ®(p;)  = (pa; surjectivity of (oy;
transitivity of = .

Part 2c:
Theorem: ® is a F-semimodul-homomorphisim, i.e.,
V ig ( t e  Hh AN fEF  —- ® ( f  x)= f -S (z ) ) .
Relevant assumptions: surjective © ;  1 is a homomorphism i n  an F-semimodul;
V2  is a homomorphism in  an F-semimodul; the definition of ®; theorem of 2a.

Part 2d:
Theorem: If op, is surjective then ® is surjective.

The proof  s t ruc ture  o f  5 .7  becomes:

Part 1:
Théorem: py C po
Relevant assumptions: the definition of p ;  and of pz; the existence of  a mapping
® wi th ®p;  = (os.

Part 2a:
Theorem: There exists a function ® wi th
Vz(z € § '  = ®pi(z) = p2(2)) AVaTy((z € Hy — y € Hy) A ( x )  = y).
Relevant assumptions: ¢ ,  : F + H;  is a mapping from a semigroup into a
semigroup; 2 : F' + H j  is a mapping from a semigroup into a semigroup F =
H; ;  ©; is surjective; the comprehension axiom; = is an €quivalence relation; the
definitions of p ;  and pa; p1  C p2;  the representation of functions as relations.

Part 2b: .
Theorem: ® is the  only mapping for which t he  theorem of 2a  holds, i . e . ,

V&Vz, h ( x  € S '  — ¥ (p r (2 ) )  = paz )  > (u € Hy — Dy)  = ( x )
Relevant assumptions: the definition of ® : ®(p1) = v2 ;  1 is surjective; the
transitivity of = .

Part 2c:
Theorem: ® is a semigroup-homomorphism, i.e.,
Vz, y(r € H i  Ay  € Hy — ®(z -y )  = ®(z) - $(y)).

15



Relevant ass'Il1npfions: ipl is surjective; ipl is a semigroup-homomorphism; ip2 

is a semigroup-homolllorphism; the definition of cI>; the theorem of 2a. 

•	 Part 2d:
 
If 'P2 is surjective then cl> is surjective.
 

As a remark, the parts 1, 2a, 2b, 2d of theorem 7.5.7 are equal to the corresponding 
parts of theorem 4.11 of HUA as well, and in general play an important role. 
The crucial point for the transformation of the proof of theorem 7.5.7.1 to the proof 
of theorem 5.7.1 are the relevant assumptions of the respective part 1 of theorem 5.7 
and of theorem 7.5.7, which differ in symbols only. Hence, they become equal by the 
symbol mapping {F ::::} S , HI ::::} Tt, and H2 ::::} T2 }. This symbol mapping is to be 
applied to the whole proof of 5.7.1. 
The proofs of parts 2c of theorem 7.5.7 and theorem t5.7 are given next. For simplicity, 
let . be a polymorphic function. 
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Relevant assumplions: 1 is surjective; ¢ ;  is a semigroup-homomorphism; 2
is a semigroup-homomorphism; the definition of ®; the theorem of 2a.

e Part 2d:
If 2 1s surjective then ® is surjective.

As a remark, the parts 1, 2a, 2b, 2d of theorem 7.5.7 are equal to the corresponding
parts of theorem 4.11 of HUA as well, and i n  general play an important role.
The crucial point for the transformation of the proof of theorem 7.5.7.1 to  the proof
of theorem 5.7.1 are the relevant assumptions of the respective part 1 of theorem 5.7
and of theorem 7.5.7, which differ in  symbols only. Hence, they become equal by the
symbol mapping {F  = S , H;  = Ti,  and H;  = T3}. This symbol mapping is to be
applied to  the whole proof of 5.7.1.
The proofs of  parts 2c of theorem 7.5.7 and theorem 5.7 are given next. For simplicity,
let - be a polymorphic function.
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ND Proof of theorem 7.5.7 pa.rt 2c 

NNo S;D Formula Reason 
------------.. relevant assumptions ----------- 
1. ; 1 r V;r:, y, f(;/: E T2 /\ yE T2 /\ f E F /\ x = Y -+ j.;r: = j. y)	 (T2 is semimodul) 
2. ; 2 r Vx, f(J E F /\ x E S --+ (J. x) E S)	 (S is semimodul) 
3.	 ; 3 r Vx, y, f(x: E T1/\ yE T1 /\ f E F /\ x =Y -+ f· x = j. y) (Ax 

=T1-is-semimodul) 
4.	 ; 4 r hom-froln_S('P) ...... VfVx(J E F /\ x E S -+ 'P(J' x) = (DEF hom.from.B 

f . 'P(x» 'P) 
5.	 ; 5 r hom_from_T1(<P) ...... VjVx(J E F /\ x E T1 -+ (hom.fromJ't ) 

<I>(J. ;7:) = f· <I>(;r» 
6. ; 6 r Vx:, f(J E F /\ x E Tl -+ f . x E Tt}	 (T1-is-semimodul) 
7. ; 7 r V:r:,y,z(;r:=y/\y=z-+;r:=z)	 (Ax =transitive) 
8. ; 8 r V:I:(:/: E S -+ 'Pz(;r:) E Tz)	 (Def 'P2) 
9. ; 9 r V:r(:r E Tl -+ <I>(:r) E T2 )	 (lemma 2a) 
10. ; 10 r V:r(1: E S -+ 'Pt{:r) E Td	 (Def 'Pt} 
11. ; 11 r V:I:, y(:r E Tl /\ Y E Tl /\ :1: = y --+ <I>(x) = <I>(y»	 (lemma 2a) 
12. ; 12 r V;t(:r E S --+ <I>('Pl(:r» = 'PZ(1:»	 (lemma 2a) 
1:3. ; 1:3 r Vy(y E T l --+ 3x(E S /\ 'Pl(:r:) = V»~	 (ASS surject.ive If't} 
14. ; 14 r- hom-!ronLS( 'Pl )	 (ASS) 
15. ; 15 r- h01H_from_S('Pz) (ASS) 
-------------- The Proof----------~---
16. ; 4, 14 r VjV;/:(.I" E F /\ 1: E S --+ 'P1U, :r:) = j. If'l(:r:»	 ( D,-+ D 4 14) 
17. ;4,15 r VjV:/:(J E F /\;t E S -+ 1f'2(J' .r.) = j. 'PZ(X»	 ( D,-+ D 4 15) 
18. 18: r f E F	 (HYP) 
19. 19; r :t[) E T l (HYP) 
--~------------(*) -------------- 
20. 19; 1:3 r 3y(y E S /\ 'Pl(Y) = ;7:0)	 (VD, -+ D 19 13) 
21. 19; 13 r I/. E S /\ 'Pl(l/.) = ;1:0	 (3D 20) 
22.	 19; 10, 13 r I/. E S /\ 'Pl(a) = ;r:[) /\ 'Pl(a) E T1 (VD,/\D, ...... D,/\l 

10 21) 
2:3. H); 10, 1:3 r If'l(a) E Tl /\ 'Pl(a) = .1:0	 (/\ D 22) 
24. 19,18; 10, 13 r ;r:o E Tl /\ 'Pl(a) E Tl /\ f E F /\ 'Pl(a) = Xo	 (/\ I 18 19 23) 
25. 18,19; 10, 1:3, ;} r .f. 'Pl(a) = f· :to	 (VD, -+ D 3 24) 
26. 19,18; 10,1:3, :3 r I/. E S /\ 'Pl(a) =;ro /\ 'Pl(a) E Tl /\ f· If'l(a) = j . xo	 (/\ I 25 22) 
--------------- (**) --------------- 
27.	 19, 18; 10, :3, 4, r <1>(.1". :to) = <I>(J . 'P](a» (/\D, -+ D 11 6 26 

11,6 19) 
28.	 18,19;10,3,4,r <I>(f'If'](a) = <I>('Pl(f' a) (VD,-+ D 11 26 

14, 11 16) 
29.	 19,18; 10,3,4, r <I>('P](f. a» = 'Pz(J· a) (VD,-+ D 12 26 2) 

2, 12 
:30. 18, 19; 10, :3, 4, r 'Pz(f· a) = f . 'P2(a) (VD, -+ D 17 18 

15 26) 
:31.	 19,18; 10, :3,4, r .f. 'Pz(a) =.f. <I>('Pt(a» (VD 26 12 1 8 9) 

12,1,8,9 
19,18; 10,3,4, r f· <I>('P] (1/.» = f· <P(:I:O) (-+ D 1 26 11 9) 
11,9 
HI, 18; 10, :3,4, r <I>(f' :to) = f· <I>(:ro) (-+ D 7 27 28 29 
14, 15, 11,7,2, 30 31 32) 
8,9,6, 1 
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ND Proof of theorem 7.5.7 part 2c

NNo S;D Formula Reason
relevant assumptions

1. ; 1  F Ve,y f l ze€ET2AyeTHAfEFAr=y—fz=f-y) (T2 is semimodul)
2. ; 2  F Ve, f ( fEFAzES—( f -2 )eS )  (S is semimodul)
3. 0 3 Fb Vey ,  f r  eMANyeT IA fEFAz=y—>f-2=f 9)  (Ax

=T}-is-semimodul)
4. ; 4 t  hom_from.S(p) = VfVa(f Ee FAT €S— o( f  x) = (DEF hom from.S

f-o(x)) 0)
5. ; 5  FE hom_from_T;(®) — VfVz(FfEFAzET: -— (hom from 71)

&(f 2) = 1 (z))
6. ; 6 F Ve, f ( f e  FAzeTT— f - z€Th )  (T1-is-semimodul)
7. ; 7  F Ve ,pz (z r=yAy=z—o2=2)  (Ax =transitive)
8. ; 8 FE Va(x €S  — pax )  € Ty) (Def 3 )
9. 1 9 F Ve(r  eh  — S r )  € Ty) (lemma 2a)
10. ; 10 Fb VelzeS-— p i r )  €Ty) (Def ¢1 )

11. 12  F Ve ,y ( reT iAyeT i  Aa =y— &(z )  = $ (y ) )  ( lemma 2a)
12. ;12  Fo Ve(z € S — ®(p1(x)) = a ( x )  (lemma 2a)
13. 13  F Vy  eh  — 3Ir(e SA  p ı l=)  = y)) (ASS surjective 1 )
14. ;14  FE hom_f rom_S(p ; )  (ASS)
15. 315 Fo hom_from_S(p2) (ASS)

The Proof
16. ; 4, 14 Fb V iVe ( feEFAzES— o1(f 2)=f  p1(x)) («+ D,—  D4  14)
17. ; 4 ,  15 F V iVe ( fEFA2z€ES— @3(f x)= f-p2(z)) («+ D ,— D4  15)
18. 18: FE fEF  (HYP)
19. 19  Fk met ,  (HYP)

(*)
20. 19; 13 FE 3y(y € SA p ( y )  = x0) (VD,— D 19 13)
21. 19; 13 F a€ESAp ı l a )=  zn (3D 20)
22. 19; 10, 13 F a€ESApıla) = z9Ay ı la)  ET  (YD,AD,~ D ,A I

10 21
23. 19; 10, 13 FE opi(a) €T1 Ap ia )  = xo (AD  2
24. 19,18; 10,13 + xpyeT iAp (a )ET IANFEFAp i (a )=  zo (A118 19 23)
25. 18,19:10,13,3F f -@ i (a )  = f  - xa (VD,— D 3 24)
26. 19 ,18 ;10 ,13 ,3F  ae SAp i (e )=xoAp i (a )  ETANAS-pi(a)=f za . (A125  22)

* * )
27. 19,18; 10,3, 4, + ®(f  ry)  = HF - pi(a)) (AD ,—D11  6 26

11 ,6  19)
28. 18,19;10,3,4,F ® ( f  - p1(e)) = B(p1(f  - a )  (VD,— D 11 26

14, 11 16)
29. 19,18; 10,3, 4, F ®(p1( f -a ) )  = a f  - a) (VD,— D 12 26 2)

2 ,12
30. 18 ,19 ;10 ,3 ,4 ,F  @u(f a) = f  p2(a) (vD,— D 17 18

15 26
31. 19,18; 10,3, 4,E f -wz la)=f (pa)  VD  26 1218  9)

12, 1 ,8 ,  9
32. 19, 18; 10,3 ,  4, F f  ®(p1(a)) = f -Axo )  (—D1  26 11 9)

11 ,9
33. 19 .18 ;10 ,3 ,4 ,F  @(f -  x0) = f ( ro )  (D7  27 28 29

14, 15, 11,7, 2,
8,9,6,1
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34.	 ; 3, 4, 14,4,15, f- f E FA :r:o E 1'1 --+ <I{f . :r:o) =f· <I>(xo)) (DED 33) 
11,7,2, 10,8, 
9, 6, 13, 12, 1 

35.	 ; 3, 4,14,15, f- VfV;r:(J E FAx E 1'1 --+ <I>(f. x) = f· <I>(x)). (VI 34) 
11,7,2, 10,8, 
9, 6, 13, 12, 1 

36.	 ; 3,4, 14, 15, f- hom_fr'om_1'I(<I» (+-+ D,--+ D,VD 5 
11,7,2, 10,8, 35) 
9,6, 13, 12, 1, 
5 

ND Proof of theorem .5.7 part 2c 

NNo	 S;D Forllllll a Reason 

m	 rdevant. assumpt.ions 
1.	 ; 1 f- V:1'I, J:2, YI, yA:r:l, ;r2, YI, Y2 E H2 A J:I = X2 A YI = Y2 --+ (Ax semigroup H 2 ) 

:r I . YI = J:2 . Y2) 
2.	 ;2 f- V:rl, ;r2(:rl E S' A J:2 E S' --+ J:I . X2 E 5') (Ax S' semigroup) 
3.	 ;3 f- V:1'l, ;r2, YI, yAxI, :r:2, YI, Y2 E HI A XI = X2 A YI = Y2 --+ (Ax semigroupHI) 

;rl . YI = ;r2 . Y2) 
4.	 ;4 f- /uJ11l_fl'OHLS'('P) +-+ VJ:Vy(;r: E 5' AyE 5' --+ (DEF homJ"rom..5' 

'P(J: . y) = 'P(;r) . 'P(Y)) 'P) 
5.	 ;5 f- h011l_fr'om_HI(<I» +-+ VJ:VY(x E HI AyE HI --+ (DEF 

<I>(;r . y) = <I>(;r) . <I>(y)) homJ"rolILH1) 
6. ;6 f- V:r: , y(;r E HI AyE HI --+ J: . y E H d (Ax semigroup Hd 
7 ;7 f- VJ:,y,=(J: = yA Y = Z --+ J: = z) (Ax= t.ransitive) 
8.	 ;8 f- V;r(:r E 8' --+ 'P2(;r) E H2) (ASS Def 'P2) 
9.	 ;9 f- V:r:(;r E HI --+ <I>(:r) E H2) (lemma 2a) 
10.	 ;10 f- V:r(:r: E S' --+ 'PI (;r:) E Hd (Def 'PI) 
11.	 ;11 f- V;r, y(;r E HI AyE HI A x = y --+ <I>(x) = <I>(y)) (lemma 2a) 
12.	 ; 12 f- V:r(;r E S' --+ <I>('PI(J:)) = 'P2(;r)) (lemma 2a) 
13.	 ; 1:3 f- Vy(y E HI --+ 3x(;r: E 5' A 'PI (J:) = y)) (ASS surj 'PI) 
14.	 ; 14 f- h01TLin_S' ('PI) (ASS) 
1.5.	 ; 15 f- h011l_in_S' ('P2) (ASS) 

The Proof 
16.	 ; 4, 14 f- VyV;r:(y E S' A:r: E S' --+ 'Pl(J:' Y) = 'PI (x) . 'Pl(Y) (+-+ D, --+ D 4 14) 
17.	 ; 4, 15 f- VyV;r:(y E S' A J: E 5' --+ 'PA:r· y) = 'P2(J:)' 'P2(Y) (+-+ D,--+ D 4 15) 
18.	 18; f- :r:1ll EHI (HYP) 
19.	 19; f- ;r20 E Ih (HYP) 

(*) 
20.	 18; 13 f- 3y(y E S' A 'PIty) = XI0) (--+ D, VD 18 13) 
21.	 19; 1:3 f- 3;(z E S' A 'PI (z) = J:20) (--+D,VD 19 13) 
22.	 18; 13 f- al E S' A'Pl(ad = J:1I) (3D 20) 
23.	 19; 13 f- a2 E 5" A 'Pl(a2) = J:20 (3D 21) 
24.	 18; 10, 13 f- al E S' A 'PI (at} = ;rHI A 'PI(ad E HI (AD,VD,/\/,--+ D 

22 10) 
25.	 19; 10, 1:3 f- a2 E S' A 'Pl(a2) = :r:20 A 'PI(a2) E HI (AD, VD, AI, --+ D 

23 10) 
26.	 18; 10, 13 f- 'PI(ad E HI A 'Pdat} = :r:lll (A D 24) 
27.	 19; 10, 1:3 f- 'PI(a2) E HI A 'Pl(a2) = ;r:20 (A D 25) 
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34. ; 3 ,4 ,  14, 4 , 15 ,
11, 7, 2, 10, 8,
9, 6, 13, 12, 1

fEFAmETN — (f f  . zo) = f .  ®(z0) ) (DED 33)

35.

36.

:3,4,14,15, F
11,7, 2, 10, 8,
9,6,13,12, 1
; 3 , 4 ,14 ,15 ,  F
11,7,  2, 10, 8,
9, 6, 13, 12, 1,
5

VfVa l fEFAzET :—Mf : z r )= f -  B(x).

hom_from_T(®)

ND  Proof of theorem 5.7 part 2c

(VI 34)

(&  D ,— DVD 5
35)

NNo S;D Formula Reason
m relevant assumptions
1. ; 1 Fo Va r ,oo, yn, (x ,  02 ,0 , y2 € Har i  = 22  Ay  = yo — (Ax semigroup Hy)

2 = x2 Ya)
2. ; 2  F Vey,zule, ES A r  ES  nz  €S ' )  (Ax S’ semigroup)
3. ; 3  FE Very, x , y ,  ( en ,  02 ,01 , 2 E HL Az ı=z2Ay ı=Y2— (Ax  semigroupHı)

Ty  Y ı  = 27%)
4. ; 4  Fo hom_from_S'(p) — VaVy(r ES  Aye  S' — (DEF hom _from.S’

o( r - y )  = o(x) ( y ) )  Pv)
5. ; 5  FE hom_from_Hı(®) — VaVy(r€e H i  Aye  H)  — (DEF

S i r  -y) = Ox )  - P(y)) hom from_H)
6. ; 6 F Ve,y(r€e HL AyeH ,  —z-y€ Hy) (Ax semigroup H,)
7. ; 7  F Vo ,y : ( z=yAy=2z—  a =2 )  (Ax= transitive)
8. ; 8 FE Ve ( r€S '  — po r )  € Hy) (ASS Def v2)
9. ; 9  F Va(x€ HA — Hr) € Hy) (lemma 2a)
10. ;10 FE Ve(e €S '  — p ı l e )  € Hy) (Def 1 )
I r .  1 Fo Vr,  Wr € H iAy€  Hy Az =y— dz) = $(y)) (lemma 2a)
12. 312 F Ve l zeS  — S (p ı l r ) )= a(x) (lemma 2a)
13. 13  FE Vy(ye  Hy — r(x € S'  Apr1(z) = 3 )  (ASS surj ¢1)
14. 14  FE hom_in_.S'(¢1) (ASS)
15. 315 FE hom_ inS'  (py) (ASS)

The Proof
16. 4 ,14  FE YyVe(y € S' Az  €S  — p1(z-y) = ¢1(z) - 01(¥) ( =  D ,~  D4  14)
17. ;4 ,15  F ViVe(ye SS Az  €S  — pax y) = pa(x) vay)  (~  D ,—  D4  15)
18 .  18 ;  F To  eH ,  (HYP)

19.  19 ;  FE zu  € Hy  (HYP)

(*)
20. 18; 13 FE 3y(y € 8 Agpı(y) = z10 )  (— D,VD 18 13)
21. 19; 13 Foo3z(z € S' Ap ı (z)  = 220 )  (— D ,VD  19 13)
22. 18; 13 Fa r  ES  Ap i (a r )  = 210  (3D 20)
23.  19 ;  13  FE ES  wıla,) = Xn  (3D  21)
24. 18; 10, 13 FE a ES  Ap i (a r )  = x10 A p ra )  € Hy (AD,YD,AI ,— D

22 10
25. 19; 10, 13 Fas  € 8" Api(az) = xan A p ra )  € Hy i — D

23 10
26. 18 ;  10,  13  Fop i {a ) )  € H i  A p1(a1)  = 810 (A  D 2 )
27. 19; 10, 13 FE p i l a )  € Hy Ap ı l a z )  = 130  (A D 25)
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28. 18; 10, 13 f-	 :1'10 E HIA <PI(al) E HlA <Pl(aI) = X10 (A I 18 26) 
29. 19; 10, 1:3 f-	 :t,:w E HI I\. <PI(a2) E HlA <PI(a2) = ;('20 (A I 19 26) 
30.	 18, 19; 10,13 f- ;('10 E HI A <Plead E HI A <Plead = ;('10 A ;('20 E (A I 28 29) 

HlA <Pl(a2) E HlA <PI(a2) = X20 
31. 18, 19; 10, 13, :3 f-	 <Plead . <Pl(a2) = :Cj(l' X20 (VD, -. D 3 30) 
32. 18,19; 10, 13,3 f-	 al E S'A<pl(al) = X 10 I\.<p 1(ad E H l l\.a2 E S'I\.<Pl(a2) = (I\. I 31 24 25) 

X20 A <PI(a2) E HI I\. <Plead . <Pl(a2) = XlO . X20 
(**) 

33.	 18, 19; 10, :3, f- cI>(XlO' X20) = cI>(<Pl(al)' <PI(a2» (AD, -. D 11 32 
13, 1/1,6 18 19 6) 

34.	 18, 19; 10,3, f- 'cI>(<PI(al)' <Pl(a2» = cI>(<PI(al . (2» (AD, VD,-' D 11 
13,4, 14, 11,6, 32 16 6) 
2 

35.	 18, 19; 10, 3, f- cI>(<pI(al . (2» = <P2(al . (2) (AD, VD,-' D 32 
13, 2, 12 12 2) 

36.	 18, 19; 10, 3, f- <p:!(al . a:!) = <P2(aI) . <P2(a2) (AD, VD,-+ D 17 
13, 4, 15 32) 

37.	 18, 19; 10, 3, f- <P2(ad . <pA( 2) = cI>(<pI(aI)· cI>(<Pl(a2» (AD, VD 32 12 1 
13, 12, ??, 8, 9 8 9) 

38.	 18, 19; 10,3, f- <I>(<pI(ad)' cI>(<Pl(a2» = cI>(3'lO)' cI>(.T.20) (I\.D, -. D 1 32 11 
1:3, 11, 1,9 9 10) 

:3~) . 18, 19; 10, 3, f- cI>(:t,lO . :t'20) = cI>(X1O) . cI>(:r20) (AD, -. D 7 33 34 
13, 1,4, 14, 15, 35 36 37 38) 

I	 11,7,2,8,9,
 
12, 6
 

40.	 ; 3, 13, 1,4, 14, f- :1'10 E HIA ;1'20 E HI -. cI>(3:1O' 3'20) = cI>(XlO) . cI>(X20) (DED 39) 
15, 11,7,2,8, 
9, 12, 6; 10 

41.	 ; 3, 13, 1,4, 14, f- V:rlVx2(:"l E H I A:r2 E HI -. <I>(Xl'X2) = <I>(xI)·<I>(X2» ("1140) 
15, 11,7,2,8, 
9, 12,6, 10 

42.	 ; :3, 13, 1,4, 14, f- hOT/l._fr·OllLHI(cI» (f--+ D,-+D,VD5 
15, 11,7,2,8, 41) 
9, 12, 6, 5, 10 

Discussion 

The subtheorems 2c of 7.0.7 and 5.7 differ in more than one corresponding symbol. 
Thus symbol mapping is not sufficient to obtain equal theorems and assumptions of 
.5.7.2c and 7.5.7.2c. 
Term mapping, e.g., {f· tcnn(.1:) ::} tcnn(x)· term(y)} is not sufficient either, since 
part (*) would differ after tIle term mapping and a proof checker would not accept 
the transformation as a proof of 5.7.2c. Probably more importantly however, the 
theorem and the assumptions of 5.7.2c and 7.5.7.2c contain different subformulae 
of the form ;r; E M and quantifiers which have to be modified by the mapping 
as well. This problem is due to fact that the mapping of terms is essentially an 
abstraction by which some irrelevant symbols disappear. The actual justification for 
this abstraction is the occurrence of the definition of a homomorphism within the 

28. 18; 10, 13 FE x10 € H i  Ap i (ay )  € Hy Ap ı l a )  = x10  (A118  26)
29 .  19 ;  10 ,  13  F zn  € HA  p1 (ay )  e€ Hy  A p1 (az )  = Z9q  (A  119  26 )

30 .  18, 19 ;  10 ,  13  (a 10€  Hy  A p1 (a1 )  € H ı  A p ı l a r )  = T10  A200  € (A  128  29 )

| Hy  A p1{ay) € Hy  A p i ( az )  = z20
31 .  18 ,  19 ;  10 ,  13 ,  3k  ©1  ( a1 )  - p1 (az )  = T I10 " ' ¥  (VD ,  —-D3 30 )

32. 18,19; 10 ,13 ,3F  a ;  € S 'Api (a1)  = z10APı(a1) € H iAag  € S ’Ap ı l a2)  = (A131  24 25)
x30  Ay ı l a r )  € Hy bop  ‚p ı la2) = 210  T20

33. 18, i 10,3, |}  ®(x10- 220 )  = B(p1(a1) - p1(a2)) (AD,— D 11 32
13, 11, 6 18 19  6)

34. 18,19;10,3, F ®(pi(a1)- p1(a2)) = B(p1(ay - a2 )  (AD,YD,— D 11
13, 4, 14, 11, 6, 32 16 6)

35 .  is.  19 ;  10 ,  3 ,  + ® (p1 (a1  . az)) = DACH . az )  (AD ,VD,— D 32

13, 2, 12 12 2)
36. 18 ,19 ;10 ,3 ,  F gua r  as )  = paa r )  - p2(az) (AD ,YD,— D 17

13,4, 15 32)
37. 18,19;10,3, FF @a(ay)-pa(az) = @(e1(ar)) - B(p1(az)) (AD,VD 32 12 1

13,12, 77,8, 9 8 9)
38. 18,19; 10,3, + ®(pi1(a1))- B(p1(az)) = (x10)  - P(r20) (AD,—- D1  32 11

13,11, 1 ,9 9 10)
39. 18 ,  19 ;  10 ,  3 ,  FH P (x10  . x20 )  = S(x10 )  * S(x :20 )  (AD ,  — D7  33  34

13, 1, 4, 14, 15, 35 36 37 38)
11,7,2,8,9,
12,6

40. , 3 ,  13 ,  1 ,  4 ,  14 ,  FF 10  € H ı  A T20  € H ,  — O(x10  - x20 )  = d (x10 )  . ® (x20 )  (DED 39 )

15,11,7,2,8,
9,12, 6; 10

41. : 3 ,13 ,1 ,4 ,  14, F Va Verla, € H in  € Hy — ®(21 -23 )  = O(z1) P (x )  (VI 40)
15,11, 7, 2, 8,
9,12,  6, 10

42. 13,13, 1,4,  14 ,   hom_from_H,(®) («+ D ,— DVD 5
15,11, 7, 2, 8, 41)
9,12, 6,5,  10

Discussion

The subtheorems 2c of 7.5.7 and 5.7 differ in more than one corresponding symbol.
Thus symbol mapping is not sufficient to obtain equal theorems and assumptions of
5.7.2¢ and 7.5.7.2c.
Term mapping, e.g., { f  - term(z) = term(z) - term(y)} is  not sufficient either, since
part ( * )  would differ after the term mapping and a proof checker would not accept
the transformation as a proof of 5.7.2c. Probably more importantly however, the
theorem and the assumptions of 5.7.2c and 7.5.7.2c contain’ different subformulae
of the form x € M and quantifiers which have to be modified by the mapping
as well. This problem is due to  fact that the mapping of terms is essentially an
abstraction by which some irrelevant symbols disappear. The actual justification for
this abstraction is the occurrence of the definition of a homomorphism within the
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relevant assumptions. An analogy based on pme term mapping is not justified at all 
and hence the abstra.eting reformulation has to be preferred. Another reason for this 
preference is that less modification is to be done after this analogy formation. 
An reformulation of theorem 7..5.7 and its proof to theorem .5.7 and its proof consists 
of three steps. 

1.	 Abstraction of bot.h problems (i.e., theorem and assumptions) 7.5.7.2.c and 
.5.7.2.c based on the meaning of the two respective definitions of homomorphism. 
The key is a reformulation of terms of the form f ·term(x) to terms Op(term(x)) 
for 7..5.7.2" and term1·term2 to Op(term1,term2) with a function variable Op. 
This reformulation affects the definitions of homomorphism within the relevant 
assumptions: 
VIV:r:(f E F /\:r: E S --t r.p(f. :r) = I· <p(x)) becomes 
Vx(:r: E S --t <p(Op(:r:)) = Op(<p(.7:))) 
by the mapping f . term :::}Op(term) 

V:r:, y(:r: E 8'/\ yE 8' --t <p(:r:. y) = <p(:r)· <p(y)) becomes
 
V:r:,y(:c E 8' /\ yES" --t r.p(Op'(:r:,y)) = Op'(<p(x),r.p(y)))
 
by the mapping term1·term2 :::}Op(term1,term2).
 
The reformulation affects also the corresponding terms within the whole proof.
 
Certain subfonnulae and quantifiers become superfluous and, hence, can be
 
omitted. As a result we obtain the theorems and reformulated proofs 7..5.7.2c'
 
and .5.7.2.c'.
 

2.	 The problems 7.5.7.2.c' and .5.7.2.c' are not equal yet. Their comparison sug
gests another reformulation of 7.5.7.2.c' to 7..5.7.2.c" in order to obtain equal 
abstracted assumptions and theorems, which increases the number ofargu
ments of Op in 7.5.7.2.c.'. This reformulation causes several additional changes 
within the reformulated proof. 

3.	 Finally, to return to the originaJ theorem and assumptions of 5.7.2.c, a reversion 
of the abstraction of 5.7.2.c has to be applied to 7.5.7.2.c". 

All these reformulatiolls have to be applied to the whole proofs and not only to the 
assumptions and the theorem. 
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relevant assumptions. An  analogy based on pure term mapping is not justified at all
and hence the abstracting reformulation has to be preferred. Another reason for this
preference is that less modification is to be done after this analogy formation.
An  reformulation of theorem 7.5.7 and i ts  proof to  theorem 5.7 and i ts  proof consists
of three steps.

1. Abstraction of both problems (i.e., theorem and assumptions) 7.5.7.2.c and
5.7.2.c based on the meaning of the two respective definitions of homomorphism.
The key is a reforinulation of terms of the form .f-term(z) to terms Op(term(z))
for 7.5.7.2c and term1-term2 to  Op(terml,  term2) wi th  a function variable Op.
This reformulation affects the definitions of  homomorphism within  the relevant
assumptions: .
ViVe( fe  FAz € S — o ( f  +z) = f -  p(z) )  becomes
Valz € § — p(Op(x)) = Op((2))
by the mapping £ - term =Op( te rm)

Va,y(z € "Ay € S' — p(x  -y)  = p(x)  - p(y)) becomes
Ve,y(t € S"Ay € 8" — (Op  ( x , y )  = Op’(plz), v(y)))
by the mapping termi-term2 =QOp(termi,term2).
The reformulation affects also the corresponding terms within the whole proof.
Certain subformulae and quantifiers become superfluous and, hence, can be
omitted. As a result we obtain the theorems and reformulated proofs 7.5.7.2¢’
and 5.7.2.c .

2. The problems 7.5.7.2.c’ and 5.7.2.c' are not equal yet. Their comparison sug-
gests another reformulation of 7.5.7.2.¢/ to  7.5.7.2.c” in  order to  obtain equal
abstracted assumptions and theorems, which increases the number of argu-
ments of Op in  7.5.7.2.c.. This reformulation causes several additional changes
within the reformulated proof.

3. Finally, t o  return to  the original theorem and assumptions of 5.7.2.c, a reversion
of the abstraction of 5.7.2.c has to  be applied to  7.5.7.2.c".

All these reformulations have to be applied to the whole proofs and not only to the
assumptions and the theorem.
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CASE 5: THEOREMS 4.8 and 5.3 

Theorem 4.8 Let p and (7 be two equivalence relations, then 
1.	 (p n (7) is an equivalence relation and 
2.	 (p U (7)t is the smallest equivalence relation, containing p and (7. 

Theorem 5.3 Let. p and (7 be two equivalence relations, then 
1.	 (p n a) is a leftcongruence and 
2.	 (p U a)t is the smallest leftcongruence containing p and a. 

The proofs of theorem 4.8 and theorem 5.3 can be structured as follows. 
The proof structure for theorem 4.8 becomes: 

•	 Part 1: 
1.	 Theor·em: (p n (7) is an equivalf'nce relation. 
1.1. Subtheorem: reflexivity of (p n a), 
1.2. Subtheore1p: symmetry of (p n a),
 
1.:3. Subtheorem: tra,nsitivity of (p n a).
 

•	 Part 2: 
2.	 Theor·nn: (I' U o"y is an equivalence relation. 
2.1. Subtheorem: reflexivity of (p U O"y, 
2.2. Subtheorem: symmetry of (p U O")t, 
2.3. Subtheorem: transitivity of (p U (7)t. 

•	 Part :3:
 
Theorem: (p U (7r is the smallest equivalence relation.
 

The proof structure of 5.3 becomes: 

•	 Part 1:
 
La. Tlu:on:m: (p n a) is an equivalence relation.
 
1.0..1. Subtheorem: reflexivity of (p n 0"),
 
1.0..2. Subtheorem: symmetry of (p n a),
 
1.30.3. Subtheorem: transitivity of (p n a),
 
Lb. The01·em: (fI,f2) E (pn (7) -t (gf1,g}2) E (pn a).
 

•	 Part 2: 
2. Theorem: (p U (7)t is a,leftcongruellce
 
2.0.. Subtheorem: (p U ".)t is an equivalence relation.
 
2.0..1. Subsubtheorem: reflexivity of (p U a)t,
 
2.0..2. Subsllbtheorem: symmetry of (p U (7)t,
 
2.0..3. Subsuhtheorem: transitivity of (p U (7)t,
 
2.b. Sllbtheorem: (f1,./2) E (pU".)t ~ (9I1,9}2) E (pUa)t. 
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CASE 5 :  THEOREMS 4.8 and 5.3
Theorem 4.8 Let p and 7 be two equivalence relations, then
1. (pN oe) is an equivalence relation and
2. {p Uo ) !  is the smallest equivalence relation, containing p and o .

Theorem 5.3 Let p and o be two equivalence relations, then
1. (pNo)  is a leftcongruence and
2.  ( pU  0 )  i s  the  smallest leftcongruence conta in ing  p and o .

The proofs of  theorem 4.8 and theorem 5.3 can be structured as follows.
The proof  structure for theorem 4.8 becomes:

e Part 1:
1. Theorem: (pN  a) is an equivalence relation.
1.1. Subtheorem: reflexivity of (p No),
1.2. Subtheoren: symmetry of (p Na ) ,
1.3. Subtheorem: transi t iv i ty of  (p No) .

e Part 2:
2. Theorem: (p Ug) ’  is an equivalence relation.
2.1. Subtheorem: reflexivity o f  ( p  U co),
2.2. Subtheorem: symmetry of (p U co)‘,
2.3. Subtheorem: t rans i t i v i t y  o f  (p Uo) " .

e Part 3:
Theorem: (p Ua) !  is the smallest equivalence relation.

The proof  structure of  5.3 becomes:

e Part 1:
1.a .  Theorem: (p No)  i s  an  equivalence relation.
1.a.1. Subtheorem: reflexivity of (p No),
1.a.2. Subtheorem: symmetry of (po),
1.a.3. Subtheorem: transitivity of (p No) ,
1.b. Theorem: ( f i ,  fa) € (pN 0) — (9f1,9f2) € (PN 0).

e Part 2:
2. Theorem: (p Uo)  i s  a lef tcongruence
2.a. Subtheorem: (p Uo)" is an equivalence relation.
2.a.1. Subsubtheorem: reflexivity of (p  U 0)’,
2.a.2. Subsubtheorem: symmetry of (p U go),
2.2.3. Subsubtheorem: transit ivity of  (p U co),
2.b. Subtheorem: ( f i , f2) € (pU a )  — (9f1,9f2) € (p  Uo )
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•	 Part 3:
 
Theorem: (p U l'T)t is the smallest equivalence relation.
 

Discussion 

This example illustrates particularly well the importance of structuring theorems and 
proofs for analogy-driven theorem proving: Some parts of the proofs become identical 
For example, the proofs of the parts la, 2a, and 3 of theorem 5.3 are identical to the 
corresponding subproofs of theorem 4.8 since the problems have identical theorems 
and assumptions. 
Looking at the remaining parts it turns out that 
5.3.1.b can be proved analogously to 4.8.1.2 and 
5.3.2.b can be proved analogously to 4.8.2.2. These proofs are given in the following: 

ND Proof of theorem 4.8 part 1.2 

NNo S;D Formula Reason 
relevant. assumptions 

1. ; 1 I- VR(symm(R) ...... VXl,X2«xl,:r:2) E R -+ (X2,Xr) ER» (DEF-symm) 
2. ;2 I- VRl, R2,:r«:r: E (RI n R 2) ...... (x E RI /\ x E R 2» (DEF-n) 
a. ;a I- 8ymm(p)	 (ASS) 
4.	 ;4 I- symm(rr) (ASS) 

. The proof 
5. 5', I- (h,.f2) E (rrnp)	 (HYP) 
6. ;2 f- Ul, h) E (rr n p) -+ Ul,.f2) Err /\ (11,1"2) E p	 (VD, ...... D 2) 
7. 5; 2 I- (11,1"2) E p	 (-+ D,/\D 6) 
8. 5; 2 f- (h,.f2) Err	 (-+ D,/\D 6) 
9. ; 1 f- symm(p) -+ V:rl, ;1:2((Xl, X2) E p -+ (X2, ;Z:l) E p) (VD, ...... D 1) 
10. ; 1, 3 I- V:q, ;r:A (;1' 1, :r:2) E p -+ (;1:2, Xl) E p)	 (-+ D 9 3) 
11. ; 1, :3 I- Ul ,h.) E P -+ (12, Id E p	 (VD 10) 
12. ; 1 I- symm(rr) -+ V;rl, X2«:r:l, :r2) Err -+ (X2, :r:l) E rr) (VD, ...... D 1) 
13. ; 1, 4 I- V;r:l, :rA(:.r:l' :r:2) E rr -+ (X2' Xl) E rr)	 (-+ D 12 4) 
14. ; 1,4 I- (h,.f2) Err -+ (12, Id E rr	 (VD 13) 
1.5. 5;2,1,:3 f- (1"2, Id E p	 (-+ D 11 7) 
16. 5; 2, 1,4 f- (12, fr) Err	 (-+ D 14 8) 
17. 5; 2, 1,4,3 I- (h,fdE(rrnp)	 (VD, ...... D 2 16) 
18. ; 2, 1, 4, :3 I- (fl,.f2) E (rrnp) --+ (h,/d E (rrnp)	 (DED 17) 
19. ; 2, 1,4,3 f- Vfr,/A(ll,h)	 E (rrnp) -+ (12'/1) E (rrnp» (VI 18) 
20. ; 2, 1,4, :3 f- symm(rr n p)	 (VD, ...... D,-+ D 1 

19) 
Thm. I- symm(rr n p) 0 
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e Part 3:
Theorem: (p U m)* is the smallest equivalence relation.

Discuss ion

This example illustrates particularly well the importance of structuring theorems and
proofs for analogy-driven theorem proving: Some parts of the proofs become identical.
For example, the proofs of the parts la,  2a, and 3 of theorem 5.3 are identical to the
corresponding subproofs of theorem 4.8 since the problems have identical theorems
and assumptions.
Looking at the remaining parts i t  turns out that
5.3.1.b can be proved analogously to  4.8.1.2 and
5.3.2.b can be proved analogously to 4.8.2.2. These proofs are given in  the following:

ND Proof of theorem 4.8 part 1.2

NNo S;D Formula Reason
relevant. assumptions

1. ; 1 F VR(symm(R) « Vai ,  z9((r1,%2) € R — (22,21) € R ) )  (DEF-symm)
2.  ; 2  FE VR ı ,R ı ; ,  z((= € (Rx  n Ry)  «>  (=  ER  AE  R ı ) )  (DEF-N)
3. ; 3  FE symm(p) (ASS)
4. ; 4  FE symm(o) (ASS)

7 The proof
5 5; Fo ( f i , fa)e(o0Np) (HYP)
6 ; 2  Fo (fu, fa) € (onp )  = ( f i , f r )  ea  A( f i , f2)  Ep  (VD ,+ D 2)
7 5 ;  2 [ ( f i , f 2 )€p  (— D ,AD 6 )
8. 5; 2 Fo ( f i . f o )  Ea  (=  D ,AD  6)
9. ; 1 FE symm(p) — Vay, 22 ( ( x1 ,  72 )  € p — (22,21) € p) (VD, D1 )
10. 71,3 Fo Vay, so l l e ,  72 )  € p—  (x2,%1) € p) (— D9  3)
11. i 1 ,3  F ( f f )  Ep—{( f2,h)€Ep (YD 10)
12. ; 1 FE symm(e) — Var, 22 ( (2x1 ,  x2) € 0 — (22,21) € 0) (VD ,~  D1 )
13. ; 1 ,4  Fo Vay, 2 ( (21 ,22 ) €E0 — (22,21) € 0) (— D 12 4)
14. ;1 ,4  F ( f f ) €o— (fo fi)Er (VD 13)
15. 5;2,1,3 EF (A , fh) Ep  (D117 )
16. 5 :21 , 4 F ( f a , fi) Eo (= D 14 8)
17. 5:2,  1 , 4  F (fo f1) € ( 00  p) (VD , D 2 16)
18 .  72 ,1 ,  4 ,  Fb ( f i ,  f2 )  € ( aN  p )  = ( f a ,  f i )  € ( 0Np )  (DED 17 )
19. ; 2 ,1 ,4  F VA, Al f ,  A) € (0 Np) = ( fa,£1) € (6 Np )  (VI 18)
20. 12,1, 4 FE symm(o Np) (VD ,~  D ,— D1

19)
Thm. ; FE symm(e Np) 0
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ND Proof of theorem 5.:3 part 1.b 

NNo S;D Formula Reason 

relevant assumptions 
1.	 ; 1 l- VR(leftconf/T"Uence(R) ...... Vg, XI, X2(9 E H 1\ (XI, X2) E (DEF

R --+ (gxI' g:1:2) ER» leftcongruence) 
2. ;2 I-	 VRI, R 2, :r«:1: E (RI n R2 ) ...... (:c E RI A X E R 2 » (DEF-n) 
3. ;3 I-	 leftcongT'1u;nce(p) (ASS) 
4.	 ;4 I- le ficongT'uence( u) (ASS) 

The proof 
5. 5; I-	 (h,h)E(unp) (HYP) 
6. ;2 I-	 (h, h) E (u n p) --+ (h, h) E u 1\ (il, h) E p (VD, ...... D2) 
7. 7·, I-	 go E H (HYP) 
8. 5; 2 I-	 (h,h) E p (--+ D, AD, 6) 
9. 5; 2 I-	 (1"1, h) E u (--+ D,AD, 6) 
10.	 ; 1 I- lcftcongT"1U:nce(p) ...... Vg,:CI,:1:2(g E HA (:CI,X2) E (VD, <-+ D 1) 

p --+ (fPOj, g:(2) E p) 
11. ; 1 I-	 V:1:I,:1:2«:r:I,:1:2) E p --+ ([/0:1:1,90:1:2) E p) (--+DlO 3) 
12.	 ; 1 I- If:/tco'llgnu;nce(u) ...... Vg, :(:1, :1:2(f/ E H 1\ (;I; I , X2) E (VD, <-+ D 1) 

u --+ (g:1:j,g:r:2) E u) 
13. 7; 1 I-	 V:r:I,:r:Z«Xj,.r:2) E u --+ (go:r:l,90:r:2) ElT) (--+ D 12 4) 
14. 7; 1 I-	 (il, h) E p --+ (goh, f/oh) E p (VD 11) 
15. 5,7;2,1,3 I-	 (goil, goh) E p (--+ D, 14 8) 
16. 7;.1 I-	 (h, h) E u --+ (goh, 90h) E u (VD 1:3) 
17. 5,7; 2, 1,4 I-	 (!/ofI,!loh) E u (--+ D, 16 9) 
18. 5,7; 2, 1,4,3 I-	 (!loh,!loh) E (unp) (VD, <-+ D 2 17) 
19. 7;2,1.4,3 I-	 f/o E H 1\ (1"1, h) E (u n p) --+ (goh, goh) E (u n p) (DED 18)· 
20. ; 2, 1,4,3 I-	 Vg, h, h(g E H 1\(1"1, h) E (unp) --+ (gh, gh) E unp) (VI 19) 
21. ; 2, 1,4,3 I-	 h/tcOfl.fIT·uena(u n p) (VD, <-+ D,--+ D, 1 

20) 
Thm. I- lr:/tcongrttenCf:(u n p) 0 

Discussion 

Symbol- or term mappings are not sufficient for a transformation of 4.8.1.2 to 5.3.1.b. 
For example, the symbol mapping {symm :::} leftcongru.nce} is not sufficient, since 
the definitions of .symrn a.nd le ftcongruence (which are part of the relevant as
sumptions) are not equal after this mapping. An additional term mapping would 
have to be restricted to certain occurrences of terms, because the overall mapping 
{(fz, fd :::} (g. fl,g . h)} or {(term.l, tenn2) :::} (g. tennl,g . term2)} also yields 
{(h, fz) :::} (g.l2, gfd} which is not desired at all. Furthermore, the reformulated 
proof cannot be verified for ,15.3.1. b because of missing sort declarat.ions and quanti
fiers. 
Furthermore, t.he theorem and the assumptions of 4.8.1.2 and 5.3.1.b contain subfor
mulae of the form :[: E M and quantifiers which have to be modified by the mapping. 
This problem is due to fact that the necessary mapping of terms is. essentially an 
abstraction by which some symbols irrelevant for the proof disappear, just as in the 
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ND Proof of theorem 5.3 part 1.b

NNo S;D Formula Reason
relevant assumptions

1. i 1 Ft  VR(leftcongruence(R) «Vg ,  z1,x2(9 € HA lz ı , z2 )  € (DEF-
R — (gx1,922) € R)) leftcongruence)

2. ; 2 F VR),  Rs,  z ( (#  € (Ri N Ry)  « ( x  € R1  Az  € Ry) )  (DEF-N)
3. i 3 .  FE leftcongruence(p) (ASS)
4. ; 4 t  leftecongruence(a) (ASS)

The proof
5 5 Fo ( f u f )  (any)  (HYP)
6.  ; 2 F ( f i )  € (@np)—( f i , f r )EaA( f i , f 2 ) Ep  (VD ,~ D 2)
7 .7  F go€H  (HYP)
8 .  5 ;  2 + ( f i , f 2 )  ep  (— D ,AD,  6 )

9. 5: 2 Fo ( f i , f 2 )  Ec  (— D,AD,  6)
10. ; 1  FE lefteongruence(p) — Vg,x1, z2(g € HA  (21,22) € (VD ,~  D1 )

p — ( g r1 ,  92 )  € p)
1 .  351 Vay ,  2a((21, 42 )  € p — (got ,  gox2) € p) (=D  10 3)
12. i 1 le fteongruence(a) «Vg ,  x1 ,  22 (g  € H A (21,22) € (VD ,~  D1 )

a — (gx ,  923 )  € 0)
13. 71  Fo Vay, 2y ( (21 ,  72 )  € 0 = (gor ,  goz2) € 0) (— D 12 4)
14. 71  Fo ( f i , f2) €p— (g0f1,90f2) € p (VD 11)
15. 5 ,7 ;  EF (90f i ,90f2) €Ep (—D,  14 8)
16 .  7 :1  F ( f 1 ,  f2 )  € 0 — (g0 f1 ,90 f2 )  eo  (VD 13 )

7 .  57  FE (gofi,gofz) € or (—D, 16 9)
18 .  5 ,  7 ;  2 ,  F ( go f i ,  go f z )  € ( o  Mn  p )  (VD ,  — D 2 17 )

19. 72 ,1 ,  Ego  € HA(fi, fo) € ( an  p)— (g0f1,90f2) € (0  Np) (DED 18 )
20. 2 ,1  F Vg, f i ,  f2(g € HAC, f2) € (eNp) — (9f1,9f2) € aNp) (VI  19)
21. 02 ,1  Fle f tcongruence(a  Np )  (VD,  D ,— D ,  1

20
Thm. ; FE  leftcongruence(o NM p) ()  )

Discussion

Symbol- or term mappings are not sufficient for a transformation of 4.8.1.2 to 5.3.1.b.
For example, the symbol mapping {symm = le ftcongrunce} is not sufficient, since
the definitions of symm and leftcongruence (which are part of the relevant as-
sumptions) are not equal after this mapping. An additional term mapping would
have to be restricted to certain occurrences of terms, because the overall mapping
{(f2, f i )  = ( gg :  [2)} or {(terml,  term?2) = (g - terml ,g  - term2)} also yields
{ f i r  f2) = (9f2,9f1)} which is not desired at all. Furthermore, the reformulated
proof cannot be verified for 5.3.1.h because of missing sort declarations and quanti-
fiers.
Furthermore, the theorem and the assumptions of 4.8.1.2 and 5.3.1.b contain subfor-
mulae of the form x € M and quantifiers which have to be modified by the mapping.
This problem i s  due to  fact tha t  the necessary mapping of  terms i s  essential ly an
abstraction by which some symbols irrelevant for the proof disappear, just as in  the
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previous case. The act.ual just.ification for this abstraction is the occurrence within 
the relevant assumptions of the definitions of symm and leftcongruence, which have 
the same characteristic structure. An analogy formation based on pure term mapping 
is not justified at all and hence the abstracting reformulation has to be preferred. 
A successful transformation is composed of an abstraction followed by a symbol 
mapping, and a subs~quent reverse abstraction. 

1.	 The abstraction of problem 4.8.1.2 that yields problem 4.8.1.2' changes the 
pairs (term2' terml), which are determined by the definition of symm, to terms 
fre,,(terml, tenn2)' The abstraction of problem 5.3.1.b that yields problem 
5.3.1.b' transforms the pairs (g. terml,g . ter'rn2) to fg(terml, term2)' These 
reformulations affect the pairs contained in the definition of symm(R) and 
leftcongruence(R), respectively. It. affects the derived terms within the whole 
proof and in addition, certain formulae and quantifiers have to be removed. 

2.,	 The symbol mapping {symm =} leftcongruence, j~e" =} fg} is applied to prob
lem 4.8.1.2' and yields problem 4.8.1.2" which is equal to problem 5.3.1.b'. 

3. Finally, to return to the original problem 5.3.1.b, a reversion of the abstraction 
of problem 5.3.1.b has to be applied to problem 4.8.1.2". 

III t.he following the ND-proofs of theorem 4.8 part 2.2 and of theorem 5.3 part 2.b 
are gIven. 
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previous case. The actual justification for this abstraction is the occurrence within
the relevant assumptions of the definitions of symm and le  ftcongruence, which have
the same characteristic structure. An  analogy formation based on  pure term  mapping
is not justified at all and hence the abstracting reformulation has to  be preferred.
A successful transformation is composed of an abstraction followed by a symbol
mapping, and a subsequent reverse abstraction.

1. The abstraction of problem 4.8.1.2 that yields problem 4.8.1.2’ changes the
pairs (termg, te rm,), which are determined by  the definition of symm, to  terms
f,en(termy,termy). The abstraction of problem 5.3.1.b that yields problem
5.3.1 .b ’  transforms t he  pairs ( g  - t e rm , g - t e rms)  to  f , ( te rmy,  t e rms ) .  These
reformulations affect the pairs contained in  the definition of symm(R) and
le ftcongruence(R), respectively. I t  affects the derived terms with in  the whole
proof and i n  addition, certain formulae and quantifiers have to  be removed.

2 .  The symbol  mapping {symm => leftcongruence, f , . ,  = f,} i s  applied to  prob-
lem 4.8.1.2" and yields problem 4.8.1.2” which is equal to problem 5.3.1.b’.

3. Finally, to  return to  the original problem 5.3.1.b, a reversion of the abstraction
of problem 5.3.1.b has to be applied to problem 4.8.1.2".

I n  the following the ND-proofs of theorem 4.8 part 2.2 and of theorem 5.3 part 2.b
are given.
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ND Proof for theorem 4.~ pa.rt. 2.2 

NNo S;D 

1. ; 1 f
2. ;2 f
3. ;3 f

4. ;4 f
5. ;5 f

6. ;6 f
7. ;7 f
8. ;8 f

9. 9; f
10. 9; f
1l. 11; f
12. 11; 1,7 f
1:3. 11:1,7,2 f

14. 11;1,7,2,4 f-

Hi. ; 1,7,2,4 f
16. 16; f
17. 16; 1, 8 f
18. IG;1,2,8 f

19. 16;1,2,8,4 f

20. ; 1, 2, 8, 4 f
2l. 9; 1,2,8,7,4 f
22. ; 1,2,8, 7,4 f

23. 2:3; f
24. 24; f
25. 25; f
26. 25, 23; 5 f

27. 27; f

28. 28; f
29. 28; f
:30. 28; r 
:n. 28,2;3; f
:32- 28,24; r 
:33. 24,28,23; f-

Formula Reason 

relevant. assumpt.ions 
VR(symm(R) ....... V:Cl, :"2«Xl, X2) E R -> (X2' xt} ER))
 
V:r(x E (pUIT) ....... x E pV x E IT)
 
Vx, y, k(k E N -> «:r, y) E RI -> (y, :I;) E 
RI) A «(.1:, y) E Rk -> (u, :I:) E Rk) -> «:I:, y) E 
Rk+1 -> (y, x) E RA'+I)) -> Vn(n E N -> (:I;, y) E 
Rn -> (u, :,,) ERn)) 
V:c, y«x, y) E (p U IT)1 ....... (:c, y) E (p U IT))
 
Vn, x, y(n EN -> «x, y) E (p U <Tt+1 ....... 3z«x, z) E
 
(p U IT)n A (z, y) E (p U <T)I) V «z, y) E 
(p U <T)n A (x; z) E (p U <T)I)) 
V:r, Y(:I:, y) E (p U <T)t ....... 3n(n E N A (x, y) E (p U <T)n) 
symm(p) 
symm(<T) 

induction base 
UI,h) E (pU<T)1 
(ft,.f2) EpV(ft,f2) E<T 
(ft, h) E P 
(h,ft) E P 
(h,fd E (pU<T) 

(h,fr) E (p U IT)1 

(!I,h) Ep-> (h,l1) E (pU<T)1 
UI,h) E <T 
(h, ft) E <T 
(h,fr) E (p U <T) 

(h ft) E (p U IT)1 

(ft, h) E <T -> (h, fd E (p U IT)1 
(h,fr) E (p U <T)1 
VIt,h«ft,f2) E (pU<T)1 -> (h,fd E (pU<T)1 

The proof induct.ion st.ep 
~: EN 
V:rl,:I:2«:I:l,:I:2) E (pU<T)k -> (:1:2, Xl) E (pU<T)k)
 
Ul, h) E (p U <T)k+l
 
3z«(ft, z) E (p U <T)k A (z, h) E (p U <T)I) V «z, h) E
 
(pU<T)k AUl,Z) E (pU<T)I))
 
(UI, :I:o) E (p U <T)k A (:1:0, h) E (p U <T)l) V «xo, h) E
 
(p U IT)k A Ul, :1:0) E (p U <T)I)
 

case 1 
(ft, :1:0) E (p U IT)k A (xo, h) E (p U <T)1 
UI, :ro) E (p U rr)A' 
(:ro, h) E (p U <T)1 
(:ro,fr) E (p U <T)k 
(h,:I:O) E (pU<T)1 
(h, ;"0) E (p U IT)l A (:ro, ft} E (p U <T)k) 
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(DEF symm) 
(DEF-U) 
(Induetion-AX) 

(DEF-(p U <T)I) 
(DEF (p U IT)n+l) 

(DEF-(p U <T)t)
 
(ASS)
 
(ASS)
 

(HYP) 
(VD, -> D 2 9) 
(HYP) 
(VD, -> D 7 11 1) 
(VD,....... D, -> D 2
 
12)
 
(VD, ....... D,-> D 13
 
4)
 
(DED 14)
 
(HYP)
 
(VD, -> D 8 16 1)
 
(VD,....... D, --+ D 2
 
17) 
(VD, ....... D,-> D 18
 
4)
 
(DED 19)
 
(VD 10 15 20)
 
(DED,VI21)
 

(HYP)
 
(Induction-HYP)
 
(HYP)
 
(+--> D, --+ D 5 25)
 

(HYP) 

(HYP) 
(AD 28)
 
(AD 28)
 
(VD, -> D 24 29)
 
(VD, --+ D 24 30)
 
(AI 31 32)
 

ND  Proof for theorem 4.8 part 2.2

Reason

(DEF symm)
(DEF-U)
(Induction-AX)

(DEF-(p  U # ) ! )
(DEF (pU  o ) " * ' )

(DEF-(p U 0)*)
(ASS)
(ASS)

(HYP)
(VD,— D2  9)
(HYP)
(VD,—- D7  11 1)
(VD,  D ,— D 2
12)
(VD ,~  D ,—  D 13
4)
(DED 14)
(HYP)
(VD,—~ D8  16 1)
(VD,—~ D ,— D 2
17)
( vD ,~  D ,—  D 18
4)
(DED 19)
(VD 10 15 20)
(DEDVI  21)

(HYP)
(Induction-HYP)
(HYP) 

|

(«= D ,—  D5  25)

(HYP)

NNo S;D Formula
relevant assumptions

1. ; 1  FE VR(symm(R) — Va ,  x2 ( (21 ,  722) € R — (22,71) € R))
2. ; 2  LE Vr l (zeE(pUor)= zEPVEE go)
3. ; 3  FE Va ,y , k ( keN  —((z ,y )  € R} — (y ,x)  €

R' )  A ( ( ( z , 9 )  €RF  — (y ,7 )  € RF) — ( ( x ,  y) €
RM!  — (y ,z)  € R*1 ) )  > Vn(n € N — (z ,y)  €
R" — (y,#)  € R" ) )

4. 4 F Ve, y((z,y) € ( pUa) — (2,9) € (pUg))
5. ; 5  F Vn , r , y (n€  N — ( ( r , y )  € ( pU  0 ) " ** — I z ( ( z , z )  €

( pu )  A(z , y )  € (pUa) )V ( ( z , y )  €
(pUa) *  A(z ;  2) € (pU)))

6. 6 FE Va ,y ( z , y )€ (pV a)  > In (n  € NA(z , y ) € (pU0)")
7. ; 7  FE symm(p)
8. ; 8  FE symm(e)

induction base
9. 9; b ( f ı ,  fa) € (pUo) !
10. 9 F (fifo) €pV  ( f i ,  fo) Ev
11. 11; FE (A ,h )ep
12. 111 ,7  FE ( f a fi) Ep
13. 11:1, 7 , 2  F (fe, f i )  € (pUo)

14. 11 ;1 ,7 ,2 ,4  + ( f i ,  A) E (pUa)

15 .  ; 1 , 7 ,  2 ,4  F ( f i , f 2 )  Ep  — ( f o ,  f i )  € ( pu ) !
16. 16; EF ( f i . f 2 )€0
17. 16; 1, 8 F ( f o ,fi) Eo
18. 16;1,2,8 ( f o )  € ( po )

19. 16;1 ,2 ,8 ,4  + ( f ı f ı )  € ( pUo) !

20 .  ; 1 ,2 ,  8 ,4  F ( f u  fa)  Ea  — ( f o ,  i )  € ( pV  oO)!
21. 9 ;1 ,2 ,8 ,7 ,4  + ( f2 ,h )  € (pua )
22. 31 ,2 ,8 ,7 ,4  F VA, fA(S1, fa) €E(pUo) — ( fa, fi) € ( pUo ) !

The proof induction step
23. 23  + keN
24. 24  Fo Va ,  xa((z1, 22 )  € (pU  OG) — (22,71) € (pUo)*)
25. 25; F ( f i ,  fo) € (pUa) t t ?
26. 25 ,23 ;5 E 3z((( f i ,z)  € (pUo)*  A(z, fa) € (PU o)*) V((z, fa) €

(PU  A( f i , z )  € (pU0)) )
27. 27; Fo ( ( f1,20)  € ( pUo ) *  A (zo, fa) € (PU o7)*) V ((zo, fa) €

(PUY  A( f i ,  20 )  € (pUa) )
case 1

28. 28; Fb (f ı ,mo) € (pUm)* A (zo, fa) € (pU 0) !
29. 28; Fo ( f i ,20)  € (pUo)*
30. 28; Fo (zo, f2) € (pUo) !
31. 28,23; FE (x0, f i )  € (pUo)*
32. 28, 24; Fb (fo,zo) € (pUg)!
33.  ° 24 ,  28,  23;  + ( f a ,  x0) € ( pua ) t  A ( zu ,  f i )  € ( pu  o)k)

25

(HYP)
(AD 28)
(AD  28)
(VD, — D 24 29)
(VD, — D 24 30)
(A I  31 32)



34. ; 24, 28, 23 I- u., :1'0) E (p U a)1 1\ (xo, h) E (p U a)k V (12,3:0) E (v I 33) 
(p U a)k 1\ (:1:0, Id E (p U a)1 

:35. 28,24,2:3; I- 3z«h, z) E (p U a)1 1\ (z, h) E (p U a)k V (12, z) E (1\1,31 34) 

36. 28, 24, 23; 5 I
(pUa)k 1\ (z,/d E (pUa)1) 
(h, Id E (p U a)k+1 (VD, -. D, -+ D 35 

5) 
--------------case 2------------- 
37. 37; I-	 (:"0, h) E (p U a)k 1\ (h, xo) E (p U a)1 (HYP) 
38. 37; I-	 (:1:0,12) E (pUa)k (I\D 37) 
39. 37; I-	 (11,:1:0,) E (pUa)1 (I\D 37) 
40. 37,2:3; I- (h, :1:0) E (p U a)k (VD, -+ D 24 38) 
4I. 37,24; I- (:I:o,fd E (p U a)1 (VD,-+ D 24 39) 
42. 24, 37, 23; I-	 (h, :1:0) E (p U a)1 1\ (:l:o,fd E (p U a)k) (1\1 40 41) 
43.	 ; 24, 37, 23 I- (h, :1:0) E (p U a)1 1\ (:I:o, 11) E (p U a)k) V (12, xo) E (VI 42) 

(p U a)k 1\ (:l:O, Id E (p U a)1) 
44.	 37,24, n; I- 3z«z,/d E (pUa)11\(h,z) E (pUa)kV(h,z) E (3143) 

(p U a)k 1\ (z,fd E (p U a)1) 
45.	 37,24,2:3; 5 I- (h,fd E (p U a )k+1 (VD, -. D, -+ D 44 

5) 
46.	 37,28,24,23, I- (h, id E (p U a)k+1 (VD 45 36 27) 

27; 5 
47.	 23,24,37,25, I- (J".!.,h) E (pUa)k+ 1 (CHOICE 46 27 

28; 5 26) 
48. n, 24, 28, 37; 5 I-	 Vh JA(h, h) E (p U a)k+1 -+ (12, fd E (p U a)k+1) (DED,VI47) 
49.	 ; 5 I- kEN 1\ V:l: 1,:I:".!.«(:I:1,:1:2) E (pUa)k -+ (X2,Xt) E (DED 48) 

(pUa)k) -+ Vh,h«h,h) E (pUa)k+1 -+ (12, It} E 
(p U a )k+1 )) 

50.	 ; 1,2,3,4,5, I- Vh,hVn(nENI\(h,h)E(pUa)n-+(h,I1)E ("11,1\1, -+ D 49 22 
7, 8 (p u a)" ) 3) 

------------- for (p U a)t 
5I. 51; I- (h,.t"2)E(pUa)t (HYP) 
52.	 51; (5 I- 311(n E N I\(h,h) E (pUa)n) (VD,...... D, -+ D 6 

51) 
53. 5:3; I- mo E N 1\ (h , h) E (p U ar"	 (HYP) 
54.	 5:3; 1, 2, 3,4, 5, I- 11/0 E N 1\ (h, fd E (p U a)m" (VD,-+ D 53 50) 

7, 8 
55. 53; 1,2,3,4,5, I-	 3n(n E N 1\ (12, h) E (p U a)n) (31 54) 

7, 8 
56. 5:3; 1, 2, 3, 4, 5, I-	 (h, h) E (p U a)' (-+ D 6 55) 

7, 8 
57.	 51; 6,1,2,3,4, I- h,fd E (pUa)' (CHOICE 56 52 

5, 7, 8 53) 
58. ; 6,1,2,3,4, I-	 (h,h) E (pUa)' (h,fd E (pUa)t (DED 57)-jo 

5, 7, 8 
59.	 ; 6,1,2,3,4, I- Vh,h«h,h) E (pUa)t -+ (h,fd E (pUa)') (VI 58) 

5, 7, 8 
60.	 ; 6, 1,2, :3, 4, I- sYlll·m(p U a)1 (-. D 59 1) 

5, 7, 8 
Thm. 0 
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(fo,zo) € (pU or)! A(z0 ,  f i )  € (pUo)* V (f2,70) €

3z((f2,2) € (PUG)  A(z ,  f i )  € (pUo)* V(fa,z)  €

(V I  33)

(AI ‚3T 34)

(VD ,~  D ,—  D 35

case 2
(x0, fa) € (PU) A(f1,20) € (UO) !

(f2,%0) € (PU)!  A (zo, f i )  € (pUm)*)
(f2, 20 )  € (PUT) Al(zo,  fi) € (PUY) V (fo, 20 )  €

32 ( ( z ,fr) € (pU  a )  A (fa,z) € (pU m)“ V (fa, 2) €

Vii ,  SalCfi, £2) € (pUa)**! — (fa, f i )  € (U  o)*H)
k € N AVzy ,zo(((z1, 52) € ( pUa)  — (x2,21) €
(pUa)k) = VfL, Fa((fr, fa) € (pU ao) — (fa, f i )  €

V i ,  foVn(n € N A(fi1, f2) € (pU oe) — (f2, f i )  €

(VD, — D 24 38)
(VD,— D 24 39)
(A I  40 41)
(V I  42)

(37 43)

(VD, D ,—  D 44
5)
(VD 45 36 27)

(CHOICE 46 27
26)
(DED VI  47)
(DED 48)

(V I ,A I ,—  D 49 22
3)

for ( pU  0) !

n(n € NA( f1 , f2)  € (PU o)”)

n(n  € N A(f2, f i )  E (pUa) )

(Ai, fa) € (pU a )  — (fa, f i)  € (pUo)

V i ,  F l ( f i ,  fa) € ( pUo )  — ( fa ,i) € (U  o)')

34. ; 24 ,28 ,23  F
(pu )  A (x ,  f i )  € ( pU  go)!

35. 28, 24, 23; F
( pU a)  A(z ,  f i )  € (pU o ) ! )

36. 28 ,24 ,23 ;5  + (fa, f i )  € (pUo)FH

37. 37; F
38. 37; F (zo,  fa) € (pUo ) *
39. 37; Fo ( f i z )  E (pUa)
40. 37,23; Fo (fz,x0) € (pUo)*
41. 37,24; F (x0, f i )  E(pU  0 ) !
42. 24,37, 23; F
43. ;24 ,31 ,23  FF

(pUuo)* A (x0, f i )  € ( pUm) ! )
44. 37, 24, 23; F

( pUo ) *  A(z ,  f i )  € (pUa) )
45.  37,24,23:5 FF (fo, f i)  € (pUa)k t

46. 37,28,24,23, F (fu, f i )  € ( pUa ) iH !
27:5

47. 23 ,24 ,37 ,25 ,  ( fo ,  f i )  € ( pU  EH
28: 5

48. 23,24,28,37;5F
49. 5 Fr

( pUa ) t !
50. ; 1 ,2 ,3 ,4 ,5 ,  +

7 ,8  (pUa ) )

51. 51; F ( f i fa )  e (pUo)
52. 51 :6  F

53. 53; FE my€ENA( f ı ,  fa) € (pU  0 ) "
54. 53 ;1 ,2 ,3 ,4 ,5 ,F  my  €NA( f2 ,  f i )  € (pUa)™

7,8 ;

55. 53;1,2,3,4,5F
7,8

56. 53 ;1 ,2 ,3 ,4 ,5 ,E  ( fo, fi) € (pUa)
7,8

57. 51 ;6 ,1 ,2 ,3 ,4 ,F  fu,  f i )  € (pUo)!
57,8

58. ; 6 ,1 ,2 ,3 ,4 ,  Fk
57,8

59. : 6 ,1 ,2 ,3 ,4 ,  F
57,8

60. ; 6 ,1 ,2 ,3 ,4 ,  |  symm(pUa)
5 ,7 ,8

Thm. ; FE symm(p Ua ) !
M ¥
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(HYP)
(VD,— D ,— D 6
51)
(HYP)
(vD,— D 53 50)

(37 54)

(— D6  55)

(CHOICE 56 52
53)
(DED  57)

(VI  58)

(=  D59  1)

0



ND Proof for theorem	 5.:3 part 2.b 

NNo S;D Formula	 Reason 

l.	 ; 1 (DEF
leftcongruence) 

2. ;2	 (DEF-U) 
3. ; :3	 (Induct.ion-AX) 

4. ;4	 (DEF-(p U 0")1) 
5. ;5	 (DEF (p U O")n+l) 

6 ;6 (DEF-(p U O"y) 
7 ;7 (ASS) 
8. ;8	 (ASS) 

9 9; I- !In E F	 (HYP) 
10. 10; I- Ui,fJ E (p U tT)1	 (HYP) 
11. 10; 2 I- (fl, h) E p V (fl, f2) E tT	 (VD, ---> D 2 10) 
12. 12; I- (fI,f"z) E p	 (HYP) 
1:3.	 12, 9; 1, 7 I- (f/n.fr, flnh) E p (VD,f-+ D,I\I,-> 

D 7 12 9 1) 
14.	 12,9;1,2,7 I- (!lnfr, !lnf"z) E (p U tT) (VD, f-+ D, -> D 2 

13) 
IS. 12,9; 1,2,4,7 I- (f/nfr,goh) E (pUO")1 (VD, f-+ D, -> D 14 

4) 
16. 9; 1,2,4,7 I- (h, f"z) E p ---> (gofr, [loh) E (p U 0")1	 (DED 15) 
17. 17; I- (fI,h) E tT	 (HYP) 
18.	 17,9;1,8 I- (f/oh, [/oh) E 0" (VD, f-+ D, 1\1 ---> D 

8 17 9 1) 
19.	 17, 9; 1, 2, 8 f-- (f/ofl,f/OJ"z)E(pUO") (VD, f-+ D, ---> D 2 

18) 
20.	 17,9; 1,2,4,8 I- (f/oh, f/oh) E (p U tT)1 (VD, f-+ D, -> D 19 

4) 
21. 9;1,2,4,8 I (h, h) EO" ---> (!/oh, !/oh) E (p U 0")1	 (DED 20) 
22.	 10,9; 1,2,4,7, I (f/n.fr, !/nh) E (p U tT)1 (VD 11 16 21) 

8 
23.	 ; 1, 2, 4, 7, 8 f-- Vh,h,g(f/ E F 1\ (h,f"z) E (pUO")1 -+ (gh,gh) E (DED,VI22) 

(pUtT)l) 
------------- induction st.ep ------------ 
24. 24; f-- A: EN (HYP) 
2.'5. 25; I- V:t:l,:I':!C(:I:l,:t:2) E (pUO")k -> (g:r:1,g:r2) E (pUO")k) (InductionHYP) 
26. 26,24; I- (fi ,fl.) E (p U tT)H1	 (HYP) 
27.	 26, 24; 5 I- 3Z«(fl, z) E (p U O")k 1\ (z, h) E (p U 0")1) V «Z'/2) E (VD, f-+ D, -+ D 5 

(pUtT)k I\(h,z) E (pUtT)1)) 26) 
28.	 24, 26; 5 I- (Ul, :r:o) E (p U O")k 1\ (:r:o, h) E (p U 0")1) V «:ro, h) E (3D 27) 

(pUO")k 1\ (h,:E:o) E (pUO")1) 
--------------ca,se 1------------- 
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ND  Proof for theorem 5.3 part 2.b

Reason
relevant assumptions

VYR(leftcongruence(R) — Vz1,23,9(g9 € F(z1,%2) €

V(r  € (pUs) 2 EpVa€a )
Vk, x,y,  %1,1 ,%2 ,92 ,%3 ,y3 ,9 ( kE  NAgE F >
((v,y) € R '  — (gz, gy) € RY) A (((#1,41) € RF —
(921,991) € RY) — ((x2,y2) € RM — (92,912) €
RF*1)) — Vn(n € N — (z3,y3) € R”  — (gz, gy) €

Vz, y((z,y) € (pU 0)!  — (z,y) € (pUg))
Vn, z,y(n € N — ((2,y) € (pU 0 ) "  — 3z((z,2) €
(pUm)” A(z,y) € (pUm)')  V((z,  y) €
(pU 0 ) "  A(z,z) € ( pUa ) ) ) )
Va, y(z,y) € ( po )  = 3n(n € N Az , y)  € (pUo ) " )

(DEF-
leftcongruence)
(DEF-U)
(Induction-AX)

(DEF-(pU a)!)
(DEF(pU 0)"+)

(DEF-(p U0 )
(ASS)
(ASS)

induction base

( f i . f 2 )€pv ( f i , f 2 )€a

(f1,F2) €p— (90f1,90f2) € (pU m)!

(Ai, f i) € 0 = (go f1,90f2) € (pU oO)!

Vf1,f2,9(9 € F A f r , f2) €(pU 0 )  = (9f1,9f2) €

(HYP)
(HYP)
(VD,— D 2 10)
(HYP)
(VD, D ,A I ,—
D712  9 1)
(VD ,~  D,—~ D2
13)
(VD ,~  D ,—  D 14
4)
(DED 15)
(HYP)
(VD,  D ,A I  — D
8 17 9 1)
(VD,~ D ,— D 2
18)
(VD, D ,—  D 19
4)
(DED 20)
( vD11  16 21)

(DED,VI 22)

i nduc t ion  step

Yay, a l l e ,  72 )  € (pU  a)F — (921,922) € (pU  0)F)

3 ( ( ( f r , 2 )  €E (pUa)  A (z ,  fa) € (PU) ) V( (2 ,  fa) €
(po )  A lh , z )e  (pu )

NNo S;D Formula

1. ; 1 +
R — (gz1, 922 )  € R))

2. ; 2  F
3. ; 3  F

R™))
4. i 4 (m
5. ; 5  FE

6. ; 6  F
7. ; 7  E lefteongruence(p)
8. ; 8  b lefteongruence(o)

9. 9; F mer
10. 10; Fo ( f i ,  f2) € (pUo) !
11.  10 ;  2 +
12. 12; F ( f u )  ep
13. 12 ,9 ;  1, 7 FE (gof i ,gofe) €p

14. 12 ,9 ,1 ,2 ,7  FF (gof i ,gofz)  € ( pUo )

15. 12,9; 1 ,2 ,4 ,7  FE (gof1,90f2) € (pU go)!

16. 9 ;1 ,2 ,4 ,7  +
17. 17; FH ( funfa)eo
18. 17,9; 1 ,8  FE (gofi,gofz) Em

19. 17 ,9 ;1 ,2 ,8  + (gof i ,90f2) € (pUo)

20. 17 ,9 ;  1 , 2 ,4 ,8  + (gof i ,gofz)  € ( pUo ) !

21. 9512,48 Fk
22. 10,9;1,2,4,7,F (gofı,gof2) € (pU m)!

8
23. ; 1 ,2 ,4 ,7 ,8  F

( pua ) t )

24. 24; FE keN
25. 25; F
2 .  26, 24; Fo ( f i ,  fo) € (pUa)FH?
27. 26 ,  24 ;  5 +

28. 24, 26; 5 + ((f1,20) € (UO)  A ( zo ,fa) € (pUo)!) V ((zo, fa) €
(pUo)* A ( f i ,  zo) € (PU m)!)

(HYP)
(InductionHYP)
(HYP)
(VD ,~  D ,— D5
26)
(3D 27)

case 1
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29. 29; f- Ch, :C'o) E (p U all\ (:C'o, h) E (p U aY (HYP) 
:30. 29,24; f- (ft, :C'o) E (p U al (I\D 29) 
3I. 29,24; f- (:L:o,h) E (pUu)1 (I\D 29) 
32. 29,24,25; f- (g/1,gxo) E (pUu)k	 (-> D 25 30) 
33. 29,24,25; f- (g:C'o, gh) E (p u u)1	 (-> D 25 31) 
34. 29,24,25; f- 3z«g/1, z) E (p U u)k 1\ (z, gh) E (p u U)1)	 (1\1,31 32 1 33) 
35.	 29, 24, 25; 5 f- (gh,gh) E (pUu)k+ 1 (1\1, VD, ~ D,--+ 

D 32 33 5) 
36.	 24, 25; 5 f- (h, xo)E (p u u)k 1\ (xo, h) E (p U U)1 -> (gh, gh) E (DED 35) 

(p u u)k+1 

case 2 
37. 37; f- (:C'o, h) E (p U u)k 1\ (h, :1:0) E (p U u)1	 (HYP) 
38. 37,24; f- (h,:z:o) E (pUu)1	 (I\D 37) 
39. 37,24; f- (xo,h) E (pUu)k	 (I\D 37) 
40. 37,24,25: f- (gfI, g:C'o) E (p U u)1	 (-> D 25 38) 
41. 37,24,25; f- (Y:1:0, !/h) E (p u u)k	 (-> D 25 39) 
42. 37,24,25; f- 3z«gh,z) E(pUu)11\(z,gh) E (pUu)k)	 (1\1,3140 41) 
4:3.	 :37,24,25; 5 f- (gfI,gh) E (pUu)k+1 (1\1, VD, +-+ D,--+ 

D, VI 40 41 42 5) 
44.	 24, 25; 5 f- (h, :1:0) E (p U u)1 1\ (;(:0, h) E (p U u)k -> (g!l, gh) E (DED 43) 

(p u IT)k+1 
45. 24, 26, 25; 5 f- (gft,gf:!) E (pUu)k+1	 (VD 36 44 28) 
46.	 ;5 f- ~: E N 1\ V:C'1, :C'2, h, h«(x1, X2) E (p u u)k -> (DED,VI45) 

(F1, Y:C'2) E (p U u)k) 1\ «h, h) E (p U IT)k+ 1 -> 
(gh, yh) E (p u IT)k+1)) 

induction for (p U u)n 
47. ;1,2,:3,4,5, f- VfI, h,gVn(n E N 1\ g EF 1\ (h, h) E (p U u)n ->	 (VI,I\I,->D4623 

7,	 8 (gh,gh) E (pUu)n) 3)
 
for «(I U u)t
 

48. 48; f- (fI,h) E (pUu)t	 (HYP) 
49.	 48; 6 f- 3n(n E N 1\ (h,h) E (pUITt) (VD, ~ D, -> D 6 

48) 
50. 48; 6 f- mo E N 1\ (fI,h) E (pUU)ffin	 (3D 49) 
51.	 48,9; 1,2, :3,4, f- mo EN 1\ (gh,gh) E (pUU)ffin (VD,-> D 50 47) 

5, 6, 7, 8 
52.	 48,9; 1,2,3,4, f- 31/(1/ E N 1\ (gft, gh) E (p U u)n) (31 51) 

5, 6, 7, 8 
5:3.	 48,9; 1,2, :3, 4, f- (gfI, gh) E (p U u)t (->D652) 

5, 6, 7, 8 
54.	 ; 1,2, :3, 4, 5, f- (fI,h) E (pUu)t --+ (gh,gh) E (pUu)t (DED 53) 

6, 7, 8 
55.	 ; 1,2,3,4,5, f- Vh,h(g E F 1\ (fI,h) E (pUu)t -> (gh,gh) E (VI 54) 

6, ~, 8 (pUIT)t) 
5G. ; 1,2,3,4,5, f- leftco7tgl'uenn:(p U u)t (~D 55 ??) 

6, 7, 8 
Thm. f- leftcongnu:nce(p U IT)t 0 

Discussion 

The same reformulatioll as presented for theorem 4.8.1.2 that leads to theorem 5.3.1.b 
works for theorem 4.8.2.2 and theorem 5.3.2.b as well. 
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(fArz0) € (pUa)* A (zo, f2) € (pU a)!

32((9f1,2) € (pU 0 )  A(2,9f2)  € ( pU  0)!)

( f ı ,  zo) € (pu )  A ( zo ,  f2)  € ( pUo ) !  — (g f i , g f 2 )  €

(HYP)
(AD 29)
(AD 29)
(— D 25 30)
(=  D 25 31)
(AL ,3 I  32! 33)
(ALVD,~ D,—
D 32 33 5)
(DED 35)

case 2
(zo, f2) € (PU)  A(f1,20) € (pU om)!

3z((4f1,2) € ( pU  a )  A (z ,g f2 )  € (PU  o ) * )

( f i r e )  € (PU)  A l t o ,fa) € (pUo)* — (gfi,gf2) €

keEN AVzy, 23 ,  f i  Fa l ( ( z1 ,52) € ( po )  —
( g r i ,  972) € (PUA)  A( ( f 1 ,  f2) € (pU  oe)  —

(HYP)
(AD  37)
(AD  37)
(—D  25 38)
(— D 25 39)
(AL I  40 41)
(A ,YD ,~  D ,—
D,V I  40 41 42 5)
(DED 43)

(VD  36 44 28)
(DED,VI 45)

induction for (pU  a) ”
Vii ,  f2,gVn(n € NAg €F A(f1,f2) €E (pUa)* — (VI ,AI ,— D 46 23

3)
for ( pU  0) !

I nne  NA  ( f i ,  f2) € (pU o)”)

ma €E N A (g f i , g f 2 )  € ( pU  a)"

I3n(n € N A (g f ı , g f 2 )  € ( pUa )? )

( f i ,  f2) € ( pa )  — (gfi,gfa) € ( pV )

V i ,  f l a  € FA ( f i ,  fa) € ( pUo )  — (gf i ,gf2) €

29. 29;  FF
30. 29, 24; F ( f i o )  € ( pUo ) *
31. 29, 24; Fo (zo, fa) € (pU  a )
32. 29, 24, 25; FE (g f ı ,  gro) € (pUo )F
33. 29, 24, 25; FE (gzo,gfa) € ( pU  a ) !
34. 29 ,  24 ,  25;  F
35. 29 ,24 ,25 ;5  + (g f ı , g f2 )  € ( pu ) !

36. 24 ,25 ;  5 F

( pu )
37. 37; +
38. 37, 24; FE ( f ı , zo )  € (pUo)!
39.  37 ,  24 ;  F ( zg ,  f 2 )  € ( pu  0)
40. 37, 24, 25: FE (g f ı , g ro )  € (pU  a ) !
41. 37, 24, 25; FE (gro, qf) € (pU 0 )
42.  37 ,  24 ,  25 ;  +

43.  37,24,25:5 + (gf, u f )  € ( pUa ) f t ?

44.  24 ,  25 ;  5 +

(pUa) t t
45. 24 ,26 ,25 ;5  + (gf,  9f2) € ( pUa )+ !
46.  ; 5  FF

(9f1,9f2) € (PUG) *1))

47. ; 1 ,2 ,3 ,4 ,5 ,  F
7 ,  8 ( g f ı , g f 2 )  € ( pUo ) ” )

48. 48; Fo ( f i ,  fe) € ( pu )
49.  48 ;  6 F

50.  48 ;  6 F moe  NA(fi,f2) € (pUo)™
51.  48 ,9 ;  1 ,  2, 3 , 4 , +

5 ,6 ,  7 ,8
52. 48 ,9 ;1 ,2  3 ,4 ,  F

56 ,7 ,  8 -
53. 48 ,9 ,1 ,2 ,3 ,4 ,F  (g f ı ,g fa)  € (pUa)

9 ,6 ,7 ,8
54. 51 ,2 ,3 ,4 ,5 ,  +

6, 7 ,8
55. ;51,2,3 ,4 ,5 ,  F

6, 7 ,8  ( p U o)*)
56. ; 1 ,2 ,3 ,4 ,5 ,  + lefteongruence(p Uo )

6 ,7 ,  8
Thm. ; FE leftcongruence(p Ua ) ’

Discussion

(HYP)
(¥D,—~ D,— D 6
48)
( 3D  49)
(VD,— D 50 47)

(37 51)

(— D6  52)

(DED 53)

(VI  54)

(=  D 55 ??)

()

The same reformulation as presented for theorem  4.8.1.2 that leads t o  theorem 5.3.1.b
works for theorem 4.8.2.2 and theorem 5.3.2.b as well.
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CASE 6: THEOREM 5.2 and its ANALOGlJE 

Theorem 5.2 
Let p he an equivalence relation on a semigroup F. The following assertions are 
equivalent 
a) p is a leftcongruence in F 
b) For all f E F and 11. E F holds h· flU) C fl(hf). 

Theorem 7.5.2 (analogous to 5.2.) 
Let p be an equivalence relation in an F -semimodul 5. The following assertions are 
equivalent 
a') p is a congruence in 5 
b') For all f E 5 and h E F holds 11. . flU) C fl(hf). 

The proofs of these theorems are based on definitionl and definitionl' of x E fl( z) 
(see Case 2) for semigroups F and 5, which differ in some symbols and on definition2 
and definition2' of:r Eh· fl(z), which differ in some symbols as well. 

Definition 2:
 
V:r, z, h(:r E F 1\ z E F 1\ h E F --+ :r Eh· fl(z) +-+ -::Jy(y E F 1\ Y E fl(z) 1\ x = h . y))
 

Definition 2':
 
V:t,z,h(:r: E 51\ z E S 1\ 11. E F --+.7: Eh· fl(z) +-+ :3y(y E 51\ yE p(z) 1\ x = h .y))
 
The proofs of theorem 5.2 and theorem 7.5.2 can be structured as follows:
 
The proof structure of 5.2. IS:
 

•	 Part 1 (a--+ b) 
Theorem: Vh, f(h E F 1\ f E F --+ h· flU) c fl(hf)) 
Relevant ass1l1nptions: definitionl; assumption of p being a leftcongruence in a 
semigroup; the extensiona.lity axiom of =; definition2. 

•	 Part 2 (at-- b) 
Theorem: P(fI,.f2) --+ p(hfl,hf2) 
Relevant ass'll1nptions: (a part of) the definition F is semigroup; definitionl; 
the definit.ion of C; definition2. 

The proof structure of 7.5.2 is: 

•	 Part 1 (a'--+b') 
Theorem: Vh, f(h E F 1\ f E oS' --+ h . flU) c fl(hf)) 
Relevant assnmptions: definitionl'; assumption of p being a congruence rela
tion on a semimodul; the ext.ensionality axiom of =; definition2'. 

29 

CASE 6 :  THEOREM 5.2 and i ts ANALOGUE

Theorem 5.2
Let p be an equivalence relation on a semigroup F .  The following assertions are
equivalent
a) p is a leftcongruence in F
b) For all f € F and h € F holds ~-  Q(f)  C Q(hf).

Theorem 7.5.2 (analogous to  5.2.)
Let p be an equivalence relation in  an F-semimodul S. The following assertions are
equivalent
a’) p i s  a congruence i n  §
b’) For all FE Sand h € F holds h-  Q(f)  € hf) .

The proofs of these theorems are based on definitionl and definitionl’ of x € ( 2 )
(see Case 2) for semigroups F and S, which differ in  some symbols and on definition2
and definition?’ of = € h - Q(z), which differ in  some symbols as well.

Definition 2:
Va ,z ,h ( tEFAz€  FAREF —»a2€h -Qz )oTy (ye  FAyeQz)Az=h -y ) )

Definition 2’:
Vr ,z ,h ( r€  SAz€SAhEF  sa  €eh -Qz )eyye  SAy€p (z )Az=nh -y ) )
The proofs of theorem 5.2 and theorem 7.5.2 can be structured as follows:
The proof  structure of  5.2. is:

e Part 1 (a—b)
Theorem: Yh, f ( h€  FA  f €  F — h -Q( f )  C Q(khf))
Relevant assumptions: definitionl; assumption of p being a leftcongruence i n  a
semigroup; the extensionality axiom of = ;  definition2.

e Part 2 (a—b)
Theorem: p( f i ,  f2) — p (hfi, hf2)
Relevant assumptions: (a part of) the definition F is semigroup; definition;
the definition of C ;  definition2.

The proof structure of  7.5.2 is:
+

e Part 1 (a’—b’)
Theorem: Vh , f ( h€  FA f €S  — h -Q( f )  C QRS)
Relevant assumptions: definitionl’; assumption of p being a congruence rela-
t ion on a semimodul; the extensionality axiom of = ;  definition2’.
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• Part 2 (a'-b') 
Theor'em: PUl, h) -+ p(hh, hfJ
 
Relevant assumptions: (a part of) the definition that F is semimodul; defini

tion1'; the definition of c; definition2'.
 

ND proof of the subt.heorem 5.2.1 

NNo S;D Formula Reason 
rdevant assumptions 

1. ; 1 f-	 VRV.1~, :1:', y, Y'(J~ = J;' Ay = y' ---+ (R:ry +-+ Rx'y'» (AX=) 
2.	 ;2 f- VRVh, h, h (h E FAh E FAh E F ---+ (R(h, h) ---+ (part of DEF left

R(hh, h1"2))) congruence(R)) 
3.	 ;3 f- Vh, z, :t:(h E FA z E F ---+ (:r Eh· nz +-+ J~ E (DEFl) 

FA 3y(y E F A x = h· yAp(y,z)))) 
4. ;4 f-	 "1:1:, z(:t: E FA z E F ---+ J~ E nz +-+ p(;[~, z» (DEF2) 
5	 ;5 f- V:I~,y(:t: E FAy E F ---+ J~' Y E F) (part of DEF 

semigroup(F) ) 
6.	 ;6 f- VM, N(M C N +-+ VJ~(J~ E M ---+ x E N)) (DEF C) 

the proof 
7. 7', f-	 hE F (HYP) 
8. 8', f- fEF (HYP) 
!) . 9', f- :t:o Eh· nf (HYP) 
10.	 7,8,9; :3 f- :t:o E F (VD, +-+ D, AD 9 3 

7 8) 
11.	 ;3 f- (:I~O E FAh E FA f E F ---+ (J~o Eh· nf +-+ 3y(y E (V D 3) 

F A :I~O = h . Y A p(y, J)))) 
12.	 7, 8; :3 f- (:t:o E F ---+ (:t:o Eh· nf +-+ 3y(y E F A :I~O = (---+ D 11 7 8) 

h· yAp(y,f))) 
1:3. 7, 8, \J; :3 f-	 3y(y E FA :t:o = h . y A p(y, I) (+-+ D, ---+ D 12 9) 
14. 14; f- Yo E F A :ro = h . Yo A p(yO' I) (HYP) 
IS. 14; f- Yo E FA p(Yo, I) (AD 14) 
16. 14,8; f-	 Yo E FA f E FA p(yO, I) (AI 15 8) 
17. 11,8; 2 f-	 p(hyo, hI) (VD, ---+ D 16 2) 
18. 14, 8; 2, 1 f- p(:t:o, hI) (VD, ---+ D 17 14 1) 
1\). 7,8,9; :3, 2, 1 f- p( :I~O, hI) (CHOICE 18 13) 
20. 7, 8; 5 f-	 hf E F (VD, ---+ D 5 7 8) 
21.	 7,8,9; 4, 5, 1, f- :t:o E n(hI) (VD,AD,---+D420 

3, 2 10) 
22. ; 4, 5, 1,3,2 f-	 hE FA f E F ---+ (xo Eh· nf ---+ J~o E n(hJ) (DED 21) 
2:3. ; 4, 5, 1, :3, 2 f-	 V:t:, f, h(h E FA f E F ---+ (:r Eh· nf ---+ x E n(hJ)) (VI 22) 
24. ; 4, 5, 1, 3,2,6 f- Vh, f(h E FA f E F ---+ h . Of C O(hJ)) (+-+D6 23) 
Thm. f- Vh, f(h E FA f E F ---+ h . Of C O(hJ) 0 

The operation'F should have been used in the t.heorem, in the assumptions, and in 
the proof. Instead, the polymorphic symbol· is used for convenience and readability. 

ND 
proof of the subt.heorem 7.5.2.1 

NNo S;D	 Formula Reason 
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e Part 2 (a’—b’)
Theorem: p(fi,  f2) — p lhfu, hf2)
Relevant assumptions: (a part of) the definition that F is semimodul; defini-
t ion l ’ ;  the definition of C ;  definition2’.

ND  proof of the subtheorem 5.2.1

Reason

(AX=)
(part of DEF left-
congruence(R))
(DEF1)

(DEF2)
(part of
semigroup(F))
(DEF c )

DEF

NNo S;D Formula
relevant assumptions

1. i 1 F VRVz,+ yy (xr =2 'ANy=y  — (Rzy = Rz'y'))
2. 2 F VRYh f i ,  f 2 (h€  FA fy € FA fa € F — (R(Fi, f2) =

R(h f i ,  h f 2 ) ) )

3 .  ; 3  F V i z , zs (he  FAzeF—- (eeh -Qzeoz€
FA3yye  FAz=h -yAp (y ,  2))))

4. ; 4 FE Ve,z(e € FAz  EF  — x €Qz  — p r ,  z))
5 .  ; 5  F Ve ,yzeFAyeF-= -xzx . ye rF )

6. ; 6  F VM,N(M CN —Va lz@zeMx €N))
the proof

7. 7; F heF
8. 8; FE f eF
9.  9 ;  Fao  €h -Q f
10. 7 ,8 ,9 ;3  F mer

11 .  ; 3  + ( t o€  FARE FANFEF ( xp  eh  -Q f  «yy  €

FAzo=h -yAp (y ,  f ) ) ) )
12. 7 ,83  F ( r o€F  —=(rgy€h-Qf o>Ay(ye FAxyg=

hyn  p(y,  ))))
13. 7 ,8 ,9 ;3  FE Jy (ye  FAzo=h -yAp (y ,  f ) )
14. 14; Foy  € FAxg=h -yoAp (yo , f )
15. 14;  Fowe  FA  p(yo, f)

186. 14, 8; F we  FA fEFAMy , f )
17. 14, 8; 2 FE p(hyo, hf )
18. 14, 8; 2, 1 Fo p(xo,  h f )
19. 7 .8 ,9 :3 ,2 ,1  F peg ,  h f )
20. 7,8; 5 FE h feF
21. 7 ,8 ,9 ;4 ,5 ,1 ,  F «ye  Qhf )

3 ,2
22. ; 4 ,5 ,1 ,3 ,2  + heFA fEF  -»(zoeEh-QAf— xg  €QhS) )
23. 14 ,5 ,1 ,3 ,2  F Ve, fM {heFA fEF —(x€h -Qf —x€Qhf)))
24. 14 ,5 ,1 ,3 ,2 ,6+ Vh, f (he  FN fEF  —h-Qf  C QRS)
Thm. ; FE V i ,  f ( he  FA fE€F  —h-Qf  CQ(hf))

(HYP)
(HYP)
(HYP)
(VD,  D ,AD  9 3
7 8)
(VD 3)

(=  D11  7 8)

(=D ,  —D12  9)
(HYP)
(AD  14)
(A I  15 8)
(vD,— D 16 2)
(¥D,— D17 14 1)
(CHOICE 18 13)
(YD,— D5  7 8)
(YD,AD,— D4  20
10)
(DED  21)
(VI 22)
(~  D6  23)
0

The operation - p  should have been used i n  the theorem, i n  the assumptions, and in
the proof. Instead, the polymorphic symbol - is used for convenience and readability.

proof of the subtheorem 7.5.2.1

NNo S;D Formula
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Reason



rdevant. assumpt.ion 
1. ; 1 ~	 VRV:I:, :r' , y, y'(:r = x' 1\ Y = y' ~ (Rxy ...... Rx'y')) (AX=) 
2.	 ;2 ~ Vh,fl, h(h E F /l.'fJ E SA 12 E S ~ (R(ft, h) ~ (part of DEF con

R(ltfJ,hh))) gruence(R)) 
3.	 ;3 ~ VIt, z, .1:(11. E F 1\ z E S ~ (:r. Eh· Oz ...... x E SA 3y(y E (DEFl') 

.') I\.r = h . Y A p(y, z)))) 
4. ;4 ~	 V:I:, z(x E S 1\ z E .') ~ x E Oz ...... p(x, z)) (DEF2') 
5.	 ;5 ~ V:I:, y( x E F 1\ yES ~ x . yES) (part of DEF F

semimodul(S)) 
6.	 ;6 ~ MeN ...... V:r(x E M ~ x E N) (DEF C) 

the very proof 
7. 7', ~	 hE F (HYP) 
8. 8', ~	 fE.') (HYP) 
9. 9; ~	 3':0 Eh· Of (HYP) 
10.	 7, 8, 9; 3 ~ :rn E S (VD, ...... D, I\D 9 3 

7 8) 
]1.	 ;3 ~ (:ro E S 1\ hE FA f E S ~ (3:n Eh· Of ...... 3y(y E (V D 3) 

S 1\ :ro = h . Y 1\ p(y, I)))) 
12. 7, 8; 3 ~	 (:ro E S ~ (:1:0 Eh· Of ...... :Iy(y E .') A Xo = (~D 11 7 8) 

h . Y 1\ p(y, I)))) 
13. 7,8,9; ;3 ~	 :Iy(y E S 1\ :I:n = 11. . Y A p(y, I)) (...... D,~ D12 9) 
14. 14; r-	 Yn E S 1\ :1:0 = 11. . Yo A p(Yn, J) (HYP) 
15. 14; r-	 Yo E S' 1\ p(Yo, .f) (AD 14) 
16. 14,8; r-	 Yn E S 1\ f E S 1\ p(Yo, J) (AI 15 8) 
17. 14,8; 2 r-	 p(hyo, hI) (VD,~ D 16 2) 
18. 14, 8; 2, 1 ~ p(xn,h.f) (VD, ~ D 17 14 1) 
HJ. 7, 8, 9; 3, 2, 1 r- p(:I:o, hI) (CHOICE 18 13) 
20'. 7, 8; 5 r- hf E 5' (VD,~ D 5 7 8) 
21.	 7,8, D; 4, 5,1, r- .1:n E O(h.f) (VD,I\D,~ D4 20 

3, 2 10) 
22. ; 4, 5, 1,3,2 ~	 11. E F 1\ f E S ~ (:1:0 Eh· Of ~ 3:0 E O(h!)) (DED 21) 
2:3. ;4,5,1,3,2 ~	 V:r,f, h(h E F I\f E S ~ (:r: Eh· Of ~ x E O(h!))) (VI 22) 
24. ; 4,5, 1, :3, 2, G ~ Vh, f(h E F 1\ f E S ~ h . Of C O(h!)) (...... D 6 23) 
Thm. r- Vh, f(h E FA f E S ~ h . Of C O(hf)) 0 

The operation 'S should haVf~ been used in the theorem, in the assumptions, and in 
the proof, The polymorphic symbol, is used as before for convenience and readability. 

Discussion 

At first sight, a symbol mapping with {F :::} S, 'F :::} ·s} seems to be an appropriate 
technique to remove the superficial differences between the problems 5.2.1 and 7.5.2.1. 
However, applying this symhol mapping causes confusion, because the mapping {F 
:::} S} has to be applied at some occurrences only. Such a symbol mapping is called 
inconsistent. 
Instead it reformulation by abstraction works: It transforms the theorem, the assump
tions, and the proofs of 5.2.1 to the abstracted theorem 5.2.1' etc. by the mapping 
{h 'F term:::} ap(term)}, where (J,F is a new variable, and by removing certain for
mulae and quantifiers which become superfluous, such as (h E F) and Vh. This 
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relevant assumption
1. ; 1  F VRVz, 2 y , y ( r=  2 Ay=Y  — (Rzy = Rzr'y)) (AX=)
2 ; 2  FV f i ,  f o (h€EFNFLESAfr €S—  (R(f1,f2) — (part of DEF con-

R(hf1,hf2)) )  gruence(R))
3. ; 3 LE Vhz,z2(h€eFAze€S—(re€h- Qz—ozeSATyY(ye (DEFY)

SAr=h -yAp (y ,  z ) ) )
4. ; 4 F Ve ,z2 (z€SAz€S8—z€Qze  p(z,2)) (DEF2’)
5. i 5 F Ve ,y ( re  FAyeS—z-y€S)  (part of DEF F-

semimodul($))
6. ; 6 FE MCNo~Vz(zreM —-z€eN) (DEF C)

the very proof
7. 7; FE heF  (HYP)
8. 8; F f esS  (HYP)
9 .  9 ;  F zp€h -  Q f  (HYP)

10. 7,8, 9; 3 F zn€ES (VD,—~ D ,AD9  3
7 8

11. ; 3  F ( to ESAREFAfFES (20  €h -Q f  — yy  € vhs
SAhxo=h -yAp (y ,  f ) ) ) )

12. 7 ,8 ;3  FE ( r peS—( ro€h -Q f  »y ( y€  SAzg=  (—D11  7 8)
hyn  p(y,  FN)

13. 17,8,9;3 FE 3yyeSAxzo=h -yAp (y , f ) )  («+ D ,—D12  9)
14. 14; Foy  €SAxg=h -yoAp (yo ,  f )  (HYP)
15. 14; Fogo  € SAp(y ,  f )  (AD  14)
16. 14, 8; F yweSAfFeSApy , f )  (A I  15 8)
17 .  14 ,  8 ;  2 F ya ,  h f )  (VD ,  — D 16  2 )

18. 14 ,821  Fo p(za, h f )  (VD ,— D17 14 1)
19. 7 ,8 ,9 ,3 ,2 ,1  + p(xo, h f )  (CHOICE 18 13)
20. 7 ,8 ;  5 F hfesS (VD ,—D5 7 8)
21. 7 ,8 ,9 .4 ,5 ,1 ,  F x€Q(h f )  (VD, AD , > D4 20

3,2  10)
22. ; 4 ,5 ,1 ,3 ,2  + hEFAF fES=—- (znEh -A f—xp € Ahf)) (DED 21)
23. ; 4 ,5 ,1 ,3 ,2  F Vr,f;MheFaAfeS-—(zEeEh-NQf—xeE€ENMhf))) (VI 22)
24. : 4 ,5 ,1 ,3 ,2 ,6E  Vh , f ( hEFA fES—h-QfC AUhf)) (=  D6  23)
Thm. ; F V i ,  f ( he  FAFeS—h Q f  CQh f ) )  0

The operation - g  should have been used in  the theorem, in  the assumptions, and in
the proof. The polymorphic symbol - is used as before for convenience and readability.

Discuss ion

At  first sight, a symbol mapping wi th {F  = S, - r  = -s} seems to be an appropriate
technique to  remove the superficial differences between the problems 5.2.1 and 7.5.2.1.
However, applying this symbol mapping causes confusion, because the mapping {F
=> S} has to  be applied at some occurrences only. Such a symbol mapping is called
inconsistent.
Instead a reformulation by abstraction works: I t  transforms the theorem, the assump-
tions, and the proofs of 5.2.1 to the abstracted theorem 5.2.1’ etc. by the mapping
{ h  - r  term = ap(term)}, where ap is a new variable, and by  removing certain for-
mulae and quantifiers which become superfluous, such as (h € F )  and Vh. This

31



abstraction is based on line 2 of the proof, which is a part of the definition of a 
leftcongruence on a semigroup. The same abstraction as for 5.2.1 transforms the 
theorem, the assumptions, and the proof of 7.5.2.1 to the abstracted theorem 7.5.2.1' 
using the mapping {h.·sterrn:::} as(terrn)}, and also removing (11. E F) and VII.. This 
abstraction is based on line 2 of the proof of 7.,5.2.1, which is part of the definition 
of a congruence on a semimodul. The theorem and the relevant assumptions of 
5.2.1' and 7..5.2.1' are equal except for the symbols aF and F. Hence, we need a final 
symbol mapping { aF :::} as; F :::} S}, which yields identical problems 5.2.1" and 
7.5.2.1". The proof of the original theorem 7.5.2.1 can be obtained by a reversion 
of the abstraction that was applied to theorem 7.5.2.1 and to its assumptions and 
proof. 
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abstraction is based on line 2 of the proof, which is a part of the definition of a
leftcongruence on a semigroup. The same abstraction as for 5.2.1 transforms the
theorem, the assumptions, and the proof of 7.5.2.1 to  the abstracted theorem 7.5.2.1
using the mapping {h-sterm = ag(term)}, and also removing (h  € F )  and Vh. This
abstraction is based on line 2 of the proof of 7.5.2.1, which is part of the definition
of a congruence on a semimodul. The theorem and the relevant assumptions of
5.2.1" and 7.5.2.1’ are equal except for the symbols ar  and F .  Hence, we need a final
symbol mapping { ar  = as; F = S}, which yields identical problems 5.2.1” and
"7.5.2.1". The proof of the original theorem 7.5.2.1 can be obtained by a reversion
of the abstraction that was applied to theorem 7.5.2.1 and to  i ts assumptions and
proof.
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CASE 7: THEOREMS 6.9 and 13.7
 

The proofs of theorems G.9 and 13.7 are marked as analogous in HUA, which means 
in this case for each of the corresponding subproofs essentially the same method 
should be used for proving the theorem. 

Theorem 6.9 
Let F = W(X) be a free semigroup, S a nonempty set, and let (Po : X x S 1--+ S be a 
mapping, then there exists one and only one mapping (P : X X S 1--+ S which satisfies 
the semimodul condition 
(1)	 Vf,g,s(J E FAg E FA sE S --+ (P((Jg),.s) = (P(J, (P(g,s))) and secondly 
(2) (P restricted to (X x 8) is (Po. 

This mapping (P is uniquely defined by: 
(D) Vx,u,s(:c E SA 11 E FA sE S --+ (P((xu),s) = <Po(x,<P(u,s))) 
and xs =i<P(:1:,.s) = <Po(x,s). 

Theorem 13.7 
Let F = W(X) be a free semigroup, S an F-semimodul, A a semigroup, and let
 
Ao : X x S 1--+ A be a mapping.
 
Then there exists one and only one mapping A: X X S 1--+ A satisfying the automata

condition
 
(1') Vj', g, s(J E FAg E FA.5 E S --+ A( (J, g), s) = A(J, (gs)) . A(g, s))) and secondly
 
(2') A restricted to X x S' is Ao,
 
This mapping A is uniquely defined by:
 
(D') V:c, u, s(:c E SA 1J, E FA s E S --+ A((XU)' s) = Ao(X, (us))· A(U, s)) and
 
;1:.5 = A(:r, s) = Ao (x , s ).
 

The proofs of theorem G.9 and theorem 13.7 can be structured as follows.
 
The proof structure of 6.9. IS: 

•	 Part 1 
Theorem: Uniqueness of <P, i.e., 
If (u E F A s E S) and if there exists <P' for which (1) and (2) are true, then 
<p1(u,s) = <p(u,s)) 
The proof is by induction on the level of generation of u: 

1.	 base step: the relevant assumptions are (2) 

2.	 inductioll step: the r'elevant assumptions are the induction hypothesis; (1) 
is true for (<PI); <P' is a mapping; (2) is true for (<p'); (2) is true for (<p);(1) 
is true for (<p) . 

•	 Part 2
 
Theorem: <P is a mapping, i.e.,
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CASE 7: THEOREMS 6.9 and 13.7
The proofs of theorems 6.9 and 13.7 are marked as analogous in  HUA, which means
in  this case for each of the corresponding subproofs essentially the same method
should be used for proving the theorem.

Theorem 6.9
Let F=W(X)  be a free semigroup, S a nonempty set, and let ® :  XxS— S bea
mapping, then there exists one and only one mapping ® : X x § + § which satisfies
the  semimodul condi t ion
(1) Vf,g,s(f€e FANge FAs€ S— ®((fg),s) = ®(f,®(g,s))) and secondly
(2) ® restricted to (X  x S) is @o.
This mapping ® is uniquely defined by:
(D) Vz,u,s(cr€ SAu€e FAs  €S  — O((zu),s) = oz ,  P(u, s)))
and zs  = ® (x ,5) = ®o(x, 5).

Theorem 13.7
Let F = W(X)  be a free semigroup, S an F-semimodul, A a semigroup, and let
do :  X x S — A be a mapping.
Then there exists one and only one mapping A : X x S — A satisfying the automata-
condition
( I )  Vf ,g , s ( f €e  FAge  FAs  €S— M(f,9),s) = Af,  (gs) Mg, s))) and secondly
(2°) X restricted to X x S is Ag,
This mapping A is uniquely defined by:
(D’) Vz,u,s(z€ SAu€  FAs€S— M zu ) ,s)  = do(z,(us)) - Mu, s)) and
xs = Mz ,s) = Ao (z ,s).

The proofs of theorem 6.9 and theorem 13.7 can be structured as follows.
The proof  structure o f  6.9. is:

e Part 1
Theorem: Uniqueness of 9 ,  i.e.,
If ( u€  FAs  €S)  and i f  there exists ® for which (1) and (2) are true, then
P'(u,s) = ®(u,s))
The proof is by  induction on the level of generation of u:

1. base step: the relevant assumptions are (2)
2. induction step: the relevant assumptions are the induction hypothesis; (1)

is true for (®’); ®’ is a mapping; (2) is true for (®’);(2) is true for (®);  ( 1 )
is true for (®).

e Part 2
Theorem: ® is a mapping, i.e.,
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Vlll~1l2,.s],"'2('I/,1,'I/,2 E F /\ 8],82 E S /\ '1/,1 = 11,2/\.5] = 82 ----+ <1>('11,],81) 
<I>(U2,82))) 
The proof is by induction on the level of generation of u,], U,2: 

1.	 base st.ep: t.he relevant as.5umptions are t.hat. <1>0 is a mapping and t.hat (2) 
is true for (<1». 

2.	 induction step: t.he rele'/1ant assumptions are the induction hypothesis; 
that F is a free semigroup; that (D) is true for (<1»; transitivity of =; and 
the theorem of part 2.1. 

•	 Part 3
 
Theorem: The mapping <l> of part 2 fulfills condition (1), i.e.,
 
Vu, w, 8(11., wE F /\.5 E S ----+ <I>((uw), 8) = <1>(11" <I>(w, 8)))
 
The proof is by induction on the level of generation of u:
 

1.	 base step: tlw relcvant a8sumption.5 are definition of <1>; (D) is true for <1>. 

2.	 induction step: the n:lc'/1ant assumpti01t8 are the induction hypothesis; the 
theorem of part 2; that F is a semigroup; that (D) is true for (<I» with 
uw=u'; and that (D) is true for (cl» with ws=s'. 

The proof structure of 13.7 is: 

•	 Part 1 
Theorem: Uniqueness of >., i.e., 
If ('I/, E F /\ 8 E S) and if there exists ,\' for which (1') and (2') are true, then 
A'('ll,.s) = '\('11, s)
 
The proof is by induction on the level of generation of u:
 

1.	 base step: the n:lf'/1ant ass'llmptions are (2') 

2.	 induction step: the n:!f:vant assumptions are the induction hypothesis; (1) 
is true for (>"); (2') is true for (A'); (2') is true for (,\); (1') is true for (>.); 
and additionally, V:r:, y, z, t(:r: = y /\ z = t ----+ X 'A Z = Y 'A t). 

•	 Part 2 
Tbeor'em: Existence of a mapping '\, i.e., 
V'II],'II2,8],.52('II],'II2 E F/\81,S2 E 8/\'11] = 11.2/\81 = 52 ----+ >'(U],5d = '\(11,2,82))) 
The proof is by induction on the level of generation of Ul, U2: 

1.	 base step: the r'fff'l1ant assumptions a,re t.hat '\0 is a mapping and that (2') 
is true for ('\). 

2.	 induction step: the n:lf'/1ant a8su.mptions are the induction hypothesis; 
that F is a free semigroup; that (D') is true for (>.); the transitivity of 
=; the theorem of part 2.1; and additionally, Vx, y, z, t(:c = y /\ z = t ----+ 

:c 'A Z = Y 'A t). 
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Va,  uz, 81 ,  Sa l , u2 € FA  s1 ,80  € SAU = ug Ns  = 52  = Du ,  8 )  =
D (uz, $2)))
The proof is  by  induct ion on  the level of  generation of  u j ,  u2:

1 .  base s tep :  the  relevant assumptions are tha t  ® ,  i s  a mapping and tha t  ( 2 )
is true for (®).

2. induction step: the relevant assumptions are the induction hypothesis;
that F is a free semigroup; that (D)  is true for (®); transitivity of = ;  and
the theorem of part 2.1.

e Part 3
Theorem: The mapping ® of part 2 fulfills condition (1), i .e ,
Vu, w, s(u,w € FAs  €S  — (uw), s)= (u ,  P(w, s)))
The proof is by induction on the level of generation of u:

L.

2.

base step: the relevant assumptions are definition of ®; (D) is true for ®.

induction siep: the relevant assumptions are the induction hypothesis; the
theorem of part 2; that F is a semigroup; that (D) is true for (®) with
uw=u ’ ;  and tha t  (D )  i s  t rue  for (® )  w i th  ws=s’.

The proof  s t ructure of  13.7 is:

e Part 1
Theorem: Uniqueness of A, i.e.,
I f  (wu € FAs  é€S) and i f  there exists X’ for which (1°) and (2’) are true, then
N(u ,8) = Au ,s)
The proof is by induction on the level of generation of u:

1.

2.

base step: the relevant assumptions are (2°)
induction step: the relevant assumptions are the induction hypothesis; (1)
is true for (A); (27) is true for (X’); (2°) is true for (A); (1°) is true for (A);
and additionally, Vz,  y,z, H (z  =yAz= t  sz  - 42=y  4 ) .

oe Part 2
Theorem: Existence of a mapping A, i.e.,
Vuy, ug, $1 ,  Sa l t , uz € FAs , s;  € SAU  = ugAsy = 52  — Mur ,  81 )  = Aug, 52)))
The proof is by  induction on the level of generation of wy, us:

1. base step: the relevant assumptions are that Ag is a mapping and that (2 )
is true for (A). :

induction step: the relevant assumptions are the induction hypothesis;
that F i s  a free semigroup; that (D ’ )  i s  t rue for (A ) ;  the transitivity of
= ;  the theorem of part 2.1; and additionally, Vz , y , z ,(zx = y  Az  =1t —
r az=y  a t ) .
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• Part 3
 
Theo1'f'.m: The mapping -\ of part 2 fulfilll:> the condition (1 '), i.e.,
 
'<I'll, 'to, 8(U, W E F /\ oS E S -t A( (u'tO), oS) = A(U, (woS)) . -\(w, oS))
 
The proof is by inductioll on the level of generation of u:
 

1.	 base step: the relevant aoS81lmption8 are the definition of A; and that (D) 
is true for--\. 

2.	 induction step: the relevant assumptions are the induction hypothesis; 
the theorem of part 2.; that F is a semigroup; that (D') is true for A with 
uw=u'; that (D') is true for -\ with ws=s'; and additionally, 
(uw)s=u(ws) (since 5 is an F-semimodul); 
'<Ix, y, z, t(:r: = y /\ z = f -t x 'A Z =y'A t). 

Discussion 

Based Oil the following correspondences between the assumptions 
(1)	 - (1'), 
(2)	 - (2'), and 
(D) - (D'),
 
that are induced by the structure of the theorems a reformulation composed of the
 
following steps succeeds ill making the theorems and assumptions equal.
 

I 
1.	 The term mapping 

{<I>(J,<I>(g,8)) =} -\(J,(g. 8))' -\(g,8)) ; <I>o(:r:,<I>(u,s)) =} Ao(X,U' s)· A(U,S)} 
transforms the sllbtheoremsand the assumptions of6.9 to that of 13.7. However, 
the application of this term mapping, which is based on a comparison of the 
assumptions and of the theorems is not sufficient for producing a verifiable 
proof, for which we need additional assumptions. 

2.	 These additional preconditions are necessary for the subproofs 1.2, 2.2, and 3.2 
of theorem 13.7. These preconditions are 
'<1.1'., y, z, t(:r: = y /\ z = t -t :r: 'A Z = Y 'A t) for 1.2, 2.2, and 3.2, and for 
the subproof 3.2 '<I:l:,y,z(:r E F /\ y E F /\ z E 5 -t (xy)z = :r:(yz)). The 
first formula is assumed to be in the knowledge base, since .A is a function by 
definition. The second formula is in the knowledge base since 5 is assumed to 
be an F-semimodul. 
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e Part 3
Theorem: The mapping A of part 2 fulfills the condition (1°), i .e ,
Vu ,w, s(u,w € FAs  €S  — A(uw),s)  = Mu ,  (ws)) - Mw, s))
The proof is by induction on the level of generation of u:

1. base step: the relevant assumptions ave the definition of A; and that (D)
is true for-A.

2. induction step: the relevant assumptions are the induction hypothesis;
the theorem of part 2.; that F is a semigroup; that (D’)  is true for A with
uw=u’;  that (D’) is true for A wi th ws=s’; and additionally,
(uw)s=u(ws) (since S is an F-semimodul);
Ve,y ,z , t (x=yANz=t  o> a -p2=y -a t ) .

Discuss ion

Based on the following correspondences between the assumptions
(1) - ( 1 ) ,  |

(2) - (2’), and
(D) - (D’),
that are induced by t he  s t ruc tu re  of  t he  theorems a reformulation composed of the
following steps succeeds in making the theorems and assumptions equal.

|
1. The term mapping

{®(f ,  ®(g,5)) = A f ,  ( 9 -9 )  Mg, 8 )  ; Po(z, (u ,  s)) = do(z,u-s)- Mu, s)}
transforms the subtheorems and the assumptions of 6.9 to  that of 13.7. However,
the application of this term mapping, which is based on a comparison of the
assumptions and of the theorems is not sufficient for producing a verifiable
proof, for which we need additional assumptions.

2. These additional preconditions are necessary for the subproofs 1.2, 2.2, and 3.2
of theorem 13.7. These preconditions are
Va,y,z , (x  = yAz =1  > 2 :42  = y -4 t )  for 1.2, 2.2, and 3.2, and for
the subproof 3.2 Vu,y,2(x € FAy € FAz € S — (zy)z = z(yz)). The
first formula is assumed to be in the knowledge base, since - 4  is a function by
definition. The second formula is in  the knowledge base since S is assumed to
be an F-semimodul.





Conclusion 

This report contains those theorems and their proofs in a Natural Deduction 
format that are explicitly marked as analogous in RUA. In addition, we gave 
some hints and a discussion for each case , to show how the actual analogy 
could be established. However, in order to keep this self-contained such that 
it may serve as a test set for other workers in the field as well, we did not 
show how our system actually established the analogy and how it finds the 
respective proofs. 

An account of our approach to analogy-driven theorem proving, by which 
all of these cases could be solved, is given in [5]. 
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Conclusion

This report contains those theorems and their proofs in  a Natural Deduction
format that are explicitly marked as analogous in  HUA. In  addition, we gave
some hints and a discussion for each case , to  show how the actual analogy
could be established. However, in  order to keep this self-contained such that
it may serve as a test set for other workers in the field as well, we did not
show how our system actually established the analogy and how i t  finds the
respective proofs.

An account of our approach to analogy-driven theorem proving, by which
all of these cases could be solved, is given in [5].
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