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Abstract 

Finitely generated context-free groups can be presented by finite, monadic, and A-conflu­
ent string-rewriting systems. Due to their nice algorithmic properties these systems pro­
vide a way to effectively solve many decision problems for context-free groups. Since 
finitely generated subgroups of context-free groups are again context-free, they can be 
presented in the same way. Here we describe a process that, from a finite, monadic, and 
A-confluent string-rewriting system presenting a context-free group G and a finite subset 
U of G, determines a presentation of this form for the subgroup (U) of G that is generated 
by U. For finitely presented polycyclic groups we obtain an analogous result, when we 
use finite confluent PCf2-presentations to describe these groups. 

-This work was performed while this author was visiting at the Fachbereich Informatik, Universitat 
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1 Introduction 

The systematic study of decision problems for finitely presented groups like the word problem, 
the conjugacy problem, and the generalized word problem has by now a long tradition. While 
all these problems are undt-~,~able i.. o~neral, tht:j have been solver} successfully for mau) 
restrkted instances [12]. 

Each finitely presented group G has infinitely many finite presentations ofthe form (Ej R). 
Here E is a finite alphabet (set of generators), - : E --+ E is a bijection that is involutory, 
and R is a finite string-rewriting system (set of defining relations) containing the trivial 
r~lations {aa --+ 'x,aa --+ ,X I a E E}, where ,X denotes the empty word. If Pr is a decision 
problem, e.g. the word problem, then we say that Pr is decidable for a group G if, for some 
finite presentation (Ej R) of G, there exists an algorithm that solves Pr for this presentation. 
For many decision problems such an algorithm can in theory be carried over to each other 
finite preseptation (rj S) of G based on an isomorphism between the two presentationsj 
unfortunately, sech an isomorphism can in general not be constructed effectively. In fact, 
given two finite presentations it is undecidable in general whether they define the same group. 
Therefore, one is often particularly interested in certain uniform versions of these decision 
problems. 

Let C be a class of finite presentations (Ej R) that satisfy some syntactic restriction. The 
uniform word problem for C is then the following decision problem: 

INSTANCE: A finite presentation (~j fl) from C, and two words u, v E ~*. 

QUESTION: Do u and v present the same element of the group defined by (~j R) ? 

Analogously, the uniform versions of the other decision problems are defined. For example, 
the word problem is decidable for the class of presentations that involve a single non-trivial 
relation (i.e., the so-called one-relator groups [12]), and it is decidable for the class of finite 
presentations that involve a noetherian and confluent string-rewriting system. However,for 
the latter the generalized word problem is still undecidable [18]. Finally, for the class of finite 
presentations (~; R) with R monadic and confluent, the generalized word problem is decidable 
[5]. In fact, given a finite presentation (~; R) of this form and a finite set U C E*, a prefix­
rewriting system P := Pu U PR can ue constructed effectively such that the prefix-rewritilig 
r~lation ===?p defined by P is confluent, and the right congruence ~p induced by ===?p 

coincides with the relation '"Vu, which is defined as follows: x '"Vu Y iff xy-l E (U) [10]. Here 
(U) denotes the subgroup of the group presented by (Ej R) that is generated by U. Thus, W 

belongs to this subgroup if and only if w ===?p ,x, Le., the generalized word problem can be 
solved by prefix-rewriting. Actually, since ===? p is confluent, the irreducible words mod ===? p 

form a set of coset representatives for the subgroup (U), and given a word w, prefix-rewriting 
will reduce w to the representative of its coset. Finally, it should be mentioned that a group 
G has a presentation (~; R) involving a finite, monadic, and confluent string-rewriting system 
R if and only if G is a "plain" group, Le., G is isomorphic to tht free product of a free group 
of finite rank and finitely many finite groups [2]. 

In this paper we are mainly interested in the class of finitely presented polycyclic groups 
and the class of context-free groups, which properly contains the plain groups. It is known 
that a finitely presented group is polycyclic if and only if it can be presented through a finite 
confluent PCP2-presentation [22]. A group G given through a finite presentation (~j R) is 
called context-free if the congruence class ['x]R is a context-free language. It is known that 
a group is context-free if and only if it is a finitely generated virtually free group [19], i.e., 
it contains a free subgroup of finite index. On the other hand, a group is context-free if and 
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1 Introduction

The systematic study of decision problems for finitely presented groups like the  word problem,
the conjugacy problem, and the generalized word problem has by now a long tradition. While
all these problems are undecidable i.. o,cnera l  they have been solved successfully for man _,
restricted instances [12].

Each finitely presented group G has infinitely many finite presentations of the form (2 ;  R).
Here 2 1s a finite alphabet (set of generators), . 2  -—> 2 is a bijection t ha t '18 involutory,
and R is a finite string-rewriting system (set of defining relations) containing the trivial
relations {aä  —> ‚\,äa —> ‚\ | a € 2} ,  where A denotes the empty word. If Pr is a. decision
problem, e .g.  the  word problem, then we say that Pr  is  decidable for a group G if, for some
finite presentation (2 ;  R)  of G ,  there exists an algorithm that solves Pr for this presentation.
For many decision problems such an algorithm can in theory be carried over to  each other
finite presentation (I‘; S ) of G based on an isomorphism between the two presentations;
unfortunately, such an isomorphism can in  general not be constructed effectively. In fact,
given two finite presentations it is undecidable in general whether they define the same group.
Therefore, one  is often particularly interested in  certain uniform versions of these decision
problems.

Let C be  a class of finite  presentations (2 ;  R)  that  satisfy some syntactic restriction. The
uniform word problem for C 1s then the  following decision problem:

INSTANCE: A finite  presentation (2 ;  R )  from C ,  and two words u ,  v € 2" .
QUESTION: Do u and 1) present the same element of the group defined by (2 ;  R)  ?

Analogously, t he  uniform versions of the  o the r  decision problems are defined.  For example,
the word problem is decidable for the class of presentations that  involve a single non-trivial
relation (i.e., the so-called one-relator groups [12]), and it is decidable for the class of finite
presentations that  involve a noetherian and confluent string-rewriting sys tem.  However, "for
the latter the generalized word problem is still undecidable [18]. Finally, for the class of finite
presentations (2 ;  R)  with R monadic and confluent, the generalized word problem is decidable
[5]. In fact, given a finite presentation (2;  R) of this form and a finite set U C 2", a prefix—
rewriting system P :=  PU U PR can be constructed effectively such that the prefix-rewriting
relation => p defined by P is confluent, and the right congruence <=; induced by 2)?
coincides with the relation MU,  which is defined as follows: z ~U y iif ::.-g"1 € (U) [10]. Here
(U) denotes the subgroup of the group presented by (2 ;  R)  that is generated by U. Thus, to
belongs to this subgroup if and only if w =); A, i.e., the generalized word‘ problem can be
solved by prefix-rewriting. Actually, since =>p is  confluent,  t he  irreducible words mod =>p
form a set of coset representatives for the subgroup (U), and given a word 10, prefix-rewriting
will reduce w to  the representative of its coset. Finally, it  should be mentioned that a group
G has a presentation (2 ;  R)  involving a finite, monadic, and confluent string—rewriting system
R if and only if G is  a “plain” group, i.e., G is isomorphic to  the free product of a free group
of finite rank and finitely many finite groups [2].

In this paper we are mainly interested in the  class of finitely presented polycyclic groups
and the class of context-free groups, which properly contains the plain groups. It is known
that  a finitely presented group is polycyclic if and only if i t  can be  presented through a fini te
confluent PCP2-presenta t ion [22]. A group G given through a finite  presentation (2 ;R)  is
called context-free if the congruence class [MB is a context-free language. It is known that
a group is context-free if and only if i t  is  a finitely generated virtually free group [19], i.e.,
it  contains a free subgroup of finite index. On the other hand, a group is context—free if and



only if it has a presentation of the form (E; R) such that R is finite, monadic, and 'x-confluent 
[1]. For these presentations many decision problems, among them the word problem and 
the generalized word problem, can be solved efficiently [16]. Therefore, they are particularly 
useful when dealing with decision problems for context-free groups. Accordingly, a specialized 
completion procedure has been proposed that, given a finite mona:lie presentation (E; R) 
as input, tries to transform this presentation into a finite p.,.",,,lltation (Ej S) such that S 
is monadic and 'x-confluent [13]. Unfortunately, even if the group presented by (E; R) is 
context-free, this procedure may not succeed. 

Here/we are concerned with finitely generated subgroups of polycyclic groups and context­
free groups. Our work is motivated by the observation that many algebraically defined classes 
of groups are closed under the operation of taking finitely generated subgroups. For example, 
each subgroup of a free group is free, and each subgroup of an abelian group is abelian. 
Now this also holds for the class of polycyclic groups and the class of context-free groups. 
Since the polycyclic groups, respectively the context-free groups, are presented through the 
finite confluent PCP2-presentations, respectively through the finite, monadie, and A-confluent 
presentations, this observation leads to the following task: 

INSTANCE: A finite confluent PCP2-presentation (L; R), respectively a finite, 
monadic, and A-confluent presentation (Ej R), and a finite subset U C 
E". 

TASK: Determine a finite presentation (f; T) of the same type as (Ej R) for the 
subgroup (U)! 

Reidemeister and Schreier have dealt with this task in a general setting [17]. Let(Ej R) 
be a finite presentation, and let U C E" be a finite set. Based on a set of minimal represen­
tatives for all the cosets of (U) the process described by Reidemeister and Schreier yields a 
presentation for (U). Unfort unately, this presentation is fi~ite in general only in case (U) has 
finite index in the group G presented by (E; R). In fact, there are finitely presented groups 
with finitely generated subgroups that are not finitely presented [12]. Also for each coset a 
unique representative is required, and there must be an effective process that, given a word 
wEE" as input, determines the representative of the c~set containing w. Here we will solve 
the above task without the aid of these restrictions. 

In Section 3 we restate some results of [3,22] in short on how to associate a prefix-rewriting 
system P = P(f!) U PR with each finitely generated subgroup H of a finitely presented 
polycyclic group such that the prefix-rewriting relation ==:- p is 'x-confluent, Le., w E H if 
and only if w ~p A. Exploiting these results we then effect:vely construct a finite confluent 
PCP2-presentation for the subgroup H. In Section 4 we describe a construction that, given a 
presentation(E; R) involving a finite, monadic, and 'x-confluent string-rewriting system Rand 
a finite set U C E", results in a prefix-rewriting system P = Pu U PR such that <==>'P = "'u, 
and such that the prefix-rewriting .elation ~ p is 'x-confluent. This gives an alternate way 
for solving the generalized word problem in this setting. This construction is analogous to a 
construction presented in [9] for the class of finite presentations that involve length-reducing 
and confluent string-rewriting systems. However, since finite, length-reducing, and confluent 
presentations only present a proper subclass of the context-free groupc; [15], the situation 
considered here is more general. In addition, we present a rewrite process (1 : (U) ---+ U" 
that transforms each word wE (U) into an equivalent word (1(w) in the given generators U. 

Then, based on some ideas that Gilman describes for the class of groups presented by fi­
nite, monadic, and confluent string-rewriting systems [8], we adopt the Reidemeister-Schreier 
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only if it has a presentation of the form (E; R) such that R is finite, monadic, and A-confluent
[1]. For these presentations many decision problems, among them the word problem and
the generalized word problem, can be solved efficiently [16]. Therefore, they are particularly
useful when dealing with decision problems for context-free groups. Accordingly, a specialized
completion procedure has been proposed that, given a finite monadic presentation (2 ;  R)
as input, tries to transform this presentation into a finite presentation (2;.5') such that S
is monadic and A-confluent [13]. Unfortunately, even if the group presented by ()3;R) is
context-free, this procedure may not succeed.

Here,we are concerned with finitely generated subgroups of polycyclic groups and context—
free groups. Our work is motivated by the observation that many algebraically defined classes
of groups are closed under the operation of taking finitely generated subgroups. For example,
each subgroup of a free group is free, and each subgroup of an abelian group is abelian.
Now this also holds for the class of polycyclic groups and the class of context-free groups.
Since the polycyclic groups, respectively the context-free groups, are presented through the
finite confluent PCP2-presentations, respectively through the finite, monadic, and A-confluent
presentations, this observation leads to the following task:

INSTANCE: A finite confluent PCP2-presentation (E; R) ,  respectively a finite;
monadic, and A-confiuent presentation (2;!2), and a finite subset U C
E".

TASK: Determine a finite presentation (I‘; T) of the same type as (2 ;  R) for the
subgroup (U)!

Reidemeiste-r and Schreier have dealt with this task in a general setting [17]. Let (2 ;  R)
be a finite presentation, and let U C 2“ be a finite set. Based on a set of minimal represen-
tatives for all the cosets of (U) the process described by .Re idemei s t er  and Schreier yields a
presentation _for (U). Unfortunately, this presentation is finite in general only in case (U) has
finite index in the group G presented by (E; R). In fact, there are finitely presented groups
with finitely generated subgroups that are not finitely presented [12]. Also for each coset a
unique representative is required, and there must be  an effective process that,  given a word
w 6 E" as input, determines the representative of the coset containing w. Here-We will solve
the above task without the aid of these restrictions. '

In Section 3 we restate some results of [3,22] in short on how to associate a prefix-rewriting
system P = P5!) U PR with each finitely generated subgroup H of a finitely presented
polycyclic group such that the prefix-rewriting relation = p is A-confiuent, i.e., w € H if
and only if w =>}, ‚\. Exploiting these results we then effectively construct a finite confluent
PCP2-presentation for the subgroup H.  In Section 4 we describe a construction that, given a
presentationl(2; R) involving a finite, monadic, and A-confluent string-rewriting system R and
a finite set U C ):", results in a prefix—rewriting system P = PU U PR such that =>}, =~U,
and such that the prefix-rewriting relation 2)}: is A-confluent. {This  gives an alternate way
for solving the generalized word problem in this setting. This construction is analogous to a
construction presented in [9] for the class of finite presentations that involve length-reducing
and confluent string—rewriting systems. However, since finite, length-reducing, and confluent
presentations only present a proper subclass of the context-free groups [15], the situation
considered here is more general. In addition, we present a. rewrite process 0‘ : (U) ——> U '"
that transforms each word w E (U) into an equivalent word 0(w) in the given generators U.

Then, based on some ideas that Gilman describes for the class of groups presented by fi-
nite, monadic, and confluent string-rewriting systems [8], we adopt the Reidemeister-Schreier
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process to the class of finite, monadic, and A-confluent presentations of context-free groups. 
We present a construction that consists of three major steps. First, from (Ej R) and U we 
construct a deterministic finite-state acceptor (dfsa) A such that ~ R(U*) ~ L(A) ~ (U), 
where ~R(U*) denotes the set of descendants of products fr0m U* mod R, and L(A) de­
nOLes the language accepted by A. From A we extract :' ':nite set REP that forms a partial 
anc ambiguous set of coset representatives for (U >. Applying the process of Reidemeister 
and Schreier to (E; R) and U using the set REP of coset representatives then yields a finite 
monadic presentation (fj S) for thp subgroup (U). In general, the string-rewriting system S 
is not A-confluent; however, by normalizing this system [14] we obtain an equivalent finite 
system T that is monadic and A-confluent. Thus, (f; T) is the intended presentation of (U). 
A nice aspect of this construction is the fact t~at the presentation (f; T) is obtained from 
(E; R) and U in polynomial time. Along with (f; T) a mapping r : (U) --lo f* is constructed 
that rewrites each word W E (U) as a word in the new generators such that wand r( w) 
describe the same element of the group (U). This construction is presented in Section 5. 

Finally, in the concluding section we discuss related results from Kuhn's doctoral dis­
sertation [~] about the task of constructing presentations of finitely gellerated subgroups for 
other restricted classes of presentations. 

Definitions and notation 

Here we restate in short the definitions and results on string-rewi:iting systems, prefix­
rewriting and context-free groups that this paper is based upon. 

Let E be a finite alphabet. Then E* denotes the set of words over E including the empty 
word A. The length of a word w is written as I w I, and the concatenation of two words U 

and v is simply written as uv. 
A string-rewriting system R on E is a subset of E* x E*. Its elements are refered to 

as (rewrite) rules, and they are often w;'itten in the form (1-+ r). By dom(R), respectively 
range( R), we denote the set of words that occur as the left-hand side, respectively the right­
hand side, of a rule of R. The system R is called length-reducing, if 1/ I> 1 r 1 holds for 
each rule (I -+ r) E R, and it is called monadic if range(R) ~ E U {A} and I > r holds 
for each rule (l -+ r) E R, where> denotes the length-lexicographical ordering induced by a 
fixed linear ordering on E. 

The single-step reduction relation --loR is the following relation on E*: 

u --loR v if and only if 3x,y E E*3(1-+ r) ER: u = x/y and v = xry. ' 

Its reflexive transitive closure --lo'R is the reduction relation induced by R, and its reflexive, 
symmetric, and transitive closure <--------*'R is the Thue congruence generated by R. For 
w E E*, [W]R denotes the congruence class {u E E* 1 u <--------*'R w}. The factor monoid 
E'" / <--------*'R is denoted by MR, and whenever a monoid M is isomorphic to MR, the ordered 
pair (E; R) is called a (monoid-) presentation of M with generators E and deflning 
relations R. 

If the monoid MR presented by (E; R) is a group, then one can determine a set of words 
{ua I a E E} effectively such that, for each a E E, aUa <--------*'R A <-----+'R uaa holds [20]. This 

I Igives a function ~I : E* -+ E* such that w- is a formal inverse of w, Le., ww- <--------*'R 
A <--------*'R w-Iw holds for each word w. However, in combinatorial gr~mp theory groups are 
usually presented through group-presentations rather than through monoid-presentations. 

Let 2: be a finite alphabet, and let - : E -+ E be a bijection such that CL = a for all a E E. 
We define a function -I : ~ .. --. ~ .. through A-I A,(wa)-l:= aw- I (w E E*,a E E). 
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process to  the class of finite, monadic, and A-confiuent presentations of context-free groups.
We present a construction that consists of three major steps. First, from (2 ;  R)  and U we
construct a deterministic finite-state acceptor (dfsa) A such that AMU“) Q L(A) <_: (U),
where AHU‘)  denotes the set of descendants of products from U * mod R ,  and L(A) de—
notes  t he  language accepted by A.  From A we extract :=. finite set REP  that  forms a partial
and ambiguous set of coset representatives for (U) .  Applying the  process of Reidemeister
and Schreier to (E; R) and U using the set REP  of coset representatives then yields a finite
monadic presentation (I‘; S)  for the subgroup (U). In general, the string-rewriting system S
is not A-confluent; however, by normalizing this system [14] we obtain an equivalent finite
system T that  is monadic and A-confluent. Thus, (F; T )  is the intended presentation of (U).
A nice aspect of this construction is the fact that  the presentation (I‘;T) is obtained from
(E; R) and U in polynomial time. Along with (I‘;T) a mapping T : (U) —> I“ is constructed
that rewrites each word w € (U) as a word in the new generators such that  w and f (w)
describe the same element of the group (U). This construction is presented in Section 5.

Finally, i n  t he  concluding section we discuss related results from Kuhn’s doctoral dis-
sertation [9] about  t he  task  of constructing presentations of finitely generated subgroups for
o ther  restricted classes of presentations.

2 Defini t ions  and nota t ion

Here we restate in short  t he  definitions and results on string—rewriting systems,  prefix-
rewriting and context-free groups tha t  this  paper is based upon .

Let E be  a fini te  a lphabet .  Then  E“ denotes t he  set  of words over 2 including the  empty
word [\, The length of a word w is written as | w | ,  and the concatenation of two words u
and v is simply writ ten as uv.

A str ing-rewri t ing sys tem R on E is a subset of 2* X E". Its elements are refered to
as ( r ewr i t e )  ru l e s ,  and  they are often writ ten in t he  form (I  _» r ) .  By dom(R) ,  respectively
range(R), we denote the set of words that occur as the left-hand side, respectively the right-
hand side, of a rule of R. The system R is called length-reducing,  if | l | >  | r | holds for
each rule (I —> 1‘) € R,  and it is called monadic if range(R) g E U {A} and I > T holds
for each rule (I  —» r )  E R,  where > denotes the  length-lexicographical ordering induced by a
fixed linear ordering on 2 .

The single-step reduction relation —>R is the following relation on E":

u ———>Rvifand only if 316,316 2*3(l-—> r )€  Rzu  : rely and vzzc ry . ‘

I t s  reflexive transit ive closure —>*R is the  reduct ion  relation induced by R ,  and i t s  reflexive,
symmetric ,  and transit ive closure <—>"‘R is t he  Thue  congruence generated by R .  For
w E E“, [w]R denotes the congruence class {u  € E" | u <—>*R w}. The factor monoid
E*/  4—6; is denoted by M R, and whenever a monoid M is isomorphic to  M R, the  ordered
pair (ER)  is called a (monoid-)  presentation of M with generators E and defining
relations R.

If the monoid M3 presented by (E;  R)  is a group, then one can determine a set of words
{ua | a € E}  effectively such that ,  for each a E E,  aua <—>}‘% A “***,—R uaa holds [20]. This
gives a function “1  : 2"  —> 2"  such tha t  w“1  is a formal inverse of w ,  i.e., wu)"1
‚\ <———->';Z w“1w holds for each word w. However, in combinatorial  group theory groups are
usually presented through group-presentations ra ther  than  through monoid-presentations.

Let )3 be  a finite  a lphabet ,  and  let _ : 2 _.» E be  a bijection such tha t  ä : a. for all a € Z).
We define a function " : E“ ——+ 2 '  through /\“I : :  )„(uza)“1 : :  äw'1 (w 6 2 ' ‚ a  E E).

t
R
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Further, let R be a string-rewriting system on ~ that includes the "trivial rules" {aii - oX I 
a E E}. Then, for each letter a E E, ii E E is a "formu inverse" of length one for a, and so 
tue monoid MR presented by (E; R) is a group. Accordingly, the ordered pair (E; R) is called 
a group-presentation. . 

Since group-presentati __ .3 are a special class of monoid-presentations, we state thf' f...,UOW­

ing definitions only in terms of the latter. In the following, whenever we restrict our at' ention 
to group-presentations, we will explicitly' say so. 

Let G be a group given through the presention (E; R), and let U be a finite subset of E*. 
By (U) we denote the subgroup of G that is generated by U. A word wE E* belongs to 
(U) if there e~st Uh"" Un E U and Ch ••• ,cn E {I, -I} such that w -'R U~l ., ·u~n. The 
generalized word problem for G can then be stated as follows: 

INSTANCE: A finite subset U C E*, and a word w E E*. 
QUESTION: Does w belong to the subgroup (U) of G ? 

To simplify the notation we will usually assume that the finite set U is dosed under 
Itaking inverses, i.e., for each u E U, there exists a word v E U such that v -R u- . We 

consider the following binary relation "Vu on E* : 

X "Vu Y if and only if 3u E (U) : x -'R uy. 

This relation is a right-congruence on E*, and for w E.E*, [w}ir denotes the equivalence class 
of w mod "Vu. Obviously, [A}U == (U), Le., wE (U) if and only if w -vu A.. 

We can express this relation in a different way. To this end we associate a prefix-rewriting 
system P :== Pu U PR with (E; R) and U. Let 

Pu:== {(U, v") 13w E U: uv- I -R w} 

be a finite set such that, for each ..:J E U, Pu contains at least one pair (u, v) satisfying 
'lW-I -R w, and let 

PR:== {(xl,xr) I x E E* and (1- r) ER}. 

Then the single-step prefix-reduction relation ~ p on E* is defined as follows: 

U ~p v if and only if 3(x,y) E P3z E E* : U == xz and v = yz. 

The reflexive transitive closure ~ p of ~ p' is the prefix-red uction relation induced by 
P, and the reflexive, symmetric, and transitive closure <===>p is the right-congruence induced 
by P. 

Lemma 2.1 [10}. For every finite set U C E* and every set of prefix-rules P ::::;: Pu U PR 
associated with (E; R) and U, the right-congruences -vu and <===>p coincide. 

A string-rewriting system R is called 

- noetherian if there is no infinite sequence of the form Uo -R Ut -R ....; 

- confluent if, for all u, v, w E E*, U ----'R v and U -'R w imply that v -'R z and 
w -R z for some z E E*; 

- A-confluent if, for all u E E*, U -R A implies that U -R A. 
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Further, let R be a string-rewriting system on E that includes the “trivial rules” {aä —> A |
a E 2} .  Then, for each letter a e E, & € 2 is a “formal inverse” .of length one for a ,  and so
me monoid M;; presented by ( E; R) is a group. Accordingly, the ordered pair (2 ;  R) is called
a group-presentation. .

Since group—presentati. _.3 are a special class of monoid-presentations, we state the follow-

ing definitions only in terms of the latter. In the following, whenever we restrict our at‘  ention
to group-presentations, we will explicitly say so.

Let G be a group given through the presention (E; R), and let U be a finite subset of E".
By (U) we denote the subgroup of G that is generated by U. A word w € E" belongs to
(U) if there exist u1, . .  .‚u„ E U and sh .  . „€„  € {l,—1} such that w ‘_’;2 u? - Hug" .  The
generalized word problem for G can then be stated as follows:

INSTANCE: A finite subset U C 2*, and a word w € E".
QUESTION: Does w belong to .the subgroup (U) of G ?

To simplify the notation we will usually assume that the finite set U is closed under
taking inverses,  i.e., for each u E U,  there exists a word 12 e U such that v «—>;‘3 a" .  We
consider the following binary relation NU on E“ :

a: Nu y if and only if Bu € (U) : z <—>fi uy.

This relation is a right-congruence on 2", and for w 62“ ,  [w]Ü denotes the equivalence class
of w mod ~U. Obviously, [A]U = (U), i.e., 11; € (U) if and only if to ~U A. '

We can express this relation in a different way. To this end we associate a prefix—rewriting
system P :: PU U P3 with (2 ;  R) and U. Let

PU : :  {(u,v’)| Bw E U : uv—1 <—>"‘R w}

be  a finite set such that,  for each „7 € U,  PU contains at least one pair (21, v )  satisfying
up"'" «—> R w, and let

PR := {(ml,a:r) | a: E 2" and (I —> 1‘) E R}.

Then the’single-step prefix-reduction relation =>p on 2* is defined as follows:

u =>p v if and only if 3(:c‚y) E Paz  € 2‘  : u _= 2:2 and v : yz.

The reflexive transitive closure =>; of =)). is the prefix-reduction relation induced by
P ,  and the reflexive, symmetric, and transitive closure =>}; is the right-congruence induced
by P .  ‘

Lemma 2 .1  [10]. For every finite set U C E" and every set of prefiz~rules P :=. PU U PR
associated with (E; R) and U, the right-congruences NU and {=>}; coincide.

A string-rewriting system R is called

- noetherian if there is no  infinite sequence of the form no —>R ul —>R . . .;

— confluent if, for all u ,v ,w  e 8", u —r"R v and u ——>;2 w imply that v _»;3 z and
w —>}'2 z for some 2 E E"; -

- A-confluent if, for all u E 2" ,  u H?! A implies that u —-—>'ä A.



These notions immediately ca.rry over to prefix-rewriting systems. If the prefix-rewriting 
system P = Pu U PR is noetherian and (~-) confluent, then a word w belongs to the subgroup 
(U) if and only if ~ is the only irreducible descendant of w mod ~p. 

For a string-rewriting system R on ~, I RR(R) is the set of irreducible words. If R 
is finite, then I RR(R) is a regular set. For u E ~*, ~R( u) is the set of descendants of u, 
Le., ~n(u) = {v I u -n v}, and for L ~ ~*, dn(L) = UUELdn(u). For a prefix-rewriting 
system P, IRR(~p) is the set of irreducible words mod ~p. Again, in the situation 
considered here this set is regular. 

Next we turn to the context-free groups. Let R be a finite string-rewriting system on ~ 

such that the monoid MR is a group. This group is called context-free if the congruence 
class [~]R C ~* is a context-free language. An algebraic characterization for the class of 
context-free groups has been given by Muller and Schupp. 

Proposition 2.2 [19]. 
A finitely generated group is context-free if and only if it is virtually free. 

A group G is virtually free if it contains a free subgroup of finite index. Autebert, 
Boasson, and Senizergues have obtained the following important result on presentations of 
context-free groups. 

Proposition 2.3 [1]. A group G has a presentation of the form (~; R), where R is a finite 
rr:onadic string-rewriting system on E that is ~-confluent if and only if G is a finitely generated 
context-free group. 

While in general a finite, monadic, and ~-confluent string-rewriting system has an unde­
cidable word problem [21], for those systems of this form that present groups many decision 
problems can be solved efficiently [16]. Underlying these decidability res11lts is the following 
fundamental technical result. 

Proposition 2.4 [16]. Let R be a finite monadic string-rewriting system on ~ such that 
R is ~-conftuent, and the monoid MR is a group. Then, for each regular set L ~ ~*, the 
set IR(L) = [L]R n IRR(R) of irreducible words that are congruent to some element of L is 
regular. In addition, from R and a nondeterministic finite-state acceptor (nfsa) for the set 
L, an nfsa for IR(L) can be constructed in polynomial time. 

As a consequence it is shown in [16] that Book's technique of linear sentences [5] applies to 
context-free groups. Since this technique can be used to solve the generalized word problem, 
we have the following result. 

Corollary 2.5 [16]. For context-free grvups given through finite monadic string-rewriting 
systems that are ~-conftuent, the generalized word problem is uniformly solvable in polynomial 
time. 

Finally, we consider the polycyclic groups. A group G is called polycyclic if there exist 
a finite sequence of normal subgroups 

G = G1 l> G2 l> ... l> Gm l> Gm+! = {I} 

and elements g1, 92, ... , gm E G such that, for all i = 1, ... , m, 
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These notions immediately carry over to  prefix-rewriting systems. If the prefix-rewriting
system P = PU UPR is noetherian and (‚\-) confluent, then a word w belongs to the subgroup
(U) if and only if A is the only irreducible descendant of w mod => p .

For a string-rewriting system R on 2 ,  I RR(R)  is the set of irreducible words. If R
is finite, then I RR(R) is a regular set. For it € 2‘, Akut) is the set of descendants of u,
i.e., Amu)  = {u | u ——>;; v}, and for L g E ' ,  ML)  = UueL Aida). For a prefix-rewriting
system P,  I RR(=>p) is the set of irreducible words mod =>p. Again, in the situation
considered here this set is regular.

Next we turn to the context-free groups. Let R be a finite string-rewriting system on 2
such that the monoid MR is a group. This group is called context-free if the congruence
class [MR C 8 '  is a context-free language. An algebraic characterization for the class of
context-free groups has been given by Muller and Schupp.

Proposition 2 .2  [19].
A finitely generated group is context-free if and only if it is virtually free.

A group G is virtually free if it contains a free subgroup of finite index. Autebert,
Boasson, and Senizergues have obtained the following important result on presentations of
context-free groups.

Proposition 2 .3  [1]. A group G has a presentation of the form (E;  R), where R is a finite
monadic string-rewriting system on  E that  is A-confluent if and  only if G is a finitely generated
context-free group.

While in general a finite, monadic, and A-confluent string-rewriting system has an unde-
cidable word problem [21], for those systems of th is  form tha t  present groups many decision
problems can be solved efficiently [16]. Underlying these decidability results is the following
fundamental  technical result.

Proposition 2 .4  [16]. Let R be a finite monadic string-rewriting system on E such that
R is A—confluent, and the monoid MR is a group. Then, for each regular set  L g E" ,  the
set IR(L)  = [L] R fl I RR(R) of irreducible words that are congruent to some element of L is
regular. In addition, from R and a nondeterministic finite-state acceptor (nfsa) for the set
L, an  nfsa for IR(L) can be constructed in polynomial time.

As a consequence it is shown in [16] that Book’s technique of linear sentences [5] applies to
context-free groups. Since this technique can be used to solve the generalized word problem,
we have the following result.

Corollary 2 .5  [16]. For context-free groups given through finite monadic string-rewriting
systems that  are A-confluent, the generalized word problem is uniformly solvable in polynomial
time.

Finally, we consider t he  polycyclic groups .  A group G is called polycyclic if there exist
a finite sequence of normal subgroups

G=G1 l>G2 l > . . .  I>Gm I>Gm+1 ={1}

and elements 91 ,92 , .  . . , gm E G such tha t ,  for all i = 1 , .  . . ,m ,

G.- = ({95}UGi+1)‚



Le., Gi is the subgroup of G that is generated by the subgroup Gi+l and the element 9i. 
Wi6mann [22] has shown that finitely presented polycyclic groups can be presented by 

finite, noetherian, and confluent string-rewriting systems· of a very special !'orm. 
Let I:: = {at. at. . .. , an, an}, let I::j = {aj, aj, ... , an, an} for i = 1,2, ... , n, and let I::n+1 == 

0. We define se\'::ral particular classes of ru12s over I::. A rule (I -+ r) is called 

/ - a CP2-rule if I = aJai and r = ai.z for some j > i, 6, C E {1, -1} and z E I::i+l' 

- a positive P-rule if I = af and r'E I::i+l for some i E {1, , n} and k > 0, 

- a negative P-rule if 1= aj and r = afz for some i E {1, , n}, k ~ 0 and z E I::i+l' 

A set S of rules over I:: is called 

- a P-system, ifit containsP-rules only, and for each i E {1, ... ,n}, S either contains 
exact)'l one rule with left-hand side a7 for some k > 0 and exactly one rule with left­
haud side ai, or S contains no rule with left-hand side f"om {Ui, ad", 

- a CP2-system, if it contains CP2-rules only, and for each i,j E {1, .. . ,n}, j > i, and 
each 8,c E {1, -1}, S contains exactly one rule with left-hand side aJar. 

Now a presentation (I::; R) is called a PCP2-presentation if R = RouP U C, where Ro 
is the set of trivial rules Ro = {ajaj -+ A, ajaj -+ A I i = 1, ... , n}, P is a P-8ystem; and C is 
a CP2-system. 

Using a particular ordering Wi6mann shows that, if (E; R) is a PCP2-presentation, then 
the string-rewriting system R is noetherian. Further, a finitely presented group G can be 
presented through a PCP2-presentation if and only' if G is a polycyclic group [22]. In fact, 
Wi6mann proves the following result using a specialized form of the Knuth-Bendix completion 
procedure. 

Proposition 2.6 [22]. Given a finite PCP2-presentation (E; S) of a polycyclic group G, 
another finite PCP2-presentation (E; R) can be constructed effectively such that Rand S are 
equivalent, and R is confluent. 

Here two string-rewriting systems on the same alphabet are called equivalent if they 
generate the same Thue congruence. We close this section with a characterhation of the set 
of irreducible strings with respect to a PCP2-presentation. 

Let(E; R) be a PCP2-presentation. We define certain sets ORD(Ed of ordued strings, 
i =1, .. ". n + 1, recursively as foHows: 

ORD(En+d {A}, and 
ORD(I::j) {x E Ei I x = uv for some u E {aj}" U {aj}" and v E ORL(Ej+l)}' 

:iext we define some constants cR( i), i E {1, ... , n}: 

if R contains no P-rule(l,r)withl E {ad",
 
if R contains a positive P-rule (a7, r) for some (unique) k > O.
 

Obviously, the strings in ORD(E):= ORD(I::t> are irreducible with respect to the trivial 
rules Ho as well as with respect to the CP2-rules in R, while each string af is irreducible with 
respect to the P-rules in R, if cR(i) = 00 or if cR(i) < 00 and 0 ~ k < cR(i). This shows that 
the set IRR(R) of irreducible strings with respect to R c~n be described as follows: 
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i.e., G.- is the subgroup of G that is generated by the subgroup 0,-4.1 and the element ‚q,-.
Wißmann [22] has shown that finitely presented polycyclic groups can be presented by

finite, noetherian, and confluent string-rewriting systems’of a very special Form.
Let E ={a1 ,m,  . . . , amän} ,  let 2.- = {a.-‚55, . . . ,a„ ,ä '„}  for i = 1 ,2 , .  . . , n ,  and let 2...“ =

(0. We define'sevcral particular classes of rules over 2 .  A rule ( l —» r )  iscalled

- a. CP2-rule i f l  = afaf and r = afiz for some j >- 1', 6,6 € {1, -—1} and z € 22‘“,

— a positive P-rule i f l  = af and r-e 83“ for some i 6 {1,  . . . ,  n }  and k > 0,

- a negative P-rule i f l  = a,- and r = afz for some i e {1 , . .  . ,n},  k 2 0 and z 6 23'“.

A set S of rules over E is called

- a P-system, if it contains .P-rules only, and for each i 6 {1,  . . . , n } ,  S either contains
exactlv one rule with left-hand side af? for some k > 0 and exactly one rule with left-
haud side 5;,  or 5' contains no rule with left-hand side from {u . - ‚mr ,

- a CP2-system,  if it contains CP2-rules only, and for each i , j  6 {1 ,  . . . , n } ,  j > i ,  and
each 6 ,5  € {1 ,  —1}, S contains exactly one rule with left-hand side aéaf .J

Now a presentation (E;  R)  is called a PCP2-presentation if R = RoU P U C,  where Ro
is the set of trivial rules R0 = {ago}- —+ A, Zi.-a; ——> A | i = 1, . . . ,  n},  P is a P-system,‘ and C is
a CP2-system.

Using a particular ordering Wißmann shows that, if (E; R) is a PCP2—presentation, then
the string-rewriting system R is noetherian. Further, a finitely presented group G can be
presented through a PCP2-presentation if and only'if G is a polycyclic group [22]. In fact,
Wißmann proves the following result using a specialized form of the Knuth-Bendix completion
procedure.

Proposition 2.6 [22]. Given a finite PCP2-presentation (2;.5') of a polycyclic group G,
another finite PCPQ-presentation (E;  R)  can be constructed efi’ectively such that R and  5 are
equivalent, and R‘ is confluent.

Here two string-rewriting systems on the same alphabet are called equivalent if they
generate the same Thue congruence. We close this section with a characterization of the set
of  irreducible strings with respect to  a PCP2-presentation.

Let_(2; R) be a PCP2—presentation. We define certain sets 0RD(Z,-) of ordered strings,
i = 1,  . . " ."  + 1, recursively as follows:

0RD(En+1) :=  {A}, and
0RD(2.-) := {a: E E; | x = uv for someu E {a.-}" U {ä.-P“ andv € ORD(E‚-+1)}.

Next we define some constants sR'(i),i € {1 ,  . . . , n } :

e (i) __ oo if R contains no P-rule (£,r) with! € {ag}"',
R '_  k if R contains a positive P-rule (a:-‘, r )  for some (unique) I: > 0.

Obviously, the strings in ORD(E) :=  ORD(21) are irreducible with respect to the trivial
rules Ro as well as with respect to the CP2—rules in R, while each string of is irreducible with
respect to the P—rules in R, if 53(5) = 00 or if 53(2‘) < 00 and 0 5 k < ERU). This shows that

. the set IRR(R) of irreducible strings with respect to R can be described as follows:
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IRR(R) =	 {x E ORD(E) I 'Vi E {1, ... ,n} : if£R(i) < 00, then 0 ~ Ixl a ; < 
eR(i)~ndlxla; = O} 

n=	 {a~la~2 . .. a/l I jl,h, ... ,in E Z, and, for alli = 1, .. . ,n, ifcR(i) < 
00, then 0 ~ ii < eR(in. 

Prefix-rewriting systems and PCP2-presentations for sub­
groups of polycyclic groups 

Let (E; R) be a finite confluent PCP2-presentation of a polycyclic group G, let V be a finite 
subset of E*, and let H denote the subgroup of G that is generated by V, Le., H = (V). We 
are interested in particular sets of generators for H. To define these we need the following 
technical notions. 

Let v = a;(1)a;(2) ... a~(n) E I RR(R) - {A}, i.e., for i = 1, ... , n, if eR(i) < 00, then 
o~ rei) < eR(i). Then we define the following functions: 

AB(v) .- ai, if r( i) 1= 0 and rU) = 0 for all j = 1, , i-I,
 
IAB(v) .- i, if rei) 1= 0 and rU) = 0 for all i = 1, ,i -1,
 
KO(v,i) .- rei) for all i = 1, ... , n,
 
KOAB(v) .- KO(v,IAB(v)),
 

AT(v) AB(v)KOAB(v),
 

T(i+l) T(n) 'f IAB( ) - .
REST(v) .- ai+I ... an I V - t, 

AT-l(v) AT( (v-I) 1), where w 1 denotes the irreducible descendant of 
w mod R, 

REST-1(v) REST((v- I ) 1). 

Thus, fof v E I RR( R) - {A}, AT(v) is the first nonempty syllable of v, and REST( v) is 
v without this syllable. 

If eR( i) < 00, where i = I AB(v), then there exists a positive integer p such that 
IAB((vP ) 1) > IAB(v). By EXP1(v) we denote the smallest positive integer with this 
property. It is easily seen that 

EX P1(v) = [cm(1{OAB(v),eR(i))/f{OAB(u), 

where lcm(i,j) denotes the least common multiple of i and j. Finally, if eR(i) = 00, we take 
EX Pl(v) := 00. Using these technical notions we can now state the following definition 
which is fundamental to our treatment of subgroups of polycyclic groups. 

Definition 3.1 .
 
Let n = (u}, ... ,u,,), where u}, ... ,u" E IRR(R) - {A}. Then n is a canonical base for
 
the subgroup H of G, if the following four conditions are satisfied:
 

1.	 'Vv E H3i I , ... ,i" EZ: v ~R U;1 ",u~', where EXPl(uj) < 00 implies that 0 ~ ij < 
EXPl(uj), j = 1, ... ,8, 

2.	 IAB(ud < IAB(UiH), i = 1, ... ,8 - 1, 

3.	 KOAB(Ui) > 0, i = 1,. 00,8, and 

4·	 if IAB((ui) 1) = IAB(ud, then J(OAB('Ud ~ IJ(OAB((ui) 1)1 for nil i = 1, ... ,8 

and m EZ. 
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IRR(R) = {z  e ORD(E) | W 6 {1 , . . . ,n}  : i s ( i )  < oo,then0 $ |a:|.„. <
eeginndlzle = 0}

= {ag'a32...ae'‚n | j1,j2‚...‚jn e Z, and, forallz' = 1,...,n,ifeR(i) <
do, thenO S j; < £R(i)}.

3 Prefix-rewriting systems and PCPZ-presentations for sub-
groups of polycyclic groups

Let (E;  R)  be  a finite confluent PCP2-presentation of a polycyclic group G,  let V be a finite
subset of E", and let H denote the  subgroup of G that is generated by V ,  i.e., H = (V) .  We
are interested in particular sets of  generators for H .  To define these we need the  following
technical notions.

Let v = aI(1)a;(2)---a;(n) E IRR(R) — {A}, i.e., for i = 1 , . . . , n ,  if 53(2') < oo, then
0 _<_ r ( i )  < €R(i). Then we define the following functions:

— AB(v) : :  a ; , i f r ( i ) ;£0and  T( j )=0 fo r  a l l j=1 , . . . , i— 1,
- IAB(v )  '=  i, i f r ( i ) ;£0and  r ( j )=0 for  a l l j=1 , . . . , i—1,
- K0(v , i )  :: f ( i )  forall i=1 , . . . , n ,
— KOAB(v) ': K0(o,IAB(v)),
— AT(v) := AB(v)K0AB("),
- REST(v) :2 eff?" . . . az ‘“  if IAB(v) = i,
- AT_1(v) :: AT((v‘1) 1), where w 1 denotes the irreducible descendant of

w mod R,  -
- REST‘1(v) '= REST((v")1).

Thus, for v € IRR(R) — {A}, AT(v) is the first nonempty syllable of v, and REST(v) is
v without th i s  syllable.

If 53(1') < oo, where i = IAB(v) ‚  t hen  there exists a positive integer 1) such that
IAB((v”) l )  > IAB(v).  By EXP1(v )  we denote the smallest positive integer with this
property. It is easily seen that

EXP1(v) = lcm(I\"OAB(v)‚sR(z'))/I\"OAB(v),
where lcm(i,  j )  denotes the least common multiple of i and j .  Finally, if 53(2’) = oo, we take
EX  P1(v) : :  oo. Using these technical notions we can now state the following definition
which is fundamental to our treatment of subgroups of polycyclic groups.

Definition 3 .1  . _.
Let Q = (m , .  . . , u , ) ,  where u1, . .  . , u ,  6 IRR(R) — {A}.  Then Q is a canonical base for
the subgmup H of G ,  if the following four conditions are satisfied:

1. w e H3i1,...,i, 62 :  v „;. u? mm;,  where EXP1(u‚-) < 00 implies that 0 5 i,- <
EXP1(u,-), j = 1,...,s,

2. IAB(u‚—) < IAB(u,-+1), i :  1,...,s — 1,
3. KOAB(u‚') > 0, i :  1 , . . . , s ‚  and

4. if IAB((u:") L) = IAB(u,-), then KOAB(-u.-) S |KOAB((u§”) l ) ]  for n l l i  = 1 , . .  . , s
and m EZ.



From this definition the following properties of a canonical base can be derived in a fairly 
straightforward manner. 

Lemma 3.2 .
 
Ld (E; R) be a finite confluent PCP2-presentation of G, and let n = (ut. . .. , U.,) be a canon­

iccl base-jor the subgroup H of G.
 

(a)	 AT«u;(i)u;~il+!) ... u:(.,» 1) = AT(udT(i) for all i E {I, ... ,8}, rei) E Z- {O} and 
r(i + 1)" ... , res) EZ, proviaed 0 < rei) < EX PI(Ui) if EX PI(Ui) < 00. 

(b)	 For all i E {l, ... ,s}, ni := (Ui, ... ,U.,) is a canonical base for the subgroup Hi . ­
(Ui, ... ,U.,) ofG. 

(c) For alii E {l, ,s-l}, j E {i+ l, ... ,s} and 6,£ E {l,-l}, u;r5uju~ E Hi+!. 

(d) For alli E p, ,s -I}, ifEXPl(ui) < 00, then ufXPI(Ui) E Hj+!. 

Frum part (a) of the above lemma we can draw the following conclusion concerning the 
way in which the elements of a subgrouI H are presented through a caijonical base. 

Corollary 3.3 .
 
Let (E; R) be a finite confluent PCP2-presentation of. a group G, and let n = (UI, ... , us)
 
be a canonical base for the subgroup H of G. If U{l U~2 ... u~, "-+h U~l U;2 ... u~', where
 
EXPl(Ui) < 00 implies that 0 ~ jj,kj < EXPl(Ui), 1 ~ i ~ S, then ii = ki for all
 
i=I, ... ,s.
 

Proof. Assume that il > o. Then by Lemma 3.2 (a) 

AT(udJ1 = AT«U{1 ···u~,) 1) = AT«U~I ···'u;') l), 

which implies that kl = il. Hence, U~2 ... u~, "-+R U;2 ... u=', and proceding inductively we 
obtain ii = ki for all j = 1, ... , s. 0 

Thus, the presentation of an element of the subgroup H through the elements of a canon­
ical base, as described in Definition 3.1 (1), is unique. 

One of the main results of [22] states that, given a finite confluent PCP2-presentation 
(E; R) of a polycyclic group G and a finite set V of generators of a subgroup H of G, 
a canonical base n = (UI, ... ,us) for the subgroup H can be constructed effectively by 
employing a specialized completion procedure. With n we associate a finite set of prefix­
rules as follows: 

pen) {AT(Ui) --+ «REST(Ui»-I) 1I i = l, ... ,s} 
u {AT-I(u;) --+ «REST-I(Ui»-l) 1 liE {I, ... , s} and EXPI(Ui) = :Xl}. 

It is then easily seen that U ';::::::::>'P<O)UPR v' holds if and only if H U = H v, Le., if U and v 
define the same right-coset of G mod H. In particular, this implies that U ';::::::::>P(O)UPR A if 
alld only if U EH. Furthermore, in the setting considered the reduction relation ~P(O)UPR 

is noetherian and A-confluent. 
Thus, the relation ~ P(O)UPR yields a way to decide the generalized word problem for the 

subgroup H. In addition, ifu EH, then a string v E (Qu{u;ll Ui E Q}}* satisfying U "-+R v 
can easily be extracted from a reduction sequence U = Uo ~P(O)UPR Ut ~P(O)UPR ••• 
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From this definition the  following properties of a canonical base can be derived in a fairly
straightforward manner.

Lemma 3 .  2 .
Let (E ;  R)  be a finite confluent PCPQ-presentation ofG,  and  let ( 2 -: (u1 , . .  . , u ‚ )  be a canon-
ical base for the subgroup H of G

(a) Man,?“ u,?ff‘M uzl”) 1) = A1:(u.-)"(‘l for alli e {1,...,s}‚ Ta) 6 z— {0} and
r ( i  + 1),\.. ,1'(s) EZ,  provided 0 < 10') < EXP1(u,-) if EXP1(u;) < oo.

(b) For a l l i  € {1,...,s}‚ Q.- :=  (u,-,...,u,) is a canonical base for the subgroup H- :=
(u,-,. . . ,  u , )  ofG.

(c) For a l l i e  {1,...,s-— 1}, j € { i+  1, . . . ,s}  and6 , e  e {1,—1}, u :  511%;; € II,-+1

(d) For al l ie {1,...,s — 1}, if.EXPl(u,-) < 00, then „FXP““" & II,-+,.

From part (a) of the above lemma we canxdraw the following conclusion concerning the
way in which the elements of a subgrou; H are presented through a canonical base.

Corollary 3 .3  .
Let (2;!2) be a finite confluent PCPe-presentatian of a group G, and let 0 - : (u1,. . . ,u‚)
be a canonical base for the subgroup H of G. If ui‘ué’n wu“ H,; uf 11’2" -- uf‘, where
EXP1(u : )  < oo implies that O < 1},/c,- < EXP1(u,-)‚ 1 < i < 3, then j.- ._—k,— for all
i -— 1 , .

Proof. Assume tha t  j l  > 0 .  Then  by Lemma 3.2 ( a )

mm)“ = Ann? u -u i ' )  1) = Am»? „. . . ;  u,
which implies that  kl  = j l .  Hence, a? - . wii" H); ul? ~ - uf”, and proceding inductively we
ob ta in j ;=k , - fo ra l l j=1 , . . . , s .  0

Thus, t he  presentation of an element of t he  subgroup H through the  elements of a canon-
ical base, as described 1n Definition 3.1 (1), is unique.

One of the main results of [22] states that, given a finite confluent PCP2——presentation
(E; R)  of a polycyclic group G and a finite set V of generators of a subgroup H of G ,
a canonical base (2 = (u1 , . .  .,u_,) for t he  subgroup H can be  constructed effectively by
employing a specialized completion procedure.  With 9 we associate a fini te  set of prefix-
rules as follows.

Pm) == {mm) _, ((REST(u.-))-l)1 li = 1,...,s}
U {AT‘1(u;) ->((REST‘1(u,-))‘1)1 l i e  {1, . . .,s} and EXP1(u‚-) = 00}.

It is then easily seen that  u ©3767a 1) holds if and only if Hu :  Hv, ‘1..e. ,  if u and 1)
define the same right- coset of G mod H .  In particular, this implies that u 4=>P(1 ' z )uPÄ if
an d only if 11 € H.  Furthermore,  in t he  se t t ing  considered the  reduction relation =>P(Q)UPR
is noetherian and A-confluent.

Thus, the relation => „9w yields a way to  decide the generalized word problem for the
subgroup H .  In addition, if 11 € H,  the'n a string 1) € (QU {ui—l | u; € 9})" satisfying u “ia 1;
can easily be extracted from a reduction sequence u = uo =>p(mUpR ul  =>P(n)UPR
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==>P(O)UPR A, Le., we also have an effective rewrite process with respect to the canonical 
base for H. It remains to show how to extract a PCP2-presentation for H from (E; R) and 
Q. 

For i = 1,2, ... , s, let Hj denote the subgroup of G that is generated by the set Qi := 
{Uj, .. . , us}. T~len Qj is a canonical base [0r Hj. Hence, by the above remark we have an 
effective rewrite process Uj : Hi --> (Q j U {U;l, ... , u;l})* such that, for each W E E*, if 
wE Hj, then w +-+'R Ui(W). From (E; R);'Q and these rewrite processes Ut,U2, ••. ,Us we now 
construct a monoid-presentation (f; S) for the subgroup H as follows. 

Let f = {bb ..• ,bs,bl, ... ,bs } be a new alphabet, and let So:~ {bjbj --> >.,bjbj --> >'1 
j=I, ... ,s}. 

By Lemma 3.2(c) u;6 u juf E Hi+l for all i E {1, ,s - I}, j E {i + 1, ... ,s} and 

h,e: E {1,-1}, and so Ui+l(u;6ujuf) E (Qi+l U {Ui11, ,U;1})*. Let 7]i+l(u;6ujuf) E 

{bi+b ... , bs, bi+b"" bs }* be the word that is obtained from Ui+l(u;6ujuf) by replacing 
each facto. uk (k E {i + 1, ... , s}, I E {I, -I}) by the letter bZ, Then we take Se to be the 
folluwing set of CP2-rules on f : 

.' Se:= {bjb~ --> b~7]j+l(U;6uju~) liE {1, ... ,s-I},j > i, h,e: E {1,-1}}, 

Le., Se is a CP2-system on r. 
By Lemma 3.2(d) ufXP1(u;) E Hj+l for all i E {I, ... , s - I}, for which EXPl( Ui) < 00 

~,0Ids, and so ui+l(ufXP1(u;) E (Qi+l U {ui~l, ... ,U;l})*. We let Sp denote the following 
set of P-rules on f : 

Sp {bEXP1(u;) --> ' ,( EXP1(U,) h· --> bEXP1(Ui~-1( , (EXP1(U;))_1 I , 1],+1 U, ", T],+ 1 u, 
i E {1, ... ,s}suchthatEXPl(ud < oo}. 

Then Sp is a P-system on r. Thus, if S denotes the finite <;tring-rewriting system S := 

So U Se U Sp, then ,f; S) is a finite PCP2-presentation. Hence, the group f{ presented by 
(f; S) is polycyclic. Observe that this presentation has been constructed effectively from 
(E; R) and Q. 

Lemma 3.4 .
 
The presentation (f; S) describes the subgroup H of G, i.e., J( is isomorphic to H.
 

Proof. We define a mapping 0' : f* --> E* through bi 1---+ Uj and hi 1---+ ui1
, 1 ~ i ~ s. Since 

and since 

EXP1(Ui) _ EXP1(u;) * . (, EXP1(U;) _ (. (EXPl(Ui),)
0'(bi - Uj +-+ R u,+l :Li - 0' 7],+1 Ui 

and 

"'(-b.') = u,:-1 ...... R* U-luEXPl(U;)(n-. (uEXP1 (Ui»)-1
u: j j v ,+1 j 

-R* EXPl(u,)-I(. (EXP1(U;»)_1
U j U,+l Uj 

( bEXP1(u,l-I(. (EXP1(U')))_I)
Q • 1].+1 U, , 
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=>p(Q)UpR A, i..,e we also have an effective rewrite process with respect to the canonical
base for H .  It  remains to show how to extract a PCP2—presentation for H from (E;  R) and
9 .

For i = 1 ,2 , .  . . , s ,  let H.- denote the subgroup of G that  is generated by the set 9.- :=
{u,~, . . . , u ‚ } .  Then Q.- is  a canonical base for Hg. Hence, by the above remark we have an
effective rewrite process a,- : H,- —-> (Q; U {u,-"„. „u,-1D“ such that,  for each w € E‘ ,  if
w € Hg, then w ”it er,-(w). From (2 ;  R),“Q and these rewrite processes a},  02, . . . , 0 ,  we now
construct a monoid-presentation (I‘; S)  for the subgroup H as follows.

Let I‘ = {b1 , . . . , b , , b l , . . . , b , }  be a new alphabet, and let So :=. {bjbj —-> [Mb-1b,- —-> A |
j -_ 1,...‚.s}

By Lemma 3.2(c) u75u§u 5€  II,-+1 for all i E {1,. — 1}, j E { i  + 1 , . . . , s }  and
6,5 € {l,—1}, and so (r,-HW,75 u-juf) € (Q.-+1 U {Iii—+1,” .,u,‘1})". Let ng+1(uf6u§uf) €
{b,-+1,.._.,b„3‚-+1,.„ , b ,  }* be  the  word tha t  is obtained from (r,-„(ars u juuf)  by replacing
each facto; "ul (k e { i  + 1, .  . . , s} ,  7 € {1, —-1}) by the letter bl. Then we take Sc to be the
following set of CP2-rules on 1":

SC : :  {555€ "’ bffl i+1 (" . ' su ‚ 'u ) |  i E {1  ’ s_  1} , ] .  > i v  6 ,5  € { Iv—1}} ,

i.e., Sc is  a CP2-system on I‘.
By Lemma 3. 2(d)u  EXP1(u.) E II,-+1 for all 1" € {1 , .  . . , s  -— 1}, for which EXP1(u‚-) < oo

‘.olds, and so a;+,(uEXP1("')) € (O,-+1 U {u,—+11, . . . ,u :1})" .  We let Sp denote the following
set of P -  rules on  I ‘ :

SP : :  {ÖFXP1(W) . (  ?XP1(U'))‚ Bi _, b iExp l iu i l—1(m+1(u§XP1(u i ) ) )—l  i“* 77i+1 “
i € {1 , .  . . , s }  such that  EXP1(u,-) < oo}.

Then Sp is a P—system on  F.  Thus ,  if S denotes the  finite  string~rewriting system S :=
So U Sc U Sp ,  then (ES)  is a finite PCP2-presentat ion.  Hence, the  group K presented by
(I‘ ; S)  is polycyclic. Observe that this presentation has been constructed effectively from
(E; R) and Q.

Lemma 3 .4  .
The presentation (I‘; 3)  describes the subgroup H of G ,  i.e., K is isomorphic to H .

Proof. We define a mapping a : I" —> 2 "  through b; 1—> u,- and b,- 1-+ 11,71, 1 S i S 3. Since
a (b ;b f )=u ;u€  «+1. a . “  

aw: „;, “faa+1(u uguf)=a(b:-‘n.-+1(u:"u§uf)).

and since

a(bf7XPl("‘)) : “fsxpuua ( $XP1( . . , ) )_  EXP1(u. ) ) )Hi2 01+1 0:0? +11(U.
and

0 .11 . , -u-
:EXuPl(u.)— l ( 0 '+0 i+1( 'U‚EXP1(u ' )_

01(5. ')=u.-"1 H72

72 .1

_(n i+1 (u i



we have a(l) +-+'R a(r) for all rules (l,r) E S, Le., a induces a group-homomorphism from 
the group K onto the subgroup H of G. It remains to verify that this homomorphism is 
injective. 

Since· (f; S) is a PCP2-presentation, the string-rewriting system S is noetherian. Let 
w E r* be irreducible mod S. 

Claim. If w =F	 A, then 0'(w) r'R A. 
Proof. Assume that w =F A. We have w ~ b{1 .. '~', where EXPI( Ui) < ~ implies that 
o ~ ji < EXPI(ui), since cs(i) = EXPI(ui), i = 1, ... ,8. Hence, a(w) = U~1 •• ,u~', where 
EXPl( Ui) < 00 implies that 0 ~ ji < EXPI(Ui). Let k := min{ i I ji =F O}. Since w =F A, 
we have k E {I, .. . ,s}. Then 

AT(a(w) 1) = AT«U{kU{711 
••• u{·) 1) = AT(Uk)ik 

by Lemmn. 3.2(a), which me<lns that a(w)! =F A. Thus, a(w) -F'R A; and hence, a(w) r'R A, 
since R is confluent. 0 

Thus, the homomorphism a :, J( - H is indeed injective, and therefore K and Hare 
isomorphic, Le., (r; S) is a PCP2-presentation for the subgroup H of G. 0 

The above proof shows even more. If w E f*, then there is a string Wo = b{! ~. such 
that w -8 wo, where :EXPl( Ui) < 00 implies that 0 ~ ji < EXPl( Ui), i = 1, ,8. Thus, 
a(w) +-+'R 0'(wo) = U~1 ••• u~" Now let v E r* be such that w +-+8 v.Then v -8 Vo = 
b~1 ...b:·, where EXP1(u;) < 00 implies that 0 ~ki < EXP1(uj),.i = 1, ... ,s, and hence, 

By Corollary 3.3 we can conckde that ji = k j , i = 1, ... , S, which means that w -'S 
b~! ... ~. +-s v. Hence, the string-rewriting system S is confluent. We can thus summarize 
our results as follows. 

Theorem 3.5 . There is an algorithm that solves the following task:
 

INPUT A finite PCP2-presentation (E; R) of a group C, and a finite subset
 
Vc E*. 

OUTPUT	 A finite confluent PCP2-presentation (f; S) for the subgroup H of C 
that is generated by V. 

Thus, finite (confluent) PCP2-presentations do not only gi.ve a nice combinatorial charac­
terization for the class of finitely presented polycyclic groups, but they also give a means to 
effectively perform calculations of subgroups of these groups. This completes our investigation 
of polycyclic groups. We now turn to the context-free groups. 

4 Prefix-rewriting systems for context-free groups 

Let R be a finite, monadic, and A-confluent string-rewriting sy~tem on E such that the monoid 
MR is a group, and let U c E* be a finite ;cet of words that is closed under taking inverses . 

. Further, let P = Pu U PR be a prefix-rewriting system associated with (E; R) and U such 
that U > v holds for each rule (u,v) E Pj where> again denotes.the length-lexicographical 
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we have a(£) "’.R a(r) for all rules (£, r )  G S,  i.e., a induces a group-homomorphism from
the group K onto the subgroup H of G .  It  remains to verify that this homomorphism is
injective.

Since' (I ‘ ;S) is a PCP2-presentation, the string-rewriting system S is noetherian. Let
w € I“ be irreducible mod S .

Claim. If w # ‚\, then a(w)  74;; A.
Proof. Assume that  w # ‚\. We have w = bf ---bi‘, where EX P1(u.~) < <_>° implies that
0 5 j; < EXP1(u‚-),  since 65( i )  = EXP1(u.-) ,  i = 1 , .  . . , s .  Hence, a (w)  = a? - - -u i ' ,  where
EXP1(u.-) < oo implies that 0 5 j.- < EXP1(u‚—). Let k :=  min{i | j.- # 0}. Since w 719 A,
we have ]: € {1, . . . , s } .  Then

AT(a(w)1) = Martinis: -‘--u.;) 1) = „(um

by Lemma 3.2(a), which means that  a(w)17$ A. Thus, a (w)  71-»); X, and hence, a (w)  ‚Wk ‚\,
since R is confluent. Ü

Thus ,  t he  homomorphism a :_ K ——> H is indeed injective, and therefore K and H are
isomorphic, i.e., (F; S )  is a PCP2-presentation for the subgroup H of G’. D

The above proof shows even more. If w € I“ ,  then there is a str ing wo = b{‘-- . -bi '  such
that w =;  wo, wherejEXP1(u,‘)  < oo implies that  [] S j; < EXP1(u‚—)‚ i = 1 , .  . . , s .  Thus,
a(w) H}; a(wo) = uf ---ui‘. Now let v e I“ be such that w Hg 0. 'Then v —>'s‘ vo =
b’f‘ - - bf“ ,  where EXP1(u , - )  < oo implies that  O _<_‘k,- < EXPl (u , - ) ,  ‚i = 1 ,  . . . , s ,  and hence,

_ui" „; = awn) Ha  a (w)  H t  am Ha  awe)  = uf‘ ...„gs.
By Corollary 3 .3  we can conclude t ha t  j,- : [C,-, i = 1 , . . . , s ,  which means that  w _» ;

b’ll - - bi! «a; v. Hence, the string-rewriting system S is confluent. We can thus summarize
our results as follows.

Theorem 3 .5  . There is an  algorithm that solves the following task:

INPUT : A finite PCPQ-presentation (E;R) of a group G,  and a finite subset
V C 2“ .

OUTPUT : A finite confluent PCPZ-pnesentation (I‘; S)  for the subgroup H of G
that is generated by V .

Thus, finite (confluent) PCP2-presentations do not only give a nice combinatorial charac—
terization for the class of finitely presented polycyclic groups,  but  they also give a means t o
effectively perform calculations of subgroups of these groups. This completes our investigation
of polycyclic groups.  We now turn  to the  context-free groups,

4 Prefix—rewriting systems for context-free groups

Let R be a finite, monadic, and A-confiuent string-rewriting system on 2 such that the monoid
M3 is  a group, and  let U C 2"  be  a finite  se t  of words that  is closed under taking inverses.

' Further,  let P : PU U PR be  a prefix-rewriting system associated with (E ;  R)  and U such
that u > 1) holds for each rule (um)  € P;  where > again denotes.the length-lexicographical
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ordering on E*. Then the prefix-rewriting system P is noetherian. If, in addition, P is A­
confluent, then (U) n I RR(~ p) = [A]v n IRR( ~ p ) = {.x}, and hence, membership in (U) 
can simply be decided by prefix-rewriting mod P. 

In [11] the authors present a test for A-confluence of prefix-rewriting systems of this form 
for t~e particular case that the underlying string-rewriting system R is finite, length-reducing, 
and confluent, and that it presents a grouv. This test reduces the proUem of deciding A­
confluence of P to the problem of verifying the equality of certain regular sets. It. can be 
carried over to the case considered here, but it get,> much more complicated due to the fact 
that the underlying system R is not confluent. However, another much simpler test for 
A-confluence of P can be devised based on Proposition 2.4. 

Lemma 4.1 . Let R be a finite, monadic, and A-confluent string-rewriting system on E such 
that the monoid MR is a group, let U C E* be a finite set that is closed under taking inverses, 
and let P := PVUPR be a noetherian prefix-rewriting system that is associated with (E; R) and 
U. Then this prefix-rewriting system is A-confluent if and only if IR( U*)nIRR(~ pu) = {A}. 

Proof. If P is A-confluent, then W ~p A holds for each word wE (U) = [Alv. Thus, each 
word W E IR(U*) = [U*]RnIRR(R) = (U)nIRR(R) reduces to A mod P, and so each word 
wE IR(U*) - {.x} must have a non-empty prefix that is the left-haud side of a rule (u, v) of 

Pu· 
Conversely, assume that IR(U*)nIRR(~pu)= {.x}, and let w E (U). Then w -----+'R Wo 

for some Wo E IR(U*), since R is noetherian. If Wo 1:- A, then Wo f/. [RR(===?pu), Le., a prefix­
rule (u,v) E Pv applies to wo, and so Wo ~Pu Wl. Since {:::::::>p = "'U, we have Wl E (U), 
and hence, Wl -----+'R W2 for some word W2 E I RR( U*). Continuing in this way we obtain a 
sequence W -----+ 'R Wo ~P Wl -----+ 'R W2 ~P ..., which terminates, since P is noetherian. 
Hence, we have a reduction W ~p A. Thus, P is A-confluent. 0 

From (E; R) and U we can construct an nfsa for the set IR(U*) in polynomial time. If 
Pv = {(Xl, Yd, . .. , (x m, Ym)}, then I RR(~pu) = E* - U~l xi' E*. Hence, we obtain an 
nfsa for the set IR( U*)nI RR(~ pu) in polynomial time. This gives the following decidability 
result. 

Theorem 4.2 . The following problem is decidable in polynomial time: 

INSTANCE: 

QUESTION: 

A finite, monadic, and A-confluent string-rewriting syst
that MR is a group, a finite set U c E* that is clos
inverses, and a noetherian prefix-rewriting system P = 
associated with (E; R) and U. 
Is P A-confluent? 

em R 

Pu U 

ed un
on E such 

PR that is 
der taking 

Based on the above test for A-confluence we could now develop a Knuth-Bendix-style 
completion procedure that, given a prefix-rewriting system P = Pu U PR that is not A­
confluent as input, tries to construct an equivalent system that is A-confluent by adding 
certain rules to Pu. However, a A-confluent prefix-rewriting system P associated with (E; R) 
and U can immediately be extracted from an nfsa. for the set IR(U*). For the case of groups 
presented by finite, length-reducing, and confluent string-rewriting systp.ms this has been 
observed by Kuhn [9]. 

Let R be a finite monadic string-rewriting system on E such that R is A-confluent, and 
MR is a group, and let U C ~* be a finite set that is closed under taking inverses. From 
Rand U we first construct an nfsa B = (Q, E, qo, 8, F) that accepts the set IR( U*) 
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ordering on  2 ‘ .  Then the prefix-rewriting system P is  noetherian. If, in  addition, P is Ä-
confluent, then (U ) n l  RR(=> p)  = [Mun I RR(=>p) = {A}, and hence, membership in (U)
can simply be decided by prefix-rewriting mod P .

In [11] the authors present a test for A-confluence of prefix-rewriting systems of this form
for t he  particular case that the underlying string-rewriting system R is finite, length-reducing,
and confluent, and that it  presents a group. This test reduces the problem of deciding A-
confluence of P to the problem of verifying the equality of certain regular sets. It. can be
carried over to the case considered here, but it  gets much more complicated due to the fact
that the. underlying system R is not confluent. However, another much simpler test for
A-confluence of P can be devised based on Proposition 2.4.

Lemma 4 .1  . Let R be a finite,  monadic, and  A—confluent string-rewriting system on E such
that the monoid MR is a gmup, let U C 2‘  be a finite set that is closed under taking inverses,
and let P :=  PUUPR be a noetherian prefix-rewriting system that is associated with (2 ;  R )  and
U. Then this prefix-rewriting system is A-confluent ifand only ifIR(U‘)nIRR(=>pU) = {A}.

Proof. If P is A—confluent, then w =>}; ‚\ holds for each word w € (U) : [Ä]U. Thus, each
word w € IR(U"‘) : [U']R fi IRR(R)  = (U) nIRR(R‚) reduces to  ‚\ mod P ,  and so each word
11) € IR(U') — {A} must have a non-empty prefix that is the left-hand side of a rule (a ,  v) of
Pu.

Conversely, assume that  13 (U‘ )n IRR(=pU)  = {A}, and let w E (U) Then w —>'k wo
for some wo E IR(U‘) ,  since R is noetherian. If wo # ‚\, then wo € IRR(=>p„ ), Le ,  a prefix-
rule (a ,  v)  6 PU applies t o  wo, and so wo =>pU wl .  Since {Eb}, = Nu,  we have ml 6 (U) ,
and hence, w1 —>‘,} wz for some word w;  € I RR(U  “). Continuing in this way we obtain a
sequence w ——->‘;; wo =>}: w ;  _")! wg =>}: . . . ,  which terminates, since P is  noetherian.
Hence, we have a reduction w ä“? ‚\. Thus,  P is  A—confluent. El

From (2 ;  R)  and U we canconstruct an nfsa for the set [RU/'") in polynomial time. If
PU : {(21,y1),. . . ,(zm,y‚„)}, then IRR(=>p„) : E" — 2:1 2:.- - 2" .  Hence, we obtain an
nfsa for the set IR(  U *)n I  RR(=>  pu)  in polynomial time. This gives the following decidability
result.

Theorem 4 .2  . The following problem is decidable in polynomial time:

INSTANCE: A finite, monadic, and  A-confluent string-rewriting system R on E such
that MR is a group, a finite set U C 2"  that is closed under taking
inaerses, and  a noetherian prefix-rewriting system P = PU U PR that is
associated with (2 ;  R )  and U.

QUESTION: Is P A-confluent?

Based on the above test for A-confluence we could now develop a Knuth-Bendix-style
completion procedure t ha t ,  given a prefix-rewriting system P = PU U PR that is not ‚\—

confluent as inpu t ,  tries t o  construct an equivalent sys tem that is  A-confiuent by adding
certain rules to PU. However, a A—confluent prefix—rewriting system P associated with (E;  R)
and U can immediately be extracted from an" nfsa for the set I R( U ") .  For the  case of groups
presented by finite, length~reducing, and confluent string-rewriting systems this has been
observed by Kuhn [9]. .

Let R be a ‘finite monadic string-rewriting system on E such that R is A-confluent, and
M3 is  a group, and let U C E“  be a fini te  set that is  closed under taking inverses. From
R and U we first construct an nfsa B = (Q ,E ,qo ,6 ,  F)  that accepts the  set IR(U*) =

1.1



{W E I RR(R) I 3n ~ 0 3uIt ... , Um EU : to +---+'R UI··· Um}. To simplify the following 
discussion we identify the nfsa B with its state graph, and .~ we can talk about "paths" in 
B.	 From B we extract a set PI of prefix-rules as follows. 

(i)	 For every simple path in B from the initial state qo to a final state qf E F, which does 
not pass through any final state, we put the rule (x,'\) into PIt where x is the label 
along the path cOllsidered. 

(ii) For every path P in B from the initial state qo to a final state qf E F, which does not 
pass through any final state, and which can be partitiuned into ~hree parts P = PIt 1'2, 113 
such that PI is a simple path and P2 is a simple loop, we put the rule (XIX2, 'xd into 
PIt where Xi is the label along the path Pi (i = 1,2). 

Obviously, Pt can be constructed effectively from B, and for all rules (x,y) E Pt, I x I> 
I y I holds. 

Lemma 4.3 . The system PI ha." the following properties: 

(a)	 For all (x, y) E PI, xy-l E (U), 

(b)	 <=>p = "'u, where P = PI U PR, and 

(c)	 :=::::?p is '\-confluent. 

Proof. 
(a) Let (x,y) E PI. If Y = '\, then x is the label along a simple path in B from qo to some' 
qf E F by (i). Hence, x E L(B) = IR(U*) implying that xy-t = x E (U). If y 1 '\, 
then by (ii) x = yz for some nonempty word z, and there is a nonempty word v such that 
xv = yzv and yv are both accepted by B. Thus,yzv,yv E: (U), and so xy-l = yzy-l +---+n 
yzv' v-Iy-l = (yzv)· (yv)-l E (U). 

(c) Let W E (U). We claim that W :=::::?p '\. Since R)s noetherian, there is et word Wo E 
IRR(R) such that W ---1-n Wo, and so Wo E IR(U*). If Wo = '\, nothing remains to be shown; 
otherwise, there is a path p in B from qo to some final state with label Wo. If P is a simple 
path that does not pass through any final state, then (WL''\) E PI by (i); otherwise, there is 
a proper initial part Pt of P that is simple, that ends at a final state, and that does not pass 
through a final state, or there is a proper initial part PI, P2 of P such that PI is simple, P2 is 
a simple loop, and PI, P2 does not pass through a final state. In the former case Wo = Xl x2 

for some rule (XI''\) E PI, in the latter Wo = XIX2X3 for some rule (XIX2, xI) E PI.In either 
case, Wo :=::::? PI WI for some WI E E* satisfying I WI I< I Wo I. By (~) Wo "'u WI, and so by 
induction on I W I we obtain W :=::::?p '\. 
(b) Because of (a) we have U "'U v, whenever U <=>p v. To prove the converse implication 
assume that u "'U v. Then uv- I E (U), and hence, u +---+n uv- l . v :=::::?p v from the proof 
of (c), Le., u <=>p v. 

In general, it can happen that, for some U E U, the set of rules PI does not contain a rule 
(x,y) satisfying xy-I +---+n u. In order to also fulfill this formal requirement, we could then 
simply add the rule (u,'\) to PI. Thus, we have the following result. 

Theorem 4.4 . For each finite, monadic, and '\-confluent string-rewriting system R on E 
that presents a group, and for each finite subset U C E*, there exists a finite, length-reducing 
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{w € IRR(R) | an  2 03u1, . . . ‚u‚„ € U : u} H}; a lu -1%} .  To simplify the following
discussion we identify the nfsa B with its state graph, and ‘“ we can talk about “paths” in
B .  From B we extract-a. set Pl of prefix—rules as follows.

(i) For every simple path in B from the initial state qo to  a final state („ € F, which does
not pass through any final state, we pu t  the rule (z„\) into P1, where z is the label
along the path considered. - —

(ii) For every path p in B from the initial state an to a final state q; € F ,  which does not
pass through any final state,  and which can be partitioned into three parts p = 1);, p2, pa
such that  pl is a simple path and p2 is a simple loop, we put the rule (mm-1)  into
Pl, where 1:,- is  the label along the path p,- ( i  = 1 ,2 ) .

Obviously, P, can be constructed effectively from B ,  and for all rules (2:, y) € P1, | x | >
| y | holds.

Lemma 4 .3  . The system P; has the following properties:

(a) For all (a:,y) € P1, zy‘ l  € (U),

(b) (=>; = ~U, where P = Pl UPR, and

(c) =>}: is A-confluent.

Proof.
( a )  Let (91,31) € P1. If y = ‚\, then  a: is  the  label along a simple path in  B from go to  some '
q; € F by (i). Hence, .1: E L(B) = IR(U") implying that xy '1 = a: € (U). If y # ‚\,
then by (ii) a: = yz for some nonempty word z,  and there is a nonempty word 0 such that
:w = yzv and yv are both accepted by B Thus, yzv, yv € (U), and so xy ' 1  = gray—1 <—->;;
yzv v y ‘“ —(yzv) (yv) 1 € (U)
(c) Letlw € (U) We claim that w =>}, ‚\. Since Ris  noetheri'an, there is a word wo €
IRR(R) such that 10 —>}} am, and so wo € IR(U'). If wo = z\‚ nothing remains to be shown;
otherwise, there is a path p in B from <10 to  some final state with label wo. If p is a simple
path that does not pass through any final state, then (wo,/\) € P1 by (i); otherwise, there is
a proper initial part [)1 of p t ha t  is simple, t ha t  ends at a final s tate ,  and tha t  does not pass
through a final  state,  or  there  is a proper initial part p1,p2 of p such tha t  p l  is  simple, 1); is
a simple loop,  and p l ,  [)2 does not pass through a final s t a t e .  In the  former case wo : $1232
for some rule (x l ,  A) € P1, in  t he  latter wo = 112223 for some rule (312:2, 2:1) € P1._ In either
case, wo =>}:l wl for some wl € 2"  satisfying | wl |< |  wo | .  By (a)  wo Nu wl, and so by
induction on | w | we obtain 20 =¢§ A.
(b )  Because of ( a )  we have u ~U v ,  whenever it {=>}, 1). To prove the converse implication
assume that u ~u 1). Then uv ' l  €‚(U), and hence, u 4—9}, uv ' l  - 1; =>}, 1) from the proof
of (c), i.e., u «=; 1). D

In general, it  can happen that ,  for some u € U, the set of rules Pl does not contain a rule
(2:, y )  satisfying 13/ 1 <——>R u .  In order to also fulfill this formal requirement, we could then
simply add the rule (u ,  x\) t o  P l .  Thus, we have the following result.

Theorem 4 .4  . For each finite, monadic, and A-confluent string-rewriting system R on E
that presents a group, and for each finite subset U C E“, there exists a finite, length-reducing
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set of prefix-rewrite rules Pu such that the prefix-rewriting system P = Pu U PR presents 
the right-congruence ""u, and is >'-confluent. In fact, Pu can be constructed effectively from' 
(E; R) and U. 

The complexity of this construction is closely related to tht. number of simple paths 
and simple loops in the nfsa B for the set IR(U*), Wheli,~ver this number is bounded by 
a polynomial, then Pu is obtainable hi.' polynomial time. Once we have the system Pu, 
the membership problem for (U) can be sclved in polynomial time by prefix-rewriting mod 

P= PuUPR. 
Given a subset U C E* and a word W E E*, one is not only interested in deciding whether 

or not w belongs to the subgroup (U), but in the affirmative one also wants to "rewrite" 
w as a product of the given generators U, Le., determine Nords Ut, ••. , U m E U such that 
w ~R Ul ••• Um' In the following we present such ,a "rewrite process". This process will 
consist of two phases. In phase 1 a word W E (U) is transformed into a congruent word 
v E aRCu*) n IRR(R), and in phase 2 a word U E U* is determined such that U ---+R v. 
Then W ~R u, and hence,u can be taken as the result ofrewriting.w. 

So let wE (U). By Proposition 2.4 the set IR(W) = [w]RnIRR(R) is regular, and from R 
and w an nfsa Bl for IR(w) can be constructed in polynomial time. The set U* is regular, and 
hence, so is the set of descenda.nts aR(u*). Again, from R a.nd U an nfsa B2 for aR(u*) can 
be constructed in polynomial time (cf. [5]). Since w E (U), there are words Ul,' .. , U m E U 
such that w ~R Ul ••• Urn, and so each irreducible descendant of Ul •.. Urn belongs both to 
aR(u*) and to IR(W). Thus, the intersection IR(W)naR(u*) is nonempty, and from B l and 
B2 we can extract the minimal word v( w) with respect to the length-lexicographical ordering 
that belongs to this intersection. The word v( w) is uniquely determined, and hence, we can 
define a mapping O'} : (U) -'-. SRC U*) n I RR( R) through w ....... v( w) (w E (U). Observe that, 
given (E; R), U, and w E (U) as input, the word 0'1 (w) is computed in polynomial time. 

Now let v E aR(u*). We want to compute a word U E U* such that U ---+R v. Let 
V'R(v):= {y E E* I y ---+R v}. Since R is lllonadic, the set V'R(v) is context-free [6], and 
from R and v a context-free grammar Gl(v) for this set can be easily determined. Since 
v E aRCu*), we know that the intersection V'R(v) n U* is nonempty.. From the grammar 
G l (v) and an nfsa for U* we can construct a context-free grammar G'i( v) for this intersection, 
and from G2( v) we can determine a word u(v) E V'R( v) n U*. In this way we obtain a 
mapping 0'2 : aR(u*) ....... U* such that, for v E a R(U*),0'2(V) ---+R v. Unfortunately, since 
the construction of the grammar G2(v) from the grammar Gl(v) and U involves the task 
of determining the Greibach normal form of G l (v), we see currently no way to perform this 
process in polynomial time. 

Combining the mappings 0'1 and 0'2 we obtain an effective rewrite process 0' : (U) ....... U*. 
Thus, we have the following result. 

Theorem 4.5 . Let R be a fir.ite, monadic, and >'-confluent string-rewriting system that 
presents a group. Given a finite subset U C E*, a rewrite process 0' : (U) ....... U* satisfying 
0'(w) ~Rw can be constructed effectively. 

Presentations of subgroups of context-free groups 

Let (E; R) be a finite group-presentation such that the string-rewriting system R is monadic 
and A-confluent, and let U = {Ul,' .. , urn} be a finite set of words from E*. Then the subgroup 
(U) of MR ~enerated by U is a context-free group [19], and hence, it can be presented by 
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set of prefix-rewrite rules PU such that the prefix-rewriting system P = Pu U P}: presents
the right-congruence Nu,  and is A-confluent. In fact, Pu can be constructed efiectively from’
(E;R) and U.

The complexity of this construction is closely related to the number of simple paths
and simple loops in the nfsa B for the set [3( U *) .  Whenever this number is bounded by
a polynomial, then Pu is obtainable in" polynomial time. Once we have the system PU,
the membership problem for (U) can be solved in polynomial time by prefix-rewriting mod
P = PU U PR.

Given a subset U C 2‘  and a word w € 2" ,  one is not only interested in  deciding whether
or not w belongs to the subgroup (U),  but in the affirmative one also wants to “rewrite”
w as a product of the given generators U ,  i.e.,  determine words m, .  . . ,  u,n € U such that
w «—>;2 ul ---um. In the following we present such a “rewrite process”. This process will
consist of two phases. In phase 1 a word w E (U)  is transformed into a congruent word
0 € AMU') n IRR(R), and in phase 2 a word at e U‘ is determined such that u —>‘}2 v.
Then w «_»;3 u, and hence, it can be taken as the result of rewritingw.

So let w 6 (U). By Proposition 2.4 the set IR(w) : [w]RnIRR(R) is regular, and from R
and w an nfsa Bl for I 3(a ) )  Can be constructed in polynomial time. The set U * is regular, and
hence, so is the set of descendants A§(U‘) .  Again,_from R and U an nfsa B; for AMU") can
be constructed in polynomial time (cf. [5]). Since w € (U),  there are words u l ,  . . . ,  um € U
such that w 4—9} zu - - -um, and so each irreducible descendant of u l  - ~ -um belongs both to
A§(U") and to  IR(w). Thus, the intersection IR(w) fiA'I‘;(U") is nonempty, and from B1 and
B; we can extract the minimal word v(w) with respect to  the length—lexicographical ordering
that belongs to  this intersection. The word v(w) is uniquely determined, and hence, we can
define a mapping 01 : (U) ’— A§(U")n IRR(R)  through w +-> v(w) (w  € (U)). Observe that,
given (2 ;  R), U ,  and w 6 (U) as input, the word 01(w) is computed in polynomial time.

Now let u e AMU‘) .  We want to  compute a word It 6 U" such that u —>;‘3 12. Let
Viz”) := { y  E E" | y ———>*R v } .  Since R is monadic, the set V“R(v) is context-free [6], and
from R and v a context-free grammar G1(v) for this set can be easily determined. Since
v G AMU"),  we know that the intersection VHO)  n U * is nonempty“ From the grammar
01(1)) and an nfsa for U ' we can construct a context-free grammar G201) for this intersection,
and from G2('v) we can determine a word u(v) € Vflv )  n U". In this way we obtain a
mapping 02 : "‘R(U') —> U ' such that, for v € A§(U‘),02(v) —>}‘{ v .  Unfortunately, since
the construction of the grammar G2(v) from the grammar 01(1)) and U involves the task
of determining the Greibach normal form of G1(v), we see currently no way to perform this
process in polynomial t ime.

Combining the mappings 01 and 02 we obtain an effective rewrite process a : (U) —+ U * .
Thus, we have the following result.

Theorem 4 .5  . Let R be a finite, monadic, and A-confluent string-rewriting system that
presents a group. Given a finite subset U C E‘, a rewrite process a : (U) —-> U * satisfying
0(w)  +—>‘k w can be constructed effectively.

5 Presentations of  subgroups of context-free groups

Let (E; R) be a finite grOup—presentation such that the string-rewriting system R is monadic
and A-confluent, and let U = {uh  . . . , um}  be  a finite set of words from E". Then the subgroup
(U) of M R generated by U is a context—free group [19], and hence, it can be presented by
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some finite, monadic, and A-confluent string-rewriting system T on some alphabet r. In this 
section we present a construction that yields a presentation of this form for (U). As outlined 
in the introduCtion this construction consists of three steps. l:< lfst we derive a dfsa A from 
the group-presentation (Ej R) and the set U. 

Construction 5.1 . A dfsa A for a subset of (U): 

INPUT:	 A finite, monadic, and A-co:ljluent string-rewriting system R on E 
such that (Ej R) is a group-presentation, and a finite set of words 
U = {ut, ... ,urn } U {utI, ... ,u;I} C E*; 

comment:Since (Ej R) is a group-presentation, each letter a E E has an inverse 
of length 1, and R contains the rules {aa -+ A I a E E}. The formal inverses 
UtI, ... , u;1 are included in U to simplify the notation in what follows. 
begin 
(0)	 an nfsa A~ = (Qo.E. q," 00, {qo}) is constructed by adding a loop from 

qo' to qo with label Ui for each i E {I, ... , m}, and by adding state 9i to 
60 (qi,a) wheneverqi E oo(qj,a); 
i := 0; 
comment: A~ is an nfsa with L(A~) = U*; 

(1)	 while 3q E Qda E E: IOi(q, a) I> 1 do 
begin	 choose q,ql,q2 E Qi and a E E such that ql,qZ E oi(q,a), 

qI i q2, and q2 i qo; 
Qi := Qi - {q2}; 
replace q2 by ql in Oi 

end;
 
comment: After a finite number of iterations this while-loop termi­

nates with a dfsa Ai = (Qi,E,qo,Oi,{qO}), since during each iteratioll
 
the number of states is reduced by one;'
 

(2)	 if 3q E Qi 3(1 -+ r) E R: Oi( q, I) is defined and Oi(q, l) f Oi(q, r) then 
begin 

if rE E and Oi(q, r) = 0 then 
begin 

Qi+l := Qi;
 
Oi+ 1 : = Oi U {( (q, r ), Oi(q, I)), ((Oi(q, l), r), q)} ;
 
comment: Together with the transition q ---+r q'
 
also the transition q' ---+T q is introduced
 

end 
else 
if rE E and oi(q,r) is defined~hen! 
begin 

ifoi(q,r)=qo then {qI:::-oi(q,r); 
q2 :,= oi(q,l)} 

else {qI:= Oi(q, I); 
q2 := Oi(q, r)}; 

Qi+I := Qi - {q2}; 
Oi+I := Di Ireplace q2 byql 

end 
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some finite, monadic, and A-confluent string-rewriting system T on some alphabet 1". In this
section we present a construction that yields a presentation of this form for (U). As outlined
in the  introduction this construction consists of three steps. hrst  we derive a dfsa A from
the group—presentation (E; R) and the set U.

Construction 5 .1  . A dfsa A for a subset of (U) :

INPUT: A finite, monadic, and A-confluent string-rewriting system R on E
such that (E;R) is a group-presentation, and a finite set of words
U = {u1,.. .‚u„‚}u{ui'1,.. .‚u‚';‚l} C E';

comment:-Since (E; R) is a group-presentation, each letter a € 2 has an inverse
of length l ,  and R‘ contains the rules {aä —+ A I a € 2}.  The formal inverses

(1)

(2)

-1. . ,um are included in U to simplify the notation in what follows.

an nfsa A6 = (Qo.'2‚q_‚—‚öo, {qo}) is constructed by adding a loop from
qo‘ to qo with label u; for each i G, { l ,  ‚ .  . ,  m},  and by adding state gj to
60(qg,&) whenever q,- € 60(q_‚-,a);
i :=  0 ;  .
comment: A6 is an nfsa With MAG) = U‘;
while 311 6 Q; 3a 6 2 :  | 6,-(q,a) | > 1 do
begin choose q,q1,q2 E Q; and a € 8 such that q1,q2 € 6,-(q,a),

q: # «12, and «1; # qo;
Qi == Q; — {qz};
replace (12 by ql in 6;

end;  .
comment:  After a finite number of iterations this while-loop termi-
nates with a dfsa A,- = (Q;,E,qo,6,-,{qo}), since during each iteration
the number of states is reduced by one;‘
if 3q E Q,- 3(l ——> T) G R: 6,-(q,l) is defined and 6,-(q,l) 7‘. 6,-(q,r) then
begin .

if r E E and 6,-(q,r) = @ then
begin

Qi+1 == Qi ;  _
6 i+ l  :=  6 i  U { ( (q9  1'), M4,” ) ,  ( (54471) ,  F ) ,  { l )} ,

\ comment:  Together with the transition q ——>" q’
also the transition q’ —>" q is introduced

end
else
if  r € E and 6,-(q,r) is defined then
begin

if 54%?)  = <10 then {€11 ==— 54%");

qz :—= 6s (q , l ) }

else {(11 == Öi( ( I» l ) ;

. (12 == MGM”;
Qi+1 == Qi _ {(12};
6 i+ l  :=  6 i  lreplaceqz byql

end
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else {comment: 7' = ~ and 6i(q, I) ::f; q} 
begin if 6i(q, I) = qo then {q2 q; 

q := qo} 
else q2:= 6i (q,l); 

Qi+l := Qi - {q2}; 
bi+l := 6i Ireplaceq2byq 

end;
 
comment: Ai+l = (Qi+},~,qo,6i+l,{qO}) is an nfsa;
 
i:=i+l; 
goto (1)
 

end;
 
(3)	 A := Ai;
 

OUTPUT: A = (Q,~,qo,6,{qo})
 

end. 
. 

In general step (2) will introduce some nondeterminism into Ai+l' which is then removed 
subsequently by the while-loop (1). In each iteration of the goto-Ioop two transitions q __ r 

q' and q' __F q are added, which can happen only if 6(q, r) was undefined before, or a state 
is deleted. Thus, the above construction terminates eventually. In fact, it computes a dfsa 
A = (Q, E, qo, 8, {qo} ) from (E; R) and U in polynomial time. 

Before we can go to the second step of our construction, we must establish certain facts 
about the dfsa A. 

Lemma 5.2 . For' allq E Q and all a E~, if6(q,a) is definerl, thtn 6(6(q,a),a) = q. 

Proof. This property is true for the initial nfsa A~ after step (0). Obviously, it is preserved 
by the while-loop (1) as well as by step (2). 0 

Lemma 5.3 . 

(aJ ~R(U*) ~ L(A). 

(b) L(A) ~ (U). 

Proof. We have L(A~) = U*~ The dfsa A is obtained from A~ through a finite se­

quence of elementary transformations, Le., we have a sequence of finite-state acceptors
 
A~,Ao,A~, ... ,Ak = A such that, for each i E {O,I, ... ,k}, Lhe dfsa Ai is obtained from
 
A~ by an execution of the while-loop (1), and the nfsa A~+l is obtained from Ai by step (2).
 
We now establish some claims by induction on i.
 

Claim 1. For all i = 0,1, ... , k - 1, L(AD ~ L(Ai) ~ L(Ai+l) ~ L(Ai+t}.
 
Proof. This is obvious from the construction. o
 

Claim 2. Let W E L(A), and let u E ~* be such that W --R u, Then u E L(A), i.e., L(A)
 
is closed under the operation of taking descendants mod R.
 
Proof. Since W --R u, we have W = xly --R xry = u for some'rule (I ..... r) E R. Further,'
 
since W E L(A), there are states q}, q2 E Q such that we have the following transitions in A:
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else {comment: r = ‚\ and 6.-(q, I) ;é q}
begin if 6,-(q,l) = qo thcn {qg q;

q == qo}
else qz :‘= 6 i (q , l ) ; '

Qi+1 == Qi '- {92};
6 i+ l  :=  6i  l replaoeqzbyq

end;  "
comment: “A5“ = (QM, 2‚‘IO‚5£+1‚{‘10})  iS an nfsa;
i :=  i+  1 ;
goto (1)

end ;

(3) A :=  A i ;

OUTPUT: A = (Q, 2‚qo‚6 ‚  {qo})
end.

In general step (2) will introduce some nondeterminism into A2“ ,  which is then removed
subsequently by the while-loop ( l ) .  In each iteration of the  goto-loop two transitions q —»'
q’ and q’ _»? q are added, which can happen only if 6(q, r )  was undefined before, or a state
is  deleted. Thus ,  the  above construction terminates eventually. In fact, i t  computes a dfsa
A = (Q‚E,qo‚ö, {qo}) from (E; R) and U in polynomial time.

Before we can go to the  second step of our  construction,  we must establish certain facts
about the dfsa A.

Lemma 5 .2  . For‘ all'q € Q and all a € E,  if 6(q, a )  is defined, then 6(6(q,a),ä) = q.

Proof. This property is t r ue  for the  initial nfsa A6 after s tep  (0 ) .  Obviously, i t  is  preserved
by the while-loop (1) as well as by step (2). Cl

Lemma 5 .3  .

(a) A'izW') Q L(A) -

(b) L(A)  Q (U)-

Proof. We have L(A(,) = U "“. The dfsa A is obtained from Ai, through a finite se-
quence of elementary transformations, i.e., we have a sequence of finite-state acceptors

{„Ao, A'1,. . . ,Ak  = A such that ,  for each i € {0 ,1 , . . . , k} ,  the dfsa A,- is obtained from
A2 by an execution of the while—loop (1), and the nfsa A; +1 is obtained from A.- by step (2).
We now establish some claims by induction on  i .

Claim 1. For all i = 0, 1, . . . ,k  — 1, L(A:-) g L(A‚-) g L(Ag-H) g L(A;+1).
Proof. This is  obvious from the construction. Cl

Claim 2.  Let m € L(A), and let u G E" be such that m —'R u. Then u G L(A), i.e., L(A)
is closed under the operation of taking descendants mod R .
Proof. Since w —>R u ,  we have w = :rly ——>R wry = u for some'rule ( I  —-> r )  € R .  Fur ther , ’
since w E L(  A) ,  there are states q1, q2 e Q such that we have the following transitions in A:

qo -—*’ q: -—>‘ q2 ——>” «10-
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By the condition in (2) we have 6(q}, r) = 6(q}, I) = q2, Le., we also have the following 
transitions in A: 

which means that u = xr/y E L(A). o 

Since L(Ah) = U*, Claims 1 and 2 i~ply that ~R(U*) ~ L(A). 

Claim 3. For each i E {O, 1, .. . ,k}, if L(AD~' (U), then L(Ad ~ (U), too. 
Proof. Suppose that L(AD ~ (U) holds for some i E {O,l, ... ,k}. If A~ happens to be 
deterministic, then Ai = A~, c:l.nd there is nothing to show. So assume that there are sta.tes 
q,ql,q2 E Qi and a letter a E E such that ql ::j:. q2, q2 ::j:. qo, and ql,q2 E 6i(q,a). From the 
construction we know that each state of A~ is accessible as well as coaccessible, Le., there 
exist words u, v, wE E* such that q E Oi(qo, u), qo E Oi(qI, v), and qo E Oi(q2, w). Graphically 
we can depict this situation as follows: 

A~·.. 

An execution of the body of the while-loop (1) identifies ql and q2, Le., we obtain the 
following situation: 

v 

w 

We claim that L(,·t) ~- (U). Through induction on the number uf times the body of the 
while-loop is executed we then obtain Claim 3. 

So let x E L(Ai), Le., in Ai we have a path of the following form: 

where x = Xl X2 ... Xm is a factorization of x, and each occurrence of ql is displayed. In Ai 
this path corresponds to a sequence of paths of the following form: 
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By the condition in (2) we have 6(q1,r) = 6(q1,l) = q2, i.e., we also have the following
transitions in A:

(10 —'$ 41 _“  <12 —->" ‘10.
which means that u = may € L(A). , El

Since L(A{‚) = U", Claims 1 and 2 imply that Afi(U") Q L(A).

Claim 3 .  For each i E {0,1 ,  . . . , k } ,  if L(Af) Q (U), then L(A.-) ; (U), too.
Proof. Suppose that L(Afi) Q (U) holds for some i E {O, 1 , . . . , k } .  If A; happens to be
deterministic, then A,- = A2, and there is nothing to show. So  assume that there are states
q, q1,q2 E Q,- and a letter a € 2 such that ql #- q2, q2 76 go, and q1,q2 € 6;(q, a). From the
construction we know that each state of A: is. accessible as well as coaccessible, i.e., there
exist words u, v, w 6 )? such that q € 6,-(qo,u), qo € ög(ql,v), and go 6 65(q2, w). Graphically
we can depict this situation as follows:

An execution of the body of the while-loop (1) identifies q; and ([2, i.e., we obtain the
following situation:

im

We claim that L(Ä;) ; (U). Through induction on the number of times the body of the
while-loop is executed we then obtain Claim 3. \

So let 2: € L(A‚')‚ i.e., in  A.- we have a path of  the following form:

(10 1'1 ( l l  ’12  ‘11 ’13  ' ' ' _’ Im_ |  (11 —’a:m (10,

where :; = (Blitz . . .:L‘m is a factorization of a:, and each occurrence of  ql is displayed. In A;-
this path corresponds to a sequence of paths of the following form:
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X 

qri ~ qr(l) qr(2) qo 
Xl /~~-l) 
~ / 

X3 . /m/ 
qr'(l) qr'(2) qr'(m-l) 

where r(j), r'(j) E {I, 2}, j = 1, ... , m - 1. 
If, for some j, rU) = r'(j), then the path ending at qr(j) and the path beginning at qr'(i) 

form a single path in Ai. 
If, for some j, r(j) = 1 and r'(j) = 2, then 

isa path in Ai, and if, for some j, rU) =2 and r'U) = 1, then 

is a path in Ai. Thus, for j = 1, ... , m-I, we define a word Yj as follows: 

.._ { v if rU) = 1, 
YJ'- ,w if rU) = 2. 

lhen XIYI,uaX2Y2, ... ,uaXm-IYm-l,uaXm E L(Ai) ~ (U), and uaYI,uaY2, ... ,uaYm_1 E 
L(Ai) ~ (U). Hence, 

XIX2 ... X m 

~R (XIyt}· (Ylla-Iu-l). (uax2Y2)" ·(uaxm-IYm-d· (Y~~la-Iu-l).(uax m) 

(XIyt}· (uayt}-l. (uax2Y2)" ·(uaxm-IYm-t}· (uaYm_t}-I. (uaxm) E (U). 

Thus, L(Ad ~ (U). o 

Claim 4. For each i E {O, 1, ... , k - I}, if L(Ad ~ (U), then L(Ai+d ~ (U), too. 
Proof. In Ai we have the following situation for· some rule (I - r) E R: 

v 

f 
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qd ——> q'r(l) q'r(2) qr(m—-l) ‘10
$1  / .

22  / 223 . . . / ‚ -1  /n

q'r'(l) q‘r'(2) “ q-r’(m—l)

where r(j),'r’(j) E { l , 2 } , j  = 1 , . . . ,m  — 1.
If, for some j ,  1'(j) = r’ ( j ), then the path ending at q,.(j) and the path beginning at q,:m

form a. single path in A2.
If, for some j ,  r(j )  = 1 and 1"(j) = 2, then

q-r'(j—l) _".1:, ql  ""mm 92 —’1','+1 q1'(j+l)

is a path in A2, and if, for some j ,  -r(j) = 2 and 1"(j) = 1, then

qr'u-I)  “$, ‘12 —*wua ‘11 “*rm (mm)

is a path in A2. Thus, for j = 1, . . . ‚m  —- 1, we define a. word yj as'follows:

„_{  v i f  r ( j )=1 ,
3”“  .w if T(j)=2.

'Ihen zly1‚ua32y2,. . . ,uaxm_1ym_1,uaa:m € L(A£) ; (U) ,  and uay1,uay2, . . . ,uaym_1 E
L(Af) ; (U). Hence,

a: = $11}: . . ‚17m

<—>}} (x1311)-(yf‘a'lu‘l)-(uaz2y2)---(uaxm—1ym—1)-(y;11a‘lu“)-(ua$m)
= (x1311)-(ua.t/1)"1 ~(uaw2y2)~-(uawm—1ym—1){Ms/ml)" -(uazm) E (U).

Thus, L(Ä.-) <_: (U). a

Claim 4.  For each i 6 {0,1, . . .‚k — 1}, if L(A‚-) g (U), then L(A§+1)§ (U), too.
Proof. In A; we have the following situation forsome rule (I —> 1') € R:
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(i) If Oi(q, r) is undefined, then r E E, and Ai+! is obtained from Ai by simply adding the 
following two transitions: ' 

Thus, if w E L(Ai+t), then by replacing each transition q -,---or ql in an accepting path in 
A~+l with label w by the path q -- .. .1 ••• -- qt, and by l"t\T'lacing each transition qt _r q 

by the path ql -- .. r J 
••• _ q, we obtain an accepting path in Ai with label u such that 

u +--+n w. Bv the hypothesis, u E (U), and so w E (U). 
, 

(ii) If Oi(q, r) is defined, but Oi(q, r) '# Oi(q, I), then Ai+! is obtained from Ai by identifying 
the states ql and q2. Now L(Ai+!) ~ (U) is shown similar to the proof of Claim 3. Observe 
that Ai contains the paths 

o 

Since L(A~) = U* ~ (U), Claims 3 and 4 together yield that L(A) = L(Ak) ~ (U). T,his 
completes the proof of Lemma 5.3. 0 

Now using breadth-first search on the graph underlying the dfsa A, and starting with the 
state qo, we determine, for each state q E Q, the minimal word r(q) with respect to the length­
lexicographical ordering that labels a path from qo to q. Since each state is accessible, we thus 
obtain a word r(q) for each state q E Q. By REP we denote the set REP = {r(q) I q E Q}. 
Observe that, for each q E Q, o(qo, r(q» = q, that o(q, (r(q»-l) = qo by Lemma 5.2, and 
that r( qo) = A. 

Lemma 5.4 . For all x, y E ~*, if 6(qo, x) and 6(qo, y) are deJined and equal, then x "'U y. 

Proof. Let q denote the state q = o(qo,x) = 6(qo,Y). Since 6(q,(r(q»-1) = qo, we have 
x(r(q»-l,y(r(q»-l E L(A) ~ (U). Thus, xy-l +--+n (x(r(q»-l). (r(q)y-l) = (x(r(q»-l). 
(y(r(q»-l)-l E (U), Le., x "'U y. 0 

Hence, each word r(q) E REP represents a coset of (U) in MR: However, different words 
r(q) and r(q') may represent the same coset, and in general, there will be cosets that are not 
presented by any of these words. The following technical observation will be useful in what 
follows. 

Lemma 5.5 The set REP is closed under taking prefixes, l.e., if uv E REP for some 
u E E* and v E E+, then U E REP. 

Proof. If uv = r(q2), then there is a state ql such that 6(qo, u) = ql and o(q}, v) = q2. Since 
uv is the minimal word satisfying o(qo, uv) = q2, and since v,# A, we have ql '# q;. 

Assume that o(qo, w) = ql for some word w such that u > w. Then o(qo, wv) = 6(q}, v) = 
q2 and uv > wv, contradicting the minimality of uv = r(q2). Thus, r(ql) = u implying that 
u E REP. 0 

The rewriting process of Reidemeister and Schreier uses a complete set of minimal repre- . 
sentatives for all the cosets of (U) to construct a presentation for (U) [17]. Here we technically 

18
 

(i) If 6,-(q, r )  is undefined, then r € 2 ,  and A2“ is obtained from A.- by simply adding the
following two transitions:

' q—"tnand 411—541»

Thus, if w 6 L(A2_H), then by. replacing each transition q —.—>' q; in an accepting path in
A:“ with label w by the path q _» - - J - - - —> ql, and by r”placing each transition q1 _»? q
by the path q; ——> _ - -"' —» q, we obtain an accepting path in A.- with label u such that
u 4—»;1 w. By the hypothesis, u € (U), and so w € (U).

(ii) If 6,-(q, r )  is defined, but 6,-(q, r )  # 6,-(q,l), then A2“ is obtained from A.- by identifying
the states ql and qg. Now L(A:-+1) Q (U) is shown similar to the proof of Claim 3. Observe
that A, contains the paths

I—lqz —>Fq ——>' q: and q: ——> q -—>'q2,
and that Fl <—-'R Fr ‘—"R ‚\ and (—11 .  <——>R I ' l l  ‘—’;2 «\ hold. Ü

Since L(A()) = U‘  g (U), Claims 3 and 4 together yield that  L(A) = L(Ak) ; (U). This
completes the proof of Lemma 5.3. D

Now using breadth-first search on the graph underlying the dfsa A, and starting with the
state  go, we determine, for each state  q 6 Q,  the minimal word r(q) with reSpect to the length-
lexicographical ordering that  labels a path from qo to  q. Since each state  is accessible, we thus
obtain a word r(q) for each state q 6 Q. By REP we denote the set REP = {r(q) | q € Q}.
Observe that, for each q E Q, 6(qo,r(q)) = q, that 6(q,(r(q))‘ l)  = qo by Lemma 5.2, and
that r(qo) : /\.

Lemma 5 .4  . For al l  a:, y € 22', if 6(i10, a:) and 6(qo, y )  are defined and  equal, then a: ”U y .

Proof. Let q denote the state q = 6(qo,:c) = 6(qo,y). Since 6(q,(1'(q))‘1) = go, we have
$001))“,1101(1))”l € LM) € (U )- Thus, xy"  *——>h (f(r(q))") - (f(q)y") = (w(r(q))")'
(3/(T(q))'1)'1 E (U ), i-e—‚ w ~v y. . 0

Hence, each word r(q) € REP represents a coset of (U) in MRi However, different words
r(q) and r(q’) may represent the same coset, and in general, there will be cosets that are not
presented by any of these words. The following technical observation will be useful in what
follows.

Lemma 5 .5  . The set  REP is closed under taking prefixes, i.e., if uv  e REP for some
u. € 2" and v 6 2+ ,  then u € REP.

Proof. If m; = r(q2), then there is a state q; such. that 6(qo,u) = q] and 6(q1, v )  = (12. Since
cw is the minimal word satisfying 6(qo, w)  = qg, and since v 96 A, we have «113€ q}.

Assume that 6(q’o, w) : ql for some word w such that u > w. Then 6(qo, um) : 6(q1, 'v) =
qz and im > um, contradicting the minimality of uv = r(q2). Thus, r(q1) = u implying that
u € REP. Cl

The rewriting process of Reidemeister and Schreier uses a complete set of minimal repre— . .
sent'atives for all the cosets of (U) to construct a presentation for (U) [17]. Here we technically
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perform the same steps; however, we use the partial and ambiguous set of coset representa, 
tives REP. 

First, we choose a new alphabet f as follows. For each state q E Q and each letter'a E E, 
if b(q, a) is defined, then we introduce a letter bq,a, Le., 

r = {bq,a I q E Q, a,E E such that c5(q, a) is defined}. 

Further, we define a homomorphism a : f* --+ E* through bq,a 1-+ r(q)a(r(b(q,a»)-1 for all 
bq,a E f. By Eu we denote the image a(f) C E*. We can establish the following properties 
for Eu. 

Lemma 5.6 

(a) Eu C L(A). 

(b) (Eu) = (~r), i.e., for each u E (U), there is some v E f* such thJ.t u +------+n a(v). 

Proof. 
(a) Let q E Q and a E E be such t'tat c5(q,a) = ql E Q. Then bq,a E r, and a(bq,a) = 
"(q)a(r(c5(q,a)))-l E Eu. Now 

c5(qo,r(q)a(r(c5(q,a»)-l) c5(qo,r(q)a(r(ql)-I) 

= 6(q,a(r(qI)-I) 

= 6(ql,(r(qd)-I) 

Le., a(bq,a) E L(A). Thus, Eu c L(A) ~ (U). 
(b) Let u E (U). At the end of Section A. we constructed a mappil'g 0'1 : (U) --+ ~n(U*) n 
IRR(R) such that, for w E (U), w +------+n O'I(W), Since ~R(U*) ~ L(A), we may thus asSUI:le 
without loss of generality that u E L(A). 

We now describe a function r : L(A) --+ 1'* such that, for all u E L(A), u +------+n a(r(u». 
This will then prove our lemma. So let u = al ... am E L( A), ai, ... ,am E E. Since u E L( A), 
there is a path from qo to qo with label u. For i = 1, ... , m-I, let qi := c5(qo, al ... ad. Then 
b(qi, ui+d =qi+l for all i =0,1, .. :, m - 2, and 6(qm-}, am) = qo. Observe that this sequence 
of states is uniquely determined by u, since A is a deterministic finite-state acceptor. We 
define the word r( u) E f* as follows: 

Then 

a(r( u» = 

o 

Notice that the above function r : L(A) --+ f* is computable in polynomial time. Further, 
by combining the three functions 0'1 : (U) --+ L(A), r : L(A) --+ f*, and er : f* --+ Eir we can 
rewrite each word U E (U) in polynomial time as a product of elements of Eu. 
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perform the same steps; however, we use the partial and ambiguous set of coset representae
tives REP.

First, we choose a new alphabet I‘ as follows. For each state q € Q and each letter‘a € 2 ,
if 6(q,a) is defined, then we introduce a letter b”,  i.e.,

[‘ —_— {baa | q € Q, a_€ 2 such that 6(q,a)is  defined}.

Further, we define a homomorphism a : I“ —> E" through bw ‚_ 1°(q)a(1'(5(q,a)))‘1 for all
bw € I‘. By zu we denote the image a(I‘) C 2". We can establish the following properties
for Eu .

Lemma 5 .6  .

(a) 2JU C L(A) -

(b) (Zu) = (U), i.e.‚ for each u € (U), there is some 1; € I“ such that u 4—»?! a(v).

Proof.
(a) Let q € Q and a € 2 be such t'iat 6(q,a) = ql 6 Q. Then bw: € [‘, and a(bq‚„) =
"(11)‘1(T(5(41‚fll)))'l € EU- NOW

5(Qo‚r(11)a( f (5 (q‚a) ) ) ' l )  = 5(‘Io‚r(<1)a(r(q1))")

= 5(q‚a (r (q l ) ) ' l )

5 (q1 ‚ ( r (qx ) )“ ‘ )

: (IO,

i.e., a(bq'a) € L(A). Thus, zu  C L(A) Q (U).
(b) Let u € (U). At the end of Section A. we constructed a mapping al : (U) _» *R(U"‘) n
IRR(R) such that, for w € (U), w H}; 01(w). Since A)}(U‘) _C_ L(A), we may thus assume
without loss of generality that u € L(A).

We now describe a. function 'r : L(A) —> 1" such that, for all u € L(A), u <—>}'{ a(r(u)).
This will then prove our lemma. So let u = a l  - - -am € L(A) ,  a l ,  . . . , am € 2 .  Since u € L(A) ,
there is a path from qo to go with label u .  For i = 1,  . . . ,m  — 1 ,  let q; :=  6(qo,a1 - - -a,-). Then
6(q;,a,-+1) = (],—+1 for all i = 0 ,  1, . [ . ,m—2,  and 6(qm_1,am) = qo. Observe that this sequence
of states is uniquely determined by u, since A is a deterministic finite-state acceptor. We
define the word 7(a) € I“ as follows:

7(a )  :=  bqo .a1bq1 .az  ' ' “bw-ham-

Then

“ ( “ - ( “ ) )  = a(b90131b91va2  ' ' 'bvm—ham)

= (r(qo)al(r(q1))") ' (r(q1)a2(r(q2))") - ' '(T(qm-1)am(r(qo))")
(—6; 0.10.2 ' ' . am = u .

E]

Notice that the  above function r : L(A)  —-> I" i s  computable in polynomial time. Further,
by combining the three functions 01 : (U) —> L(A), 'r : L(A) —> I“, and a : I“ —> Ei, we can
rewrite each word it € (U) in polynomial time as a product of elements of EU.
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Finally, we define a string-rewriting system 5 on r. This system will consist of two 
subsystems 51 and 52, which are obtained as follLws:, 

51 := {bq,a - A I q E Q, a E E satisfying r{q)a 4---+il r(6(q,a»} 

and 
52 := {Tq(/) - Tq(r) I(/- r}E R, q E Q such that 6(q,/) is defined}. 

Here, for q E Q, Tq is the partial mapping Tq : E* '---+ f*, which is defined as foilows: 

- dom(Tq ) = {w E E* I e5(q,w) is defined}, and 

- for w =al' "am E dorn(Tq), (ab ... ,am E E), if qi:= 6(q,al" ·ai), i = 1, .. . ,m, then 
Tq(w) := bq,al bql ,a2" .. bqm_I,am' 

Thus, th~ mapping T ~ L( A) -+ f* considered in the proof of the previous lemma is 
identical to the mapping Tqo ' Obviously, I Tq(w) I= I w I for all q E Q and all w E dome Tq) 
Hence, 5 := 51 U 52 is a finite monadic string-rewriting system on f that is constructed in 
polynomial time from (E; R) and U. 

If bq,a E f, then 6(q,a) is defined and 6(6(q,a),a) = q, i.e., bp,a E f as well, where 
p == 6(q,a). Since (aa - A) ER, this implies that (Tq(aa) - A) E 52, Le., (bq,abp,a - A) E 52, 

. and analogously, (bp,abq~ - A) E 52. Thus" (f; 5) is indeed a group-presentation. We claim 
that (f; 5) is a presentation of the group (U). From tlYe proof of Lemma 5.6 we already know 
that a	 : f* -+ E* is a monoid-homomorphism from the free monoid f* onto the subgroup 
(U) of MR. 

L~mma 5.7 . For all (u - v) E 5, a(u) 4---+ 'R a(v), i. e., a induces a homomorphism from 
the group Ms pre~ented by (f; 5) onto the group (U). 

Proof. Letq E Q and a E E be such that h(q,a) is defined, and r(q)a --'R r(h(q,a», Le., 
(bq,a - A) E 51. Then 

a(bq,a) r(q)a(r(h(q,a»)-1 

--il	 r(h(q,a»'(r(h(q,a)r l 

.------+ R	 A 

a(A). 

Now, let q E Q anJ (l -+ r) E R be such that h(q, L) is defined, i.e., (Tq(I) -+ Tq(r» E 52' 
From the construction of A we know that 6(q,/) = h(q,r). Suppose that I = al" 'am 
(ab' .. ,am E E), and let qi:= h(q,al" ·ad, i = 1, .. . ,m. Then 

and hence, 

a(Tq(I» r(q)al( r(ql »-1 .r(qt}a2( r(qz»-1 ... r(qm-l )am(r(qm»-1 

--il r(q)al" .am(r(qm»-1 

= r(q)l(r(qm»-1 

--R r(q)r(r(qm»-I. 
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Finally, we define a string-rewriting system 5 on 'I‘. This system will consist of two
subsystems S] and S2, which are obtained as follows;

S1 ‚__. {bq‚a _, ‚\ | q € Q, a e 2 satisfying r(q)a (__.ä f (5 (q ‚a ) ) }

and
52 := {r„(l) _» r„(r) | (I —> r-)—€ R, q € Q such that ö(q,l) is defined}.

Here, for q € Q,  'rq is the partial mapping r„ : E" '—> I“,  which is defined as follows:

- dom(1'q) = {w € 2* | 6(q,w) is defined}, and

- for w = a l  - - -am € dom(rq) , (a1, .  . . , am  € 2) ,  if q.- :=  6(q,a1 - - -a,-), i = 1 , .  . . ,m ,  then
T.,(w) :=  bq‚a1bq1 .az"  ' 'q—1.am—

Thus, the mapping r : L(A) —-> I" considered in the proof of the previous lemma is
identical to the mapping 7%. Obviously, | ‘rq(w) | = |  w | for all q € Q and all w € dom(‘rq)
Hence, S :  = 51 U 32 is a finite monadic string- rewriting system on I‘ that is constructed m
polynomial time from (2 ;  R) and U.

; If bw € I‘, then 6(q,a) is defined and ö(6(q,a),ä) = q, i.e., b„„—‚ € I‘ as well, where
p = 6(q, a). Since (aä —» A) € R, this implies that (r.,(aä) —> A) € 5'2, i.e., (%.,i —> A) € 5'2,

' and analogously, (bp'abqja —> A) € 32. Thus, (I‘; S) is indeed a group-presentation. We claim
that (I‘; .S' ) is a presentation of the group (U). From the proof of Lemma 5.6 we already know
that a : I" —> 2“  is a monoid-homomorp‘hism from the free monoid I‘" onto the subgroup
(U) of MR.

Lemma 5 .7  . For all (u —> v) € S ,  a(u)  ‘—';z a(v), z'.e.‚ a induces a homomorphism from
the group Ms presented by (I‘; 5)  onto the group (U).

Proof. Let q € Q and a € E be such that 6 (q ,a ) '1s defined, and r(q)a <—>R 1-(6(q, a ) ) ,  1.e .. ,
(bq a —-> A) € 51. Then

d(bq‚a) = f(‘1)a(r(6(q‚a))) '1

<—»h r (6 (q ‚a ) ) - ( r (ö (q ‚a ) ) r ‘

.—>‘k ‚\

= a(A).

Now, let q € Q and (l —+ r) € R be such that 6(q,l) is defined, i.e., (111(1) —+ rq(r)) € 52.
From the construction of A we know that ö(q_,l) = 6(q,r). Suppose that l = a lu -am
((11,. . . , am € 2) ,  and let q,- :=  6(q,a1--  -a.-), i : 1 , . . . ,m .  Then

Tv“)  : bfhai %.a  ' ' ' q -hamv

and hence,

a(1'„(l)) = 7‘(‘1)fl1(7'(‘11))_1 ' "(‘11)412(7‘(112))"1 ' ' '7‘(Qm—1)amÜ‘ÜImD—l
H?! r (q )a1  ' ‘ ' am(r_ (qm))_ l

= T(‘1)1(T(41m))'1

<-—>n r(IJI)T(7‘(fIm))‘1-
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If r = ..\, then Tq(r) = ..\, and qm = h(q, I) = h(q, r) = h(q,..\) = q implying that 

O'(Tq(I» +----+jz r(q)r(r(qm»-l = r(q)(r(q»-l +----+jz ..\ = O'(Tq(r». 

If rE E, then Tq(r) = bq,r, and 

This completes the proof of Lemma 5.7. o 

It remains to show that the homomorphism a : Ms -+ (U) is injective. For this we need 
the following two technical lemmas. 

Lemma 5.8 . For all U E L(A), ifu -----+R v, th'!n T(U) -----+S2 T(V). 

Proof. Let U E L(A) he such that U -----+R v. Then v E L(A), and u = xly -----+ xry = v 
for some x, y E E- and (I ---.. r) E R. Since u E L( A), there are states ql, ql E Q such that 
<5(qo:x) = ql, 6(ql,l) = q2 = <5(ql,r), and <5(q2'Y) = qo· Hence, the rule (TqJ(I),-+ TqJ(r» 
belongs to 52, and so 

o 

From Lemma 5.8 we immediately get the following consequence, since O'(r-) ~ L(A). 

Corollary 5.9 . For all w E r-, if 0'( w) +----+'R ..\, then T( 0'( w» -52 ..\. 

Lemma 5.10 . For all bq,a E r, T(a(bq,a» -----+5 bq,a.
1 

Proof. Let bq,a E r, and let P = h(q,a). Then O'(bq,a) = r(q)a(r(p»-l. Suppose that r(q) = 
al···am and (r(p»-l = CI"'Cn (ai,Cj E E). For i = 1, . .. ,m -1, let qi = <5(qo,al· .. ai), 
and, for j = 1, .. . ;n -1, let Pj = <5(P,CI' ··Cj). Then 

T(al" ·amacl·· ·en) 

= bqO,al bql ,a2 ... bqm_J,am . bq,a . bp,Cl ... bpn_J,cn' 

Since r(q) = a'l .. 'am E REP, we have r(qd = al" 'ai, i = 1, ... , m - 1, by Lemma 5.5. 
Hence, for each i E {O, 1, ... , m - I}, r(qdai+l = al" ·aiai+l = r(qi+d (where qm = q), and 
therefore, (bqi,ai+l -+ ..\) E 51 for all i E {O, 1, ... , m-I} . Further, since (r(p»-1 =Cl •.. Cn, 
we have rep) = cn .•• Cl' Again by Lemma 5.5 this gives r(pj) = Cn .•. Cj+b j = 1, ... , n - 1. 
Hence, for each j E {O, 1, ... , n - 1}, r(pj) = r(pj+t}cj+t (where P = Po and qo = Pn), and 
therefore, r(pj)cj+t +----+jz r(pj+d = r(h(pj,cj+t» implying that (bp},Cj+l -+ ..\) E 51 for all 
jE{O,1, ... ,n-1}. Thus, 

o 

Combining Lemmas 5.7,5.8, and 5.10 we can now derive the following result. 
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n r = A, then r„(r) = A, and qm = 6(q,l) = 6(q,r) = 6(q, A) = q implying that
0(Tq( l ) )  H72 r(¢1)r(r(¢1m))'1 = "(¢I)("(<I))'l ‘—*i'2 Ä = 0(Tq( r ) ) -

If r e 2, then „(r) = bw, and
a(Tq( r ) )  = “(bq.r) = f(q)r("(5(af1fl ')))'1 = r(¢1)r("('qm))'1 <_.;, a[ (mm)-

This completes the proof of Lemma 5.7. Cl

It remains to show that the homomorphism a : Ms —> (U) is injective. For this we need
the following two technical lemmas.

Lemma 5.8 . For all u € L(A), i fu  —»R 1), then 1'(u) —>32 7(0).

Proof. Let u € L(A) be such that u ——->R 1). Then !) € L(A), and u = zly -—-> zry = 1;
for some x‚y € 2 '  and (I —— r) € R. Since u € L(A), there are states q1,q2 € Q such that
6(qol.r) = q], 6(q1,l)  = (12 = 6(q1,r), and 6(q2,y) : qo. Hence, the rule (Tq‚(l)‚——> rq1(r))
belongs to  $2, and so

7(a )  : T40(Z)Tq1( l )742 (y )  _és q (z )q (T)Tq2(3 / )  : 7 (0 ) -

From Lemma 5.8 we immediately get the following consequence, since a(l"") g L(A).

Corollary 5.9 . For all w € I", ifa(w) <——>'h ‚\, then r(a(w)) _»;2 A.

Lemma 5.10 . For all bwl € I", T(a(bq‚a)) __»;l bq'a.

Proof. Let b“  € I‘, and let p = 6(q,a). Then a(bq‚„) : r(q)a(r(p))‘1. Suppose that r(q) =
al oma,"  and (r(p))'1 : Cl  . . .cn (a,-‚Cj € 2) .  For i = 1, .  . . ,m  — 1, let q,- = 6(qo,a1 -~a,-),
and, forj  = 1, . . . , -n — 1, let pj = 6(p,c1 - wei ) .  Then

T(a(bq‚a ) )  : 7 ( a1  ‘ ‘ “amacl  ' ' 'Cn)

: bqombqhaz  ' ' ' q -ham ' bw! ' bmcn  ' ' ' a—1‚c„ -

Since r(q) : 0.} - - -am € REP,  we have r(q‚- = a1  ---a,~, i = 1 , . . . ,m  — 1, by Lemma 5.5.
Hence, for each i € {0, 1, . . . ,  m — 1}, r(q,-)a,-+1 = a1 - - «a.-ag“ = r(q‚-+1) (where qm = (1), and
therefore, (bqhai+1 —> A) € $1 for all i € {0, i ,  . . . ,m  —— 1}. Further, since (1'(p))'1 = c1 - - -c„,
we have r(p) = E„ - - ~61. Again by Lemma 5.5 this gives 1—(pj): 6,, - - -éj+1, j = 1,  . . . , n  — 1.
Hence, for each j € {0 ,1 , .  . . , n  — 1} ,  r(p‚—) = r(pj+1)öj+1 (where p = po and qo = p„)‚ and
therefore, r(pj)c‚'+1 <—->"R r(p_,~+1) = r(6(pj,cJ-+1)) implying that (bpjvcj,H —> A) € 5'1 for all
j € ‚ {0 ,1 , . . . , n  -— 1}. Thus,

*7 ' (a (bq .a ) )  : bqombqnflz  ' ' 'm—1‚am ' bw! ' blue: ' ' "’n—hc" —’Sl  btw-

I

Combining Lemmas 5.7, 5.8, and 5.10 we can now derive the following result.
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Theorem 5.11 . (f; S) is a finite monadic presentation of the group (U). 

Proof. Because of Lemma 5.7 it remains ,to prove that, for all w E f*, if a(w) +--+RA, then 
w +--+s A. So let wE f* be such that a(w) +--+'R A. Then T(a(w» -~ A by Corollary 
5.9, and by Lem:.la 5.10 w +--SI T(a(w». Thus, w +--+5 A, Le., thebomomorphism a from 
Ms onto (U) is injective, which means that (r; S) is in fact a presentation of the group (U). 

o 

It is easily seen from the proof of Theorem 5.11 that the string-rewriting system S will in 
general not he A-confluent. Thus, it remains to transform S into an equivalent finite monadic 
system that is A-confluent. However, before continuing with this transformation, an example 
is in order. The following example is extremely simple; however, it suffices to illustrate the 
construction of a presentation for (U) described so far. 

Exampk 5.12. Let 

E = {a,a,b} and R = {aa --;. A,aa --;. A,b2 --;. A,bab --;. a,bab --;. alaba -'-+ b,aba --;. b}. 

Then R is a monadic and A-confluent system, and hence, the group G presented by (E; R) is 
context-free. Let U = {a 2 ,ab,a2 ,ba}. Using Construction 5.1 we get the following dfsa A: 

a,a,b 

a,a,b 

By taking a < a < b, we obtain r( qo) = A and r(qd = a, and 

To simplify the notation we just write f as r = {bt, b2 , b3 , b4 , bs, b6 }. Further, we get 

and 

S2 =	 {bIbs --;. A, b2b4 --;. A, b3b6 --;. A, 

b3b4b3 --;. b2 ,b3bsb3 --;. bl ,bl b6bt --;. b3 , 

b2b6b2 --;. b3 , b4b2 --;. A, bsbl --;. A, 

b6b3 -+ A,b6bl b6 --;. bs,b6b2 j 6 --;. b4 , 

b4b3b4 --;. b6 ,bsb3bs -+ b6 }. 

Thus, (f; SI U S2) is a finite monadic presentation of (U), which, however, is aot A-confluent, 
since b~ ""-SA, but b~ is irreducible mod S. 
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Theorem 5 .11  . (I‘; S)  is a finite monadic presentation of the group (U).

Proof. Because of Lemma 5.7 it remains .to prove that, for all w E I‘' ,  if a (w)  <—>;‚ ‚\, then
w «_»; A. So let m € I" be such that a(w) <——>;; A. Then r(a(w)) “_2'9, ‚\ by Corollary
5.9, and by Lemma 5.10 w 4—31 r(a(w)).  Thus, w «_»; A, i.e.‚ the  homomorphism a from
Ms 'onto (U) is injective, which means that (1‘; S )  is in fact a presentation of the group (U).

.' D

It is easily seen from the proof of Theorem 5.11 that the string-rewriting system S will in
general not be A-confluent. Thus, it remains to transform S into an equivalent finite monadic
system that is A-confiuent. However, before continuing with this transformation, an example
is in order. The following example is extremely simple; however, it suffices to illustrate the
construction of a presentation for (U)  described so far.

Example 5 .12  . Let

2 = {a,ä‚b} and R = {ad —-> ‚\‚äa —> ‚ \‚b2 _. ‚ \ ‚bab  —> ä,bäb —-> a,_aba —‘+ b,äbä —> b}.

Then R is a monadic and A-confiuent system, and hence, the group G presented by (2 ;  R) is
context-free. Let U = {a2‚ab‚ä2,bä}. Using Construction 5.1 we get the following dfsa A:

\

By taking a < & < b, we obtain r(q0) = A and r(q1) = a ,  and '

I‘ = {qmbqoj,bq°‚b‚tmbqhmbqhb}.

To simplify the notation we just write I‘ as I‘ = {bh  b2,b3,b4,b5,b6}. Further, we get

S; = {bl —> ‚ \ , b5  —> A},

and ‘

52 = {b1b5 —-> Ä,bgb4 —> /\,b3b6 —> ‚\,
[1354173 —* 52,535553 —' blab lb l  "> 53 ,

bgbsbg —> b3,b4b2 —> z\,b5bl --> Ä,
b6b3 —* Ä,  b6b1b6 -* b5»beb256 ** 174,

b4b3b4 —-> be, 6563115 —> b6}.

Thus, (I“; 51 U 52) is a finite monadic presentation of (U), which, however, is not A-confluent,
since bg <———>§ )\, but bg is irreducible mod S. Cl
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Let (f; S) be the presentation of the subgroup (U) constructed above. We define another 
string-rewriting system S on f by taking S := S U S3, where S3 contains all the rules of the 
form (Xl" 'X m - r) such that Xl" 'Xm i= A, and (UOXIUI" 'XmUm - r) E S2 for some 
Uo, UI, ... , Um E f* satisfying Uj ---+5 A,i =0,1, ... , m.

1 

Lemma 5.13 . The system S is eq..livalent to S, and S is A-confluent. 

Proof. If (uxv -+ r) E S2 and X ---+5
1 

A, then clearly 
. 
uv +--+5 r. Thus, Sand S are 

equivalent, Le., they define the same Thue congruence on f*. 
To prove that S is A-confluent, we need the following observation. 

Claim. Let (1- b) E S2 with bE r. If I ---+5
1 

A, then (b - A) E SI' 
Proof. Ifl--+51 A, then b +--+5 A, and hence, a(b) = r(q)a(r(8(q,a)))-1 +--+h A by Lemma 
5.7, where b = bq,a is taken. Thus, r(q)a +--+h r(8(q,a)), which yields (b - A) E SI. 0 

Now let w = bl •.• bm E f+ be such that w +--+5 A. Then 

for some words UO,UI"",Um E f* satisfying Uj ---+5 A, i = O,I, ... ,m (cf. the proof of 
1 

Theorem 5.11). If a rule (Uj_IajUj" .ajuj - r) E S2 is applied to r(a(w)), where i ~ j, 
Uj-l =U~_IUj-t and Uj = ujUj, then the rule (aj···aj - r) is in S3. If a rule (1- r) E S2 
is applied within one of the factors Ui, then either r = Aor (r - A) E SI by the above claim, 
Le., no letter b satisfying b f--+ SI A is introduced here. Thus, using the appropriate rules of 
S2 U S3 we can construct a reduction w --+~ A that is essentially parallel to the reduction 

r(a(w)) --+52 A. Hence, for all w E f*, if w +--+:§ A, then w ---+:§ A, Le., S is indeerl 
A-confluent. 0 

The system S may not be noetherian, since it may contain "cycles" of the form 

with bl , ... , bm Er. For example, the system Sobtained from the system S of Example 5.12 
contains the rules (b3 - b6 ) and (b6 -> b3 ). However, if > is a fixed linear ordering on the 
alphabet r, then we can orient each rule of S according to the induced length-lexicographical 
ordering on r*. If we also replace each letter b in the rules (L -> r) E S with I I I~ 2 
by the smallest letter b' such that b ---+:§ b', then the resulting finite monadic system S' is 
noetherian, and it is still A-confluent. . 

A string-rewriting system T is called normalized, if, for each rule (I - r) E T, the 
right-hand side r is irreducible, and no rule from T - {I - r} is ;tpl'licable to I. In [14] 
an algorithm REDUCE-SYSTEM is presented that, given a finite string-rewriting system 
Tt on E and an admissible well-ordering> on E* as input such that I > r holds for each 
rule (I -+ r) E Tb constructs a finite normalized system T2 that is equivalent to Tb and 
that still satisfies I > r for all its rules. In particular, if Tt is monadic, then so is T2 , and 
if Tt is A-confluent presenting a group, then T2 is also A-confluent. Thus, we could apply 
the algorithm REDUCE-SYSTEM to the string-rewriting system S' using the fixed length­
lexicographical ordering to obtain a finite, monadic, and A-confluent system T such that T 
is normalized, and (f; T) is a presentation for the group (U). However, the steps leading 
from the systl'm S = SI U S2 to S = 5 U 53 to S' are already part of this also.ithm. Thus, 
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Let (I‘; S )  be the presentation of the subgroup (U) constructed above. We define another
string-rewriting system S on I‘ by taking S :  = S U Ss, where S3 contains all the rules of the
form (211-- zm —-> r )  such that z1--:1:m # A, and (nox lu l -  -z„,u„. —> r )  € 52 for some
110,11], . . . ,  um € I“ satisfying u,- —»_'(‚:1 A, "i = 0 ,  1 ,  . . . ,m .

Lemma 5 .13  . The system S is equivalent to S ,  and S is A—confluent.

Proof. If (uzv —> r) € S2 and :1: —>§1 A, then clearly_uv «_»; r. Thus, S and S are
equivalent, i.e., they define the same Thue congruence on I“.

To prove that S is A-confluent, we need the following observation.

Claim. Let (!  ——> b) € S; with be  l". I f !  —'Sl A, then (b —> A) € SI.
Proof. I f l  ——>sl A, then b <—>s A, and hence, a (b ) -— r(q)a(r(6(q,a)))' <—>‘;; A by Lemma
5. 7 where b — b„ a is taken. Thus, r(q)a ‘_’R r(6(q,a)), which yields (b —> A) € SI. U

Now let w = b1 - - ‘bm € F+ be such that 11) 4—3 A. Then

w = bl  . . 'bm <-——§l T (a (w) )  : "Oblul . . ’bmum __.,'§2 ‚\

for some words uo,u1,. . .,u,,, € I“ satisfying u.- ——+§1 A, i = 0, 1 , .  . . ,m  (cf. the proof of
Theorem 5.11). If a rule (fig_1aiug--'aju; —-> r) € 32 is applied to r(a(w)),  where i S j ,
m.;  : uf_1ü;_1 and u, = uS-fij, then the  rule (a,-- - «11' —> 1‘) is in  33. If a rule ( l  -> r )  € S2
is applied within one of the factors u„  then either r = A or ( r  ——> A) € 51 by the above claim,
i.e., no letter b satisfying b ‚(_-+51 A is introduced here. Thus, using the appropriate rules of
52 U 53 we can construct a reduction w —>; A that is essentially parallel to the reduction
r (a (w) )  —>_";2 A. Hence, for all w € I“ ,  if w _»; A, then zu —>; A, i.e., S is indeed
A-confluent. D

The system S may not be noetherian, since it may contain “cycles” of the form

(bl —»'bz)‚(bz —» b3) ‚ . . . ‚ (bm-1  _» bm)‚(b„ —» b1) 6 3
with bl,  . . . , bm € I‘. For example, the system S obtained from the system S of Example 5.12
contains the rules (b3 ——+ b6) and (be ——> b3). However, if > is a fixed linear ordering on the
alphabet F, then we can orient each rule of S according to the induced length-lexicographical
ordering on I“. If we also replace each letter b 1n the rules (I —> T) € S with | I |>  2
by the smallest letter b’ such that b —>"- b’, then the resulting finite monadic system S’ 15
noetherian, and it  is still A- confluent.

A string-rewriting system T 18 called norm‘alized, if, for each rule (I ——> r )  € T,  the
right-hand side 1' is irreducible, and no rule from T — { l  —> r }  is applicable to I. In [14]
an algorithm REDUCE-SYSTEM is presented that, given a finite string-rewriting system
T; on )3 and an admissible well-ordering > on 2‘ as input such that I > r holds for each
rule (I —> T) € T1, constructs a finite normalized system T2 that is equivalent to T1, and
that still satisfies 1 > 1- for all i ts  rules. In particular, if T1 is  monadic, then so is  T2, and
if T1 is A-confluent presenting a group, then T2 is also A-confluent. Thus, we could apply
the algorithm REDUCE-SYSTEM to  the string-rewriting system S’ using the fixed length-
lexicographical ordering to  obtain a finite, monadic, and A- confluent system T such that T
is  normalized, and (I‘; T) is a presentation for the group (U) .  However, the steps leading
from the system S:  51 U 52 to  S :  S U 53 to S’ are already part of this algorithm. Thus,
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6 

simply by fixing a linear ordering on f, and by applying the algorithm REDUCE-SYSTEM 
to the string-rewriting system S using the induced length-lexicographical ordering we obtain 
a system T in polynomial time that has all these properties. Hence, we have the .following 
result. ' 

Theorem 5.14 . Given a finite group-prest.,.lation (Ej R) such that R is monadic ar:.d .x­
confluent, and a finite subset U C E*, a group-presentation (fj T) for the subgroup (U) of MR 
can be constructed in polynomial time such that T is monadic, normalized, and .x-confluent. 
In addition, we get a rewriting process T : (U) -+- f* that rewrites each word U E (U) in 
polynomial time into a corresponding word in the new generators. 

We conclude with our example. 

Example 5.12 (continued). Since SI = {bl -+- A, b5 -+- A}, the algorithm REDUCE­
SYSTEM applied to S = SI U .ch yields the following system 

T = {b l -+- A, b5 -+- A, b6 -+ b3 , 

b2b4 -+- A, b4b2 -+- .x, b5 -+- A, 

b3b4b3 -+- b2,b3b2b3 -+- b4 , 

b2b3b2 -+- b3 ,b4b3b4 -+- b3 } 

proving that MR is isomorphic to its proper subgroup (U).	 o 

Conelusion 

The class of finitely presented polycyclic groups is exactly the class of groups that can be 
presented by finite (confluent) PCP2-presentations. Each finitely generated subgroup of such 
a group is itself polycyclic, and hence, it can also be presented by" group-presentation of this 
particular form. Exploiting results of [22] on the construction of prefix-rewriting systems ~hat 

solve the generalized word problem in polycyclic groups, we have shown how to effectively 
derive a finite confluent PCP2-presentation for a finitely geAerated subgroup of a polycyclic 
group. 

The class of context-free groups coincides with the class of groups that can be presented 
through finite, monadic, and A-confluent group-presentations. Since each finitely generated 
subgroup of a context.free group is itself context-free, it can also be presented through a 
group-presentation of this particular form. Here we have described a construction that, given 
a finite, monadic; and A-confluent group-presentation (E; R) and a finite subset U C E*, 
yields a presentation of this very form for the subgroup (U) of MR in polynomial time. This 
construction consists of three major steps: 

1.	 From (E;R) and U, a dfsa A = (Q,E,qo,o, {qo}) is constructed such that LlR(U*) ~ 

L(A) ~ (U). Here the fact that the system R is monadic plays a crucial role. 

2.	 From the dfsa A a finite monadic group-presentation (f; S) for the group (U) is ob­
tained. This part is to a large extent the rewriting process of Reidemeister and Schreier. 
For it to work properly it is crucial that, for each lett€:- a E E, there exists an inverse of 
length one, Le., that we have a groujl-presentation, and that the system R is A-confluent. 

3.	 Through the process of normalization we finally get a finite, monadic, and A-confluent 
group-presentation (f; T) for (U) from (f; S). Here the fact that R is A-confluent is 
again exploited. 
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simply by fixing a linear ordering on F, and by applying the algorithm REDUCESYSTEM
to the string-rewriting system S using the induCed length-lexicographical ordering we obtain

‚a  system T in polynomial time that has all these properties. Hence, we have thefollowing
result. '

Theorem 5 .14  . Given a finite group-presentation (E;R) such that R, is monadic and ‚\-
confluent, and a finite subset U C E“, a group-presentation (I‘; T)  for the subgroup (U) of MR
can be constructed in polynomial time such that T is monadic, normalized, and A-confluent.
In addition, we get a rewriting process ‘r : (U) —-> I“ that rewrites each word u € (U) in
polynomial time into a corresponding word in the new generators.

We conclude with our example.

Example 5 .12 (continued). Since $1 = {bl —+ A,b5 ——> A}, the algorithm REDUCE-
SYSTEM applied to  3 = S, U 52 yields the following system

T = {bl —+ ‚ \ , b5  -—> z\,b6 -+ b3,

b2b4 —> /\,b4b2 —> ‚\,bä —> z\‚

' 535453 “* 52 ,  535253 —* b4 .

bzbabz —> 53.545354 -* be}

proving that MR is isomorphic to its  proper subgroup (U) .  D

6 Conclusion

The class of finitely presented polycyclic groups is exactly the class of groups that can be
presented by finite (confluent) PCP2-presentations. Each finitely generated subgroup of such
a group is itself polycyclic, and hence, it can also be presented by a group—presentation of this
particular form. Exploiting results of [22] on the construction of prefix—rewriting systems that
solve the generalized word problem in polycyclic groups, we have shown how to  effectively
derive a finite confluent PCP2-presentation for a finitely generated subgroup of  a polycyclic
group. '

The class of context-free groups coincides with the class of  groups that can be  presented
through finite, monadic, and A-confiuent group-presentations. Since each finitely generated
subgroup of a context-free group is itself context-free, it can also be presented through a
group-presentation of this particular form. Here we have described a construction that, given
a finite, monadic; and A-confluent group-presentation (E ;R )  and a finite subset U C 2" ,
yields a presentation of this very form for the subgroup (U) of M R in polynomial time. This
construction consists of three major steps: ‘

1. From (Z; R) and U, a dfsa A = (Q,E,qo, 6, {qo}) is construCted such that AHU") g
L(A) ; (U) Here the fact that the system R is monadic plays a crucial role.

2. From the dfsa A a, finite monadic group-presentation (I‘;S) for the group (U) is ob-
tained. This part is to  a large extent the rewriting process of Reidemeister and Schreier.
For it to  work properly it is crucial that, for each letter a € 2 ,  there exists an inverse of
length one,  i.e., that we have a group-presentation, and that the system R is A-confluent.

3 .  Through the process of normalization we finally get. a finite, monadic, and A-confluent
group-presentation (DT)  for (U) from (RS). Here the fact that R is A-confluent is
again exploited.

24
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Since the context-free groups are just the finite extensions of free groups, they can also be 
presented through finite string-rewriting systems that are noetherian and confluent [4]. Unfor­
tunately, no syntactic characterization for those finite, noethenan, and confluent systems that 
present context-free groups is known at this time; however, we do know that finite, length­
reducing, and con~uent systems do not suffic2 [15]. Accordingly, it is not known whether 
there is a general method to construct a finite, noetherian, and confluent presentation for 
(U) from the set U and a presentation 'of this form for a context-free group. However, in 
his doctoral dissertation Kuhn presents constructions of this form for certain classes of finite, 
length-reducing, and confluent presentations of groups [9]. 

A monadic string-rewriting system is called two-monadic if I I I= 2 holds for each 
rule (I -+ r). A group G can be presented by a finite, two-monadic, and confluent group­
presentation if and only if G is a plain group, Le., G is isomorphic to the free product of a free 
group of finite rank and finitely many finite groups [2]. The class of plain groups is also closed 
under taking finitely generated subgroups. Applied to a group-presentatiun of this form and 
a finit~ set U our construction yieldti a presentation of the same form for the subgroup (U). 
If we start with a finite, monadic, and (A-) confluent monoid-presentation of a group G, Le., 
if we do not have inverses of length O'le for all the given generators, then our construction can 
be adopted to still give a finite monadic presentation for the subgroup (U) generated by a 
given finite set U, but we have not yet found a way to always get a presentation for (U) that 
is (A-) confluent. Only in case R is a confluent system that is special, Le., each rule is of the 
form (1-+ A), a presentation of the same form for (U) can always be obtained [9]. However, 
presentations of this form have just enough expressive power to present those groups that are 
isomorphic to free products of finitely many finite or infinite cyclic groups [7]. 

Finally, in [9] Kuhn describes a construction of a dfsa A for the set of descendants ~R(U*) 

from a finite, length-reducing, and confluent group-presentation (E; R) and a finite set U C 
E*. He proves that this construction terminates whenever the set ~R( U*) is regular; however, 
it is still an open conjecture that the sets of this form are ;l.lways regular in this setting. In 
case the construction terminates a finite length-reducing presentation for the subgroup (U) 
can be obtained from A as in our construction, but in general the process of normalization 
does not suffice to transform this presentation into a finite, length-reducing, and confluent 
one. Thus, with respect to the problem of constructing presentations of finitely generated 
subgroups, the class of finite, monadic, and A-confluent group-presentations is particularly 
well-behaved. 
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Since the context-free groups are just the finite extensions of free groups, they can also be
presented thrOugh finite string-rewriting systems that are noetherian and confluent [4]. Unfor-
tunately, no syntactic characterization for those finite, noetherian, and confluent systems that
present context-free groups is known at this time; however, we do know that finite, length-
reducing, and confluent systems do not  suffice [15]. Accordingly, i t  is not known whether
there is a general method to construct a finite, noetherian, and confluent presentation for
(U) from the set U and a presentation "of this form for a context-free group. However, in
his doctoral dissertation Kuhn presents constructions of this form for certain classes of finite,
length—reducing, and confluent presentations of groups [9].

A monadic string—rewriting system is called two-monadic if | I | =  2 holds for each
rule (l  —-+ r ) .  A group G can be presented by a finite, two-monadic, and confluent group-
presentation if and only if G is  a plain group,.i.e., G is  isomorphic to  the free product of  a free
group of fini te  rank and finitely many finite  groups [2]. The class of plain groups is  also closed
under taking finitely generated subgroups.  Applied to  a group-presentation of th is  form and
a finite set U our construction yields a presentation of the same form for the subgroup (U).
If we start  with a finite, monadic, and (X)  confluent monoid-presentation of a group G,  i.e.,
if we do not  have inverses of length one  for all t he  given generators, then our  construction can
be adopted to  still give a finite monadic presentation for the subgroup (U) generated by a
given finite set U, but we have not yet found a way to  always get a presentation for (U) that
is (‚\-) confluent. Only in case R is a confluent system that is special ,  i.e., each rule is of the
form (1 —> A), a presentation of the same form for (U) can always be obtained [9]. However,
presentations of this  form have just  enough expressive power t o  present those groups that  are
isomorphic t o  free products  of finitely many finite  o r  infinite cyclic groups [7].

Finally, in [9] Kuhn describes a construction of a dfsa A for the set of descendants A*R(U*)
from a finite, length-reducing, and confluent group-presentation (E; R) and a finite set U C
2" .  He proves tha t  this  construction terminates  whenever t he  set  AHU" )  is regular; however,
i t  is still an open conjecture tha t  t he  se ts  of th is  form are always regular in this  set t ing.  In
case the  construction terminates a finite length—reducing presentation for t he  subgroup (U)
can be  obtained from A as in ou r  construction, bu t  in general t he  process of normalization
does not suffice to  transform this presentation into a finite, length-reducing, and confluent
one.  Thus ,  with respect t o  t he  problem of constructing presentations of finitely generated
subgroups, the class of finite, monadic, and A-confluent group-presentations is particularly
well-behaved.
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