
Fa
ch

be
re

ic
h 

In
fo

rm
 at

ik

SE
KI

 
- 

R
E

 P 
R

T 
Un

ive
rsit

ät K
ai

se
rs

la
ut

er
n

D
—

67
66

3 K
ai

se
rs

la
ut

er
n

31
’ 

Z
F“

! 
g

o
5

2
°”

_
n

O
G

E
N

E
:

g
r?

 
=

u
'

m
a

“ :
im

g)
; 

L 
'

?
?

:g
8

5
°1

3
“,

 
h

2 
u 

"P

gg
 

0
:3

5
 

rr
((

M
‘

" 
"’ 

W
EZ

-J
“ 

n





On Gr6bner Bases in Monoid and Group Rings 

Klaus Madlener
 
Birgit Reinert
 

Fachbereich Informatik, UniversiUit Kaiserslautern
 

W-67653 Kaiserslautern, Germany
 

email: madlener@informatik.uni-kI.de.reinert@informatik.uni-kI.de
 

Abstract 

Following Buchberger's approach to computing a Grobner basis of a poly
nomial ideal in polynomial rings, a completion procedure for finitely generated 
right ideals in Z[H] is given, where 1t is an ordered monoid presented by a finite, 
convergent semi-Thue system (E, T). Taking a finite set F S;; Z[1t] we get a 
(possibly infinite) basis of the right ideal generated by F, such that using this 
basis we have unique normal forms for all p E Z[1t] (especially the normal form 
is 0 in case p is an element of the right ideal generated by F). As the ordering 
and multiplication on H need not be compatible, reduction has to be defined 
carefully in order to make it Noetherian. Further we no longer have p . x ----'p 0 
for p E Z[1t] , x E 1t. Similar to Buchberger's s-polynomials, confluence criteria 
are developed and a completion procedure is given. In case T =0 or (E, T) is a 
convergent, 2-monadic presentation of a group providing inverses of length 1 for 
the generators or (E, T) is a convergent presentation of a commutative monoid , 
termination can be shown. So in this cases finitely generated right ideals admit 
finite Grobner bases. The connection to the subgroup problem is discussed. 
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Following Buchberger’s approach to computing a Gröbner basis of a poly-
nomial ideal in polynomial rings, a completion procedure for finitely generated
right ideals in Z[H] is given, where H is an ordered monoid presented by a finite,
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basis we have unique normal forms for all 19 € Z['H] (eSpecial the normal form
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are developed and a completion procedure is given. In case T = (ll or ()3, T)  is a
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1 Introduction 

The theory of Grobner bases for polynomial ideals in commutative polynomial rings 
over fields K[Xl, ... , Xn] was introduced by Buchberger in 1965 [Bu85]. It established 
a rewriting approach to the theory of polynomial ideals. A Grobner basis G is a 
generating set of a polynomial ideal such that every polynomial has a unique normal 
form using the polynomials in G as rules (especially the polynomials in the ideal reduce 
to zero). Buchberger gave a terminating procedure to transform a generating set of 
polynomials into a Grobner basis of the same ideal. .In case we have a finite Grobner 
basis many algebraic questions concerning polynomial ideals become solvable, e.g. the 
membership problem or the congruence problem. Authors as Buchberger, Kandri
Rody, Kapur, Lauer, Stifter and Weispfenning extended this theory to other coefficient 
rings as the integers, Euclidean rings or regular rings [Bu83, BuS5, KaKa84, KaKa88, 
La76, St85, We87]. Recently there have been some attempts to expand these ideas 
to non-commutative polynomial rings, which are in general non-Noetherian. Take for 
example Z[H] where H is the free monoid presented by I: = {a, b, c}, T = 0. Then the 
corresponding (right-, left-) ideals generated by {abic- bi liE N} do not have a finite 
basis. Authors as Mora, Baader, Kandri-Rody and Weispfenning have investigated the 
situation for special non-commutative polynomial rings, e.g. the ring R (Xl, ... ,xn), 
where R denotes a field in [MoS5] or the integers in [Ba89], and algebras of solvable 
type as introduced in [KaWe90] or skew polynomial rings as introduced in [We92]. 
They have shown that in these cases finitely generated right ideals (or even ideals) 
admit finite Grobner bases. These approaches have in common that their orderings are 
monotone with respect to multiplication on the respective structure: if t l > t 2 then 
t l . X > t 2 • x. The results of Baader and Mora can be described using the ring R[H], 
where H is the free monoid presented by I: = {Xl"," Xn}, T = 0. The main idea 
of this paper is to generalize these approaches to monoid rings R[H], where H is an 
ordered monoid presented by a finite, convergent semi-Thue system (I:, T). . 
In the next section the basic definitions of monoid rings R[H] and some examples are 
given. Section 3 discusses how polynomials can be used as rules. Different definitions of 
reduction together with their properties and (dis-)advantages are given. Since ordering 
and multiplication on H need not be monotone, one main lack of our reduction is that 
p . X, where p E Z[H], X E H, need not be reducible to zero by p. In section 4 the 
concept of saturation is introduced, which gives a solution to this problem. Section 5 
gives an algorithmic approach to this concept. We end up with (possibly infinite) sets 
of polynomials, which allow us to reduce p' X to zero. Saturating sets in general are no 
Grobner bases, i.e. the reduction induced by them need not be confluent. In section 6 
a confluence test is developed using a concept similar to Buchberger's s-polynomials. 
A procedure is provided, which takes a finite set F ~ Z[H] and produces a (possibly 
infinite) Grobner basis of the right ideal generated by F, such that using this basis 
we have unique normal forms for all p E Z[H], and the normal form is 0 in case p 
belongs to the right ideal generated by F. The procedure can be shown to terminate 
in case T = 0 or (I:, T) is a convergent, 2-monadic presentation of a group providing 
inverses of length 1, so in this case finitely generated right ideals admit finite Grobner 
bases, even if the monoid ring is non-Noetherian. The class of groups presented by 
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1 Introduct ion

The theory of Gröbner bases for polynomial ideals in commutative polynomial rings
over fields K[:z:1,.. .,xn] was introduced by Buchberger in 1965 [Bu85]. It established
a rewriting approach to the theory of polynomial ideals. A Gröbner basis G is a
generating set of a polynomial ideal such that every polynomial has a unique normal
form using the  polynomials in G as rules (especially the polynomials in the ideal reduce
to  zero). Buchberger gave a terminating procedure to  transform a generating set of
polynomials into a Gröbner basis of the same ideal. , I n  case we have a finite Gröbner
basis many algebraic questions concerning polynomial ideals become solvable, e.g. the
membership problem or the congruence problem. Authors as Buchberger, Kandri—
Rody, Kapur,  Lauer, Stifter and Weispfenning extended this  theory to  other coefficient
rings as the  integers, Euclidean rings or regular rings [31183, Bu85, KaKa84, KaKa88,
La76, St85, We87]. Recently there have been some attempts to  expand these ideas
to non—commutative polynomial rings, which are in general non—Noetherian. Take for
example Z[’H] where ’H is the free monoid presented by E = {a,  b, c}, T = @. Then the *
corresponding (right—, left—) ideals generated by {ab‘c-w bi I i E N} do not have a finite
basis. Authors as Mora, Baader, Kandri-Rody and Weispfenning have investigated the
situation for special non—commutative polynomial rings, e.g. the ring R (3:1, . . . , xn),
where R denotes a field in [M085] or the integers in [Ba89], and algebras of solvable
type as introduced in [KaWeQO] or skew polynomial rings as introduced in [W692].
They have shown that in these cases finitely generated right ideals (or even ideals)
admit finite Gröbner bases. These approaches have in common that  their orderings are
monotone with respect to  multiplication on the respective structure: if t l  > t2 then
t l  - :1: > tz - :::. The results of Baader and Mora can be described using the ring R[’H],
Where 'H is the free monoid presented by E = {3:1, . . .,:1:,.,},T = @. The main idea
of this paper is to generalize these approaches to monoid rings R[’H], where H is an
ordered monoid presented by a finite, convergent semi—Thue system (2 ,  T ) .  '
In the next section the basic definitions of monoid rings EFH] and some examples are
given. Section 3 discusses how polynomials can be Used as rules. Different definitions of
reduction together with their properties and (dis—)advantages are given. Since ordering
and multiplication on “H need not be monotone, one main lack of our reduction is that
p -  J:, where p E Z[’H],a: € ’H, need not be reducible to zero by p. In section 4 the
concept of saturation is introduced, which gives a solution to this problem. Section 5
gives an algorithmic approach to this concept. We end up  with (possibly infinite) sets
of polynomials, which allow us to reduce p - ::: to zero. Saturating sets in  general are no
Gröbner bases, i.e. the reduction induced by them need not be confluent. In section 6
a confluence test is developed using a concept similar to Buchberger’s s—polynomials.
A procedure is provided, which takes a finite set F Q Z[’H] and produces a (possibly
infinite) Griibner basis of the right ideal generated by F ,  such that using this basis
we have unique normal forms for all p € Z[’H], and the normal form is 0 in case p
belongs to the right ideal generated by F .  The procedure can be shown to terminate
in case T '=  @ or (Z, T)  is a convergent, 2~monadic presentation of a group providing
inverses of length 1, so in this case finitely generated right ideals admit finite Gröbner
bases, even if the monoid ring is nonvNoetherian. The class of groups presented by
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convergent, 2-monadic presentations providing inverses of length 1 (which is indeed 
the same as the class of groups presented by convergent, 2-monadic presentations, as 
shown in [AvMaOt86]) is the class of plain groups, i.e. free products of free and finitely 
many finite groups [MaOtS9]. Further we give a short outline how this approach can 
be successfully applied to other special presentations (E, T) of H, where T contains a 
commutative system for all letters in E. In this case all finitely generated ideals admit 
finite Grobner bases. Finally a brief application to the subgroup problem is given, i.e. 
given a subgroup 5 of a group 9 and an element 9 E 9, decide whether 9 E S. 

Basic Definitions 

Let	 R be a ring and let H be a monoid. Then R[H] denotes the set of all mappings 
f: H R where the set {m E HI f(m) -=I O} is finite. Abbreviating f(m) by am E R---t 

we can express f by the "polynomial" f = LmE'H am . m. Further we define addition 
and multiplication in R['H] as follows: Let f = LmE'H am' m and 9 = LmE'H bni · m denote 
two elements of R[H]. Then the sum of f and 9 is denoted by f +g, where U+g)(m) = 

f(m) + gem) or expressed in terms of polynomials f + 9 = LmE'H(am + bm ) . m. The 
product of f and 9 is denoted by f . g, where (J . g)( m) = Lx.y=mE'H f(x) . g(y) or 
expressed in terms of polynomials f . 9 = LmE'H Cm . m with Cm = Lx.y::mE'H a x . by. It 
easily can be seen that R[H] indeed is a ring 1 and we call R[H] the monoid ring of 'H 
over R, or in case H is a group the group ring of'H over R. 

Example 1 

(a)	 Let 9 be a group. Then Z[9] denotes the group ring of 9 over the integers Z, 

(b)	 Let H = (x) be the free monoid with one generator. Then R['H] is isomorphic to 
the well-known polynomial ring in one indeterminate R[x]. 

We will restrict our considerations to right ideals mainly. For a subset F ~ R[H] we call 
idealr(F) = {l:i::l Ci . Pi' mj In E N, Ci E R, Pi E F, mi E 'H} the right ideal generated 
by F and ideal(F) = {Li=l Ci . mi . Pi . m~ I n E N, Ci E R, Pi E F, mi, m: E 'H} the 
ideal generated by F. Two elements f, g E R['H] are said to be congruent modulo the 
ideal(F)2, (we write f =idea/(F) g) if f = g+h, where hE ideal(F), i.e. f-g E ideal(F). 

As we are interested in methods of Grobner basis calculations for right ideals in R[H] , 
we need a presentation of our monoid 'H. Every monoid H can be presented by a pair 
(E, T), where E is an alphabet and T a semi-Thue system over E. One only has to 
choose E = Hand T the multiplication table of the monoid. Since this presentation 
might be infinite or even non-recursive, we are only interested in monoids, which allow 
"nice" presentations. Therefore, we will restrict ourselves to presentations, where E is 
finite and T is finite, confluent and Noetherian, i.e. each word in E" has a unique normal 
form with respect to T. We will call such a confluent and Noetherian presentation 

1 All operations mainly involve the coefficients in the ring R.
 
2Similar for idealr(F).
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convergent, 2——monadic presentations providing inverses of length 1 (which is indeed
the  same as the class of groups presented by convergent, 2—monadic presentations, as
shown in [AVMaOt86]) is the class of plain gI‘OIIpS, i.e. free products of free and finitely
many finite groups [Ma0t89]. Further we give a short outline how this approach can
be successfully applied to other special presentations (2 ,  T )  of H ,  where T contains a
commutative system for all letters in Z.  In this case all finitely generated ideals admit
finite Gröbner bases. Finally a brief application to  the subgroup problem is given, i.e.
given a subgroup .5' of a group 9 and an element g E Q, decide whether g € 5 .

2 Basic  Definitions

Let R be a ring and let H be a monoid. Then R[H] denotes the  set of all mappings
f : H ——> R where the set {m € H | f (m)  75 0} is finite. Abbreviating f (m)  by am 6 R
we can express f by the  “polynomial” f = Zmefi  am - m.  Further we define addition
and multipiication in EFH] as follows: Let f : img” am-m and g : EmE'H bm'm denote
two elements‘of R[H]. Then the sum of f and g is denoted by f+g ,  where ( f+g) (m)  =
f (m)  + g(m) or expressed in terms of polynomials f + g = :mEH(am + bm) - m.  The
product of f and g is denoted by f - 9 ,  where ( f  - g) (m)  = Zr_y‚__m€H f (x )  - g(y) or
expressed in terms of polynomials f - g :: Ems” Cm ° m with Cm : Epyzmefl  ax - by. I t
easily can be seen that R[H] indeed is a ring 1 and we call R[H] the monoid ring of H
over R ,  or in case H is a group the group ring of H over R .

Example 1

(a) Let Q be a group. Then Z[g] denotes the group ring of 9 over the integers Z;

(b) Let H = (33) be the free monoid with one generator. Then R[H] is isomorphic to
the well—known polynomial ring in one indeterminate R[:c].

We will restrict our considerations to right ideals mainly. For a subset F g R[H] we call
idea l , (F)  == {215;} c,- -p‚- — m,- | n E N,c,- E R,p,~ € F, m,- E H} the right ideal generated
by F and idea l (F )  := {21‘21 c,- - m,- -p,- - m: | n E N,c,- € R,p,- € Hm,-‚17126 H} the
ideal generated by F .  Two elements f ,  g € R[H] are said to be congruent modulo the
ideal(F)2, (we write f Eidealur) g) i f f  : g+h,  where h € ideal(F)‚ i.e. f—g € ideal(F).
As we are interested in methods of Gröbner basis calculations for right ideals in R[H],
we need a presentation of our monoid H.  Every monoid H can be  presented by a pair
(XLT), where E is an alphabet and T a semi—Thue system over 2 .  One only has to
choose E = H and T the multiplication table of the monoid. Since this presentation
might be infinite or‘ even non—recursive, we are only interested in monoids, which allow
“nice” presentations. Therefore, we will restrict ourselves to presentations, where E is
finite and T is finite, confluent and Noetherian, i.e. each word in 2*  has a unique normal
form with respect to T .  We will call such a confluent and Noetherian presentation

1Al l  operations mainly involve the coefficients in the ring R.
2S imi l a r  for ideal,-(F).
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convergent. Then each word in 2:;* has a unique normal form and the monoid H is 
isomorphic to the set I RR(T). The empty word ,\ E 2:;* presents the identity of H. If 
. denotes the binary operation on H, given x, y E H we define x . y = (xy)lT, where 
wIT denotes the normal form of w with respect to T. 

Example 2 

(a)	 Let 2: = {Xl,"" x n } and Tc = {XiXj -t XjXi I j < i, i,j E {l, ... n}}. Then 
H is the free commutative monoid generated by 2: and R[H] is isomorphic to 
R[XI, ... Xn ], the polynomial ring in n indeterminates . 

,,- { -1 -I} d T _ { 6' 5' 5' 6' I' .(b)	 Let'-J - Xl"",X n 'X I ""Xn an - XiXj ---+ XjX i J < l, l,J E 
{i, ... n}, 8,6' E {i,-i}} U {xixi1 ---+ .\,xi1Xi ---+ .\ liE {i, ... n}}. Then 
9 is the free commutative group generated by 2:. 

Remark 1 
If 11. is not cancellative, Z[fi] may have zero divisors. Take 2: = {a, b, c} and T 
{ab -t e, ae ---+ b}. Then a2 - .\, e =j; 0 but (a 2 - .\). c = c - c = o. 

Right Reduction in R[lt] 

Throughout this section let H be a monoid with a finite convergent presentation (2:, T). 
In order to define a reduction in R[H] we have to use polynomials as rules. Therefore, we 
introduce an ordering on monomials and, as we are interested in Noetherian reductions, 
we need a well-founded ordering on the elements of R[H]. If not stated otherwise our 
well-founded ordering on H is the ordering induced by the admissible, i.e. compatible 
with concatenation, well-founded totalordering on 2:* used for orienting T, for example 
the length-lexicographic ordering in case T is monadic and convergent, in particular 
w >- .\ for all w E 2:* - Pl. We will take R to be Z, the ring of the integers. 

Definition 1 
Let	 >- denote a well-founded total ordering on Hand > Z a well-founded ordering on 
Z. 

(a)	 Let pE Z[H]. 
Arranging the Wi E H with p(Wi) =1= 0 according to >- we get Wl >- ... >- Wn , 

where Wi =j; Wj for i =j; j. Using this ordering we write p = Li'=1 ai . Wi, where 
ai = P(Wi). We let H M(p) = aI . Wl denote the head monomial, HT(p) = Wl 
the head term and HC(p) = al the head coefficient of p. RED(p) = p - H M(p) 
stands for the reductum of p. T(p) = {wt, ... ,w n } is the set of terms occurring 
mp. 

(b)	 Let p = Li'=1 ai . Wi, q = L;'=1 bj . Vj E Z[H].
 
p is greater than q, i.e. p > q, if
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convergent. Then each word in E" has a unique normal form and the monoid H is
isomorphic to  the  set IRR(T) .  The  empty word /\ E 3" presents the identity of H .  If
~ denotes the  binary operation on H ,  given 12,3; € H We define &: - y : (xyflgr, where
wir  denotes the  normal form of w with respect to  T .

Example 2

(a) Let Z = {$1, . . . ,1: , ,}  and TC = {13:17,- —-—> xix,- [ j  < i ,  i , j  € {1 , . . n}} .  Then
H is the free commutative monoid generated by E and R[H] is isomorphic to
R[.7:1, . . . an], the polynomial ring in n indeterminates .

(b) Let E = {:rl , . . . ,a: , , , :rfl , . . . :r ;1} and T : {a:‘fxf' -—> :rfisc‘i | j < i ,  i , j  €
{1 , . . . n} ,  6,6’ 6 {1,—1}} U {x,-a:;—l -—-—> A,:rfx;  —> Ä | i E {1 , . . . .n}}  Then
g is the free commutative group generated by 2 .

Remark 1
If H is net cancellative, Z[H] may have zero divisors. Take 2 == {a,b,c} and T ==
{ab—+ c,ac—+ 6}. Then a2 -—— A,c7é O but  (a2 — A)-c=  c——c=0.

3 Right Reduction in R[H]

Throughout this section let H be a monoid with a finite convergent presentation (2 ,  T).
In order to  define a reduction in BFH] we have to use polynomials as rules. Therefore, we
introduce an ordering on monomials and, as we are interested in N oetherian reductions,
we need a well—founded ordering on the elements of R[H]. If not stated otherwise our
well—founded ordering on H is the ordering induced by the admissible, i.e. compatible
with concatenation, well—founded totalordering on E"  used for orienting T ,  for example
the length—lexicographic ordering in case T is monadic and convergent, in  particular
w >- A for all w 6 E“ —— {Ä}. We will take R to be Z, the ring of the integers.

Definition 1
Let >- denote a well~founded total ordering on H and > Z a well—founded ordering on
Z.

(a) Let 1) € Z[H].
Arranging the w,- € H with p(w,-) 76 0 according to >- we get w1 >- >— wn,
where w, 74 w,- for i 75 j .  Using this ordering we write p = 22;, a,- - wi, where
a,- : p(w‚-). We let HM(p) = a1 - wl denote the head monomial, HT(p) = w]
the head term and HC(p) = al  the head coeflicient of p. RED(p) = p —— HM(p)
stands for the reductum of p .  T(p) = {w1,.  . . ,wn}  is the set of terms occurring
1n p.

(b )  Let  p = 22:1 a": . wi iq  = 2?;1 b] ' '0" € Z [H] '
p i s  greater than q ,  i.e. p > q,  if



/ 

(i) HT(p) >- HT(q) or 

(ii) HT(p) = HT(q) and HC(p) >z HC(q) or 

(iii) HNf(p) = HM(q) and RED(p) > RED(q). 

Now we are able to use a polynomial p E Z[H] as a rewriting rule by splitting it into
 
HA1(p) ~ -RED(p) and H M(p) > -RED(p).
 
The following remark shows that in general a monotone ordering >- on H or Q will not
 
be well-founded.
 

Remark 2
 
Let (} =I {I} be a group 3 with a monotone ordering >-.
 

1.	 (; cannot contain an elem~nt of finite order 9 =1= 1. 
Suppose 9 E (} - {I lis of finite order, i.e. there is n E N minimal such that 
gn = 1. Without loss of generality let us assume 9 >- 1. Then (as >- is monotone 
and transitive) we get gn-1 >- 1 giving us 1 >- g, contradicting our assumption. 

2.	 The ordering >- is not well-founded. 
Without loss of generality let us assume 9 >- 1 for some 9 E Q - {I}. Then (as r 
is monotone) we have 1 r g-l and (as r is transitive) 9 >- 1 >- g-1 >- ... >- g-n 

for all n E N 4. 

Remark 3
 
We now will specify a total well-founded ordering on Z 5:
 

a> 0 and b < 0 
a <z b iff a ~ 0, b > 0 and a < b{ 

a	 < 0, b < 0 and a > b 

and a ::; Z b iff a = b or a < z b. 
Let c E N. We call the positive numbers 0, ... ,c - 1 the remainders of c. Then for 
each d E Z there are unique a, b E Z such that d = a . c + band b is a remainder of 
c. We get b < c and in case d > 0 and a =1= 0 even c ::; d. Further c does not divide 
b1 - b2 , if bI, b2 are different remainders of c. 

In defining appropriate reductions in Z[H] we have to be more cautious than in defining 
reductions in the polynomial ring K[xI, . .. , xn] (compare [BuS5]). We will give four 
possible definitions together with their advantages and disadvantages. 

Definition 2 (Strong right reduction)
 
Let p = 2:i'=1 ai . Wi,g = 2:~1 bi . Vi E Z[1t].
 
We say 9 strongly right reduces pto q at ak . Wk in one step, i.e. p~; q, if
 

3The second remark is likewise t.rue for any monoid 1£ having element.s of infinit.e order 11, h- 1 E 
'H - {A} satisfying h . h- 1 = 1. 

4 As all 9 E 9 - {I} have infinite order. 
51£ not stated otherwise < is the usual ordering on Z. 
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(i): HT(p§ >— HT(q) or
(ii) HT(p)  = HT(q) and HC(p)  >z  HC(q )  or

(iii) [ill/Hp) = HM(q) and RED(p) > RED(q).

Now we are able to  use a polynomial 1) € Z['H] as a rewriting rule by splitting i t  into
H.M(p) ———> —RED(p) and HM(p)  > -—-RED(p).
The following remark shows tha t  in general a monotone ordering >— on 'H or Q will not
be  well—founded.

Remark 2
Let g ¢ {1} be a group 3 with a monotone ordering >-.

1. g cannot contain an element of finite order g # 1.
Suppose g E g — {1} is  of finite order, i.e. there is n E N minimal such that
g" = 1. Without loss of generality let us assume g >— 1. Then (as >— is monotone
and transitive)? we get g""‘l >— 1 giving us 1 >- g ,  contradicting our assumption.

2. The ordering >- is not welltfounded.
Without  loss of generality let us assume 9 >— 1 for some g E g —— {1}. Then (as >-
is monotone] we have 1 > 9"1 and (as >— is transitive) g >— 1 > 9“1 >- >- g"”
for all n e N 4 .

Remark 3
We now will specify a total well—founded ordering on Z 5 :

aZÜandb<O
a<zb i f f  aZO,b>Oa‚nda—<b

a<0 ,b<0anda>b

andagzb ifiazbora<z  b.
Let c E N.  We call the positive numbers 0 , .  . . ‚ c  —— 1 the remainders of c. Then for
each d € Z there are unique 0:, b E Z such that d = a - c + b and b is a remainder of
c. We get b < c and in case d > 0 and a # 0 even c _<_ d. Further c does not divide
61 —- bg, if b l ,  bg are different remainders of c .

In defining appr0priate reductions in  Z[’H] we have to be more cautious than in defining
reductions in the polynomial ring K[:1:1,. . . ,  sun] (compare [Bu85]). We will give four
possible definitions together with their advantages and disadvantages.

Definition 2 (Strong right reduction)
Let P = 2?:1 as‘ ' “16,9 = 2311 bj ' 125€ l l -
We say 9 strongly right reduces p to q at ak - wk in one step, i.e. p a; q, if

3The  second remark is likewise true for any monoid 'H having elements of infinite order h, h"1 E
’H — {A} satisfying h - h—l : 1.

4As  all g € g -- {1} have infinite order.
5I f  not stated otherwise < is the usual ordering on Z.
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1.	 HT(g· x) = Wk for some x E H. 

2.	 HC(g· x) > 0 and ak = a· HC(g . x) + b for a, b E Z,a i- 0, b a remainder of 
HC(g· x). 

3.	 q = p - a . 9 . x. 

We	 write p -+~ if there is a polynomial q as defined above. 

We	 can define ~', ~', ~. and strong right reduction by a set F ~ Z[H] as usual. 

Definition 3 (Right reduction) 
Let p = L:?:I ai . Wi, 9 = L:j=1 bj . Vj E Z[H].
 
We say 9 right reduces p to q at ak . Wk in one step, i.e. p -+; q, if
 

(a)	 HT(g· x) = VI . X = Wk for some x E H. 

(b)	 HC(g' x) > 0 and ak = a· HC(g· x) + b for a,b E Z, a i- 0, b a remainder of 
HC(g· x). 

(c)	 q = p - a . 9 . x. 

We write p -+; if there is a polynomial q as defined above.
 

We can define ~T , ~T, ~T and right reduction by a set F ~ Z[H] as usual.
 

In order to decide, whether a polynomial 9 (strongly) right reduces a polynomial p at 
a monomial ak . Wk, the equation in (a) in the above definitions must be solvable in 
(~, T). Note that if this is possible, there can be no, one or even (infinitely) many 
solutions depending on H. For example if 1{ is a group there is always x E H such 
that u . x = V for u, v E H, namely x = u- I . v. In case H is left-cancellative we have 
at most one solution. In case H is right-cancellative we know HC(g· x) = HC(g). 

Example 3 

1.	 Let ~ = {a,b,c} with a >- b >- c and T = {ab -+ a,cb -+ a}. Then p b2 

is not right reducible by 9 = a + b - c, as b2 =1= a . x for all x E H. On the 
other hand p = a + c is right reducible by 9 = 2a - c + A, as 9 . b = a + band 
HT(g· b) = a· b = a. 

2.	 The following phenomena can occur: p' x = q and p . y = k . q for some p, q E 
Z[H],x,y E H,k E Z. Let ~ = {a,b,c,d,e} and T = {ad -+ a,bd -+ b2,cd-+ 
a,ae -+ a, be -+ b2 ,ce -+ b2 

}. Take p = -2a + b + c, then p' d = -b2 + a and 
p . e = 2b.2 

- 2a. 

Note that we use HM(g· x) -+ -RED(g ·x) as a rule only in case HC(g' x) > 0 
and additionly HT(g . x) = HT(g) . x when talking of right reduction. We do not 
use HM(g) -+ -RED(g), since then -+T would no longer be Noetherian, i.e. infinite 
reduction sequences could arise. This is due to the unfortunate fact that our ordering 
>- on H is not necessarily monotone in the sense that ml >- m2 does not imply ml . x >
m2' x. 
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1. HT(g ~ a:) = wk for some a: E H.

2. HC(g  - cc) > 0 and ak : a - HC(g ~ rc) + b for a , b  € Z,a  # 0, b a remainder of
HC(g—a:).

3. q==p-——a-g»:v.

We write pm}; if there is a polynomial q as defined above.
We can define —'>3 , ir” , 1)” and strong right reduction by a set F ; 'Z['H] as usual.

Definition 3 (Right reduction)
Let p = Z:; a,- - zu,-‚g = 2311 bj - 'Uj E Z['H].
We say g right reduces p to  q at ak - wk in one step, i.e. p—r; q, if

(a) Hing-31:)201-33311);c for somexE 'H .

(b) HC(g -x )  > 0 and ak : a -HC(g -x )+b  for 451,!) E Z, a # 0, b a remainder of
HC(g'3:).

(C) q=pha -9*x-
We write p—-> if there is a polynomial q as defined above.„.
We can define —'>r , if , 3r" and right reduction by a set F ; Z['H] as usual.

In order to decide, whether a polynomial g (strongly) right reduces a polynomial p at
a monomial ak - wk, the equation in (a) in the above definitions must be solvable in
(E ,T) .  Note that if this is possible, there can be no, one or even (infinitely) many
solutions depending on 'H. For example if ’H is a group there is always ::: € 'H such
that u - a: = v for u ,v  E H, namely a: = u”1 - '0. In case ’H is left—cancellative we have
at most one solution. In case 'H is right—cancellative we know H C (9 . :::) = H C (9)

Example 3

1.  Let E = {a ,b , c}  with a >- b >— c and T = {ab  -—+ a , cb  —> a} .  Then 1) = b»2
is not right reducible by g = a + b — c, as b2 # a . 3: for all a: E H. On the
other hand p = a + c is right reducible by g = 2a —- c+  Ä, as g - b = a+  b and
HT(g-b )=a -b=a .

2. The following phenomena can occur: p - a: : q and p - y = k - q for some p ,q  E
Z[H] ,x ,y  € H,}: € Z .  Let E = {a ,b , c ,d , e}  and T = {ad -—> a,bd —-> b2,cd —+
a.,ae -——> a,be —+ b2‚ce ——> bg}. Take p : ——2a+ b+c ,  then p -d  = —b2 +a  and
p .  e = 2122 — 2a.

Note that we use HM(g - :::) —-> -—RED(g —':t:) as a rule only ill-case HC(g - a:) > 0
and additionly H T(g - a:) = H T(g) . a: when talking of right reduction. We do not
use H M (g) _} —RED(g), since then —-+'" would no longer be Noetherian, i.e. infinite
reduction sequences could arise. This is due to the unfortunate fact that our ordering
>- on H is not necessarily monotone in the sense that ml  >— m2 does not imply ml  4: >-
m;  ' $ .



Example 4 
Let E = {x,x- l }, X-I )- X and T = {xx- l ~ A,X-:IX ~ A} be a presentation of the 
free group generated by {x}. If we use HM(g) ~ -RED(g) as a rule in definition 3 
we can right reduce x 2 + 1 by X-I + X in the following manner: 

3 4 x 2 + 1 --:-l+ x x 2 + 1 - (x- l + x) . x = _x + 1 

and _x4 + 1 likewise is right reducible by X-I +x causing an infinite reduction sequence. 

Definition 4 (Prefix right reduction)
 
Let p = 2:7=1 ai . Wi,g = 2:;:1 bj . Vj E Z['H].
 
We say 9 prefix right reduces pto q at ak . Wk in one step, i.e. p ~~ q, if
 

(a) VIX = Wk for some x E 'H, i.e. VI is a prefix of Wk· 

(b) bI > 0 and ak = (L . bI + b for a, bE Z, a =I=- 0, b a remainder of bl . 

(c) q=p-(L·g·x. 

We write p ~~ if there is a polynomial q as defined above. 

We can define ~, ..:!+P, ~ and prefix right reduction by a set F ~ Z['H] as usual. 

Notice that in this case (a) has at most one solution and we always have HC(g· x) = 
HC(g). 

If T = T' U Te , where Te = {ab -- ba I a )- b, a, bEE}, we can define commutative 
reduction by using 0 as the multiplication in the free commutative semigroup generated 
by E, i.e. U 0 v = (uv) lTc ' Note that commutative reduction is in fact the usual 
reduction in polynomial rings (see e.g. [Bu85]). 

Definition 5 (Commutative reduction)
 
Let p = 2:~1 ai . Wi, 9 = 2:j=1 bj . Vj E Z['H].
 
We say 9 commutatively reduces p to q at ak . Wk in one step, i.e. p --~ q, if
 

1. VI 0 X = Wk for some x E 'H. 

2. bI > 0 and ak = a . bI + b for a, bE Z, a :f: 0, b a remainder of bI . 

3. q = p - a . 9 . x. 

We write p ~~ if there is a polynomial q as defined above. 

We can define ~c, ..±+e, ~c and commutative reduction by a set F ~ Z[1t] as usual. 

As the "multiplication" used for reduction in definition 4 and 5 is compatible with the 
ordering on 'H 6 we always have HC(g' x) = HC(g). We now can use HM(g) __ 

6We get H M(g . x) = HC(g) . HT(g)x > RED(g) . x = RED(g . x) respectively H M(g . x) = 
HC(g) . HT(g) 0 x> RED(g) . x =RED(g . x). 
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Example 4
Let Z) = {33,554}, :::”I >- 1: and T : {xx—1 —+ Le i l a :  —+ A} be a presentation of the
free group generated by {x}. If we use HM(g) —> -—RED(g) as a rule in definition 3
we can right reduce $2 + 1 by 2:“ + :2: in the following manner:

x2+1—+;_1+x .1 :2+1—(x“1+ :c ) -3 :3=—x4+l

and —:c4 +1  likewise is right reducible by 1:"1 +2: causing an infinite reduction sequence.

Definit ion 4 (Prefix right reduction)
Let P = 2L1 a:“ ' t ung  == Sir-Ll bi ° ”3" € ZW-

We say 9 prefix right reduces p to  q at ak - wk in one step,  i.e. p—r; q, if

(a) ma: = wk for some J: € H, i.e. vl is a prefix of wk.

(b) b1 > 0 and ak : a . bl + b for (1,1) € Z,  (1 75 0, b a remainder of bl.

(C) q=P——a'g-w.

We write p ""? if there is a polynomial q as defined above.
We can define 4” ,  i p ,  3r” and prefix right reduction by a set F g Z['H] as usual.

Notice that in this case (a) has at most'one solution and we always have H C (9 - a:) :
HC(9) .

If T = T’ U TC, where To = {ab —> ba, | a >- b,a,b e Z}, we can define commutative
reduction by using o as the multiplication in the free commutative semigroup generated
by E ,  i.e. u o v : (uv) c -  Note that commutative reduction is in  fact the usual
reduction in polynomial rings (see e.g. [Bu85]).

Definition 5 (Commutative reduction)
Let p = Z?=l a i  ' wiag  : 23311 bj ' vi € ZP-q '

We say 9 commutatively reduces p to q at ak - wk in one step,  i.e. pa ;  q, if

1 .  v loxzwk  for somexG 'H .

2. b1 > 0 and ak za -b l  +bfo r  a ,b€  Z,  a 750, ba rema inde ro f  bl.

3. q—a-g—x.

We write p—r; if there is a polynomial q as defined above.
We can define LC ‚ if , 3+6 and commutative reduction by a set F ; Z['H] as usual.

As the “multiplication” used for reduction in definition 4 and 5 is compatible with the
ordering on ’H 6 we always have HC(g - x)  == HC(g). We now can use HM(g)  _»

6We get HM(g .::) :: HC(g) - HT(g)z > RED(g) -x  : RED(g - a:) respectively HM(g - :|:) :
HC(g) - HT(g) o a: > RED(g) oz  : RED(g — ::).



-RED(g) as a rule in case bl > 0 and Wk = HT(g)x respectively Wk = HT(g) 0 x.
 
Without this trick of using a restricted multiplication on 1i it is very hard to say how
 
a polynomial will "behave".
 
Looking for properties of our reductions we immediately get ~ ~ -t; ~ -t; and
 
-tC C -tr C -t& 

9	 - 9 - g' 

Lemma 1
 
Let F ~ Z[1i]. Then the following statements hold for all four definitions of reduction:
 

(1) For all p, q E Z[H], P-tF q implies p > q. 

(2) -tF is Noetherian. 

(3) p-tqO and q-twO implyp-t{w,_w} 0. 

Proof: 

1.	 This follows from the fact that using a polynomial f together with a E Z, x E H 
for reduction we use a . H M(J . x) -t -a' RED(J . x) as a rule and H M(J . x) > 
-RED(J· x). 

2.	 This follows from (1), as the ordering> on Z[H] is well-founded. 

3. P-+q °implies p = a· q' x for some a E Z,x E H, HC(q' x) > 0, and q-tw 0 
implies q = b· w· y for some bE Z,y E H, HC(w· y) > O. 
In case we use strong right reduction we immediately get p -t{w,_w} 0, as p = 
a· b· w· y' x and HT(w· (y . x)) = HT(p). 
In the other cases we have HT(p) = HT(q) . x (respectively HT(p) = HT(q)x 
or HT(p) = HT(q) 0 x) as well as HT(q) = HT(w) . y (respectively HT(q) = 
HT(w)y or HT(q) = HT(w) 0 y). Further HT(w . (y . x)) = HT(w) . (y . x) 
(respectively HT(w· (y. x)) = HT(w)yx or HT(w· (y. x)) = HT(w) 0 yx) gives 
us that p is right reducible to zero by w or -w 7, respectively prefix right or 
commutative reducible to zero by w. q.e.d. 

Unfortunately, reduction as defined above does lack some of the nice properties belong
ing to reduction in general, as e.g. p' x-tpO or transitivity in the sense that p -+q and 
q -+w ql imply p -+w or p -+ql . 

Remark 4 

1.	 Looking at strong right reduction as defined in definition 2 we get 

(a) We do not have p' x -+; 0, but p' x -t{p,_p} °for p E Z[H], x E H. 

7In case 'H is right-cancellative, we can even restrict ourselves to reduction with w. 
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-—-RED(g) as a rule in case bl > 0 and wk = HT(g):r respectively wk = HT(g) 0 a:.
Without  this trick of using a restricted multiplication on 'H i t  is very hard to say how
a polynomial will “behave”.
Looking for properties of our reductions we immediately get -+P g —>" ; “*“ and9 9 9

E—f”__“: _C____+r g '
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Lemma 1
Let F g Z[’H]. Then the  following statements hold for all four definitions of reduction:

(1) For all p,q E Z[H], p—a impliesp > q.

(2) "’F is Noetherian.

(3) p—n, 0 and q->w 0 impIyP—>{w‚_w} 0—

Proof  :

1. This  follows from the fact that using a. polynomial f together with a € Z,  2: € 'H
for reduction we use a -HM(f - : r )  —-+ —a- RED(f -x )  as a rule and HM(f-:I:) >
—RED(f - a:).

2. This follows from (1), as the ordering > on Z[’H]— is well—founded.

3. p—->q0 implies p = a -  q -  :1: for some a e Z,:c G H,  HC(q-x )  > 0, and q—+w0
impliesq = b-w—y for some be  Z ,y  E H, HC(w-y )  > 0.
In case we use strong right reduction we immediately get p—->fm_w} 0,  as p =
a-b -w-y -a :  and HT(w¢(y- : r ) )=HT(p) .
In the other cases we have HT(p) = HT(q) - a: (respectively HT(p) = HT(q):r
or HT(p) = HT(q) o a:) as well as HT(q) = HT(w) - 3/ (respectively HT(q) =
HT(w)y or HT(q) :: HT(w) 0 y). Further HT(w - (y ~ :c)) = HT(w) - (y « a:)
(respectively HT(w ' (y . :1:)) = HT(w)y:L' or HT(w ' (y - w)) = HT('w) o gm) gives
us that p is right reducible to zero by w or —-w 7 ,  respectively prefix right or
commutative reducible to  zero by w. q.e.d.

Unfortunately, reduction as defined above does lack some of the nice properties belong-‘
ing to reduction in  general, as e.g. p - „fc—+p0 or transitivity in the sense that p_-—+q and
q ——>„‚ <21 imply P w Of P “a '
Remark 4

1. Looking at strong right reduction as defined in definition 2 we get

(a) We do not have p - a: —+;0, but p - cc "fin—MO for p € Z['H],a: € H.
7In  case ”H is right—cancellative, we can even restrict ourselves to reduction with w.



(b)	 Strong right reduction is not transitive. 
Let ~ = {a,b,c} with a >- b >- c and T = {a 2 -----* A,b2 -----* A,C2 -----* A} be the 
presentation of a group. 
Looking at p = ba+b, q = bC+A and w = ae+b we get p -~ p-q·ca = -ea+b 
and q -----*~ q - w . c = -a + A =: ql. 
Further p is neither strongly right reducible at ba by w or ql, as w'a = aea+ 
ba, w·caba = ba+beaba and ql 'aoa = -ba+aba, ql·ba = -aba+ba all violate 
condition (a) of definition 2, nor at b, as w . cab = b+ beab, ql . ab = -b + a 
and ql . b = -ab + b. 

2. Looking at right reduction as defined in definition 3 we get 

(a) We no longer have p' x~; 0 for p E Z[H], x E H, not even p' x -----*{p,_p} O. 

Taking H to be the free group generated by ~ = {.r} we find that (x- I + 
x) . x = x 2 + 1 is not right reducible by X-I + x. (Compare example 4) 

(b)	 Right reduction is not transitive. 
Let ~ = {a, b, c} with a >- b >- c and T = {a 2 _ A, h2 -----* A, ab _ c, ae -----* 

b, cb -----* a} be the presentation of a group. 
Looking at p = ba+b, q = a+A and w = e2 +b we get p -~ p-q·ca = -ca+b 
and q -----*~, q - w . be = -e + >. =: ql. 

2Further p is neither right reducible at ba by w or ql, as w . be2a = ba + e a 
and	 ql . bea = -ba + bea both violate condition (a) of definition 3, nor at b, 
as w . be2 = b + e2 and ql . be = - b + be. 

3. Looking at prefix right reduction as defined in definition 4 we get 

(a)	 We no longer have p' x ~ 0 for p E Z[H]' x E H, not even p' x -{p,_p} O. 
Taking H to be the free group generated by ~ = {x} we find that (x- 2 + 
A) . x = X-I + x is not prefix right reducible by x-2 + A. 

(b)	 Prefix right reduction is transitive. 
Let p -----*~ and q --fu ql· In case H M (q) = H M (ql) we immediately get p -----*~l • 

Otherwise HT(q) = HT(w)y, for some y E H, and 0 < HC(w) :::; HC(q) 
together imply p -----*;u . 

4. Looking at commutative right reduction as defined in definition 5 we get 

(a) We no longer have p . x ~~ 0 for p E Z[H]' x E H, not even p' x -{p,_p} O. 
Taking 11. to be generated by ~ = {a, b}, T = {ab -----* ba, a 2 

- A} we find 
that (ba + a) . a = b + A is not commutatively right reducible by ba + a. 

(b)	 Commutative right reduction is transitive. 
Letp-+~ andq-+~ql' IncaseHM(q) = HM(qdweimmediatelygetp-+~l' 

Otherwise HT(q) = HT(w) 0 y, for some y EH, and 0 < HC(w) :::; HC(q) 
together imply p -+~ . 

The following lemmata are true for all four reductions. 
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(b)  Strong right reduction is not transitive.
Let Z == {a ,b , c}  with a >- b >- (: and T = {a2 —> A,b2 --+ A,c2 ——+ A} be the
presentation of a gromp
Looking at p-—_ ba+b q_*— bc+A and w—_— ac+b  we get p—r; p— q ca—_ —ca+b
and 9—» (7—20 6 :  —a+A= :  ql.
Further p is neither strongly right reducible at ba by w or ql,  as wxa : aca+
ba, w-caba = ba+bcaba and 91 -aba = ——ba+aba‚ ql—ba : -—aba+ba‚ all violate
condition (a) of definition 2, nor at b, as w - cab = b + bcab,q1 - ab = ———-b + a
and q1 -b  :: —ab+ b.

2. Looking at right reduction as defined in definition 3 we get

(a) We no longer have p ~13 43:0 for p € Z[’H], sc € ’H, not even p - $"’Ep.-—p} 0.
Taking ’H to  be  the  free group generated by E = {:::} we find that  (at-’1 +
a:) - cr: : 1:2 + 1 is not right reducible by 3:”1 + cc. (Compare example 4)

(b) Right reduction is not transitive.
Let E :: { a ,b , c}  With a > b >— c and T = {a2  -—> A,b2 —> A,o:b ——> c ,ac  —>
6, ob —-+ a} be the presentation of a group.
Looking at p : ba+b‚q : a+A and w :: c2+b we get p-—->; p—q'ca = —ca+b
and q—{Uq—w-bc :  —c+A = :  (11.
Further p is neither right reducible at ba by w or gl, as w - bcza = ba + C20
and ql - bca : -—ba + bca both violate condition (a) of definition 3, nor at b,
as w-bc2 = b+c2 and (11 ‚be :  —b+bc.

3. Looking at prefix right reduction as defined in definition 4 we get

(a) We no longer have p - a: 5‘30 for p € Z[7'{]‚:z: € ’H, not even p . a: Tin-P} 0.
Taking 'H to be the free group generated by Z = {a:} we find that (x“2 +
A) - a: : an"" + 3: is not prefix right reducible by a:"2 + A.

(b) Prefix right reduction is transitive.
Let p —->§ and q —r{’„ ql. In case HM(q) = HM(q1) we immediately get p631 .
Otherwise HT(q) : HT(w)y‚ for some 3; € 'H, and 0 < HC(w) g HC(q)
together imply p—efi,

4. Looking at commutative right reduction as defined in definition 5 we get

(a) We no longer have p . x 3—3; 0 for p € Z['H], x G 'H, not even p - x “%,—p} 0.
Taking ’H to be generated by E = {a,  b}, T = {ab —-+ l’m,a2 -——> A} we find
that (ba + a )  - a = b + A is not  commutatively right reducible by ba + a .

(b) Commutative right reduction lS transitive.
Let p —+q and q -——>f„ ql. In case H M (q) H M (ql) we immediately get p a;
Otherwise HT(q) : HT(w) o y, for some y E ’H, and 0 < HC’(w) g HC(q)
together imply p—rfu

The following lemmata are true for all four reductions.



Lemma 2
 
Let F ~ Z[H]' p, q, h E Z[Hj. Then P;""F q implies p + h ;""F q + h.
 

Proof: Using induction on k we show that p AF q implies P + h ;""F q + h.
 
In the base case k = 0 there is nothing to show.
 

Assuming P A F Pk +-+F q and p + h ;""F Pk + h we can distinguish two cases:
 

1.	 Pk --+f q for some f E F and q = Pk - a . f· x, where a E Z, x E H. 
In case Pk + h --+] Pk + h - a' f· x = q + h there is nothing to show. 
Suppose this is not true. 
Let HT(J· x) = t, HC(f· x) = C > 0 and ai respectively bi be the coefficients of t 
in Pk respectively h 8. Further let ai = a . c + b, where b is a remainder of c. Then 
b is the coefficient of t in q. We know that ai + bi ::I a . c + d for all remainders d 
of C 9. 

Now we have to distinguish two cases: 

(a)	 ai + bi is a remainder of c. 
Then looking at the coefficient of t in q + h we get b+ bi = ai - a . c + bi and 
since ai + bi is a remainder of c, we have q + h --+] q +h - (-a) . f . x = Pk + h, 
hence P + h;""F q + h. 

(b)	 ai + bi = al . c + bl, where bl is a remainder of c and a ::I al. 
lSince ai + bi is the coefficient of t in Pk + h we get Pk + h --+f Pk + h - a . f· x. 

lLooking at the coefficient of t in q+h we get b+ bi = b+ a . c+ bl - ai = b+al . 
c+bl-a·c-b = (al-a)·c+Y. Since a::l al and bl is a remainder of c we have 
q+h --+] q+h-(al-a)·f·x = Pk-a·f·x+h-al·f·x+a·f·x = Pk+h-al·f·x, 
hence P + h ~F q + h. 

2.	 q --+] Pk can be treated analogously. q.e.d. 

Lemma 3 
Let F ~ Z[1i]' P, q, h E Z[H]. Let P - q --+F h, where the reduction takes place at the 
monomial d· t and let t t/. T( h). Then there are pi, ql E Z[H] such that P~F pi, q ~F ql 

, and h = pi - ql. 

Proof: Let p - q --+F h = P - q - a . f . x, where a E Z, f E F, x E 1-£ and
 
BTU· x) = t. Let HC(J· x) = c > 0 and d be the coefficient of tin p- q. As t t/. T(h)
 
we know d = a . c. Let Cl respectively C2 be the coefficients of t in p respectively q and
 
Cl = Q1 • C + bI, C2 = a2 • c + b2 , for some aI, a2, bll b2 E Z, where b1 , b2 are remainders
 
of c.
 
Then a· c = Cl - C2 = (a1 - a2) . c + b1 - b2 , and as b1 - b2 is no multiple of c we get
 
b1 - b2 = 0 and a1 - a2 = a.
 
We have to distinguish two cases:
 

8Using .the different reductions we even get additional information, as HT(f)· z: = t or HT(f)z: = t 
or HT(f) 0 z = t, which is not needed, since the proof only uses reduction applying f together with 
z.	 This is likewise true for lemma 3,4 and 5.
 

90therwise we immediately would get rh + h -+1 Plc + h - a . f . z =q + h.
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Lemma 2
Let F ; Z['H]‚ p, q, 11 € Z['H]. Then p (Ä;— q implies p + h 54p q + 12.

Proof  : Using induction on k we show that p «SF q implies p + h «lipq + h.
In the base case It = 0 there is nothing to show.
Assuming p (SF pk HF q and p + h <i>}.— pk + h we can distinguish two cases:

1. pk—rqor somefE  Fandq=pk—a- f -x ,whe rea€  Z , a :€ ’H .
In case pk +h-—>fpk + h —a- f - : r  = q+h  there is nothing to show.
Suppose this is not true.
Let HT( f -  x)  = t ,  HC'( f -  a:) = c > 0 and a,- respectively b,- be the coefficients o f t
in  pk respectively h 3 .  Further let a,- = a - c+  b, where b is a remainder of c. Then
b is the coefficient of t in q. We know that a,- + b; # a - c + d for all remainders d
of c 9 .

Now we have to distinguish two cases:

(a) a,- + b,- is a remainder of (2.
Then looking at the coefficient o f t  in q + h we get b+  b,- = a,- —— a - c+  b,- and
since (n+6,- is a remainder of c, we have q+h  ——>f q+h——(——a‚)'f—x = Pk+h‚
hencep+h<3+Fq+ h.

(b) a,- + b,- = a’ - c + b’, where b' is a remainder of c and a # (1’.
Since a ,+b ,  is the coefficient o f t  in pk +h  we get pk+h  ——->f pk +h—a’of -zc .
Looking at the coefficient o f t  i n  q+h  we get b+b‚- :: b+a"c+b'——a‚- : b+a ' -
c+b’—-a—c—-b : (a’——a)-c+b’. Since a % a’ and 6’ is a remainder o f c  we have
q+h  ——a>f q+h-—(a’——a)~f-:r = pk—a-f 'x+h—a' - f °x+a- f -a :  = pk+h——a'-f-:c‚
h_encep+he f+pq+h .

2. q —+f pk can be treated analogously. q.e.d.

Lemma 3
Let F ; Z[’H], p, q,  h € Z['H]. Let p —— q —->F h ,  Where the reduction takes place at the
monomial d - t  and let t 6 T(h). Then there are p’,q’ € Z[’H] such that p—ÄF p’, q—ÄF q'

'andh=p'——q'.

Proof :  Letp—q—->Fh :: p—q—a-f -x ,  where (1 € Z, f  € F,:I: E 'H and
BTU-x )  :: 1‘. Let HC(f- : r )  = c > 0 and d be the coefficient of t in p—q. As t & T(h)
we know d = a - c. Let cl respectively (:2 be the coefficients of t in p respectively q and
cl = '01 - c + b1, c; = a2 - c + ()2, for some a l ,  (12, b1, bg 6 Z,  where b1, ()2 are remainders
of c.
Then a - c = Cl  — c2 = (a1 -- a2) . c + bl —- b2, and as bl —— b2 is-no multiple of c we get
51—bgz0anda1—a22a .

We have to distinguish two cases:
8Us ing  the different reductions we even get additional information, as H T( f) - x  = t or  H T( f):z: = t

or H T( f )  o a: = t ,  which is not needed, since the proof only uses reduction applying f together with
:|:. This is likewise true for lemma 3 ,  4 and 5.

9Otherwise we immediately would get P); + h —+‚ P]: + h — a of  - a: = q + h.
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1.	 at =1= 0 and az =1= O. 
Then p ---'>F P - (ll . J. x =: p', q ---'>F q - az . f· x =: q' and p' - q' = p - at' f· x-..:. 
q + az . f . x = p - q - a . f . x = h. 

2.	 at = 0 and az = -a (the case at = a and az = 0 is similar). 
Then p':= P,q---'>Fq-aZ·J·x = q+a·J·x =: q' and p'-q' = p-q-a·J·x = h. 

q.e.J. 

Lemma 4 
Let F <;;: Z[H]' 0 =1= p E Z[HJ. Let 0 be the unique normal form (using the corresponding 
reduction) of p with respect to F, and t = HT(p). Then there is a polynomial J E F 
such that p ---'> f p' and t ~ T(p'). 

Proof: Since p ~F 0, H M(p) = c· t is F-reducible. Let fi l , ••• , Ji k E F be all
 
polynomials in F, which can be used to reduce c· t. Let a = mint<j<dHC(Ji__ ) . x) I
 
HT(Ji) . x) = t, x E H} and J E {h, ... , fi k } a polynomial corresponding to a, i.e.
 
there is x E H such that HT(J· x) = t and HC(J' x) = a.
 
Then p ---'> f P - d· f ..r =: p', dE Z and p' ~F 0, as 0 is the unique normal form of p.
 
Suppose HT(p') = t. Then together with our definitions of reductions we have 0 <
 
HC(p') < a and, therefore, H M(p') is not F-reducible, contradicting p' ~F O. q.e.d.
 

Lemma 5 
Let F <;;: Z[H], p, q E Z[HJ. Let 0 be the unique normal form (using the corresponding 
reduction) of p - q with respect to F. Then there exists a polynomial 9 E Z[HJ such 
that P~F9 and q~F9' 

Proof: Since 0 is the unique normal form of p - q with respect to F, lemma 4 
provides us with the existence cif a reduction sequence p - q ---'>fil hI = P - q - ail . fi! . 

••• lXiI ---'>Ji hz ---'> fi 3 ---'>f' 0 such that hj = h j - - ail . Ji
J 

• Xi) and HT(Ji) . XiJ ~ T(h j ).
2 k 

We show our claim by induction on k, where p - q ~F 0 is such a reduction sequence. 
In the base case k = 0 there is nothing to show. 

k
Let p - q ---'>F h ---'>F O.
 
Then by lemma 3 there are p', q' E Z[HJ such that p ~F p', q ~F q' and h = p' - q'.
 

Now the induction hypothesis for p' - q' ~F 0 yields the existence of 9 E Z[H] such
 
t hat P---'>FP ---'>F9 an q---'>Fq ---'>F9· q.e..
 * ,* d * ,*	 d 

• 
Unfortunately, the reflexive, symmetric and transitive closures of our reductions only 
capture the right ideal congruence relation in case we take strong right reduction and 
sets F <;;: Z['H] such that f E F implies - f E F 10. 

lOThis condition is sufficient for the lemma, but not necessary, as we only need -fin case there is 
some x E 1{ such that H C(J . x) < O. Then taking - f into account corresponds to the process of 
saturating f, which will be introduced in the next section. 
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1 . a 1 % 0 a n d a 2 7 é 0 .

Thenp—a—al-f-r=:p’,q—-—>Fq———a2-f-:r=:q’and p’—-q'=p—a1-f«:r-¥
q+a2-f-:r:=p—q-—a'f-:r=h.

2. al : 0 and a2 = —a  ( the  case a1 = a and (12 = 0 is similar).
Then p’ := p,q—>Fq—-a2-f-a: =q+a- f - : z :  =: q’ and p’—q'=p—-q——-a-f—:c : h.

q.e.d.

L e m m a 4
Let F ; Z['H]‚ O at p € Z['H]. Let 0 be the unique normal form (using the corresponding
reduction) of p with respect to F, and t = HT(p). Then there is a polynomial f € F
such that p—>f p' and t & T(p’).

Proof  : Since p—ÄF 0, HM(p) = c - t is F—reducible. Let f;,,.. .,fgk € F be all
polynomials in F, which can be used to reduce c — t. Let a = 171737115131,{HC/‘(fgJ ' :::) |
HTU‘}J - x) = t,.r E H} and f € {f,-„. . -‚f£k} a polynomial corresponding to a, i.e.
there is a: E 'H such that HT( f  - a:) = t and HC(f-.r) = a.
Then p——>fp-— d- f - .r =: p’, d € Z and p’LFO, as 0 is the unique normal form of p.
Suppose H T(p') : t. Then together with our definitions of reductions we have 0 <
HC(p’) < a and, therefore, HM(p’) is not F—reducible, contradicting p’ ÄFO. q.e.d.

Lemma 5
Let F ; Z[H]‚ p, q 6 Z[’H]. Let 0 be the unique normal form ( using the corresponding
reduction) of p —— q with respect to F. Then there exists a polynomial g € Z['H] such
that p—:+Fg and q—*>F 9.

Proof : Since 0 is the unique normal form of p — q with respect to F, lemma 4
provides us with the existence of a reduction sequence p —— q ——->f'.1 hl = p —- q — (z,-1 ~ fl, —

—+f'k 0 such that h,- = hj_1 —a‚—J -f‚; -:z:‚-J and HT(f.~J wo,-J) & T(h‚-).
We show our claim by induction on k, where p —-— q —k+F 0 is such a reduction sequence.
In the base case is = O there is nothing to show.

$1.1 __}fiz h z  H f i B

Let p— q—t—fipo.
Then by lemma 3 there are p', q' € Z['H] such that p—trF p’, q lip q' and h = p' —— q’.
Now the induction hypothesis for p' —- q’ 13,70 yields the existence of g E Z['H] such
that p LF p' ÄF g and q LF q’ lg,—g. q.e.d.

‘.

Unfortunately, the reflexive, symmetric and transitive closures of our reductions only
capture the right ideal congruence relation in case we take strong right reduction and
sets F ; Z['H] such that f € F implies —— f € F 10.

10This condition is sufficient for the lemma, but not necessary, as we only need -— f in case there is
some .1: E ’H such that H C ( f . a:) < 0. Then taking —— f into account corresponds to the process of
saturating f, which will be introduced in the next section.
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Lemma 6 
Let p,q E Z[H] and F ~ Z[H]. 

1.	 p~} q if and only if p - q E idealr(F) (assuming f E F implies - f E F 11). 

2.	 p ~~,p,c) q implies P - q E idealr(F) but not Vlce versa. 

Proof: 

1. (a) Using induction on k we show that P 4} q implies P - q E idealr(F). 
In the base case k = 0 there is nothing to show, since p - p = 0 E idealr(F). 

Let us assume that p 4} q implies p - q E idealr(F). 

Looking at p 4} Pk f--t} q we can distinguish two cases: 

I.	 Pk ---tj q with f E F. 
Then q = Pk -a' f 'X, where a E Z, x E H and since p-q = P-Pk +a· f·x 
and P - Pk E idealr(F), we get P - q E idealr(F). 

11. q ---tj Pk with f E F can be treated similarly. 

(b)	 In case P- q E idealr(F) we get P= q +L~1 aj·!J· Xj, where aj E Z,!J E 
F,xj E H. 
We can show p~} q by induction on m. 
In the base case m = 0 there is nothing to show. 
Let P= q +LT=1 aj·!J· Xj + am+! . fm+!' Xm+! and by induction hypothesis 

* S {Pf--tFq + am+l . Jm+l . Xm+l·
 
In case q + am+l . fm+l . Xm+l ---ts{f -f } q we are done.
 

m+l,	 m+l 

Now suppose this is not true.
 
Let HT(Jm+! . xm+d = t and without loss of generality HC(Jm+l . xm+d =
 
c > O. Let a be the coefficient of t in q. Then a is no remainder of c 12 ,
 

i.e. a = a' . c + b',a', b' E Z, where b' is a remainder of c and a' oF O. We get 
a + am+! . c = (a' + am+d . c + b'. 

sIn case a' + am+l = 0 we get q ---t f q - a' . fm+l . Xm+! = q + am+! . fm+! . 
m+l 

* S	 • I' * S • 13
X m +! f--tF pImp ymg P f--tF q . 

sIn	 case a' + am+l oF 0 we get P ~FS q + am+l . fm+l . Xm+l ---t f m+l 
q + am+! . 

fm+!	 . Xm+l - (a' + am+d . fm+! . Xm+l = q - a'· fm+! . Xm+! ~}q since 
S , f . . *sq---tfm+ q - a . m+!' X m +!, gIvmg us pf--tFq.

1 

2.	 The proof of the first claim is similar. 
•	 To show that P ~ q E idealr(F) in general does not imply P ~~,p) q let us look at 

the following example: 

11 Note that this additional information is necessary because of our handling of the coefficients in Z 
in our definition of strong right reduction. In case the coefficient domain is a field or the elements of 
Z are treated in another way, this is no longer necessary. 

120therwise we would immediately get q + am+l . fm+l . Xm+l -+/' q. 
,..	 m+l 

13Note that this cannot always be done in case we use the other reductions since we do not necessarily 
have HT(fm+l . xm+d = HT(fm+d . Xm+l respectively HT(fm+dXm+l or HT(fm+d 0 Xm+l· 
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Lemma 6
Let p,q € Z['H] and F ; Z['H].

1. péiwg if and only i f p  —- q € ideal‚(F) (assuming f € F implies —f € F “ ) .

2. p Qg’p 'c )  q implies p — q E ideal,.(F) but not Vice versa.

Proof  :

1. (a) Using induction on k we show that p 4-5;.(1 implies p — q € ideal,.(F).
In the base case k : 0 there is nothing to show, since 17— p = 0 € ideal,.(F).
Let us assume that p Äi—q implies p — q € ideal„(F).
Looking at p <i>—}, Pk H}. q we can distinguish two cases:

i .  pk—rfiq wi th  f e  F .
Then q : pk—a-f—x‚ where a € Z,:z: € Hand  since p-——q = p—pk+a-f°a:
and p — pg 6 ideal‚„(F), we get p —-—- q € ideal,.(F).

ii. q ———>} pk wi th  f € F can be treated similarly.

(b) In case p — q E idealr(F) we get p = q + 2;”:1 aj - fj - :cj, where aj E Z ,  fj €
F., 323' € H.
We can show p <i>} q by induction on m .
In the base case m = [) there is nothing to Show.
Let p = q + 2211 aj - fj — a:,- + am“ . fm“ - zum“ and by induction hypothesis

1);)e + am+1  ' fm+1 ‘ $m+1—

In case (I + am+1 '  fm+1 $m+1

Now suppose th i s  IS not t rue .
Let HT(fm+1 wm+1)——__ t and without loss of generality H C ( fm“ arm“);_-

c > 0 .  Let a, be the coefficient of t in  q.  Then a is no remainder of c1  ,
i.e. a = a,’ - c + b'‚a', b' 6 Z ,  where b' is  a remainder of c and a' % 0 .  We get
a+am+1-c=(a '+am+1)—c+b ' .
In  case a." + am“ : 0 we get q ah“ q — a' - fm“ - mm“ = q + am“ - fm“ -
zum“ .31.; p implying P A; q ‘3
In case a." + am“ 75 Ü we get p 43+} q + am“ - fm+1 - mm“ ah“ q + am+1 -
fm+1 ‘ $m+1  “' (a’ + am“)  ' fm+1 ' $m+1  = q _" a' ' fm+1 ' $m+1  +3??? since

’ . . *q —+}m+l q — a — fm+1 - wm“,  grvmg us p H}. q .

_“;m —fm+1} q we are done.

2 .  The proof of the first claim is similar.
To show that p— q 6 ideal (F )  In general does not imply p Hg; " )q  let us look at
the following example:

11Note  that this additional information is necessary because of our handling of the coefficients in Z
in  our definition of strong right reduction. In case the coefficient domain is a field or the elements of
Z are treated in another way, this is no longer necessary.

12Otherwi se  we would immediately get q + am+1-fm+1 xm+1—-—+in“ q .
13Note  that this cannot always be done 1n case we use the other reductions since we do not necessarily

have HT(fm+1 zm+1)—— HT(fm+1)-xm+1 respectively HT(fm+1)xm+1 or HT(fm+1) 0 ::..-„+1.
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Let ~ = {a, b, c} with a >- b >- c and T = {a 2 
-+ .x, b2 

-+ .x, ab -+ c, ac -+ b, cb -+
 

a}.
 
Taking P = a + b + c, q = b - .x and F = {a + b + c} we get P - q = a + c + .x =
 
(a + b + c) . b E idealr(F) but a + b + c ,4~,p) b - .x.
 
Suppose a + b + c ~F b - .x.
 
Since a+b+ c -+F 0, we get b-.x ~F 0. Let n E N be minimal such that b-.x AF0.
 
As b - .x rF °we know n > 1.
 
Let b - .x =: po +-+FPl +-+F ... +-+FPn-1 +-+F O, where for all 1 :::; i :::; n - 1, Pi =
 
Pi-l +ci'(a+b+c)'Xi, for Ci E Z,Xi EH and HT((a+b+c)'Xi) = a·xi. Further
 
let t = max{HT(p;) 11 :::; i :::; n - I}, then t > b, as HT((a + b + c) . x) > b for
 
all x E 11..
 
Let PI be the first polynomial, with HT(PI) = t, i.e. HT(pj) < t for all j < l,and
 
let PI+k be the next polynomial, where the coefficient of t differs from HC(pt) = Cl
 
14 

Since HT((a+b+c)'XI+k) = a·.TI+k = t = a,xI = HT((a+b+c) 'XI) and (~,T) 

presents a group, we get XI+k = XI. Substituting PI by PI = PI+cI+k'(a+b+c)'XI, 
PI+j by PI+j = PI+j + CI+k . (a + b +c) . XI for 1 :::; j < k and deleting PI+k we get 

a shorter sequence b - .x n~:}F °contradicting our assumption. q.e.d. 

The key idea behind weakening reduction is that if -+1 ~ -+2 and ~1 = ~2, the 
confluence of -+1 implies the confluence of -+2. Unfortunately the reflexive, symmetric 
and transitive closure of (prefix, commutative) right reduction via a set of polynomials, 
which are weaker than strong reduction, need not capture the congruence induced by 
the right ideal generated by these polynomials, i.e. do not describe the same congruence 
as the reflexive, symmetric and transitive closure of strong reduction. The solution to 
this problem will be given by enriching the set of polynomials used for reduction in 
order to achieve this property. This will be done in section 4 
Next we define Grobner bases. 

Definition 6 
A set G ~ Z[11.] is called a Grobner basis of a (right, left) ideal generated by a set 
F ~ Z[11.] with respect to a reduction -+, if 

(ii) ~G is confluent. 

Note that if -+1 ~ -+2 and ~}. = ~} ==ideal(l,r)(F}1 then a Grobner basis G with 
respect to -+1 is also a Grobner basis with respect to -+2. 

1
4 Note that the coefficient of t in PI+k is Cl + CI+k and can be zero. 
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Let E = {a,b,c} with a >- b >- cand  T = {a2 ——> ‚\,b2 _» ‚\,ab —+ c,ac—+ b,cb—>
a} .
Tak ingp=a+b+c ,q=b——Aand  F :  {a+b+c}  wegetp—-q=a+c+A.—_
( a+b+c)  -b€  ideal , (F)  but  a+b+c¢»£—.’f"”b— A.
Suppose a+  b+c+:+}'‚—b—— A.
Since a+b+c—+};~ 0, we get b—A <i>}.— 0. Let n E N be minimal such that b—A &} 0.
As b— A7UFO we know n > 1.
Let b— A =:  pg n1 H} Hen_1 H’FO, where for all 1 S i S n —— 1 ,  p,- =
p,_1 +c,--(a+b+c)-a:,- ,  for c,- @ Z,:ci E 'H and HT( (a+b+c) -x ‚ - )  : (1-32,. Further
let t = maa:{HT(p,-) | 1 S i g n —— 1}, then t > b, as HT( (a+b+c) - : z : )  > bfor
all x € H.
Let p; be the first polynomial, with HT(pg) = t ,  i.e. HT(pJ-) < t for all j. < l, and
let pz+k be  the  next polynomial, where the  coefficient of t differs from H C (p,) = c;
14
Since HT(((l+b+C)'fE(+k) = ().-m“: = t = (1-2:; = HT((a+b+C)-$1) and (Z,T)
presents a group, we get 171% = an. Substituting p; by pf = p1+cl+k-(a+b+c)-x„
pl“- by p?“- = pl.”- + Cg+k - ( a  + b + c) - as; for 1 5 j < 19 and deleting p,...k we get

—1 ° « .a shorter sequence b -— A RH}. 0 contradicting our assumption. q.e.d.

The key idea behind weakening reduction is that if —+1 g —>2 and (3+1 = «1»? , the
confluence of —->1 implies the confluence of ——+2 . Unfortunately the reflexive, symmetric
and transitive closure of (prefix, commutative) right reduction via a set of polynomials,
which are weaker than strong reduction, need not capture the congruence induced by
the right ideal generated by these polynomials, i.e. do not describe the same congruence
as the reflexive, symmetric and transitive closure of strong reduction. The solution to
this problem will be given by enriching the set of polynomials used for reduction in
order to achieve this property. This will be done in section 4
Next we define Griibner bases.

Definition 6
A set G ; Z['H] is called a Gröbner basis of a (right, left) ideal generated by a set
F _C_ Z[’H] with respect to a reduction ——>, if

(i) +30 = Eideatmm

(ii) 33G is confluent.

Note that if —->1 ; ——+2 and <i>},— = (1%. =Eideal(l‘r)(p), then a Gröbner basis G with
1 2respect to ———> is also a Gröbner basis with respect to —> .

14Note  that the coefficient of t in  pl.” is c; + c1.“- and can be zero.
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4 Saturation of a Polynomial p E Z[1t] 

As stated in the previous section, reduction as defined in the definitions 2, 3, 4 and 
5 does not have the property p . x ~~s.r.p,c) 0 and the reflexive, symmetric, transitive 
closure need not capture the right ideal congruence relation. In the previous section we 
saw that by taking the set {p, -p} instead of p alone, we can repair these defects for 
strong right reduction. The main purpose of this section is to find sets of polynomials 
in Z[H]' which do the same for (prefix, commutative) right reduction, e.g. allow us to 
(prefix, commutatively) right reduce all p . x to zero, where x E H. 

Definition 7 
Let p E Z [H] and F ~ {canon(p· x) I x E H} 15. F is called a saturating set for p, 
if for all x E H, p . x -tF 0 holds. F is called a prefix saturating set for p, if for all 
x E ri, p . X -t~ 0 holds. F is called a commutatively saturating set for p, if for all 
x E H, p' x -t'F 0 holds. SAT(p), SATp(p) respectively SATc(p) are the families of 
saturating, prefix saturating respectively commutatively saturating sets for p. 

Remark 5 

1.	 Note that in defining (prefix, commutatively) saturating sets we demand (prefix, 
commutative) right reducibility to 0 in one step. 

2.	 To learn more about (prefix, commutatively) saturating sets for polynomials, we 
will take a more constructive 100k at them. 
Let p = 2:~=1 Ci " t;, where Ci E Z, ti E H. 
Let X t • = {x E H I HT(p . x) = t; . x}, i.e. the set of all elements, which put ti 
in head position 16. Let ~. = {canon(p . x) I x EXt.}. 

(a) Choosing a set Bt. ~ Y';. such that for all Pi E ~. we have Pi -tBt • 0, we get 

UtI Bt. ESAT(p). 

(b) Choosing a	 set Bt. ~ ~. such that for all Pi E ~. we have. Pi -t~t 0, we get 

U7=1 Bt. E SATp(p). • 

(c) Choosing a set Bt. ~ ~. such that for all Pi E ~. we have Pi -tat 0, we get 

U7=1 Bt. E SATc(p). • 

3.	 In 2 we do not specify how to choose the Bt. and, therefore, (prefix, commuta
tively) saturating sets need not be unique. Choosing Bt. = Y';. we always get 
saturating sets, which are in general infinite. 

4.	 ~1 must at least contain canon(p), but all other 1';. can be empty. In case the 
multiplication on H is monotone, we get 1';1 = {canon(p· x) I x E H}, 1';. = 0 for 
i #- 1, j:Lnd B tl = {canon(p)} isa finite saturating set for p. 

15canon(p. x) = p. x if HC(p· x) > 0 and canon(p· x) = -p' x otherwise.
 
16 Note that if 1£ is not right-cancellative one x may belong to different sets.
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4 Saturation of a Polynomial p E Z[7't]
As stated in the  previous section, reduction as defined in the definitions 2, 3, 4 and
5 does not have the property p . a: —3§""P'c)0 and the reflexive, symmetric, transitive
closure need not capture the right ideal congruence relation. In the previous section we
saw that by taking the  set {p, —p} instead of p alone, we can repair these defects for
strong‘right reduction. The main purpose of this section is to find sets of polynomials
in Z[’H], which do the same-for (prefix, commutative) right reduction, e.g. allow us to
(prefix, commutatively) right reduce all p - a: to  zero, where :1: 6 'H.

Defini t ion 7
Let p € Z['H] and F ; {canon(p - x) I :1: € ’H} 15 .  F is called a saturating set for p,
if for all J: € 'H, p - 3: “€;-0 holds. F is called a prefix saturating set for p, if for all
a: € H,  p -'a: -+’}.—0 holds. F is called a commutatively saturating set  for p,  if for all
x E ’H, p - cz: —>‘fg~0 holds. SAT(p), SATp(p) respectively 8A7c(p) are the families of
saturating, prefix saturating respectively commutatively saturating sets for p.

Remark 5

1. Note that in defining (prefix, commutatively) saturating sets we demand (prefix,
commutative) right reducibility to O in one step.

2. To learn more about (prefix, commutatively) saturating sets for polynomials, we
will take a more constructive look at them.
Let p = Zf=l C," ' ‚ t i ,  where C; € 2,13;  € H.

Let Xt, = {$  E 'H I HT(p - :::) = t,- - :::}, i.e. the set of= all elements, which put t,-
in head position 16 .  Let K, = {canon(p- a:) | :1: € Xt;} -

(a) Choosing a set 8,, g Yt, such that for all Pi € Yt, we have pj —’rBt,- 0, we get
1;, Bf, e map).

(b) Choosing a set B“ C Y}.— such that for all p,- 6 Y}, we havepj 4g“ 0, we get
U121 Bu- € SATA?)-

(c). Choosing a set Bi, g Y}, such that for all pj € Y}, we have Pi ag“ 0, we get

UL; B... € SATA?)-

3. In 2 we do not specify how to choose the Bt, and, therefore, (prefix, commuta-
tively) saturating sets need not be unique. Choosing B“ = K,  we always get
saturating sets, which are in general infinite.

4. Y}, must at least contain canon(p)‘, but all other Y}, can be empty. In case the
multiplication on "H is monotone, we get K,  = {canon(p - x) | 3: 6 H}, Y},- = @ for
i # 1, and Bü : {canon(p)} is .a finite saturating set for p.

15canon(p  - z )  = p - a: if HC(p - :|:) > 0 and canon(p - x) = —-p - :: otherwise.
16Note  that if ’H is not right—cancellative one a: may belong to different sets.
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5.	 The right ideal generated by p is the same as the right ideal generated by a 
(prefix, commutatively) saturating set of p. 

6.	 SAT(p) and SATpep) need not contain finite sets. 
Take ~ = {a, b, c, d, e, f} with a >- b >- c >- d >- e >- I and T = {abe -+ ba, bad -+ 

e, Ibc -+ bI}. Then (~, T) is a convergent presentation of a cancellative monoid. 
Now look at p = a + f: 
Then XI = {( bcrdw liE N, w E I RR(T)}, and YI = {bi+1Idw + biew liE 
N, w E I RR} has no finite basis in either sense. Since if it had a finite basis 
B I, we could choose kEN such that bk +1Id + bk e 'i B I. But then we get 

bk+ 1Id + bke ft~:) 0 as bi+! Idw . x = bk+ 1Id has no solution in H unless 10 = ,\ 

and i = k 17. 

7.	 SATc(p) always contains finite sets due to Dickson's lemma (see later), 

8.	 Finite saturating sets always exist in case H is a group. We can even say that 
for p = L~=l Ci . t j there exists a set S E SAT(p) containing at most k elements. 

9.	 If q = p. x then a (prefix, commutatively) saturating set for p is also a (prefix, 
commutatively) saturating set for q but not vice versa. Take for instance ~ = 
{a, b, c} with a >- b >- c and T = {ab -+ ba, be -+ cb, ac -+ ca, ab -+ c} and 
p = a + 1, q = P . b = b + c. 

Definition 8 
Let F ~ Z[H]. We call F (prefix, commutatively) saturated, if for all I E F, x E H 
there is 9 E F such that I· x -+g 0 using the corresponding reduction. 

Note that saturating sets for a polynomial p are saturated, prefix saturating sets are
 
prefix saturated and commutatively saturating sets are commutatively saturated. Fur

ther prefix saturated sets as well as commutatively saturated sets are saturated sets
 
and unions of (prefix, commutatively) saturated sets are again (prefix, commutatively)
 
saturated.
 
However, (prefix, commutatively) saturated sets allow special representations of the
 
elements belonging to their right ideal and, therefore, enable us to capture their right
 
ideal qmgruence.
 

Lemma 7 

1.	 Let F ~ Z[H] be a saturated set. Every 9 E idealr(F) has a representation 
9 = 2:~=1 Ci ·Ii . Xi, where Ci E Z,Ii E F, Xi E H, and HT(Ji . Xi) = HT(Ji) . 
Xi, HG(Ji . Xi) > O. ' 

2.	 Let F ~ Z[H] be a prefix saturated set. Every 9 E idealr(F) has a represen
tation 9 = 2:7=1 Ci . Ii . Xi, where Ci E Z,Ii E F, Xi E H, and HT(Ji . Xi) = 
HT(Ji)Xi, HG(ji) > o. 

17Every SE SAT(p) or SE SATp(p) must (prefix) right reduce the set X J to zero in one step. 
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5. The right ideal generated by p is the same as the right ideal generated by a
(prefix, commutatively) saturatingkset of p.

6. 5/1703) and SATp(p) need not contain finite sets.
Take 2 == {a ,b , c ,d , e , f }  with a >- b>— c»  d > e >— f and T = {abc—+ ba,bad—>
e, f bc ——> b f } Then (X, T)  is a convergent presentation of a cancellative monoid.
Now look at p : a+  f :
Then X! = {(bc)‘dw | i 6 N,w € IRR(T)} ,  and Y; = {bi'l'lfdw + biew | i E
N,w € IRR} has no finite basis in either sense. Since if it had a finite basis
8 , ,  we could choose k € N such that bk'l'lfd + bke & 8,. But then we get
bk+1fd + bke 74%;”)0  as bi'Hfdw - a: = bk+1fd has no solution in ’H unless w = A
and i = !: “'.

7. SATC(p) always contains finite sets due to Dickson’s lemma (see later),

8. Finite saturating sets always exist in case H is a group. We can even say that
for p = 2l  c, - t,- there exists a set S E SAT(p) containing at most k elements.

9. If q : p - a: then a (prefix, commutatively) saturating set for p is also a (prefix,
commutatively) saturating set for (1 but  not Vice versa. Take for instance E =
{a,b,c} with a >— b >- c and T = {ab —-> ba,bc _» cb,ac _} ca,ab ——> c} and
p=a+1 ,q=p-b=b+c .

Definit ion 8
Let F ; Z['H]. We call F (prefix, commutatively) saturated, if for all f € F,  3: E 'H
there is g € F such that f - x —>g 0 using the corresponding reduction.

Note that saturating sets for a polynomial p are saturated, prefix saturating sets are
prefix saturated and commutatively saturating sets are commutatively saturated. Fur—
ther prefix saturated sets as well as commutatively saturated sets are saturated sets
and unions of (prefix, commutatively) saturated sets are again (prefix, commutatively)
saturated.
However, (prefix, commutatively) saturated sets allow special representations of the
elements belonging to their right ideal and, therefore, enable us to capture their right
ideal congruence.

Lemma 7

1. Let F Q Z[’H] be a saturated set. Every 9 E ideal,.(F ) has a representation
9 = i=1ci ' fi ‘ 13;, where C; E Zaf i  € Fax i  € H,  and HT(f i  ‘ 331') = HT(f i ) °

$ ; ‚HC( f ‚ '  ' St,“) > 0 .

2. Let F ; Z['H] be a prefix saturated set. Every g € ideal,.(F ) has a represen-
tation g = Effie,- -f‚— — ‚r,-, Where c,- € Z,f‚- € F, J:; € 'H, and HT(f,- - m;) =
HT(f i )$ i ‚HC( f i )  > 0-

17Every  S € SATÜJ) or S € SATp (p) must (prefix) right reduce the set X f to zero in one step.
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3.	 Let F ~ Z['HJ be a commutatively saturated set. Every 9 E ideal(F) has a 
representation 9 = 2::7=1 Ci . fi' Xi, where Ci E Z, fi E F, Xi E 'H, and HT(f;· Xi) = 
HT(fd 0 Xi, HC(fi) > O. 

Proof: This follows immediately from definition 8.	 q.e.d. 

Further there is a strong relation between the different reductions and the concept of 
saturating polynomials as the following lemma shows. 

Lemma 8 
Let	 f,g,p E Z['H], SE SAT(p), Sp E SATp(p), Se E SATe(p). 

1.	 f -+{p,_p} 9 if and only if f -+'5 g. 

2.	 f -+5 9 if and only if f -+'5 
p 

g. 

3.	 f -+5 9 if and only if f -+~ 
p 

g. 

4.	 f -+'5 9 if and only if f -+Sc g. 

Proof: 

1.	 (a) Suppose f -+;g, i.e. 9 = f - c· p' X for some c E Z, X E 'H,HC(p· x) > O. 
Since P . x -+5 0 we have PI E S such that P . x = Cl . PI . Xl for some 
Cl E Z,XI E 'H, and hence f -+;lESg. 

(b)	 Suppose f -+;lES g, i.e. 9 = f - Cl . PI . Xl for some Cl E Z, Xl E 'H. Since 
PI E S we have y E 'H such that PI = canon(p . y) and hence f -+{p,_p} g. 

2. (a) Suppose f -+;lES g, i.e. 9 = f - Cl PI • Xl for some Cl E Z, Xl E 'H. Since0 

PI	 E S, HC(PI . Xl) > 0 and PI Xl -+~ESp 0 we have PI 0 Xl = C2 . P2 . X2 for0 

some C2 E Z, X2 E 'H and since -+~p ~ -+5p we get f -+;2ESpg. 

(b)	 Suppose f -+;1 ESp g, i.e. 9, = f - Cl PI . Xl for some Cl E Z, Xl E 'Ho Since0 

PI	 ESp, HC(PI' xd > 0 and PI Xl -+;'0 we have PI' Xl = C2 0 P2' X2 for0 

some C2	 E Z, X2 E 'H, and hence f -+;2ES g. 

3. (a) Suppose f -+;lES g, i.e. 9 = f - Cl 0 PI Xl for some Cl E Z, Xl E 'H. Since0 

PI	 E S, HC(PI xd > 0 and PI Xl -+:2ESp 0 we have PI . Xl = C2 . P2 . X2 for0	 0 

some C2 E Z, X2 E 'H, and hence f -+:2ESp g. 

(b)	 Suppose f -+:1 ESp g, i.e. 9 = f - Cl PI Xl for some Cl E Z, Xl E 'H. Since0	 0 

PI	 ESp, HC(PI . Xl) > 0 and Plo Xl -+;2ESO we have PI' Xl = C2 P2' X2 for0 

some C2	 E Z, X2 E 'H, and hence f -+;2ES g. 

4. This can be shown analogously.	 qoe.d. 
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3. Let F ; Z['H] be a commutatively saturated set. Every 9 € ideal(F) has a

Proof  :

representation 9 == 2 l  c,- - f,- - 112,-, Where c, E Z‚ f£  € F: x i  6 H9 and HT( f£  ' x i )  =
HT(f, ')  0 : t , - ,HC(f,-)  > 0 .

This  follows immediately from definition 8 .  q.e.d.

Further there is a strong relation between the different reductions and the concept of
saturating polynomials as the following lemma shows.

Lemma 8
Let f , g ,p  e Z[H], S e 8AT(p),S,, e SAT,(p), Sc 6 8.47102).

1. f fi lm—p}  9 if and  only i f f  —->3 9 .

2. f —->g-g if and only i f f  “+3? g.

3. f _»n if and only i f f  —>§p g.

4. f—r'sg if and only if f age g.

Proof  :

1. (a)  Suppose f—fig ,  i.e. g =f—c 'p - sc fo r  somecE  Z,;z: € 'H ,HC(p°a : )  > 0.

(b)

2. (a)

(b)

Since  p - :::—+30 we have pl 6 S such that p - a: = cl - pl - 3:1 for some
01 € Z , :n  € ’H, and hence f—glesg .

suppose f—iglesg,  i.e. g = f —— c1 - pl - 3:1 for some (:1 € Z, :n  E 'H. Since
pl 6 S we have y E 'H such that pl = canon(p - y) and hence f aim-19} 9.

Suppose f ag l e sg ,  i.e. g = f -— c1 -p1 ~ 3:1 for some c1 € Z,a:1 € 'H. Since
p1 € S ,  HC(p1-x1 )  > 0 and pl - x l  agape  we have pl - 3:1 = C2 -p2 - 3:2 for
some 02 € Z,$2 € 'H and since 4%? ; -—>"SP we get f akes?  g.
Suppose f Hines? g,  i.e. g = f — cl -p1 -:2:1 for some 61 E Z,a:1_E H.  Since
pl € Sp, HC(p1-2:1) > 0 and pl -:1:1 ——&§0 we have pl - 1:1 = cz - p2 ° 3:2 for
some C; € Z,  1172 6 H, and hence f—rgzes g .

3. (a)  Suppose f—+;1€S g ,  i.e. g = f —— c1 - pl — 3:1 for some 01 E Z,:L'1 € 'H. Since
pl 6 S ,  HC(p1-:L'1)> 0 and pl -:c1 “*zzespo we have pl -:c1 = c2 -p2 - x2 for
some c; € Z, $2 € ’H, and hence fagzesp g.

(b)  Suppose f “";esp g ,  i.e. g = f — c1 - p1 ° 3:1 for some cl € Z,:cl € 'H. Since
P1 6 Sp, HC(p1-x1 )  > 0 and pl -:1:1 "";2680 we have P1 «1:1 = c2-p2 ~ ::; for
some 62 E Z,  9:; € ’H, and hence f—>;2esg.

4.  This can be shown analogously. q.e.d.
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Lemma 9 
Let P E Z[H] and 51 ,52 E SAT(p). Then 

Proof: We show ~Sl ~ ~S2 by induction on k for 
In	 the base case k = 0 there is nothing to show. 

Let us assume _rk
s C +-+r* 

s . 
1 - 2 

L k· k r r d'" h00 mg at Po +-+Sl Pk +-+SI Pk+I we 1stmgUIs two cases: 

1.	 Pk -~ PHI with q E 51' 
Then pk+1 = Pk - a . q . x for a E Z, x E H, and since 52 is a saturating set of P 

we have q1 E 52 with q . x -~I 0, i.e. q' x = Cl . q1 . y, where y E H, Cl E Z and 
Pk+l = Pk - a . Cl . q1 . y. Therefore we get Pk -~I Pk+1, i.e. Pk -502 Pk+I' 

Our induction hypothesis yields Po ~S2 Pk +-+50
2 

Pk+I' 

2.	 PHI '--+~ Pk gives us po ~S2 Pk+1 similarly. q.e.d. 

Corollary 1 
Let pE Z[H]' 5 E SAT(p), 5p E SATp(p). Then 

Corollary 2 

1.	 Let F ~ Z[H],p E Z[H] and F be a prefix saturated set. Then p-'Fq if and 
only if p -);. q. 

2.	 Let F ~ Z[H], P E Z[H] and F be a commutatively saturated set. Then P -F q 
if and only if p -+F q. 

Right now we know that (prefix, commutatively) saturating sets for a polynomial P 
(prefix, commutative) right reduce the set {a· P . x I a E Z, x E H} to zero in one step. 

Theorem 1 
Let F ~ Z[H] be a saturated set, Fp ~ Z[H] be a prefix saturated set, Fc ~ Z[H] be a 
commutatively saturated set, and P, q E Z[H]. 

1.	 Then P ~F q if and only if p - q E idealr(F). 

2.	 Then P ~IF, q if and only if P - q E idealr(Fp ). p 

3.	 Then P ~Fc q if and only if P - q E idealc(Fc). 

Proof: We only prove the first claim, since the other proofs are similar. 

18The case;"'r C;"'r is symmetric.8,	 _ 8, 
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Lemma 9
Let p E Z['H] and 51,52 € SAT(p) .  Then 4-33! = H; .

2

.. .. . . kProof :  We show Hg, g n by Induction on k for H31 18 .

In the base case k : 0 there is nothing to show.
Let us assume 531 g (ff—>32 .
Looking at po 453.! pk H31 pk+1 we distinguish two cases:

1. pk w); Pk+1 with q € .91.
Then pk“ == pk —- a - q - :1: for a E Z,x  E ’H, and since 52 is a saturating set of p
we have ql  E 52 wi th  q—$—+;10,i.e. q-x  = cl  -q1 -y ,  whe rey  € ’H, c1 6 Z and
pk+1 = pk -—- a. - cl . q] - y. Therefore we get pk Hi :  pk+1‚ i.e. pk Hg? „+1 .
Our induction hypothesis yields po <1»q pk Hg? pk“ .

2. pk“ '——>; pk gives us po (1)32 Pk+1 similarly. q.e.d.

Corollary 1
Let p E Z[H], S € SATQJ),  Sp 6 SATAN. Then (Äg- : 433? .

Corollary 2

1. Let F g Z[’H],p E Z[’H] and F be a prefix saturated. set. Then II"-+24] if and
only ifp—r’} q.

2. Let F ; Z[’H],p E Z[’H] and F be a commutatively saturated set. Then p——>"F q
if and only ifp—+§; q.

Right now we know that (prefix, commutatively) saturating sets for a polynomial p
(prefix, commutative) right reduce the set {a  - p - a: | a E Z,  cc E ’H} to zero in one step.

Theorem 1
Let F g Z['H] be a saturated set,  Fp g Z['H] be  a prefix saturated set ,  Fc _g Z[H] be a
commutatively saturated set, and p, (1 € Z['H].

1. Then pie-3}”, q if and only i fp  — q € ideal,.(F).

2. Then p432? q if and only i fp  — q € ideal,.(Fp).

3. Then peirfg-c q if and only i fp  — q E idealc(Fc).

Proof : We only prove the first claim, since the other proofs are similar.
t n- . ' .18The case Hg.? _C_ H}! [S symmetric.
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=>	 Using ind~ction on k we show that P~F q implies P - q E idealr(F). 
In the base case k = 0 there is nothing to show since p - p = 0 E idealr(F). 

Let us assume that p AFq implies p - q E idealr(F). 

Looking at P~F Pk f-+Fq we distinguish two cases: 

(a)	 Pk ~fq with lE F. 
Then q = Pk - a . I . x for a E Z, x E H and since P - q = p - pie + a . I . x 
and P - Pk E idealr(F) we get P - q E idealr(F). 

(b)	 q ~f Pk with I E F can be treated similarly. 

{=	 P - q E idealr(F) implies P = q +ET=1 aj . h . Xj, where aj E Z, h E F, Xj E H. 
We show P H Fq by induction on m. 
In the base case m = 0 there is nothing to show. 
Let P = q + ET=1 aj . Ji . Xj + am+l . I<rl+l . XmH' 

Our induction hypothesis yields P H Fq + am+l . ImH . XmH' 
Since F is a saturated set we know am+l' Im+l 'Xm+l ~F 0, i.e. amH' ImH 'XmH = 
k . f' . x', where k E Z, I' E F, x' E H, and HT(J'· x') = HT(J') . x'.
 
In case q + am+l . Im+l . XmH ~f' q we are done. Now suppose this is not true.
 
Let HT(J' . x') = t, HC(J' . x') = c > 0 and a be the coefficient of t in q. Then
 
a is no remainder of c, i.e. a = a' . c -+- b', whereb' is a remainder of c and a' =I 0
 
19. Wegeta+k.c=(a'+k).c+b'.
 
In case a' + k = 0 we get q ~f' q - a' . f' . x' = q + k . f' . x' HFP implying P HFq.
 

In case a'+k =I 0 we get P H Fq+k·f'·x' ~f' q+k·I'·x'-(a'+k)·f'·x' = q-a'·f'·x',
 
. . * r' r , I' ,	 dglvmg us P f-+F q, smce q ~f' q - a· . x .	 q.e.. 

Corollary 3 

1.	 Let p E Z[H], S E SAT(p). Then we get 

* r _ _ 
f-+s = =idea1r(S) = =idealr(p) 

2.	 Let PI, .. ·Pn E Z[H] and SI E SAT(Pl),"" Sn E SAT(Pn). Then 

Notice that (prefix, commutatively) saturating sets for a polynomial P satisfy (i) of 
definition 6 but in general need not be right Grobner bases of {p}, i.e. the Noetherian 
relation ~r induced by them need not be confluent, even restricted to {a . P . x I a E 
Z, x EH} and so idealr(p) does not necessarily right reduce to zero. 

190therwise we have q + am+l . fm+l . XmH -fl q. 
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=> Using indiiction on k we show that pÄ'F q implies p ~— q E ideal,.(F).
In  the  base case It = 0 there i s  nothing to show since p — p = 0 € idea l , . (F) .
Let us assume that p <i>}, q implies p — q € ideal„(F).
Looking at p 4-5};— pk H}.— q we distinguish two cases:

(a) pk -a5qwi t tF .
Thenq=pk—a- f - :L ' fo raEZ ,xEHand  s incep—q=p—pg+a . f - a :
and p—p;c E idea l , (F)  we get p—q € ideal,.(F).

(b)  q—>} pk with f € F can be treated similarly.

<= p -— q € ideal,.(F) implies p = q + 233; a,]- - fj — az)-, where aj € Z,f‚- € F, 3:,- E H.
We show p <i>}, q by induction on m.
In the base case m = O there is nothing to  show.
Let P = q + 23-11 a,- ' fj ' 533' + am+1 ' fm+1 '$m+1-

Our induction hypothesis yields p «Ägq + am“ - fm“ - mm“.
Since  F is a saturated set  we know am+1-fm+1 mm“ —>"F 0 ,  i .e .  am+1-fm+1-.Izm+1 =
k - f’ - :r', where k E Z, f ’  E F,:c' € 'H, and HT(f '  - 32') = HT(f') . x'.
In case q + am“  . fm“ - sem“ Hr}, q we are done. Now suppose this is not true.
Let HT(f ’ - :c ’ )  = t ,HC( f ’ -1 : ' )  = c > 0 and a be the coefficient o f t  in q. Then
(1 is no remainder of c, i.e. a = a '  - c —I- b’, where «b’ is a remainder of c and a’ 74 0
19 .  We ge t a+k-c :  (a '+k ) - c+b ' .
In case a'+lé  = 0 we get q——>'}‚q—a'—f'-a:' = q+k- f ' - x ’<—t>e imply ingpé}q .
In case a ’+k  76 0 we get p4}. q+k-f’-:c’ a}, q+k—f’—x'—(a'+k)-f’-x' = q—a'-f’-a:’,
giving us p <i>},— q, since q _)? q -- a’ . f’ - :c'. q.e.d.

Corollary 3

1. Let p € Z['H],S € SAT(p). Then we get
*HE = Eidea1 , (3)  = Eidea1, (p)

2. Let p1,. . . p„  6 Z['H] and 51 E ¢S~'/1’T(1:1:1),...,Sn 6 8.147(1)"). Then

*. r _ —_ _ —- .
HSIU” .USn  _ =tdea l r (51uu .USn)  _ =1dea l r (p1 , . . . , pn )

Notice that (prefix, commutatively) saturating sets for a polynomial p satisfy (i) of
definition 6 but in general need not be right Gröbner bases of {p}, i.e. the Noetherian
relation ir" induced by them need not be confluent, even restricted to {a  - p - a: | a €
Z,  a: € 'H} and so ideal,.(p) does not necessarily right reduce to zero.

19Otherwise  we have q + am+1 — fm“ - mm“ —>'f'‚ q.
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Example 5 

1.	 Let ~ = {a, b, c} with a >- b >- c and T = {a 2 -+ .\, b2 -+ .\, ab -+ c, ac -+ b, cb -+ 

a} and p = a + b+ c. 
Then 5 = {a + b + c, a + c +.\, bc + c2 + b} E SAT(p). 
Claim: -+5 is not confluent on {p. x I x E H}. . 
We have a + b + c-+:+.C+Ab - .\ and a + b + c-+:+b+c 0 but b -.\ ~5 O. 

2.	 Let E = {a, b, c} with a >- b >- c and T = {a 2 -+ .\, b2 -+ .\, ab -+ c, ac -+ b, cb -+ 

a} and p = a + b+ c. 
Then Sp = {a+b+c, bc+c2+b, a+c+.\, ba+ca+.\, ca+a+.\, c2+b+c} E SATp(p), 
Claim: -+5 

p 
is not confluent on {p. x I x EH}. 

We have a + b + c -+:+C+A b - .\ and a + b + c -+:+b+c 0 but b - A~sp O. 

3.	 Let ~ = {a,b} with a >- band T = {a 2 -+ .\,ab -+ ba} and p = a + b+.\.
 
Then Sc= {a+b+.\,ba+a+.\} ESATc(p).
 
Claim: -+5 is not confluent on {p. x I x EH}.


c 

We have ba+a+.\ -+ba+a+,\ 0 and ba+a+.\ -+:+b+A -b2 +a-b+.\ -+:+b+A -b2 -2b 
but _b2 

- 2b ~sc O. 

Remark 6 

1.	 Prefix Grobner bases and commutative Grobner bases are right Grobner bases 
but not vice versa. 
Let ~ = {a, b} with a >- band T = {ab -+ ba}. Then the set F = {a + .\} is a 
right Grobner basis, but not a prefix or commutative Grobner basis. 

2.	 Further right Grobner bases are strong Grobner bases but not vice versa. 
Let E = {a, b, c, d, e, I} with a >- b >- c >- d >- e >- I and T = {abc -+ ba, Ibc -+ 
bI, bad -+ e}. 
Then the set F = {a + f} is a strong Grobner basis, but not a right Grobner 
basis 20. 

Note that even (prefix) saturated sets F do not guarantee that p ~F 0 implies p.' x ~F 0 
for p E Z[H], x E H. 

Example 6
 
Let E = {a, b,c,d} with a >- b>- c>- d and T = {abc -+ ba,dbc -+ bd}.
 
Then the set F = {a - c, cbc - ba, c + d} is (prefix) saturated.
 

Looking at p = a + d we get P"';F O. But p . bc = ba + bd is F -irreducible.
 

This example shows that removing elements from a set by interreduction can yield 
different normal forms. Just take F' = FU{a+d}. Then ba+bd ~F' 0 but ba+bd -t+F O. 

20 Remember that F allows no finite saturating sets. 
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Example 5

1. Let Z={a ,b , c}  witha>-b>candT:{a2—+A,b2—+A,ab—>c,ac—>b,cb~—>
a}  andp=a+b+c .
ThenS={a+b+c , a+c+) \ , bc+c2+b}eSAT(p) .
Claim: #3 is not confluent on {p-a : | : r€ ’H} .  '
Wehavea+b+c—>;+F+Ab——Aand a+b+c—>;+b+CU but  b—A7Lg0.

2. Let E : {a ,b , c}  with a >— b >» c and T = {a2 —+ A,b2 —+ Lab  —> c,ac-——> € ) , c
a}  andp=a+b+c .
Then Sp = {a+b+c‚bc+c2+b,a+c+)\,ba+ca+A, ca+a+A‚c2+b+c} € SATp(p).
Claim: 4;? is not confluent on {p - :1: | J: E H}.
We have a+b+c—>;+C+Äb—— A and a+b+c——>;+b+cfl but  b——- A77->"SPO.

3. Let Z :  {a,b} with a ,»  band T :  {a2-—>A,ab—> ba} andp=a+b+A.
Then SC = {a + b + Min + a + A} € SAT—C(17).
Claim: ——>"SC is not confluent on {p- a: I a: 6 'H}.
We have ba+a+A——>Ea+a+’\0 and ba+a+/\—+;+b+A ~b2+a—-b+A-—>;+M ——b2-——2b
but  -—b2 — 2b 743;: O.

Remark 6

1. Prefix Gröbner bases and commutative Gröbner bases are right Gröbner bases
but not vice versa.
Let E = {a,b} with a >- b and T = {ab —+ ba}. Then the set F = {a  + A} is a
right Gröbner basis, but not a prefix or commutative Gröbner basis.

2. Further right Gröbner bases are strong Gröbner bases but not vice versa..
Let 2 = {a ,b , c ,d ‚ e ‚ f}  with a > b >- c>— d >- e >— f and T : {abc —+ ba,fbc—>
bf, bad —> e} .  '

Then the set F = {a + f}  is a strong Gröbner basis, but not a right Gröbner
basis 20.

Note that even (prefix) saturated sets F do not guarantee that p l);— 0 implies pen: —*—+"F_ 0
for ;) € Z[’H]‚3: 6 H.

Example 6
Let Z z {a,b,c,d} with a >— b > c >- d and T = {abc -—-«> ba‚dbc—> bd}.
Then the set F = {a  —- c, cbc -— ba,c + d} is (prefix) saturated.
Looking at p = a + d we get pi}. 0. But p ~ bc = ba + bd is F —irreducible.

This example shows that removing elements from a set by interreduction can yield
different normal forms. Just take F’ = F U{a +d}. Then ba+bd ir}, 0 but ba+bd 7L}.- 0.

20Remember that F allows no finite saturating sets.
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5 Taking a Closer Look at Saturation 

In this section we investigate saturation with respect to prefix right respectively com
mutative reduction. If finite prefix saturating sets exist, these are of course saturating 
sets and they contain additional structural information. We give a procedure to enu
merate a prefix saturating set and there are several structures allowing finite prefix 
saturating sets, e.g. finite monoids, free monoids, and monoids having a monadic pre
sentation. In commutative structures finite commutative saturating sets always exist. 

5.1 Prefix Saturation in Finite Monoids 

Let 'H be a finite monoid having a finite convergent presentation (:E, T). 

Procedure Prefix Saturation 

input: P = 2:7=1 Ci . t; E Z['H] and (:E, T) a presentation of 'H. 
output: SATp(p) E SATp(p), 

SATp(p) := {canon(p)}; 
for all x E 1{ do 

if p . x ~SATp(p) 0 
then SATp(p):= SATp(p) U {canon(p· x)} 

endfor 

where canon canonizes a polynomial, i.e. multiplies it by -1 in case its head coefficient 
is not positive. 

Theorem 2 
The procedure terminates. 

Proof: This is due to the fact that 'H is finite. q.e.d. 

Theorem 3 
The procedure is correct, i.e. for all p E Z['H], x E 1{ the polynomial p . x is prefix 
right reducible to zero by SATp(p). 

Proof: This is due to the fact that all p' x, x E 1{ are computed and their canonized 
form is added in case they do not prefix right reduce to zero by SATp(p). q.e.d. 
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5 Taking a Closer Look at Saturation

In this section we investigate saturation with respect to prefix right respectively com-
mutative reduction. If finite prefix saturating sets exist, these are of course saturating
sets and they contain additional structural information. We give a procedure to enu-
merate a prefix saturating set and there are several structures allowing finite prefix
saturating sets, e.g. finite monoids, free monoids, and monoids having a monadic pre-
sentation. In commutative structures finite commutative saturating sets always exist.

5 .1  Prefix Saturation in  Fini te  Monoids

Let ’H be  a finite monoid having a finite convergent presentation (E ,  T ) .

Procedure  Prefix Satura t ion

input: p : Zffl c,- - t,- E Z[’H] and (E, T) a presentation of H.
output: SATp(p) € SATp(p).

SATA?) == {can0n(P)};
for all x € 'H do

i f p  - a: 7UDSATP(p) 0
then SATp(p) :=  SATp(p) U {canon(p- x)}

endfor

where canon canonizes a polynomial, i.e. multiplies i t  by ——1 in case i ts  head coefficient
is not positive.

Theorem 2
The procedure terminates.

Proof : This is due to  the fact that H is finite. q.e.d.

Theorem 3
The procedure is correct, i.e. for all p E Z[H], 3: € 'H the polynomial p - a: is prefix
right reducible to zero by SATp(p).

Proof : This is due to the fact that all p - a:, 3: E H are computed and their canonized
form is added in case they do not prefix right reduce to zero by SATp(p). q.e.d.
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5.2	 Prefix Saturation for Monoids with Convergent Presen
tations 

We will give a procedure, which enumerates a prefix saturating set for a polynomial in 
Z[H]. 0 

Procedure Prefix Saturation 

input: p = L~=} Ci • ti E Z[H] and (~, T) a finite convergent presentation of H. 
output: SATp(p) E SAT(p). 

SATp(p) := {canon(p)}; 
H:= {canon(p)}; 
while H I- 0 do 

q := remove(H);
 
t := HT(q);
 
for all x E C(t) = {.r E H I tor = t}tzx = tll, tzl- A for some (l, r) E T} do
 

q' := q 0 x 

if q' ftSATp(p) 0
 
then SATp(p):= SATp(p) U {canon(q')};
 

H := H U {canon(q')}
 
endfor 

endwhile 

where remove removes a polynomial from a set and canon canonizes a polynomial, i.e. 
multiplies it by -1 in case its head coefficient is not positive. 0 

The procedure is illustrated by the following example. 

Example 7 
Let ~ = {a,b,c} with a >- b>- c and T = {aZ -+ >",bz -+ >",ab -+ c,ac -+ b,eb -+ a}.
 
Saturating p = a + b + c we get:
 
Initialization: H := {a + b + cl, SATp(p) := {a + b + e}.
 
1. Taking a + b + c E H and x E {a, b, c} we get ba + ca + >.., a +c + >.., be +c2 +b, which 
are all added to Hand SATp(p), 
2. Taking ba+ca+>" E H and x E {a,b,c} we get a+b+c,bc+cz +b,a+c+>.., which 
prefix right reduce to zero by SATp(p), 
3. Taking a + c + A E H and x E {a, b, c} we get ca + a + A, a + b + c, c2 + b + c and 
ca + a + >.., c2 + b + c are added to Hand SATp(p). 
4. Taking bc + c2 + b E H and x E {b} we get ba + ca + >.., which prefix right reduces 
to zero by SATp(p) . 
5. Taking ca + a + >.. E H and x E {a, b, c} we get a + c + >.., c2 + b + c, a + b + c, which 
prefix right reduce to zero by SATp(p). 
6. Taking c2 + b + c E H and x E {b} we get ca + a + >.., which prefix right reduces to 
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5.2 Prefix Saturation for Monoids with Convergent Presen-
tations

We will give a procedure, which enumerates a prefix saturating set for a polynomial in
zm].

%.

Procedure  Prefix  Satura t ion

input: p : }:l c, . t,- 6 Z[’H] and (E, T)  a finite convergent presentation of 'H.
output: SATp(p) € SÄT(p).

SATp(p) :=  {can0n(P)}ä
H :=  {can0n(p)};
while H # @ do

q :=  remove[H);
t==  HTW);

for all :1: € C ( t )  = {3: 6 'H | im = t1 t2$  : t l l ‚ t2 74- A for some (I, r )  € T}  do
(1 '2:  q—x

if q '  %gAp) 0
then SATp(p) : :  SATp(p) U {canon(q')};

H :=  H U {canon(q’)}
endfor

endwhile

where remove removes a polynomial from a set and canon canonizes a polynomial, i.e. ‘
multiplies i t  by —-1 in case i ts  head coefficient is not positive.
The procedure is illustrated by the following example.

Example 7
Let 2 :: {a,b,c} with a >— b >- c and T = {a2 —+ A,b2 ——> A,ab —> c,ac —+ b,cb —+ a}.
Saturating p = a + b + c we get:
Initialization: H :=  {a  + b + c}, SATp(p) :=  {a  + b + c}.
1. Taking a+b+c  € H and a: € {a, b, c} we get ba+cn+A,a+c+A,bc+c2  +b ,  which
are all added to H and SATp(p).
2. Taking ba+ca+ A € H and a: 6 {a,b, c} we get a+l3+c,bc+c2 +b , a+c+  A, which
prefix right reduce to zero by SATp(p).
3. Taking a+c+  A € H and :1: € {a,b,c} we get c a+a+A,a+  b+c ,c2  + b+c  and
ca + a + A, c2 + b + c are added to H and SATp(p).
4. Taking bc + c2 + b € H and a: € {b} we get ba + ca + A, which prefix right reduces
to zero by SATp(p) .
5. Taking ca+a—l— A E H and a: 6 {a,b,c} we get a+c+A,c2  +b+c , a+  b+c ,  which
prefix right reduce to zero by SATp(p).
6. Taking c2 + b + c € H and ::: € {b} we get ca + a + A, which prefix right reduces to
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zero by SATp(p). 
7.	 As H = 0 we get SATp(p) = {a+b+c, bc+c2 +b, a+c+'\, ba+ca+'\, ea+a+'\, e2 +b+e}. 

Now there are situations where finite saturating sets but no finite prefix saturating sets 
exist. Take for example E = {a, b, e} with a )- b )- e and T = {ae - cb, be - ca}. 
Then P = a + A has a finite saturating set {p} but no finite prefix saturating set. . 
Note that the procedure Prefix Saturation cannot be turned into a procedure to enu
merate a (not necessarily prefix) saturating set of p by just replacing q' ftSATp(p) 0 with 

q' ftSAT(p) O. Taking e.g. E = {a, a-I}, T = {aa- l _ A, a-la _ A} and p = a3 + A we 

would get SAT(p) = {p}, but p. a-6 = a-6 + a-3 ftSAT(p) O. 

Theorem 4
 
The procedure enumerates a prefix saturating set ofa polynomial p, i.e. for all P E Z[1t],
 
x E 1t the polynomial p . :z: is prefix right reducible to zero by SATp(p). Therefore the
 
procedure is partially correct.
 

Proof: We show that for all q E SATp(p),x E 1t we have q. x -SATp(p) o. Suppose 

this is not true. Wc can choose a minimal counterexample q . x, where HT(q)x is 
minimal (according to the ordering )- on E*) and q. x ftSATp(p) o. Then HT(q)x is 

T-reducible, as otherwise q. x -p SAT O. Let HT(q)x = tlt2xIX2 where HT(q) = 
qE pep) 

t l t2, t2 =I- A,'X = XIX2 and I = t2xI for some (1, a) E T. Since q E SATp(p) we have 
Xl E C(HT(q)). 

1.	 If eanon(q· xd E SATp(p) then q' X = (q . xd . X2 -SATp(pj 0 since HT(q)x = 

HT( q)XIX2 )- HT( q . XI)X2, contradicting our assumption. 

2.	 If canon(q . xd <f. SATp(p) then q . Xl -:'ESATp(p) 0 and HT(q)XI >- HT(q· 

xd = HT(q')z for some z E 1t. Further q . Xl E {p. y, -p . y lyE 1t}, 
q' E SATp(p) ~ {canon(p· y) lyE 1t} and HT(q . Xl) = HT(q')z gives us 
q. X = (q . xd . X2 = c· (q' . z) . X2, e E Z and HT(q)x )- HT(q')ZX2' Therefore 
q. X = c· (ql. z)· X2 = c· q'. (ZX2) -SATp(p) 0 contradicting our assumption. q.e.d. 

Theorem 5 
The procedure terminates for left-cancellative monoids, having a finite convergent 
monadic presentation. 

Proof: Let H be a monoid having a finite convergent presentation (E, T), where 
T is monadic including no rules as a - b or a - A, a, bEE. Further we use the 
length-lexicographical ordering as our ordering on H. 

1.	 We start our proof with the following technical remark: 
Let q E Z[1i]. We call a chain Xl, X2, . .. ,where Xi EH, an irreducible reduction 
sequence of q, if for all i: 
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zero by SATp(p).
7. As H = 0 we get SAT,,(p) = {a+b+c ,  bc+c2 +b ,  a+c+A,  ba+ca+A,  ca+-,a+A c 2+b+c} .

Now there are situations where finite saturating sets but  no finite prefix saturating sets
exist. Take for example 2 = {a,b, c} with a >- b >- c and T == {ac —-> cb,bc —-+ ca}.
Then p = a + A has a finite saturating set {p} but no finite prefix saturating set. '
Note that the procedure Prefix Saturation cannot be turned into a procedure to enu-
merate a (not necessarily prefix) saturating set of p by just replacing q' 7["lé'‚AT1„(p)0 with

Qi‘lfi’rSATm 0-  Taking ag .  E = {a , a " l} ,T  : {aa '1  —-r A,a"'1a —> A} and p = a3 + A we
would get SAT(P) = {p}, but p- (1‘6 = an"3 + 0‘3  f’éucp) 0°

Theorem 4
The procedure enumerates a prefix saturating set of a polynomial p, i.e. for all p € Z['H],
3: € ’H the  polynomial p - rc is prefix right reducible to zero by SATp(p). Therefore the
procedure is partially correct.

Proof : We show that  for all (1 E SATp(p),:r E ’H we have q - x ——>p 0. SupposeSATpe)

this is not true.  We can choose a. minimal counterexample q . a:, where H T(q)a: is
minimal (according to the ordering >— on 2*) and q - a: 7AEATp(p )0 '  Then H T(q):r is
T—reducible, as otherwise q - :r __}ZESATAP) 0. Let HT(q)a: = t1t2$1$2 where HT(q)  =
t1t2,t2 7t A,":z: = :::l and l : tgxl for some (l ,a) € T .  Since q 6 SATp(p) we have
2:1 6 C(HT(q)) .

1.  If canon(q - x1) € SATp(p) then q - :1: = (q -:1:1) . x2 ——>p 0 since HT(q):r———SAT„( j
HT(q)a:1$2 >- HT(q - 31)“ ,  contradicting our assumption.

2. If canon(q ~ 11:1) € SAT„(p) then q . 3:1 _)z ' eSATp(p)0  and HT(q)-’Bi >“ HT(‘ I '

3:1) = HT(q')z for some z E 'H. Further q — 2:1 6 {p - “g,-p - y \ y € H},
q’ E SATp(p) g {canon(p - y) | y E ’H} and HT(q - 3:1) : HT(q')z gives us
q — :c = (q — x1) - :52 = c - (q' - 2) '$2‚ c E Z and HT(q):L' >— HT(q’)z$2. Therefore
q-w = c- (q'uz) - 1:2 : c-q' - (21:2) HPSATPUJ) 0 contradicting our assumption. q.e.d.

Theorem 5
The procedure terminates for left—cancellative monoids, having a finite convergent
monadic presentation.

Proof : Let 'H be a monoid having a finite convergent presentation (E,T) ,  where
T is monadic including no rules as a —-> b or a --> A, a ,b  € 2 .  Further we use the
length-lexicographical ordering as our ordering on 'H.

1. We start our proof with the following technical remark:
Let q € Z["H]. We call a chain 391, mg,. . .‚where a:.- 6 .71, an irreducible reduction
sequence of q ,  if for all i :
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(a)	 qi=q·Xl ... Xj 

(b)	 HT(q;)Xi+l = il, where t is a prefix of HT(qi) and (l,a) ET 

(c)	 Xl ... XiXi+! is T-irreducible. 

Now we can state our first subclaim: A possible irreducible reduction sequence 
of a polynomial q = 2:7=1 Ci . ti has at most length k· IHT(q)I·IEI. We get this 
bound by examining the set of possible head terms for the qi: HT(qi) = tjbx' , 
j E {1, ... , k} where tj is a prefix of tj, bEE U {A} and x' is a suffix of Xl ... Xi 
21. This can occur at most Itjl . IEI times since T is monadic describing a left 
cancellative monoid and irreducible reductions always affect tjb. Since q has k 
different terms and Itj I :::; Itll the irreducible sequences of q have at most length 
k· /HT(q)I' IEI. 
An easy conclusion of this 22 is the fact that for each X E 1{ looking at p . X we 
can split X into X = Xl ... XnY where: 

(a)	 Xl, .. " X n describes an irreducible reduction sequence of p 

(b)	 HT(p' x) = HT(p· Xl ... xn)y, i.e. (p' x) -(P'Xl"'X
n 

) 0 

(c)	 IXl .. ' xnl :::; k ·jHT(q)/·IEI· (max{llll (l,a) E T} -1) 

2.	 If we organize the set H as a first in first out set, we can simulate the proceeding 
of the procedure by constructing a tree in the following way: 

(a)	 The root is the polynomial p. 

(b)	 If q is a polynomial at a node then its sons are the q . y 23 , where y E 
C(HT(q)), which cannot be prefix right reduced to 0 by any of the polyno
mials at already constructed nodes. 

3. We will show the following useful second subclaim: If a polynomial q appears as 
a node at depth j then for any X E 1-l, q . X is prefix right reducible to 0 by a 
polynomial appearing as a node at most at depth j + Ixl. 
Let us suppose this is not true. 
Then we can choose X E 1{ with Ixl minimal such that there is a polynomial q at a 
node at depth j and q' X is not prefix right reducible by any polynomial at a node 
at depth less or equal to j + Ixl. Now by the above conclusion X can be written as 
X = Xl' .. xnY where Xl, .. . ,Xn describe an irreducible reduction sequence of q and 
as X is minimal y = A 24. Since such a reduction sequence could describe a path 
from q ending with q'X, where q'X would be at depth less or equal to j+ Ix1 25 

, this 

2lThis is due to the fact that T is monadic and Xl •.. Xi is T-irreducible.
 
22Note that this is no longer true if we drop the condition left-cancellative. Take for example
 

E	 = {a, b}, T = {ab - a}. Then we get abn ~a for all n E Nand bn E IRR(T). 
23Without loss of generality we will assume the polynomials q . y at the nodes to be canonized. 
240tberwise (p . x) -rp.." ...., ..)0 immediately gives us a contradiction since IXI ... xnl < IXI ... xnyl 

in case y 1:- A. 
25As each Xi must at least have length 1. 
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( a )  Qi = (1 -1131 . . . IE ‚ '

(b) HT(q‚-)x‚-+1 = tl, where t is a prefix of HT(q,-) and (La) 6 T
(c) 3:1 . . . wma-+1 is T—irreducible.

Now we can state our first subclaim: A possible. irreducible reduction sequence
of a polynomial q : }:l c,- - t.- has at most length k - |HT(q)| ' IEI. We get this
bound by examining the set of possible head terms for the q;: H T(q.-) == tgbx’,
j e  {1 , . . . , k }  where t;- is a prefix of t i ,  be  EU {Ä} and at" is a suffix ofccl...:cg
21 .  This can occur at most | t  - IE] times since T is monadic describing a left—
cancellative monoid and irreducible reductions always affect tgb. Since q has It
different terms and | t  g |t1| the irreducible sequences of q have at most length
’9 ' lHT(Q)| ' lzl-
An easy conclusion of this 22 is the fact that for each cz: € H looking at p - x we
can spl i t  :1: in to  :1: = 3:1 . . .:zzny where:

(a) 1:1, . . . , xn describes an irreducible reduction sequence of p
(b) HT(p-:1:) = HT(p - ml . . .x„)y‚  i.e. (p  - :c) —+fP_$1_„$n) O

(C) I331 ---$n| S k ' IHT( f1 ) | '  Wilma—TH“ | (La) € T}  "- 1)

2. If we organize the set H as a first in first out set ,  we can simulate the proceeding
of the procedure by constructing a tree in the following way:

(a) The root is the polynomial p.
(b)  If q is a polynomial at a node then i ts  sons are the q - y 23 , where y E

C (H  T(q)), which cannot be prefix right reduced to 0 by any of the polyno-
mials at already constructed nodes.

3. We will show the following useful second subclaim: If a polynomial q appears as
a node at depth j then for any :1: € 'H, q - 3: is prefix right reducible to 0 by a
polynomial appearing as a node at most at depth j + [ml.
Let us suppose this is not true.
Then we can choose 1: € H with Iscl minimal such that there is a polynomial q at a.
node at depth j and q ° cc is not prefix right reducible by any polynomial at a node
at depth less or equal to j + |:1:|. Now by the above conclusion :2 can be  written as
a: = 3:1 . . . may where 112;, . . . ‚ zn  describe an irreducible reduction sequence of q and
as a: is minimal 3/ = A “ .  Since such a reduction sequence could describe a path
from q ending with q-ar, where q-a: would be at depth less or equal to j + |a:| 25 ,  this

21Th i s  is due to the fact that T is monadic and 1:1 . . .::.- is T—irreducible.
22Note  that this is no longer true if we drop the condition left-cancellative. Take for example

2 :: {a ,b} ,T=  {ab —> a}. Then we get ab" i r a  for all n E N and b“ E IRR(T).
23Without  loss of generality we will assume the polynomials q - y at the nodes to 'be canonized.
240therwise (p . z )—i€p-z1mxn)0  immediately gives us a contradiction since |2:1 . . .:::„I < |31 . . .::„yl

in case y # ‚\.
25As each a:.- must at least have length l .
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sequence must have been cut off before reaching q·x. Let q'TI ... xm,(m < n-l) 26 
be the ancestor of q' x where the path stops, i.e. q' Xl ... Xm+l vrefix right reduces 
to 0 by a polynomial q', which must occur as a node at depth less or equal to 
j +m+ 1 ~ j + IXI ... xm+ll. Now HT(q'XI'" xm+d = HT(q')w for some wE 1{ 

and we know HT(q')w E I RR(T), X m+2'" X n E I RR(T) but HT(q')wx m +2'" Xn 
is T -reducible as otherwise q . x -+~, 0 contradicting our assumption. Let w'bx' 
be the (not necessarily different) T-normal form of WX m +2 ... X n 27, where w' is 
a prefix of w, bEE u {.X} and x' is a suffix of X m +2'" Xn. In case HT(q')w'bx' is 
T -irreducible we get q' X -+~, 0, contradicting our assumption. Now let us assume 
HT(q')w'bx' = tlt2W'bx~x~ = tllx~, where tlt2 = HT(q'), x~x~ = x', (l, a) E T 
and Ix~1 < IX m +2'" xnl. Since q' E Sand w'bx; E C(HT(q')) this situation is 
investigated by our procedure. We have to distinguish two cases: 

(a)	 q' . w'bx~ is a node at most at depth j + m + 2 and added to S. Since 
Ix;1 < IX m +2 ... xnl < Ixl we get a polynomial q" at a node at most at depth 

j + m + 2 + Ix;'	 < j + IXI xml + 2 + Ix;' 
< j + IXI x m +11 + 1 + IXm +2 ... xnl 

< j + Ixl + 1 

with q' x = q' . w'bx~ x~ -t~" 0 contradicting our assumption. 

(b)	 If q' . w'bx~ is no node we have q' . w'bx; -+:" 0 for some polynomial q", which 
is at a node at most at depth j + m + 2. Again we get HT(q' . w'bxD = 
HT(q")w" and Ix~1 < IXm +2 ... xnl. Now this is exactly the same situation 
we had before with q',w' and x' except that Ix~1 < Ix'l. In case x~ = A we 
get q . x -+~" 0 contradicting our assumption. Otherwise we can proceed as 
above. 

4.	 Now it remains to show that our procedure terminates, i.e. there are no infinite 
branches in our tree. Suppose that there is an infinite branch. 
Then we may assume that we have a sequence Zl, Z2, ... , where Zi E 1t and p . Zi 

is an ancestor of p . Zj on our infinite branch for i < j. Now let N be chosen such 
that p' ZN is at depth N> k ·IHT(q)I·IEI· (max{llll (l, rz) E T} - 1). Then by 
the conclusion of our first subclaim we can decompose ZN = Xl ..• XN1Y such that 
XI, ... XNl is an irreducible sequence of p, IXI ... xNll ~ k'IHT(q)l'IEI' (max{llIl 
(l, a) E T} - 1) and p . x ~'Xl .•.XNl O. The second subclaim gives us that there 
exists a node q' at most at depth m ~ IXI'" xN11 ~ k· IHT(q)\·\E\· (max{ll\1 
(I, a) E T} -1) with p' Xl '" XN1 -+~, O. But then p' ZN -+~, 0, contradicting the 
fact that p' ZN+I is a node. q.e.d. 

26m =n - 1 would imply q . x -:' 0 with a polynomial q', which must occur at a node at depth less 
or equal to j + Ixl contradicting our assumption. 

27This is due to the fact that T is monadic. 
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sequence must have been cut off before reaching q-x. Let q-rl  . . .xm,(m < 72—1) 26
be the ancestor of q-a: where the  path stops, i.e. q- x l  . . . mm.“ prefix right reduces
to 0 by a polynomial q’, which rnust occur as a node at depth less or equal to
j+m+l  5 j+ |x1  ...:1:m+1|. Now HT(q°a:1. . . :cm+1)= HT(q’)w for some w E H
and we know HT(q’)w E IRR(T) ,  xm+2 . . . m„ € IRR(T)  but HT(q’)wa:m+2 . . . zn
is T-reducible as otherwise q - a: —+f;‚ () contradicting our assumption. Let w’bx’
be the (not necessarily different) T-normal form of wxm+2 . . ‚sen 27 ,  where w’ is
a prefix of 1.0,!) € 2 U {A} and :c' is a suffix of xm+2 . . . a:“. In case HT(q')w'bx' is
T—irreducible we get q - &: ———+ä‚ 0, contradicting our assumption. Now let us assume
HT(q')w'b:c’ = tltgw'bm'lm'z = 131133, where t i t ;  = 1‘1T(q"),,:r"1zz:’2 = x ' , ( l , a )  € T
and [mal < |mm+2...$„|. Since q' E S and w'bmi € C(HT(q’)) this situation is
investigated by our procedure. We have to distinguish two cases:

(a) q’ - w’bzzz’1 is a node at most at depth j + m + 2 and added to 5. Since
| $ ; | ' <  lzm+2 . . .:z:„| < [xl we get a polynomial q” at a node at most at depth

j+m+2+ |x§ l  S j+ lx1 . . .xml+‘2+ |$ ' z l
< j+|ccl...:cm+1|+1+|mm+2...a:„|

< j+|x|+1

with q - a: = q’ - w’bx'lx’z ag„ () contradicting our assumption.
(b) If q' - w'bx'l is no node we have (1’ - w'lmz"1 ——+ä„ 0 for some polynomial q”, which

is at a node at most at depth j + m + 2. Again we get HT(q' ' w’bx'l) :
H T(q")w" and [175] < |xm+2 . . .:::„|. Now this is exactly the same situation
we had before with q',w' and :r’ except that n l  < Ix’ | In case x;  = A we
get q - x ——+f;„ 0 contradicting our assumption. Otherwise we can proceed as
above.

4. Now it remains to show that our procedure terminates, i.e. there are no infinite
branches in our tree. Suppose that there is an infinite branch.
Then we may assume that we have a sequence z l ,  22, . . ., where z; E H and p -  z,-
is an ancestor of p - 23‘ on our infinite branch for i < j .  Now let N be chosen such
that p ' zN is at depth N > k— |HT(q)[- [EI - (maxflll | (I, a) € T}  — 1). Then by
the conclusion of our  firs t  subclaim we can decompose zN : :31 . . . &:l such that
2:1, . . . :e is an irreducible sequence of p, I231 . _. . :c l  S k- [HT(q)| - [EI - (maxfl l l l
(La )  € T}  — 1) and p - a: figlmxm 0.  The second subclaim gives us that there
exists a node q' at most at depth m g l . Hamil _<_ k . |HT(q)|  - \El — (man:—{Ill |
(La) E T}  -—. 1) with p - x1 . . . (3N1 Hg. 0. But then p . ZN 6:. 0, contradicting the
fact that p - zN+1 is a node. q.e.d.

26m :: n -— 1 would imply q - :: -—->f;‚ 0 with a polynomial q'  , which must occur at a node at depth less
or equal to j + Ix] contradicting our assumption.

27This is due to the fact that T is monadic.
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5.3 Commutative Saturation in Commutative Monoids 

Let H be a commutative monoid having a finite convergent presentation (E, T), where 
T includes the commutative rules for all letters in E. Further let Fc(E) denote the 
free commutative monoid generated by E with multiplication o. We will use the or
dering induced by the ordering of T as our ordering on H. The existence of finite 
commutatively saturating sets is guaranteed by Dickson's Lemma. 

Lemma 10 (Dickson)
 
For every infinite sequence of elements m .. E Fc(E),s E N, there exists an index kEN
 
such that for all i > k we have j ~ k, x E Fc(E) such that mi = mj 0 x.
 

Now we can state: 

Lemma 11 
Let p = L:7=1 Ci . t j E Z[H], Ct E Z, t j E H and ~. = {canon(p· x) I x E Xl.} as specified 
in remark 5. Then each ~. has a finite ba...c;;is via commutative reduction. 

Proof: Let Zt, = {HT(q) I q E ~.}. Then Zt, is a (possibly infinite) subset of 
Fc(E) in the sense of Dickson's Lemma and we can choose a finite basis of Zt•. Since 
commutative reduction just requires 0 as multiplication we are done. q.e.d. 

It remains to give a procedure, which actually computes a commutatively saturating 
set of a polynomial p. 

Procedure Commutative Saturation 

input: p = L:7=1 Ct . ti E Z[H] and (E, T) a presentation of H. 
output: SATc(p) E SATc(p). 

SATc(p) := {canon(p)}; 
H := {canon(p)}; 
while H =1= 0 do 

q := remove(H); 
t := HT(q); 
for all (l, r) E T do 

if to Xl = 10 X2 is the least common multiply of t and l in Fc(E) 
then q' := (q. xd 

if q' ftSATc(p) 0 
then SATc(p):= SATc(p) U {canon(q')}, 

H := H U {canon(q')} 
endfor 

endwhile 
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5 .3  Commutative Saturation in  Commutative Monoids

Let H be a commutative monoid having a finite convergent presentation (2 ,  T), where
T includes the commutative rules for all letters in E .  Further let 5742) denote the
free commutative monoid generated by 2 with multiplication 0. We will use the or-
dering induced by the ordering of T as our ordering on ’H. The existence of finite
commutatively saturating sets is guaranteed by Dickson’s Lemma.

Lemma 10 (Dickson)
For every infinite sequence of elements m,  € fc(2) , s  6 N,  there exists an index k € N
such that  for aHi  > k we have j  g 19,3: € 7:42) such that m,- = m]- o x .

Now we can s t a t e :

Lemma 11
Let p = }; c‚--t‚- € Z[’H],c,- € Z,t‚- € 'H and Yr.- : {canon(p-:r) | J: € Xgi} as specified
in remark 5. Then each Yt. has a finite basis Via commutative reduction.

Proof  : Let Zt‘ = {HT(q) | q 6 K,}. Then Zt.. is a (possibly infinite) subset of
.7742) in the sense of Dickson’s Lemma and we can choose a finite basis of Z... Since
commutative reduction just requires o as multiplication we are done. q.e.d.

It remains to give a procedure, which actually computes a commutatively saturating
set of a polynomial p.

Procedure Commutative Saturat ion

input:  p = 2l c.; - t,- E Z['H] and (Z ,  T )  a presentation of H .
output: SATc(p) E SAT-C(13).

SAW) == {canon(p)};
H :=  {canon(p)};
while H 79 @ do

q :=  remove(H);
if == HT(Q) ;

for all (l,?) € T do
if t 0 3:1 = l ' o  2:2 i s  the least common multiply of t and l i n  1:42)
then q’ :=  (q - 3:1)

If q, 7L+(:SATc(p) 0
then SATc(p) :=  SATc(p) U {canon(q’)},

H :=  H U {canon(q’)}
endfor

endwhile

25



where remove removes a polynomial from a set and canon canonizes a polynomial, i.e. 
multiplies it by -1 in case its head coefficient is not positive. 

Theorem 6
 
The procedure is correct, i.e. for all p E Z[1i]' x E 1i the polynomial p . x is commu

tatively reducible to zero by SATc(p).
 

Proof: We show that for all q E S,x E 1i we have q. x -'5 O. Suppose this is not true. 
We can choose a minimal counterexampleq·x where HT(q)ox is minimal (according to 
the ordering on 1i) and q' x f+'5 O. Then HT (q) 0 x is T -reducible, as otherwise q .x -~ 0 
and q E S. Let x = Xl 0 Xz such that Xl is minima.l causing HT(q· xd =I HT(q) 0 Xl. 

Then we have HT(q) 0 Xl = 10 z for some (f,a) E T and z E H. Therefore q' Xl is 
considered during the computation of S. 

1.	 If q . Xl E S then q . X = (q . xd . Xz -'50 since HT( q) 0 X >- HT( q . xd 0 Xz 

contradicting our assumption. 

2.	 If q. Xl rf. S then q . Xl -~/ES 0 and HT(q . Xl) = HT(q') 0 z for some z E 1i. 
Further q' X = (q. xd· Xz = c· (q'. z)· Xz, c E Z and HT(q) 0 XIXZ >- HT(q') 0 ZXz. 

Therefore q . X = c· (q' . z) . X2 = c· q' . (zxz) -'50 contradicting our assumption. 
q.e.d. 

Theorem 7
 
The procedure terminates.
 

Proof: Suppose our procedure does not terminate. Then infinitely many polynomials 
q' are added to one set Y;;. Due to lemma 11 this can only happen a finite number 
of times until there are enough polynomials in the already computed set S to ensure 
q' -'5 0 for all q' E Y;;. q.e.d. 

Note that for F ~ Z[1i] we have ideal(F) = ideal/(F) = idealr(F). 

6 Completion in Z[1i] 

As we are interested in Grobner bases of right ideals we are looking for a finite test 
for checking, whether the reduction relation induced by a finite set of polynomials is 
confluent, using the concepts of superpositions, critical pairs and s-polynomials, as 
introduced by Buchberger. 

6.1 Completion Using Strong Right Reduction 

First we define critical pairs of polynomials via _S and show a criterion that implies 
confluence for _S. 
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where remove removes a polynomial from a set and canon canonizes a polynomial, i.e.
mult ip l ies  i t  by —l in  case i t s  head coefficient is  not  posi t ive .

Theorem 6
The procedure is correct, i.e. for all p E Z[’H], ::: € 'H the  polynomial p - a: is commu-
tatively reducible to  zero by SATC(p).

Proof  : We show that  for all q 6 5,1: 6 ’H we have q-a: "’65 O. Suppose this is not true.
We can choose a minimal counterexample q-x where H T(q)o:z: is minimal (according to
the ordering on ’H) and qm 7c5 0. Then H T(q) oa: is T—reducible, as otherwise q -x  H; ‚0
and q € 5 .  Let a: = 3:1 0 3:2 such that. 3:1 is minimal causing HT(q - 2:1) 79 HT(q) 0 :51.
Then we have HT(q) o xl  = [O z for some (I,a) € T and z E H. Therefore q - 3:1 is
considered during the  computation of S .

l . I f q - a :1  6 S then qox  =(q-x1)’:c2—->°50 since HT(q)o: r  >- HT(q~a:1)oa:2
contradicting our  assumption.

2. If q - :51 e! S then q - 1:1 ——>;‚€SO and HT(q-:1:1) =; HT(q') o 2 for some z 6 'H.
Further q-a: : (q-xl) -a:2 = c- (q’-z)-:c2, c 6 Z and HT(q)o:rla:2 >- HT(q’)oz:r2.
Therefore q _ 1: = c -  (q' - z)  - 1:2 = c . q' - (23:2) —>°S [) contradicting our assumption.

q.e.d.

Theorem 7
The procedure terminates.

Proof : Suppose our procedure does not terminate. Then infinitely many polynomials
q' are added to one set Yu. Due to lemma 11 this can only happen a finite number
of times until there are enough polynomials in the already computed set S to ensure
q’-—->°S 0 for all q’ E K." q.e.d.

Note that for F ; Z[’H] we have ideal(F) = ideal;(F) = ideal,.(F).

6 Completion in Z[’H]
As we are interested in Gröbner bases of right ideals we are looking for a finite test
for checking, whether the reduction relation induced by a finite set of polynomials is
confluent, using the concepts of superpositions, critical pairs and s—polynomials, as
introduced by Buchberger.

6.1 Completion Using Strong Right Reduction

First we define critical pairs of polynomials via -—+’ and Show a criterion that implies
confluence for —->’ .
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Definition 9 (Strong s-polynomials) 
Given two polynomials Pl,P2 E Z[H]. If there are Xl,X2 E H. with HT(Pl . xd = 
HT(P2' X2), HC(P2' X2) 2:: HC(Pl . xd > 0 and HC(P2' X2) = a· HC(Pl' xd + b, where 
a, b E Z, b a remainder of HC(Pl . xd, we get the following superposition causing a 
critical pair: 

H N/(P2 . X2) = a . H M(Pl . xd + b· HT(PI . xd 
vi' ~ 

-RED(P2 . X2) -a· RED(PI . xd + b· HT(Pl . xd 

This gives us the strong s-polynomial 

Let UP1 •P2 ~ H 2 be the set containing all pairs Xl, x2 E H as above. 

Remark 7 
Sometimes two polynomials PI, P2 can cause infinitely many critical situations, which
 
cannot be avoided by taking a suitable "basis" of the set UP1 ,P2'
 

Let ~ = {a, b, c, d, e, f}, T = {abc -t ba, fbc ---t bf, bad -+ e} and PI = a + f, P2 =
 
bf +a. Then we get the following critical situations f· (bc)idw = bf· (bC)i-Idw, where
 
i E N+, W E I RR(T), giving us the strong s-polynomials (a + J) . (bC)idw - (bf + a)·
 
(bc)i- 1 dw.
 

Note that this phenomena corresponds to the example in remark 5 given to show that
 
saturation in general does not terminate. This shows how closely related saturation of
 
a weaker reduction and critical situations of strong reduction are.
 

Theorem 8 
Let F	 ~ Z[H] and let f E F imply - f E F. Equivalent are: 

1. F is a Grobner basis via	 S 
-t • 

3.	 For all not necessarily different fk, fl E F, (Xk' XI) E Uidl we have:
 

spolsUk' ft,Xk, xt} ~F o.
 

Proof: 

1 => 2	 By lemma 6 f E idealr(F) implies I ~F 0 and as F is confluent f ~F o. 
2 => 1	 Since -tp. is Noetherian, we only have to prove local confluence. 

Suppose f -t} f1' I -t} hand /1 =I 12' Then /1 - h E idealr(F) and, therefore, 
it - 12 ~F O. By lemma 5 there exists 9 E Z['H] such that /1 ~F g, h ~F g. 
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Definition 9 (Strong s—polynomials)
Given two polynomials php ;  6 Z[’H]. If there are $1,352 6 H with HT.(p1 -a:1) =
HT(p2°$2) ,  HCUh ' Ig )  Z HC(p1  ' 171 )  > 0 and HC(p2 . ’L ‘2 )  =“— G 'HC(p1 ' l ' 1 )+b ,  where

a ,  b € Z,  Ö a remainder of H C (pl - 1:1), we get the  following superposition causing a
critical pair:

HMl  '1‘2) =a 'HM(PI  ' $1 l+b 'HT(P1  ' 31 )
/ \.

*REDUJz ' 32 )  *G 'REDÜH °$1)+b 'HT(P1°—’Bl )

This gives us the strong srpolynomial

5P013(P11P27$1 ,$2 l  = a ' P1 '331 ‘"- P2132-

Let Um,” ; H2 be the set containing all pairs $1,122 6 ’H as above.

Remark 7
Sometimes two polynomials p l ,  [)2 can cause infinitely many critical situations, which
cannot be avoided by taking a suitable “basis” of the set UPI“.
Let E : {a ,b , c ,d ‚ e ‚ f} ,T  : {abc ~—> ba , fbc  ——> bf ,bad -—> e}  and pl : a + f ,p2  :
bf + a .  Then we get the following critical situations f - (bc)‘dw = bf - (boy-"11110, where
i € N‘“, w E IRR(T),  giving us the strong s-polynomials (a + f )  — (bc)‘dw —- (bf + a )  .
(bay-1cm).

Note that this phenomena corresponds to the example in remark 5 given to show that
saturation in general does not terminate. This shows how closely related saturation of
a weaker reduction and critical situations of strong reduction are.

Theorem 8
Let F ; Z['H] and let f E F imply —f E F .  Equivalent are:

1. F is a Gröbner basis via —+’ .

2. ideal,.(F) 1+} 0.

3. For all not necessarily different fhf; € F, ( shun )  E Uh“):I we have:

5P015( fka f l s ' $ka$ l )  1*} 0.

Proof  :

1 => 2 By lemma 6 f € ideal,.(F) implies f {327.0 and as F is confluent f—Ä} 0.

2 => 1 Since ——->j.'‚— is Noetherian, we only have to prove local confluence.
Suppose f H}. f l ,  f ‚...,; f2 and fl # f2. Then fl -— f2 6 ideal,.(F ) and, therefore,
fl -— f2 Ä}.— 0. By lemma 5 there exists g E Z[’H} such that fl $3: g, f2 3+}; g.
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2 =;. 3 Let (Xk' xt) E Uh .!/ give us a strong s-polynomial of 110, fr. Then by definition 9 
we get 

SPOI.(Jk, 11, Xk, XI) = a . 110 . Xk - 11 . XI E idealr(F). 

and hence we get spol.(Jk, fl, Xk, xc) ~} o. 

3 =;. 2 We have to show that every 9 E idealr(F) - {O} is -4F-reducible to zero. As 
-4F is Noetherian and h E idealr(F), h -4} h' implies h' E idealr(F), it suffices 
to show that every 9 E idealr(F) - {O} is -4F -reducible. 
Let 9 = 2::~1 Ci . Ii . Xi, where Ci E Z, /i E F, Xi E H. 
Depending on this representation of 9 we define t = max{HT(Ji . Xi) liE 
{1, ... m}}, M = {{HC(Ji . xd I HT(Ji . xd = t}}. (Note that M is a multiset 
with elements in Z). 
We call another representation of 9 with l, if smaller, if l < tor, l = t and 
if «M. 
Without loss of generality we can assume HC(Ji . Xi) > a,as otherwise we can
 
substitute Ii by - Ii and HT(Ji . xd = HT( - Ii' Xi) together with HC(Ji' Xi) >Z
 

HC( - Ii . xd gives us a smaller representation of g. Important is that now M is
 
a multiset with elements in N.
 
Our intention is to show that if t, M belong to a minimal representation of 9 28,
 

then jMI = 1, e.g. M = {{HC(Jk' Xk)}}. This gives us HT(g) = t = HT(Jk' Xk)
 
and as HC(Jk . Xk) > 0, 9 is -4j;. -reducible by fk.
 
Let us assume there is a polynomial 9 E idealr(F) - {a} with a minimal repre

sentation 9 = 2::~1 Ci ./i . Xi together with t, M and IMI > 1.
 
Let HC(J" . Xk), HC(JI . xc) E M,k =f. I 29 and a . HC(Jk . x,,) + b = HC(!l' xc)
 
for a, bE Z, b a remainder of HC(ik . Xk).
 
Since HT(Jk . Xk) = HT(JI . XI) by definition 9 we have a strong s-polynomial
 
SPOI.(Jk, 11, Xk, XI) = a· 110 . Xk - 11 . XI. Let us assume spol.(Jk, I/, Xk, XI) =f. 0 30.
 

Now spol.(Jk, 11, Xk, xt}~} 0 implies a . I" . x" - 11 . XI = 2::7=1 di . hi . Wi, di E
 
Z, hi E F, Wi E H, where the hi are due to the reduction of the s-polynomial,
 
i.e. HC(hi · Wi) > 0, and all terms occurring in the sum are bounded by 
HT(spol.(J", fl, Xk, XI)) ~ t. 
Now we get: 

9 = c,,· fk . Xk + Cl . fl . XI + L
m 

Ci' Ii . Xi 
i=l

k#;i#;l 

- Ck' 110 . Xk + Cl . a . 110 . Xk - Cl . a . 110 . Xk +Cl . 11 . Xl + E 
m 

Ci·/i· Xi 
, f 

" =0 

28Such minimal representations of polynomials exist as our ordering on representations as defined 
above is well-founded. 

29Not necessarily fl ::P h,· 
30In case spol, (b.:, f" XI:, XI) = 0 the proof is similar. Substituting 0 for 2::7=1 di . hi . Wi in the 

equations below immediately gives us a smaller representation of g I contradicting our assumption. 
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2 => 3 Let (ick, $! )  E Uf,“ f, give us a strong s—polynomial of fh, fz. Then by definition 9

3=>2

we get
spol,(f;,, f;,:1:;,, 3:1) = a ~ fh - ark — f; - J:; € ideal„(F).

and hence we get spol,(f,,, f;, zu, an) 34} 0.

We have to show that every 9 E ideal,(F) — {0} is H} -—reducible to zero. As
„>;— is Noetherian and h E ideal,.(F), ha};- h’ implies H E ideal,.(F), it suffices
to show that every 9 E ideal,.(F) ~— {0} is a} ~reducible.
Le tg=  ; IC , - f , - $ , ,  where C ,”EZ , f , 'EF , . ’L ‘ , ‘EH.
Depending on this representation of g we define t = max{HT(f,- - ‚r,-) | i E
{1 , . . .m}} ,M = {{HC(f,- -:1:,) | HT(f,- -:c,-) = t}}. (Note that M is a multiset
with elements in Z).
We call another representation of g with flM smaller, if i: < t o r ?  = t and
M < M.
With-out loss of generality we can assume H C ( f, - 33,-) > 0, 'as otherwise we can
substi tute f,- by —-f,- and HT(f,- - „r,-) = HT(—f,- - cu) together with HC'(f,- . an) >z
H C (—— f, - nr.-) gives us a smaller representation of g. Important is that now M is
a multiset with elements in N .
Our  intention is to show that if t ,  M belong to a minimal representation of g 28 ,

then IMI = 1, e.g. M = {{HC(fk—:z:k)}}. This gives us HT(g) = t = HT(f;,-a:k)
and as HC(f;, - wk) > Ü, g is a} —reducible by fk.
Let us assume there is a polynomial g € ideal,(F) — {0} with a minimal repre-
sentation g = 21511 c,- - f, - :5,- together with t ,  M and [MI > 1.
Let HC(fk'xk),HC(f1-a:z) E M,k 515129  and a - HCU;c - 3:1,) + b = HC(fz . an)
for a ,  b E Z, b a remainder of HC(fk - 2:1,).
Since H T(  f1, . an;) : H T(  f; - an) by definition 9 we have a strong s—polynomial
spol,(f;,, fl, stk, 1:1) = a - fk - Stk —— f1° an. Let us assume spol,(f,,, f hxk ,  an) 79 0 30.

NOW SpOl , ( fk , f1 ,$k ‚$1 )  —*>‘;;-0 imp l i e s  a ‘ f], ' .'Bk — f; - .731 = Z?=l di ' h,‘ ' zu.-‚d,- €

Z,  h ;  E F , w,- € 'H, where the h,- are due to the reduction of the s—polynomial,
i.e. H C(h, . to,-) > 0, and all terms occurring in the sum are bounded by
HT(3p013( fkv  fl :  xka  ml ) )  5 t ’

Now we get:

9 = Ck‘ fk°$k+Ct° fz °$z+  ; Ci ' f i ' f ß i

i=1
#;q

m

= ck-fk-k-a-fk„ck—c,-a—fk-xk‚+cz-f:—xa+ Z cwfvxs-
‘r i=1

= 0 kqéigfl

23Such minimal representations of polynomials exist as our ordering on representations as defined
above is well-founded.

29Not  necessarily f; # f,...
3"In case spol, (fh, f hzhx l )  : O the proof is similar. Substituting 0 for 2 l  d,- . h,- - w,- in the

equations below immediately gives us a smaller representation of g ,  contradicting our assumption.
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= (Ck+C/·a)·/k·Xk-C/·(a·!k·Xk-!L·X/)+ L
m 

C;'!;'Xi, ,; 

'" = ~POI.(!k,fl ,xk,xd 
n	 m 

= (Ck+c/.a)·!k·Xk-C/.(2:di·hi·Wi)+ 2: Cj'!j'Xi 
i=l	 .=1 

k""i#! 

and depending on this new representation of 9 we define i = max{HT(h;· 
w;), HT(Ji' x;) I hi, f; appearing in the sum }, Ai = {{HC(hi · Wi), HC(Ji . Xi) I 
HT(hi · Wi) = i = HT(Ji . Xi)}} and we either get i < t or i = t and we have to 
distinguish two cases: 

(a)	 Ck + CL' a = O. 
Then if = (M -{HC(/k'Xk), HC(frxt)} )U{{HC(hi·w;) I HT(h;·w;) = tn· 

(b)	 Ck + c/ . a =f:. O. 
Then if = (M - {HC(JI . x/)}) u {{HC(hi · Wi) I HT(hi · Wi) = t}}. 

As the polynomials hi with HT( hi . Wi) = t are used to strongly right reduce b· t
 
in SPOl~(Jk,!t, Xk, xd we know HC(hi . w;) ::; b < HC(/k . Xk) ::; HC(JI . xd and
 
hence if «:: M.
 
However we get a smaller representation of 9 contradicting our assumption. q.e.d.
 

6.2 Completion Using Right Reduction 

Now we define critical pairs of polynomials via _T and show a criterion that implies 
confluence for _T. 

Definition 10 
Given two polynomials PI, P2 E Z[1-(] with HT(Pi) = t;, i = 1,2. If there are XI, X2 E 1-( 
with it . Xl = t2· X2 = t, let CI, C2 be the coefficients of t in PI . Xl respectively P2 . X2. If 
C2 ;:::: Cl > 0 and C2 = a . Cl + b, where a, b E Z, b a remainder of Cl, we get the following 
s-polynomial 

spol(pll P2, Xl, X2) = a . PI . Xl - P2 . X2· 

Let	 UH M(pd.H M(P2) ~ 1-(2 be the set containing all pairs XI, X2 E 1-( as above. 

Notice that PI = P2 is possible. The set UHM (pd,HM(P2) can be empty, finite or even 
infinite depending on 1-(, i.e. given a finite set F ~ Z[1-(] the set of critical situations 
belonging to the polynomials in F can be infinite. 

Theorem 9
 
Let F ~ Z[1-(], F saturated. Equivalent are:
 

1. F is a Grobner basis via _T . 
2. idealr(F) ~F O. 
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= (Ck+Cz-a)°fk'xk—Cl (a-f?: nrw—f:  x1))+  : 6 . -  f. Ir;

=8P01s (fruit Jim-1'1) 1:56:12!

=(ck+C1-a ) ' f k °$ -k—Cg(Ed i -hpwi )+  EC,  f -g - IE ,

kgézlil

and depending on this new representation of 9 we define f = max{HT(h,-
10,-), HT(f,-- rg) | h,,f,- appearing in the sum},  M = {{HC'(h,- 10,-), HC(f,— x,) |
HT(h , -  10,-) = t = HT(f,-- :r,)}} and we either get t < t or t -— t and we have to
distinguish two cases:

( a )  ck+c;_ :a_—=Ü.  _

Then  M =(M—{HC(fk"$k),HC(f-[I()})U{{H0(h, '10,)IHT(h,'w,')- '=t}} .

(b) ck+c , ; a7é0 .
Then  M = (M — {HC( f (  ° $1) } )  U { {HC(h , '  ' 10 , - ) IHT(h , - -  10, )  = t }} .

As  the  polynomials  h,- wi th  HT(h ,  ~ 10,-) = t are used to strongly right reduce l i s t
i n  sp013£fk,fz,xk,$;) we know HC(h,~ - 10,-) 5 5 < HC'(f;C -:1:;,) _<_ HC( f1 -  x l )  and
hence M (< M.
However we get a smaller representation of g contradicting our assumption. q.e.d.

6 .2  Completion Using Right Reduction

Now we define critical pairs of polynomials via ———>" and, show a criterion that implies
confluence for ——>‘" .

Definition 10
Given two polynomials p1,.p2 € Z['H] with HT(p,-) = if, i = 1 ,  2. If there are 31,32 € 'H
with t l  - :01 = t2 « 3:2 = t ,  let c}, 62 be the coefficients of t in  pl - 3:1 respectively p; - :02. If
02 Z c1 > 0 and c; = a . c l  + b, where a ,  b E Z,  b a remainder of 01 ,  we get the following
s—polynomial

3P01(P13P2 ,  271 ,332 )  = a “Pl  ' $1  " P2 '172-

Let UHM(p1) .HM(p2)  g H2 be the set containing all pairs $1,102 € 'H as above.

Notice that p1 = p; is possible. The set UHM(P1).HM(P2) can be empty, finite or even
infinite depending on ’H, i.e. given a finite set F g Z['H] the set of critical situations
belonging to the polynomials in F can be infinite.

Theorem 9
Let F ; Z[H], F saturated. Equivalent are:

1 .  F is a Gröbner basis via —+".

2. ideal,.(F) 2.3,,0
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.1. For all not necessarily different Ik, Ir E F, (Xk, Xl) E UHMUk).HMUil we have: 

spol(fk, Ir, Xk, xr) ~F o. 

Proof: 

1 => 2 By theorem 1 I E idealr(F) implies I ~F 0 and as G is confluent I ~F o. 

2 => 1 Since -F is Noetherian, we only have to prove local confluence. 
Suppose I -F ft, I -F hand ft f:. h· Then ft - 12 E idealr(F) and, therefore, 
11 - h ~F o. By lemma 5 there exists 9 E Z[H] such that 11 ~F g, 12 ~F g, i.e. 
-F is confluent. 

2 => 3 Let (Xk, Xl) E UHMUk),HMUtl give us a s-polynomial of Ik, Ir. Then by definition 
10 we get 

SPOl(fk' Ir, Xk, Xl) = a . Ik . Xk - Ir . xr E idealr(F). 

and hence SPOl(fk' Iz, Xk, xd ~F o. 

3 => 2 We have to show that every element 9 E idealr(F) - {O} is -F -reducible to 
zero. As -F is Noetherian and h E idealr(F) , h -F hi implies hi E idealr(F), 
it suffices to show that every element 9 E idealr(F) - {O} is -F-reducible, 
Let 9 = 2:~1 Ci . Ii . Xi, where Ci E Z,Ii E F, Xi E H. 
Depending on this representation of 9 we define t = max{HT(fi . x;) liE 
{I, ... m}}, M = {{HC(fi . Xi) I HT(fi . X;) = t}}. (Note that M is a multiset 
with elements in Z). 
We call another representation of 9 with i, if smaller if i < t or i = t and 
if~M. 

By lemma 7 we can assume HT(fi . Xi) = HT(fi) . Xi and HC(Ji . Xi) > 0, a.s
 
if HT(fi . Xi) f:. HT(fi) . Xi for some f; in our representation of g, we know
 
Ii . Xi -F 0, i.e. Ii' Xi = di . II . xi for some di E Z,II E F, xi E Hand
 
HT(Ji'Xi) = HT(JI·xi) = HT(Jn·x~ = t together with HC(JI·xi) ~z HC(Ji,xi)
 
gives us that the representation is not increased by substituting di · II .xi for Ii' Xi.
 
Note that now M is a multiset with elements in N, since HC(f: . xi) EN.
 
Our intention is to show that if t, M belong to a minimal representation of 9 31,
 

then IMI = 1, e.g. M = {{HC(fk' Xk)}}. This gives us HT(g) = t = HT(fk)' Xk
 
and as HC(fk . Xk) > 0, 9 is -F -reducible by ik·
 
Let us assume there is a polynomial 9 E idealr(F) - {O} with a minimal repre

sentation 9 = 2:~1 Ci ·Ii . Xi together with t, M and IMI > 1.
 
Let HC(Jk . Xk), HC(fI . XI) E M,k f:. 1 32 and a . HC(Jk . Xk) + b = HC(JI . xr)
 
for a, b E Z,b a remainder of HC(fk . Xk). Since HT(Jk) . Xk = HT(Jr) . xr by
 
definition 10 we have an s-polynomial spol(fk' Ir, Xk, xr) = a· ik . Xk - 11 . Xl, and
 
let us assume spol(Jk' It, Xk, XI) =I 0 33.
 

31Such minimal representations of polynomials exist as Ollr ordering on representations as defined 
above is well-founded. 

32Not necessarily I1 i= Ik· 
33In case Spo/(fkJI,Xk,X,) = 0 the proof is similar. Substituting 0 for L:?::l d; . h; . W; in the 

equations below immediately gives us a smaller representation of g, contradicting our assumption. 
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3. For all no t  necessarily different fh,  f: E F, (sch, an) € UHMUxLHMUd we have:

8100t fh Ilm 331) ;}: 0.

Proof  :

1=>2

2=>1

2=>3

3=>2

By theorem 1 f € ideal,(F) implies f «3570 and as G is Confluent f—Ä'F 0.

Since ...,}. is Noetherian, we only have to prove local confluence.
Suppose f—fi, f1,f——>} f2 and fl # fg. Then fl —— f2 € ideal„(F) and, therefore,
fl -—— f2 3-1} 0. By lemma 5 there exists 9 € Z['H] such that  fl l31,9, f2 _n  g,  i.e.
a}; is confluent.

Let (am, 1:1) 6 UHM(fkeM(f t l  give us a s—polynomial of fh f,. Then by definition
10  we get

Sp01( fk , f [ , $k ,$1 )  = a ' fk ' {Bk '— f1 ' .'L‘; E 1dea l , (F ) .

and hence spol(f1,, fi ,  121,, 2:1) l»;— 0.

We have to show that every element g € ideal„(F  ) -— {O} is ...,}, —reducible to
zero. As "fi;- is Noetherian and h E ideal,(F), h—flp [2’ implies h' € ideal,.(F),
i t  suffices to  show that every element g € ideal,.(F ) — {0} is A}; -reducible_.
Let g = 23;, c,- - f, - 33,-, where c,- E Z,)”,— E F,:1:,- € H.
Depending on this representation of g we define t : max{HT(f‚- - :1:,-) | z' E
{1, .  . . ,m}}  M—_- {{HC(f,  - an) | HT(f,- - :1:,~)=t}}. (Note that M is a multiset
with elements m Z).
We call another representation of g with t ,  M smaller if t < t or t :  t and
M < M.
By lemma 7 we can assume HT(f,~ — m;) = HT(f,-) -:1:,- and HCU} -:1:,-) > 0, as
if H T(  f,- - zu,-) =,é H T(  f,) - 35,- for some f,- in our representation of 9 ,  we know
f,-- :1:,-—+F0, i..e f, 3:,- = d,-- ff-Iia:  f o r somed ,  E Z,f-' € F,a:- € Hand
HT(f,- „m)—-_ HT(f5'- a:'-)——'- HT(f’):1:'- = ttogether with HCUf 'x  I ”<3  HC(f,- zB,-)
gives us that the representation is not increased by substi tuting d;— f f -  :13:- forf, m;.
Note that now M is a multiset with elements in N , since H C ( f,’ - 33:) E N .
Our intention is to show that if t ,  M belong to a minimal representation of 93
then IMI =1 ,  e. g. M = {{HCUk— :zzk)}}. This gives us HT(g) = t = Hfl"(fk)-1:c;c
and as I-IC(f;c 1:1,) > 0, g is --+F —reducible by fk.
Let us assume there IS a polynomial g E ideal (F)  — {0} with a minimal repre-
sentation g :  2:11 c,- f; ~ :::,— together with t ,  M and |M  I > 1.
Let HC(fk $1 , ) ,HC( fz  ' I t )  € M.,k #132  and a HC(fk  ' (Bk) + b = HC(_fz ‘ in)

for (1,5 6 Z,?) a remainder of HC(f;c . xk). Since HT(f1,) -:1:;‚ == HT(fi )  . a:; by
definition 10 we have an s—polynomial spol(fk,f;,x1,, an) = a - f1, - x1, -- f; - an, and
let us assume spol(fk,fg,:ck, an) 75 0 33.

31Such  minimal representations of polynomials exist as our ordering on representations as defined
above ls well—founded.

32Not  necessarily f: # f„
33111 case spol(f1,, f hzhzg ) :  0 the proof IS similar. Substituting 0 for Z" d,- h,- w,- in the£21

equations below immediately gives us a smaller representation of g ,  contradicting our assumption.
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Now SPOL(Jk' 11, Xk, Xl) ~F 0 implies a' Ik' Xk - 11' XI = 2:i=l d j • hi' wi,di E Z, hi E 
F, Wi E H, where the hi are due to the reduction of the s-polynomial to zero, i.e. 
aU terms occurring in the sum are bounded by HT(spol(ik, fl, Xk, XI») < t and 
HC(hi · w;) > O.
 
Now we get:
 

9 = Ck' Ik . Xk + Cl . fl . XI + L
m 

Ci' li . Xi 

Ck . /k . Xk + Cl . a . Ik . Xk - Cl . a . fk . Xk +CI . fl . XI + L 
m 

Ci' li . Xi 
"	 .JY _=1

=0	 k#t#-/ 

= (Ck+c/.a)·fk·.Tk-q·!a·fk·Xk-ft·XI),+ L
m 

ci·fi·Xi 
y 

= spol(Jk,fl,xkoxt} 

n	 m 

(Ck+CI·a)·fk·Xk-C/.(I;di·hi·Wi)+ L ci·li·Xi 
i=l .=1 

k#-i#-I 

and depending on this new representation of 9 we define l = max{HT(hi · 
w;), HT(Ji . Xi) I hi, fi appearing in the sum }, if = {{HC(hi . Wi), HC(Ji . Xi) I 
HT(hi · UJi) = t, HT(Ji . X;} = i}} and we either get i < t or i = t and we have 
to distinguish two cases: 

(a)	 ck+cl·a=O. 
Then if = (M -{HC(jk'Xk), HC(jrx/)} )U{ {HC(hi'Wi) I HT(hi'Wi) = t}}. 

(b)	 Ck + Cl • a #- O. 
Then if = (M - {HC(J/ . xd}) U {{HC(hi . Wi) I HT(hi . Wi) = t}}. 

As the polynomials hi with HT(hi ) . Wi = t are used to right reduce b . t in
 
spol(jk' ft, Xk, Xl) we know 0 < HC(hi . Wi) ::; b < HC(jk . Xk) ::; HC(j1 . XI) and
 
hence if« M.
 
However we get a smaller representation of 9 contradicting our assumption. q.e.d.
 

Unfortunately theorem 9 is only of theoretical interest as in general it only provides an 
infinite test verifying that a set is a Grobner basis. Trying to localize this test severe 
problems arise, as our reduction relation is not transitive (compare remark 4). 
In ordinary polynomial rings as Z[XI, ... Xn] one can select a "smallest" critical pair by 
taking the least common multiply of hand t2 and it is sufficient to examine this case 
[KaKa84, KaKa88]. In Z[H] the situation is more complicated. Reviewing definition 
10 we see that it is important to solve the equation t1 • X = h . y. 

Therefore, we are looking for a suitable "basis" of a set 

Ut 1 h = {(Xl, X2) E H 2 I t1 . Xl = t2. X2} . 

One idea might be to look at a basis B t1h ~ Ut1h such that for all (Xl, X2) E Ut1h we 
have (bl , b2 ) E Bt1h , m E H fulfilling Xl = bl . m, X2 = b2 . m. But this is not sufficient 
as the following example shows: 

31 

Now spol(fk‚f;,:rk,x‚) „Fl.—0 impliesa fk stk—f; an : :  23.1 d,- h -w‚-‚d- E Z,  h E
F w,- 6 'H where the  h are due to  the reduction of the s— polynomial to zero, i .  e .
all terms occurring in the  sum are bounded by HT(spol( fk , f„  macro) _<_ t and
HCUL,‘ ' m;)  > 0 .

Nowwege t :
m

9 : Ck ' fk ' $k+cz ‘fi ' $ z+  zc i ' f i ' x i

1:3}:
m

= Ck ' fk°$k+&°a° fk ' $k—Cz°a° fk ‘%+cz ' f t ' $ z+  ZCi ' f i ' x i
= 0 kg; :

: ( ck+Cl—a) ' fk ‘ .Tk—C[ ' (G ' fk°$k—f{’$ l )+  Z c i ' f i ' x i

= 89—9k f1 man)  1:52:15!

= (Ck+Cl ' a ) ' f k ' 1k -C l ( :d i ' i °h  wi)+  2 Ci f i “  I :

leis-we:

and depending on this new representation of 9 we define f = max{HT(h
wi), HT( f~  an;) | h;‚f‚— appearing in the  sum } Mm'- {_,--{HC(h wg), HC(_f‚ :): ) |
HT(h u)‚-)-—__ t HT( f - -  32,-) =t } }  and we either get t < t or t = t and we have
to distinguish two cases:

(a) ck+c;_-_a‚=0.
Then  M = (M———{HC(fk 'xk ) ‚  HC( fz - -£C1)} )U{{HC(h iw; )  I HT(hg-wg)  = t }} .

(b) ck+c ; ; a750 .
Then M = (M —— {HCUFI — x‚)}) U {{HC(h‚- - wg) I HT(h; - wg) = t}}.

As the polynomials h.- wi th  H T(h.-) ~ w.- = t are used to right reduce b - t  in
Spol(fk‚—fz,$k,  1:1) we know 0 < HCUI,‘ ' wg)  S 5 < HC( f k  - an;) S HC(f;  - 33:) and

hence M < M.
However we get a smaller representation of g contradicting our assumption. q.e.d.

Unfortunately theorem 9 is only of theoretical interest as in  general i t  only provides an
infinite test verifying that a set is a Gröbner basis. Trying to localize this test severe
problems arise, as our reduction relation is not transitive (compare remark 4).
In ordinary polynomial rings as ZIzl, . . .23.] one can select a “smallest” critical pair by
taking the least common multiply of tl  and t2 and it is sufficient to examine this case
[KaKa84-, KaKa88]. In Z[’H] the situation is more complicated. Reviewing definition
10 we see that it is important to solve the equation t l  - ::: = t2 - y.
Therefore, we are looking for a suitable “basis” of a set

Una ;  = {($1,132) € H2 I t 1  ' 301 = t 2  ' 1132}-

One idea might be to look at a basis Btl ‚2 C Utl ‚tz such that for all (3:1, 2:2) 6 Ugl’gz we
have (6 ; ,  bg) € Bth tMm E H fulfi l l ing .131—— bl m ,—.2:2_— bg- m .  Bu t  this  IS not sufficient
as the following example shows:
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Example 8 
Let E = {a,b,c,d,e,f} with d>- CL >- b>- e>- e >- f and T = {abe -+ d2,b2ee -l- d2f}. 

Take F = {a + b,b2e + d2 ,d2e + d2 f,d + A}. 
Looking at a + band d + A we get a critical situation in d2 which leads to b2 c - d an 
b2e- d~FO. But ~e gives us ~ f - de, which does not right reduce to zero by F. Th 
clue is that d2 is no "real" critical situation, in the sense that a + b cannot be applied 
to right reduce d2, but d2e can be right reduced by both, a + band d + >.. 

Example 8 is due to the fact that we have an s-polynomial SPO[(Pl,P2,Xl,X2), where 
RED (PI ) . Xl > H D(Pl) . Xl or RED(P2) . X2 > H D(P2) . X2, which can be reduced 
to zero by saturating sets for PI and P2, while spOl(Pt,P2,XI,X2)' z with z E 'H, is not 
trivial according to those sets. Even taking a saturated set of polynomials into account 
does not guarantee the Grobner basis property, as the set F in our example is a (prefix) 
saturated set. 
Another approach might be to look for a suitable basis of a set 

UP1 ,P2 = {(Xl, x ..d E 'H,2 I HT(Pl . Xl) = i 1 . Xl = t2 . X2 = HT(P2 . X2), 
, , 

HC(Pl . xd, HC(P2 . X2) > O}. 

UP1 ,P2 describes real critical situations in the sense that t l . Xl = t2 . X2 is an overlap, 
where both PI and P2 can be applied for reduction. But even a "basis" for such a set 
is not sufficient. 

Example 9
 

Let I; = {a, b, c, d, e, f, g} with a >- b >- c >- d >- e >- f >- 9 and T = {ae ---+ d, be ---+
 

e, dg -l- b, eg ---+ f}.
 
Take F = {a + b, d + e, b+ f; fc + e, d + A, b + g,gc + e, e + g, g2 + f, 9 + A}.
 
Looking at a + band d + A we get a real critical situation in d, which leads to e 

A-l-~+g - 9 - A-l-;+,\ 0, but (e - A) . 9 = f - 9 is F-irreducible.
 

As seen in example 9 even (prefix) saturated sets do not guarantee that P ~F 0 implies 
p . X ~F 0 for p E Z[1i], X E 1i. Now prefix right reduction is transitive and gives 
enough information to cope with this defect. It will enable us to formulate another 
characterization of Grobner bases. 

6.3 Completion Using Prefix Right Reduction 

\Prefix saturation enriches a polynomial p by adding a set S E SATp(p) such that 
Iwe can substitute q -l-~s,r) q' by q -l-~IES q'. Therefore, we have more information on 
Ith.e r~duction step than using (strong) right reduction, enabling a finite confluence 

ICrIterIon. 

ILemma 12 
\Let F ~ Z[1i] and p, q E Z[1i]. Let p -l-~ 0 and q ~F O. From these reduction sequences 
Iwe get the representations p = d· q. x and q = 2:7::::1 di ·gi' Xi, for d, di E Z, gi E F, X, Xi E 
(}l, where the following statements hold: 
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Example 8
Let E = {a ,b , c ,d , e , f }  w i th  d >— a >— b>— c >» e >- f and T = {abc  -—+ d2,b2c:e —-+ d2 f} .
Take F = {a + b‚b2c+d2,d2e +d?f ‚d+  A}.
Looking at a + b and d + A we get a critical situation in d2 which leads to bzc —— d and
bzc— d—‘Ä’FÜ. But  dge gives us dzf -— de, which does not right reduce to zero by F .  The
clue is that cl2 is no “real” critical situation, in the sense that a + b cannot be applied
to right reduce (P, but (Fe can be right reduced by both, a + b and d + A.

Example 8 is due to the fact that we have an s—polynomial spol(p1, p2, $1,12), where
RED(p1)  -a:_1 > HD(p1) -:1:1 or RED(p2) -32 > HD(p2) - 3:2, which can be reduced
to zero by saturating sets for, pl  and pg, while spoI(p1,p2,x1, x2) - z with z E H is not
trivial according to those sets. Even taking a saturated set of polynomials into account
does not guarantee the Grobner basis property, as the set F in our  example is a (prefix)
saturated se t .
Another approach might be to  look for a suitable basis of a set

UPLPZ = { (T-11172)  € H2 l HT(p1'1‚'1)=t1 '1?1.=t2'332 = HT(P2  ' 132) ,

HC(p1 -1:1),HC(p2-:rg) >0} .

U„“JD2 describes real critical situations in the sense that t l  - :51 = t2 - 3:2 is an overlap,
where both  pl and p; can be  applied for reduction. But  even a “basis” for such a set
is not sufficient.

Example 9
Let E = {a ,b ,c ,d ,e , f ,g}  with a >- b>—c>— d>—e >— f >- g andT:  {ac—* d,bc—+
e ,dg  ——> b,eg ——> f } .
Take F=  {a+b‚d+e‚b+f;fc+e‚d+»\‚b+g‚gc+e‚e+g‚g2+f‚g+x\}.
Looking at a. + b and d + A we get a real critical situation in d, which leads to e ——
A-—+;+g -— g -— A63“  O, but ( e  —- A) «g = f —- g is  F~irreducible.

As seen in  example 9 even (prefix) saturated sets do not guarantee that p 3+};- 0 implies
p - ::; 43.0 for p E Z[’H],:L' E H.  Now prefix right reduction is transitive and gives
enough information to cope with this defect. It will enable us to formulate another
characterization of Gröbner bases.

6 .3  Completion Using Prefix Right Reduction

Prefix saturation enriches a polynomial p by adding a set S € SATPQJ) such that
we can substitute q—éf") q’ by q #:16q Therefore, we have more information on
the reduction step than using (strong) right reduction, enabling a finite confluence
l c r i te r ion .

l

lLemma 12
lLet F ; Z ’H and p,  q € Z H . Let ——>” 0 and q if 0. From these reduction sequencesp q F

‘We get the representationsp = d-q-zz: and q == 2L1 dg-gg-xg, ford, d,- € 2,9.- E F, a:, J:; €
'H, Where the following statements hold:
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1.	 H M (p) 2:: di . gi . Xi' x for all i E {1, ... k}. 

2.	 If HT(p) = HT(gi' Xi' X) then HT(gi' Xi' X) = HT(gi' Xi)X and HC(gi' Xi' X) ~ 

JHC(p)l· 

Proof: Since P-+~ 0 and P = d· q' X we know HT(p) = HT(q)x, HC(q) > 0 and
 
HC(p) = d· HC(q).
 
In case HT(gi' Xi) = HT(q) we get HC(q) 2:: di · HC(gi' Xi), as gi then is used to reduce
 
H M(q). Further HT(q) 2:: HT(gi . x;) > RED(gi . Xi) gives us HT(p) = HT(q)x 2:: i,
 
for all i E T(gi' Xi' X), i E {l, ... k}. Together this gives us HM(p) = d· HM(q)· X 2::
 
di · gi' Xi' X for all i E {1, ... k}. .
 
Now let us assume HT(p) = HT(gi . Xi . X) # HT(gi . x;)x for some i E {l, ... k}. Let
 
HT(gi . x;) = ii and HT(gi . Xi . X) = ij . x. Then HT(q) 2:: ii > ij 34, but HT(q) > i j
 
implies HT(q)x > tj . X contradicting our assumption that HT(q)x = ij . x.
 
Therefore, HT(p) = HT(gi' Xi' X) implies HT(gi' Xi) = HT(q) and HT(gi' Xi' X) =
 
HT(gi'X;)X, As gi is used to right reduce HT(q) we have HC(gi 'Xi'X) = HC(gi'Xi) ~
 

HC(q) ~ IdJ· HC(q) ~ IHC(p)1 35. q.e.d.
 

We can even restrict ourselves to special s-polynomials to localize our confluence test. 

Definition 11 (Prefix s-polynomials)
 
Given twopolynomialspl,p2 E Z[1-l] with HC(p;) = Ci > O,HT(pi) = ti,RED(p;) = Ti
 
for i = 1,2. If there is X E 1-l with t l = tzx we have to distinguish:
 

1.	 If Cl 2:: Cz, Cl = a . Cz + b, where a, bE Z, b a remainder of Cz, we get the following 
superposition causing a critical pair: 

a . C2 . t 2 x + b· tzx = Cl . t l 

-a . TZ
./

. X + b· t 2 x "'" 
-TI 

This gives us the prefix s-polynomial 

sPOlp(PI' P2) = a . T2 . X - b· t 2x - TI = a . P2 . X - PI. 

2.	 If C2 > Cl, C2 = a· Cl + b, where a, bE Z, b a remainder of Cl, we get the following 
superposition causing a critical pair: 

C2 . t 2x = a . Cl . t l + b . t l 

-T2 . X./	 -a . TI "'"+ b . i l 

This gives us the prefix s-polynomial 

spolp(pt,P2) = a· rl - r2' X - b· t l = a· PI - P2' x. 

34As tj = HT(gj . Xj) and tj E T(RED(gj . x;)).
 
35Remember that in this case HC(q) = HC(q . x).
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I.  HM(p)Zd,--g,-~.r,--:r f o r a l1 i€{1 , . . . k} .

2. I fHT(p)  == HT(g,-°:r,«x) then HT(g,--:r,--:r) : HT(g‚-—w‚-)x and HC(g.--3:,--a:) S
IHC(P)|-

Proof :  Since p—rg’O and p = d - q - a: we know HT(p) == HT(q)a:, HC(q) > 0 andHap) = d - Hem).
In case HT(g,—-atg) : HT(q) we get HC(q) Z d;-HC(g; -$ , ) ,  as 9,- then is used to reduce
HM(q). Further HT(q)- 2 HT(g‚- - zu,-) > RED(g‚- -;z:,-) gives us HT(p) = HT(q):r Z t,
for all t € T(g‚- - :::,- - a:), i E {1, . . . k}. Together this gives us HM(p) = d— HM(q) oa :  Z
dg-gi -xg—xfora l l ie{1‚ . . .k} .  ' '
Now let us assume HT(p)  = HT(g,- -:r,- - sc) 79 HT(g,- - a:,~)x for some i E {1, . . . k } .  Let
HT(g‚' ' art-) = t,- and HT(g,- . :17,- —:1:) = t,- - a:. Then HT(q) Z t,- > t,- 34 ,  but HT(q) > t]-
implies HT(q):c > t]- - :1: contradicting our assumption that  HT(q):c : tj - a:.
Therefore, HT(p) : HT(g‚° ~32, -:1:) implies HT(g,- - zB,—) : HT(q) and HT(g,- - 3:,- - :13) :
HT(g‚--:z:‚-)x. As g,- is used to right reduce HT(q) we have HC(g,~ -:1:‚-a:) = HC(g‚--x.—) S
HC(q)  £ ldl - HUM) S |HC(p)| 35- q-e—d—
We can even res t r ic t  ourselves to  special  s—polynomials to  localize our  confluence tes t .

Defini t ion 11 (Prefix s—polynomials)
Given two polynomials [mm € Z[H] with HC(p‚-) : c,- > 0, HT(p,-) = ti, RED(p‚-) : r,-
for z' = 1,2. If there is :r E ’H with t l  = tzif we have to distinguish:

1 .  If c1 Z 62, c1 = a, - cz + b, where a ,  b € Z,  b a remainder of cz, we get the following
superposition causing a critical pair:

a -c2« t2x+b- t2$=c1- t1

/ \
——a-r2-:1:+b-t2:c —r1

This gives us the prefix s—polynomial

spolp(pl,p2) = (1'7"2'33 -—b-t2$——r1 = aopg-x—pl .

2 .  If 62 > c1, c2 = a . c l  + b, where a ,  b € Z,  b a remainder of c l ,  we get the following
superposition causing a critical pair:

Cg- tgmza-c l - t 1+b- t1

./ \.
—r2-:r ——a°r1+b-t1

This gives us the prefix Swpolynomial

spolp(p1,p2)=a-r1-—r2-:r-——b-t1=a-p1—pgwr.

34AS t ;  = HT(g.- mtg) and i j  € T(RED(9‚‘ nm) ) ,
35Remember that in this case HC(q) : HC(q - z) .
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Notice that as two polynomials at most give us bne prefix s-polynomial, a finite set 
F ~ Z[1t] only gives us finitely many prefix s-polynomials. 

Theorem 10 
Let F ~ Z[1i]' F prefix saturated. Equivalent are: 

1. F is a Grobner basis via -----t r
. 

2. idealr(F) ~FO 

3. For all fk, 11 E F we have spolp(Jk, Id ~F o. 

Proof: 

1 {:} 2 Follows from theorem 9. 

2 =} 3 Let HT(Jk) = HT(Jdx for .r E 1i, HC(Jk) 2: HC(Jd > °and HC(Jk) 
a· HC(JI) + b, where a, bE Z and b is a remainder of HC(JI) (the other case is 
similar). Then by definition 11 we get 

and hence spolp(Jk' 11) ~F 0. 

3 =} 2 We have to show that every element 9 E idealr(F) is -----tF -reducible to zero. As 
-----tF is Noetherian and h E idealr(F), h -----tF h' implies h' E idealr(F), it suffices 
to show that every element 9 E idealr(F) - {a} is -----tF -reducible. 
Let 9 = L:i::::l Ci . I; . Xi, where Ci E Z, I; E F, Xi E 1i. 
Depending on this representation of 9 we define t = max{HT(Ji . Xi) liE 
{I, ... m}}, M = {{HC(J;) I HT(J; . Xi) = t}}. (Note that M is a multiset with 
elements in Z). 
We call another representation of 9 with i, M smaller if i < t or i - t and 
M~M. 
By lemma 7 we can assume HT(Ji . Xi) = HT(J;) Xi and HC(J;) > 0, as 
if HT(Ji . Xi) :/:- HT(J;)x; for some Ii in our representation of g, we know 
Ii . Xi -----t);' 0, i.e. Ii' Xi = d; . J: . x~ for some di E Z, I: E F, x~ E 1i and 
HT(J;· x;) = HT(J:· xD = HT(Jf)x~ = t together with HC(Jf) :S;Z HC(Ji) gives 
us that the representation is not increased by substituting di · If . x~ for f; . Xi· 
Important is that now M is a multiset with elements in N, since HC(Ji) > 0. 
Our intention is to show that if t, M belong to a minimal representation of 9 36, 

then IMI = 1, e.g. M = {{HC(Jk)}}. This gives us HT(g) ~ t = HT(Jk)Xk and 
as HC(Jk) > 0, 9 is -----tF -reducible by Ik. 
Let us assume there is a polynomial 9 E idealr(F) - {O} with a minimal repre
sentation 9 = L:i::::l Ci . Ii . Xi together with t,M and IMI > 1. 

36Such minimal representations of polynomials exist as our ordering on representations as defined 
above is well-founded. 
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Notice that as two polynomials at  most give us One prefix s—polynomial, a finite set
F ; Z[’H] only gives us finitely many prefix s—polynomials.

Theorem 10
Let F g Z['H]„ F prefix saturated. Equivalent are:

1.

2.

3.

F is a Gröbner basis via —>'" .

idea l , (F)  Ä’FO

For all fhf; € F we have spolp(fk,f1) LED.

Proof  :

1 © 2 Follows from theorem 9 .

2=>3

3=>2

Let HTW/„) : HT(f;)a:  for .7: E H,  HCUk)  Z HC(fz)  > 0 and 11009;] =
a - HC(f;) + b, where a ,  b 6 Z and b is a remainder of HC(fi) (the other case is
similar). Then by definition 11 we get

spolp(fk,f1) = a - f; - :1: —-- fk € ideal,.(F),

and hence spolp(fk, fl)  —*>’F 0.

We have to show that  every element 9 € ideal„(F) is «VF -reducible to zero. As
—>}L~ is Noetherian and h € ideal,.(F), h—fj; h’ implies h’ E ideal,.(F), i t  suffices
to show that every element 9 E ideal,.(F) — {0} is —>}'‚— -reducible.
Let g = ?:1 c,- - f; — 33,-, where c,- E Z,f‚- € F,:m € H.
Depending on this representation of 9 we define t : max{HT(f‚- - 32,-) | i E
{1, .  . .m}} ,M = {{HC(f‚-) | HTU} - mg) = t}}. (Note that M is a multiset with
elements in Z) .
We call another representation of g with will] smaller if}? < t or t = t and
AZ! < M.
By lemma 7 we can assume HT(f.- - m;) = HT(f‚-)a:‚° and HC(f.-) > 0, as
if HT(f; -:1:‚-) # HT(f.-)x,~ for some fg in our representation of 9,  we know
f,- - sci—+520, i.e. f.- - x.- = d.- - ff — a:: for some d,- € Z,f‚-' € Rm: 6 'H and
HT(f‚—-a:;) = HT(f{-:r:-) : HT(f:)a:;'- : t together with HC(f‚'-') SZ  HC(f,-) gives
us that the representation i s  not increased by substi tuting d.- -- f: - 9::- for f,- - wi.
Important is that now M is a multiset with elements in N ,  since H C ( f.) > 0.
Our intention is to show that if t ,  M belong to a minimal representation of g 36 ,

then |M |  = 1, e.g. M = {{HC(fk)}}. This gives us HT(g) i t = HT(f;c):z:‚c and
as HC(fk)  > O, g is A} -reducible by fk.
Let us assume there is a polynomial g € ideal„(F) — {O} with a minimal repre-
sentation g = 3.1 C,- - fig-1:,- together with t ‚M and [MI > 1.

36Such  minimal representations of polynomials exist as our ordering on representations as defined
above is well-founded.
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Let HC(fk), HC(fI) E M,k =ll 37 and a· HC(fk) + b = HC(fI) for a, bE Z, b a
 
remainder of HC(fk).
 
Since HT(fk)Xk = HT(fdxI we have either HT(fk)Z = HT(fI) or HT(fk) =
 
HT(fI)Z for some Z E H. Without loss of generality let us assume HT(fk)Z =
 
HT(fd and hence Xk = ZX/. Then by definition 11 we have a prefix s-polynomial
 
such that
 

a . Ik . Xk - 11 . Xl = a· Ik . ZXI - 11 . Xl = spolp(fk, Id . Xl· 

In case spolp(fk, Id =I- 0 38 this implies HT(spolp(fk' Id·xt} :::; t, as HT(spolp(fk, Id) :::;
 
HT(fd and t = HT(fI)XI.
 
In case b = 0 we have HT(spolp(fJ" Id . Xl) < t and spolp(fk, Id ~F 0 im

plies spolp(fk' Id = Li'=l di . hi . Wi, di E Z, hi E F, Wi E H, where the hi
 
are due to the reduction of spolp(fk,ll) and all terms occurring in the sum
 
spolp(fk, Id . Xl = L~l di . hi . Wi . Xl are bounded by HT( SPOlp(fk, 11) . Xl) < t.
 
In case b =I 0 we get HT(spolp(fk.JL) . xd = HT(spolp(fk,It})XI = HT(ft}XI = t
 
and spolp(fk, 11)' XI-+~polp(Jdd O. Then lemma 12 implies spolp(fk' 11) = Li'=l di ·
 
hi' Wi, di E Z, hi E F, Wi E H, where the hi are due to the reduction of spolp(/k, 11)
 
and all terms occurring in the sum spolp(/k, 11)'XI = L~l di·hi·Wi·XI are bounded
 
by t.
 
In both cases we can substitute hi' Wi' Xl by h~· w~ (without increasing the repre

sentation) such that HT(h~· w;) = HT(h;)w~ and HC(h;) > 0 by lemma 7 since
 
F is prefix saturated.
 
Now we get:
 

9 = Ck' Ik . Xk + q ·11 . Xl + L
m 

Ci' f; . Xi 

m 

Ck . Ik . Xk + Cl . a . Ik . Xk - CL • a . Ik . Xk +Cl . 1/ . Xl + L Ci' li . Xi 
" . " 

=0 

m 

= (Ck+CI·a)·/k·Xk-q·(a·lk·Xk-II·XI)+ L ci·f;,xi
" ... " 

= SPOlp(Jk.Jd·Xl 
n m 

(ck+c/.a)·lk·xk-CI·(Ldi·h:.w:)+ L ci·/i·Xi (1) 
i=1 ;=1

k:f.i:f./ 

and depending on this new representation of 9 we define i = max{ HT( h~ . 
wD,HT(fi' X;) I h~,li appearing in (1) },M = {{HC(h;),HC(fi) I HT(h~·w;) = 
i, HT(fi . Xi) = i}} 

and we either get i < tor i = t and we have to distinguish two cases: 

37Not necessarily Il f::. I/;· 
381n case spolp(fI:, It} = 0 the proof is similar. Substituting 0 for L:7=1 di . hi' Wi in the equations 

below immediately gives us a smaller representation of 9, contradicting our assumption. 
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Let HC(fk) ,HC(f;)  E M,}: #137  and, a -  HC(fk) + b = HC(f;) for a ,b  € Z, b a
remainder of HCU'k).
Since HT(fk):ck :: HTUÜx; we have either HT(fk)z : HT(f1) or HT(fk) ::
HT(f()Z for some 2 E 'H. Without loss of generality let us assume HT(fk)z =
HT(f; )  and hence ask = ‚21:1. Then by definition 11 we have a prefix s-polynomial
such that

a—fk-xk—fz—rz=a- fk—zxz—fz-xz  =8P0lp(fk‚fz)°wz.

In case spolp(fk, f1) % 0 38 this implies HT(spolp(fk, f;)-;r;) S t, as HT(spolp(fk,f‚)) S
HT(f( )  and t = HT(f1 )$ ( .
In case b = 0 we have HT(spolp(fk,fz) - 1:1) < t and spolp(fk,fz)-:>}0 im—
plies spolpUk, fl) : Z?=1d,- . hi - zu,—‚d,— E Z,  h.- 6 F, w.- E H, where the  hi
are due to the  reduction of spolp(fk,fz) and all terms occurring in the sum
spolp(fk,fz) — cc; : Z?=1di'hi"wi'1‘i are bounded by HT(spolp(fk,f;) - an) < t.
In case b 74 0 we get HT(spolp(fk, fl) - 33;) = HT(spolp(fk,fg))x1 = HT( f ; ) a :1= t
and spolp(fk, f l)  . a:, H£P0£p( fku f f )  0. Then lemma 12 implies Spolp(fk‚ f1) = 23:1 d; -
h‚--w‚-‚ d; € Z,  )2.- E F, to; € H,  where the h,- are due to  the  reduction of spolp(fk,  f,)
and all terms occurring in the sum .spolp(fk, f[)-:r; = ELI  di-hi-wi-zc; are bounded
by t .
In both cases we can substi tute h; ~10,- -a:; by h; “wi (without increasing the  repre—
sentation) such that HT(h:- - wg) = HT(h:-)w£ and HC(h:-) > 0 by lemma 7 since
F is prefix saturated.
Now we get:

9 = Ck ' fk ' $k+cz ' f t °$z+  Z Ci ' f i 'CC . ‘

63;:
m

= Ck ' fk ‘xk ‘ l ' f l ' a ' f k ' 17} : “C l ' a ‘ fk ' xk l ‘ l ' c l ' f l 'm l ' l '  Z Ci ' f i ' i ß . ‘
—v_

i=1
= ° kgeigu

= (Ck+cl ' a ) ' fk '$k_cl ' (a ' fk '$k_f l '$ l )+  Z Ci-fg-arg
\.—\‚__—1

= „01,4 fk, man kfiäfl

: (ck+c:-a)'fk-xk—Ct'izdi'hi'wil‘t Z cvfrwe (1)
=1 ‚€;-;;

and depending on this new representation of 9 we define { = max{HT(h§ -
WELHTUi-Sci)  lfiiafs appearing in (1) }‚M = {{HC(hi-)‚HC(fa) l HRH-'10?) =
51 HT(f i  ' wi)  = t i }

and we either get i < t or 5 = t and we have to distinguish two cases:
37'Noi: necessarily f; # fh .
33111 case spolp ( f r ,  fl )  = 0 the  proof i s  s imi la r .  Subs t i tu t ing  0 for 221:1 d.- - h.— - w.- i n  the equations

below immediately gives us a smaller representation of g ,  contradicting our assumption.
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(a)	 Ck + Cl • a = a. 
Then M = (M - {HC(Jk), HC(JI)}) U {{HC(hi) I HT(hi) . wi = t}}. 

(b)	 Ck + Cl . a :f a.
 
Then M = (M - {HC(ft)}) U {{HC(hi) I HT(hi) . wi = t}}.
 

By lemma 12 we know that if there are polynomials h~ with HT(hi) . w~ = t, the 
corresponding polynomials hi from above are used to right reduce H M(spolp(fk, fd) 
and, therefore, HC(hi) :S HC(spolp(fk, fd) = b < HC(fk) :::; HC(ft} , hence 
M~M. 
However we get a smaller representation of 9 contradicting our assumption. q.e.d. 

In fact we have shown the existence of Grobner basis with respect to a weaker reduction, 
namely prefix right reduction. 

Corollary 4
 
Let F ~ Z['H], F prefix saturated. Equivalent are:
 

1. F is a Grobner basis via ---tP. 

2. idealr(F) ~ia 

3. For al1 fk,fl E F we have Sp~Fa, where Sp E SATp(spolp(ik,fd)· 

Proof: Let 9 E idealr(F) - {a}. Then for a minimal representation t, M of 9 as
 
described in'the proof of theorem 10, we have M = {{HC(fk' Xk)}} and t = HT(g) =
 
HT(fk)Xk and HC(fk) > 0, i.e. 9 is --+~ -reducible by fk. q.e.d.
 

Using the localisation given in theorem 10 we can state the following procedure.
 

Procedure Completion with respect to Prefix Saturation
 

input: F ~ Z['H], F = {fl, ... fn}
 
output: GB(F), a Grobner basis of idealr(F) with respect to --+r (even --+P).
 

G := U~l SATp(fi);
 
B := {(ql' q2) I ql, q2 E G, ql :f q2};
 
while B :f 0 do
 

(ql' q2) := remove(B); 
if h := spo/p(qt, q2) exists then;
 

h' := hnf(h, G);
 
if h' :f 0 then
 

B := B U {(f, h) If E G,h E SATp(h')}; 
G := G U SATp(h'); 

endwhile 
GB(F):= G 
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( a )  Ck + C; ; a  = 0 .

Then M = (M _ {HC(fk)‚HC(fz)}) U {{HCUL'E) | HTW?)  ' wi = t }} -

(b)  ck+cz ; a  #0 .
Then M = (M “ {HC(f‚)}) U {{HC(h‘.’-) | HTUli)  ' w; = t }} -

By lemma 12 we know that if there are polynomials h:- with HT(h:.) -w£ m t ,  the
corresponding polynomials h.- from above are used to  right reduce H M (spolp( fk, f;))
and, therefore, HC(h:-) g HC(spolp(fk, f‚)) = b < HC(fk) g HC(f;), hence
M < M.
However we get a smaller representation of g contradicting our assumption. q.e.d.

In fact we have shown the existence of Gröbner basis with respect to  a'weaker reduction,
namely prefix right reduction.

Corol lary  4
Let F ; Z['H], F prefix saturated. Equivalent are:

1. F is a Gröbner basis via. —>P.

2. ideal„(F) in»; O

3. For all fk,f; € F we have Sp 3-4}.— 0, Where 5,, E SATp(spolp(fk,f‚)).

Proof : Let g € ideal,.(F) -—— {0}. Then for a minimal representation t ,  M of g as
described in'the proof of theorem 10, we have M = {{HC'(f;c - ark)” and t = HT(g) =
HT(fk)a:k and HCU'k) > 0, i.e. g is _»? —reducible by fk. q.e.d.

Using the localisation given in theorem 10 we can state the following procedure.

Procedure Complet ion with respect to  Prefix Saturation

input: F ; Z['H]‚ F = {fh . . .fn} _
output: GB(F), a Gröbner basis of ideal,(F] with respect to -——>" (even -—>P ).

G == UL: SATpUi);

B :: {(€-1412) | (11,112 € G391  79 92};
while B # @ do

(qhqg) :=  remove(B);
if h :=  spolp(q1,q2) exists then;

h’ :=: hnf(h,G);
if h' # 0 then .

B := B U {(1371) | f € 0 ,5  e SATp(h’)};
G :=  G U SATp(h');

endwhile
GB(F) := G
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where SATp denotes the output of our prefix saturation procedure, remove removes 
an element from a set and hnf(g, G) computes a "canonized normal form" of 9 with 
respect to G, where only right reduction at the head monomial is allowed. 
There are two critical points, why this procedure might not terminate: prefix saturation 
of a polynomial need not terminate and the set B need not become empty. 

Theorem 11 
In case the procedure terminates the output is a Grobner basis even with respect to 
prefix right reduction. 

Proof: This follows immediately from theorem 10 and its corollary. q.e.d. 

Note that in general monoid rings are not (right-, left-) Noetherian, i.e. not every 
ideal can be finitely generated. Our intention is to show that in special cases finitely 
generated right ideals allow finite Grobner bases, even when the corresponding monoid 
ring is not right-Noetherian. 

Theorem 12 
Let F ~ Z[1-lJ be finite. The procedure terminates when 1-l is a finitemonoid. 

Proof: 
The procedure stops as soon as all s-polynomials reduce to zero. 
Now suppose that our procedure does not terminate. 
Then since 1-l is finite there is a term t E 1-l, which occurs infinitely many times among 
the head terms of the polynomials h' as computed in the above procedure and added to 
G, i.e. we get an infinite set {ai . t Iai E N} of head terms, where the polynomial with 
head coefficient ai+l is added later than the polynomial with head coefficient ai. Since 
the h' are in normal form we get a descending sequence ak > ak-l > ... > aj > ... > 0 
in N contradicting the fact that (N, <) is well-founded. q.e.d. 

Theorem 13 
Let F ~ Z[1-lJ be finite. The procedure terminates when 1-l is a free monoid presented 
by finite L; and T = 0. 

Proof: 
Since we have SATp(p) = {canon(p)} in this case as T = 0, we have to take a closer 
look at the s-polynomials. Looking at the critical overlaps we see that all polynomials 
q added have IHT(q)1 ::; max{IHT(J)1 I f E F}. Further the head of any added 
polynomial is in canonized normal form with respect to the already computed set G. 
Hence if HT(q) occurs among the head terms of the polynomials in G, it has a smaller 
head coefficient as it is not further reducible by G. That is if aj E N is the head 
coefficient of the first occurrence of a head term Si then this term can at most occur 
ai - 1 times as a head term and since there are only finitely many candidates for head 
terms our procedure terminates. q.e.d. 

In the following we will take a closer look at monadic presentations of monoids and 
groups. We state the following useful lemma. 
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where SATp denotes the output of our prefix saturation procedure, remove removes
an element from a set and hn  f (g, G]  computes a “canonized normal form” of 9 with ‘
respect to  G ,  where only right reduction at the head monomial is allowed.
There are two critical points, why this procedure might not terminate: prefix saturation
of a polynomial need not terminate and the set B need not become empty.

Theorem 11
In case the procedure terminates the  output  is a Gröbner basis even with respect to
prefix right reduction.

Proof : This follows immediately from theorem 10 and its corollary. q.e.d.

Note that in general monoid rings are not (right—, left—) Noetherian, i.e. not every
ideal can be finitely generated. Our  intention is to show that  in special cases finitely
generated right ideals allow finite Grébner bases, even when the  corresponding monoid
ring is not right~Noetherian.

Theorem 12
Let F g Z[H] be finite. The procedure terminates when ’H is a finite'monoid.

Proof  :
The procedure stops as soon as all s-polynomials reduce to  zero.
Now suppose that our procedure does not terminate.
Then since H is finite there is a term t E 'H, which occurs infinitely many times among
the head terms of the polynomials h '  as computed in the above procedure and added to
G, i.e. we get an infinite set {(1,- - t  | a,  E N} of head terms, where the polynomial with
head coefficient cm,—+1 is added later than the polynomial with head coefficient a,-. Since
the h’ are i n  normal form we get a descending sequence ak  > ak_1 > . .  . > a,- > . . .  > 0
in N contradicting the fact that (N,  < )  is well—“founded. q.e.d.

Theorem 13
Let F ; Z['H] be finite. The procedure terminates when ’H is a free monoid presented
by finite E and T = 0.

Proof : .
Since we have SATp(p) = {canon(p)} in this case as T = @, we have to take a closer
look at the s—polynomials. Looking at the critical overlaps we see that all polynomials
q added have |HT(q)|  _<__ max{lHT(f) |  | f € F}. Further the head of any added
polynomial is in canonized normal form with respect to the already computed set G .
Hence if H T(q)  occurs among the head terms of the polynomials in G,  i t  has a smaller
head coefficient as i t  is not further reducible by G.  That is if a,- E N is the head
coefficient of the first occurrence of a head term 3,- then this term can at most occur
a,- — 1 times as a head term and since there are only finitely many candidates for head
terms our procedure terminates. q.e.d.

In the following we will take a closer look at monadic presentations of monoids and
groups. We state the following useful lemma.
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Lemma 13 
Let (E, T) be a finite convergent interreduced monadic presentation of a cancellative 

monoid H. Then no rules of the form xa -+ a or ax -+ a appear in T for a E E. 

Proof: Suppose we have xa -+ a E T. Since H is cancellative xa':"'T a implies 
x ;"T A. As T is finite convergent we have x ~T Acontradicting that T is interreduced. 

q.e.d. 

This lemma allows us to conclude that oxb -+ c E T, a, b, c E E, x E E*, implies a ::I c 
and b::l c. 

Theorem 14 
Let F ~ Z[H] be finite. The procedure terminates when 1i is a group presented by a 
finite convergent interreduced 2-monadic system including inverses of length 1 for the 
generators. 

Proof: 

1.	 We say a polynomial q has property PF if and" only if 

(a) IHT(q)l::; I<, where I< = max{IHT(f)11 f E F} + l.
 
((3) H-IHT(q)/ = f{ then there is a E E such that
 

(i) all terms of length f{ in q have a as a common suffix. 

(ii) for all	 S E T(q) with Isl = K - 1 we either have S = Sta or in case 
s = Std, dE E - {a} there is a rule ea -+ dE T, e E E. 

We will show that all polynomials q computed by our procedure for input F have
 
PF.
 
By the choice of I< all input polynomials have Pp.
 
Let G be an already computed prefix saturated set of polynomials having PF, let
 
q be the next polynomial computed by our procedure.
 
Showing that q has PF we have to distinguish three cases:
 

(a)	 In case q is due to saturating a polynomial q' with a rule ab -+ c E T, c E E u 
{A} we can show that PF is preserved. Note that only the case IHT(q)\ = K 
is critical. 

1.	 In case IHT(q')1 < K and IHT(q)1 = K we know HT(q) = tb and for 
all sE T(q') with Is' bl = K -1 either s· b = sb E IRR(T) or s = Ste 
and S . b = Sle . b = Std, where eb -+ d ET. Note that these are the 
only possibilities to gain a term of length K - 1 from a term of length 
less or equal to K - 1 by multiplication with a letter b. 

11.	 Let IHT(q')1 = K with HT(q') = ta. We can only lose PF in case 
we have tt, t2 E T(q') such that Ittl = K,lt2 1 = K - 1, tt = t~a and 
tt . b = t~ C, t 2 • b = t 2 b with c ::I A. Therefore, we examine all S E T(q') 
with Isl = K - 1. 
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Lemma 13
Let (2 ,  T )  be  a. fini te  convergent interreduced monadic presentation of a. canceliative
monoid H.  Then no rules of the form :ra ——> a or aa: —-—+ (1 appear in T for cl € 2 .

Proof : Suppose we have an; ——> a € T .  Since ’H is cancellative ::“:a «ÄTa implies
:1: (ST A. As T is finite convergent we have a: 3+7- ‚\ contradicting that T is interreduced.

q.e.d.

This lemma allows us to conclude that  axb  —-—> c € T ,  a ,  b, c € 2 ,  :1: 6 E ‘ ,  implies a 75 c
and b 7E c.

Theorem 14
Let F ; Z[H] be finite. The procedure terminates when ’H is a group presented by a
finite convergent interred uced 2—monadic system including inverses of length 1 for the
generators.

P roof  :

1. We say a polynomial q has property ’Pp if and/only if

( a )  lHT(q)| £ K,  where K = mam{lHT(f)| | f 6 F}  + 1.

(fl )  I f ‘ lHT(q) |  = K then, there is a E E such that

(i) all terms of length K in q have a as a common suffix.
(ii) for all s E T(q) with Isl = K — 1 we either have s = slot or in case

s=s ld ,d€E—-{a}  the re i s a ru l eeawdéTmeE.

We will show that all polynomials q computed by our procedure for input F have
'Pp.
By the choice of K all input polynomials have 'PF.
Let G be an already computed prefix saturated set of polynomials having PF, let
q be the next polynomial computed by our procedure.
Showing that q has 191: we have to distinguish three cases:

(a )  In case q is due  to saturating a polynomial q’ with a rule ab  —-> c E T, c € 2U
{A} we can show that ”PF is preserved. Note that only the case \HT(q)| = K
is critical.

i. In case IHT(q')I < K and |HT(q)| = K we know HT(q) = tb and for
all s € T(q') with | s  . bl = K — 1 either .9 - b = sb € IRR(T) or s = .913
and s . b = s l e  - b = 31d, where eb —-> (1 GT.  Note that these are the
only possibilities to gain a term of length K -— 1 from a term of length
less or equal to K -- 1 by multiplication with a. letter 6.

ii. Let [HT(q')| = K with HT(q') = ta .  We can only lose 73;: in case
we have th tg  € T(q') such that ltll = K, | t2 |  = K — 1,t1 = t in and
t l  - b = tic, t ;  - b = tgb with c 79 ‚\. Therefore, we examine all s € T(q’)
with Isl = K - -1 .
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If there are none q must have PF, since then a term S E T(q') can only
 
reach length f{ - 1 by multiplication with b in case Isl = K - 2 and
 
sb E I RR(T). Since ab - c E T and 9 is a group including inverses of
 
length 1 for the generators a has an inverse a-I and b~T a-lab ~T a.,...l c
 
gives us the existence of a rule a-le - bET as T is confluent 39.
 

Now let s E T(q') have length f{ - l.
 
In case S = Sla there is nothing to show 40.
 

In case s = sld, d =I a we know that there is a rule ea - d ETas q'
 
has PF. Then we have db +- eab - ee and since ea - d E T gives us
 
e #- d there are rules db - g, ee - gET, gEE.
 

(b)	 q is due to s-polynomial computation. As we use polynomials having PF 
and prefix overlaps of their head terms to get q, in case IHT(q)1 = K, q 
inherits PF from the involved polynomials ql, q2, where HT(ql) = HT(q2)Z 
for some z E H. 
In case z = ). there is nothing to show. 
Let IHT(q2)zl = K and z #- >., i.e. z = z'a for some a E E. Looking at 
s E T(q2 . z) we get that 

1.	 Isl < f{ - 1 is not critical. 

11.	 Isl = f{ gives us S = SI . z, where SI E T(q2), ISll < K, and as Sll z E 

I RR(T) and T is monadic, we get s = s~ bz"a, where s~ is a prefix of 
SI, bEE U {A}, and z" is a suffix of z'. 

Ill.	 Isl = K - 1 gives us S = SI • z, where SI E T(q2),ISll < K, and as 
SI, z E I RR(T) and T is monadic either s = s~ bz"a as above or s = s~ b 
and ISll = K - 1, SI = s~ e and ez'a ~T fa - b, as T is 2-monadic, i.e. 
we have fa - bET. 

Since T(q) ~ T(qd U T(q2 . z) we are done. 

(c)	 q is the result of computing the canonized normal form of an s-polynomial 
using right reduction with respect to G at head monomials only. 
The case IHT(q)1 < f{ is not critical. 
Therefore, suppose IHT(q)1 = K. We show that using right reduction on the 
head monomial of a polynomial q' having 'PF, with IHT(ql)l = K, HT(ql) = 
ta, ql -~EG q", gives us that q" has PF. 
Let HT(g) = e and ta = t' . x and q" = q' - k . 9 . x, k E Z, x E 'H. Since G 
is prefix saturated we know g' x -:'EG 0, i.e. HT(g)· x = HT(g')z for some 
z E 'H, and g' has PF 4]. Further g' . z has PF 42 and as q" = q' - k . 9 . x = 
q' - k· g' . z we know T(q") ~ T( ql) U T(l· z), and hence q" likewise has 'PF. 

2.	 The procedure stops as soon as all s-polynomials reduce to zero. Let us assume 
our procedure does not terminate. Then there are infinitely many s-polynomials 
qi, i E N, with heads in canonized normal form added. 

39This is no longer true in case a has an inverse U aof length Iual > 1 or no inverse at all.
 
40Then 5·6 = 51a ·6= 51 . C and either Is, 61 < K - 1 or 5·6 = SIC.
 

41In case IHT(g')1 = K we have z = oX and g- x = g'.
 
42Compare the argumentation in (b).
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If there are none q must have 'Pp, since then a term 3 € T(q’) can only
reach length K —— 1 by multiplication with b in  case | s |  = K -—— 2 and
sb  € IRR(T) .  Since ab  —+ c € T and 9 is a group including inverses of
length 1 for the generators a has an inverse a,"l and 6 +31— a ' l ab  4-3]— (f lo
gives us the existence of a rule a"1c ——> b 6 T as T is confluent 39 .

Now let 3 € T(q') have length K —— 1.
In case .9 : 51a there is nothing to show 40.

In case .3 = 31d,d # a we know that there is a rule ea —-—> d E T as q'
has ’P‘p. Then we have db +— eab -—+ ec and since an —> d E T gives us
6 # d the re  are rules (ib—> g,ec—+ g € T ,g  € 2 .

(b)  q is due to s-polynomial computation. As we use polynomials having 'PF
and prefix overlaps of their head terms to get q,  in  case IHT(q)[ = K ,  q
inherits 735' from the involved polynomials q1, (12, where HT(q1) = HT(q2)z
for some 2 € ’H.
In case 2 = ‚\ there is nothing to show.
Let (HT(q2)z| = K and z ;é A, i.e. z == z'a for some a € 2 .  Looking at
s € T(‘Iz ' 2) we get that

i. lsl < K -— 1 is not critical.
ii. [sl : K gives us 5 = 31-2, where 31 € T(q2), I31! < K,  and as 31,2: €

I RR(T) and T is monadic, we get 3 = s’lbz”a, where .s'1 is a prefix of
.51, b € )3 U {A}, and z” is a suffix of z'.

iii. Isl = K -——1 gives us 3 = 81  - z, where 31 € T(q2),|31| < K,  and as
51, 2: € IRR(T) and T is monadic either s = s'lbz"a as above or s = s‘ib
and '31] = K -— 1,31 = s i e  and ez 'a  —t>T fa —-—+ b, as T is 2-monadic, i.e.
we have fa ——> b € T.

Since T(q) _; T(ql) U T(q2 - 2) we are done.
((3) q is the result of computing the canonized normal form of an Swpolynomial

using right reduction with respect to G at head monomials only.
The case lHT(q)| < K is not critical.
Therefore, suppose |HT(q)l : K.  We show that using right reduction on the
head monomial of a polynomial q' having PF, with |HT(q’)| = K, HT(q’ ) =
ta,q’ "*366' q"  , gives us that q" has 'Pp.
Let HT(g) = t '  and ta : t'-a: and q”=q’-— k-g -x ,k  € Z,:c 6 H. SinceG'
is prefix saturated we know 9 - a: "’E'eG 0, i.e. HT(g) - a: = HT(g’)z for some
zGH,  andg’has  ’Pp ‘". Fur therg ' -zhas  'PF “ andasq"=q ' -—k-g -x=
q’ -— k -9' - 2 we know T(q") g; T(q’) UT(g’ - z), and hence q" likewise has ’Pp.

2. The procedure stops as soon as all s—polynomials reduce to zero. Let us assume
our procedure does not terminate. Then the-reare-infinitely-man-y s—polynomials
q,-,z' E N,  with heads in canonized normal form added.

39This is no longer true in case a has an inverse ua of length [nal > 1 or no inverse at all.
40Then sob=s l a -6=s l  -c andeither ls-bl < K— 1 or s—b=slc.
41In  case lHT(g’)| = K we have z = ‚\ and g'-.1: = 9’ .
42Compare the argumentation in (b ) .
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As jHT(qdl S [( there is a term t, which occurs infinitely often as a head 
term among these polynomials, giving us a subsequence qk E N with HT(qk) = 
t. Since the heads of all qk are in canonized normal form with respect to the 
already computed set G including the qk with lower index, the corresponding 
head coefficients ak E N have to decrease, i.e. ak+1 < ak, contradicting the fact 
that (N, <) is well-founded. q.e.d. 

Theorem 15 
The existence of finite Grobner bases for finitely generated right ideals in Z[1i] has 
been shown in case 

1. 1i is finite 

2. 1i is a free finitely generated monoid 

3. 1i is a plain group. 

Using the appropriate presentation the procedure "Completion with respect to Prefix 
Saturation" computes such bases. 

As shown by Avenhaus, Madlener and Otto in [AvMaOt86] given a finite convergent, 
2-monadic presentation of a group it is possible to get a finite convergent, 2-monadic 
presentation including inverses of length one for the generators of the same group. 
The same is possible for a finite convergent, monadic presentation including inverses of 
length one for the generators. All these presentations give us that our group is a free 
product of a finitely generated free group with finitely many finite groups. 

6.4 Completion Using Commutative Reduction 

In case we have a commutative monoid with a presentation (E, T = T' u Te ), com
mutative saturation, as prefix saturation, enriches a polynomial and provides enough 
information to give a finite confluence test. 

Definition 12 (Commutative s-polynomials) 
Given two polynomials PI,P2 E Z['H] with HC(P2) = C2 2: HC(pt} = Cl > 0, HT(pi) = 
ti, RED(pi) = ri for i = 1,2. If there are Xl, X2 E 'H such thaHI OXI = t2ox2 E I RR(T) 
is the least co~mon multiple of tt, t 2 in Fc(E) and a, b E Z, b a remainder of Cl with 
C2 = a . Cl + b, we get the following superposition causing a critical pair: 

'\. 
-a . rt . Xl + b . t l °Xl 

This gives us the commutative s-polynomial 
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As |HT(q‚°)| _<_ K there is a term t, which occurs infinitely often as a head
term among these polynomials, giving us a subsequence qk 6 N with HT(qk) =
t .  Since the heads of all (11: are in canonized normal form with respect to the
already computed set G including the qk with lower index, the corresponding
head coefficients ak  € N have to  decrease, i .e .  ak“  < ak ,  contradicting the fact
that (N,  < )  is well—founded. q.e.d.

Theorem 15
The existence of finite Gröbner bases for finitely generated right ideals in Z[’H] has
been shown in case

1. ’H is finite

2. H is a free finitely generated monoid

3. ’H is a plain group.

Using the  appropriate presentation the  procedure “Completion with respect to Prefix
Saturation” computes such bases.

As shown by Avenhaus, Madlener and Ot to  in [AvMaOt86] given a finite convergent,
2—monadic presentation of a group i t  is possible to get a finite convergent, 2—monadic
presentation including inverses of length one for the generators of the same group.
The same is possible for a finite convergent, monadic presentation including inverses of
length one for the generators. All these presentations give us that our group is a free
product of a finitely generated free group with finitely many finite groups.

6 .4  Completion Using Commutative Reduction

In case we have a commutative monoid with a presentation (E ,T  = T' U Tc), com-
mutative saturation, as prefix saturation, enriches a polynomial and provides enough
information to give a finite confluence test.

Definition 12  (Commutative s—polynomials)
Given two polynomials phpg € Z[’H] with HC(p2) = c; Z HC(p1) = 01 > 0, HT(p.-) =
t ; ,  RED(p.-) = r,- f o r i  =: 1,2. If there are 421,1:2 E H such thatxtloxl : t20$2 € IRR(T)
is the least common multiple of t1,t2 in 5:42) and (1,1) € Z,  I) a remainder of cl with
c; = a - cl + b, we get the following superposition causing a critical pair:

Cg- tgoxgza -c1~ t lo$1+b- t l oa s l
./ \.

_?"2 '272  —G‘T1 '$1+b ' t 10$1

This gives us the commutative s—polynomial

3P01c (P1 :P2a$11- ’32 )  =a ' r1 -z r l  " -7 ‘2 ' 172—5 '11 '331  = G°P1  ‘31  —P2 '$2 -
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Lemma 14 
Let F ~ Z[H] and ]I, q E Z[H]. Let p ---+~ 0 and q ~F o. From these reduction sequences 
we get the representations p = d· q' x and q = 2:7:1 di ·gi' x" for d, di E Z, gi E F, x, Xi E 
H, where the following statements hold: 

1.	 HM(p) ~ d,· g,. xi' x for all i E {I, ... k}. 

2.	 If HT(p) = HT(gi 'Xi' x) then HT(gi' Xi' x) = HT(gi' x;) ox and HC(gi' x,· x) :S 
jHC(p)l· 

Proof: Since p---+~O and p = d· q' x we know HT(p) = HT(q) 0 x, HC(q) > 0 and
 
HC(p) = d· HC(q).
 
In case HT(gi'X,) = HT(q) we get HC(q) ~ di·HC(gi·Xi), as gi then is used to reduce
 
H M(q). Further HT(q) ~ HT(gi' xd > RED(gi' x;) gives us HT(p) = HT(q) ox ~ t,
 
for all t E T(gi' :1:,. x), i E {I, ... k}. Together this gives us HM(p) = d· HM(q)· x ~
 

di . gi . x, . x for all i E {1, ... k}.
 
Now let us assume HT(p) = HT(g,· Xi' x) =1= HT(gi' x;) 0 x for some i E {I, ... k}. Let
 
HT(g, . x;) = t, and HT(g, . x,· x) = t j . x. Then HT(q) ~ t, > t j 43, but HT(q) > t j
 

implies HT( q) 0 x > t j . x contradicting our assumption that HT(p) = HT(q) 0 x =
 
HT(gi' Xi' x) = f J • x. Therefore, HT(p) = HT(gi' Xi' x) implies HT(gi' Xi) = HT(q)
 
and HT(gi . Xi . x) = HT(gi . x,) 0 x. As gi is used to right reduce HT( q) we get
 
HC(gi' Xi' x) :S HC(gi' x,) :S HC(q) :S Idj· HC(q) :S IHC(p)j. q.e.d.
 

Theorem 16 
Let F	 ~ Z[H], F commutatively saturated. Equivalent are: 

1.	 F is a Grobner basis via ---+r . 

2.	 idealr(F) ~F O. 

3.	 For all Ik,fl E F we have SpO{c(Jk, 11) ~F o. 

Proof: 

I {::} 2 Follows from theorem 9. 

2 =} 3	 Let HT(Jk) 0 Xk = HT(Jt} 0 XI for Xk, XI E 1{ be the least common multiple of 
HT(fk), HT(ft} , HC(fk) ~ HC(ft) > 0 and HC(JI) = a . HC(Jk) + b, where 
a, bE Z and b is a remainder of HC(fk). Then by definition 12 we get 

and hence spolc(fk' ft, Xk, XI) ~F O. 

43As t;	 = HT(gj . x;) and tj E T(RED(gi . Xi»' 
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Lemma 14
Let F g Z['H] and p, q E Z[7'{]. Let p—>; 0 and {1-3}— 0. From these reduction sequences
we get the representationsp = d-q-a: and q = >:l d;-g‚—-:v‚-, for (1, d,- e Z,g‚- € F,:r ,  :::; €
’H, where the  following statements hold:

1. HM(p) Zd.‘°9‚ ' °$i '$f0r311i€ {1‚ . . .k} .

2. IfHT(p) = HT(g‚-0x‚--x) then HT(g‚--a:‚--1:) = HT(g‚-°:c,-)ox and HC(g,--a:,--a:) S
IHCÜDN.

Proof :  Since {rm—>30 and p = d ' q ° :1: we know HT(p) : HT(q) o a:, HC(q) > 0 and
H00?)  = d 'HC(Q) -

In case HT(g‚--:z:‚-) : HT(q) we get HC(q) _>_~ dg-HC(g;-:z:,-), as 9.- then is used to reduce
HM(q). Further HT(q )  Z HT(g‚- -:1:;) > RED(g‚- m;)  gives us HT(p)  = HT(q) 0:1: 2 t ,
for all t E T(g; - „rt- . :11), i G { l ,  . ..k}. Together this gives us HM(p) = d-  HM(q) - ::: 2
d,- -g‚--a:‚-—:1: for all i E {l, . . . lc}.
Now let us assume HT(p)  : HT[g‚- zB,-at) 94 HT(g‚- -:1:,-)0:1: for some i  € {1 , .  ...k} Let
HT(g‚' - zB,-) : t,- and HT(g;  . a:.- - a:) = t,- -:z:. Then HT(q )  2 t,- > tJ- 43 ,  but  HT(q )  > tj
implies HT(q )  o a: > t j  - sc contradicting our  assumption that  HT(p)  : HT(q) o a: :
HT(g‚- '.T‚'‚' - a:) = tJ- - „r.. Therefore, HT(p) : HT(g‚- '1';'£C) implies HT(g‚- -1:‚-) == HT(q)
and HT(g‚- - :1,"- - :13) : HT(g‚- - sp.-) 0 :::. As 9; is used to right reduce HT(q) we get
HOW fir,- '11:) S Ham-1 :03  HCÜI)  S ldl ' HCÜI)  S lHC(P)l- Cl-e-d-

Theorem 16
Let F _C_ Z['H], F commutatively saturated. Equivalent are:

1 .  F is a Gröbner basis Via --+" .

2. ideal„(F) l»;— 0.

3. For all f hfl  € F we have spolc(fk,f,) 3+}.0.

Proof  :

1 © 2 Follows from theorem 9 .

2 => 3 Let HT(fk)  o ask = HT(f‚) o x;  for sha t ;  E 'H be the least common multiple of
HT(fk),HT(f;) ,  HC(fk) Z HC(f;) > 0 and HC(f;) = a - HC(fk) +b ,  Where
a ,  6 € Z and b is a remainder of HC(fk). Then by definition 12 we get

3P01c ( fk1 f l a$ka$ l )=  a ' f1: ' wk _ fl ' 33: € i dea l r (F ) ‚

and hence spolc(fk, fl, wk, 23;) Ä};— 0.
43As  t.- : HT(g‚- - ::.-) and i j  E T(RED(g.— - an)).
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3 => 2 We have to show that every element 9 E idealr(F) is --?F -reducible to zero. As 
--?F is Noetherian and h E idealr(F), h --?F hi implies hi E idealr(F), it suffices 
to show that every element 9 E idealr(F) - {O} is --?F -reducible. 
Let 9 == L~l Ci . li . Xi, where Ci E Z,/i E F, Xi E 'H. 
Depending on this representation of 9 we define t = max{HT(Ji . Xi) liE 
{l, .. .m}},M = {{HC(J;) I HT(Ji' xd = t}}. (Note that M is a multiset with 
elements in Z). 
We call another representation of 9 with i, M smaller if i < t or i = t and 
M~M. 
By lemma 7 we can assume HT(Ji . x;) = HT(J;) 0 Xi and HC(J;) > 0, as 
if HT(Ji . x;) 1= HT(Ji) 0 Xi for some li in our representaticn of g, we know 
li . Xi --?F 0, i.e. li' Xi = di . II . x~ for some di E Z,II E F, x~ E 'H and
 
HT(Ji . x;) = HT(JI· xD = HT(JI) 0 x~ = t together with HC(JI) S;z HC(Ji)
 
gives us that the representation is not increased by substituting di · If· x~ for li' Xi·
 
Important is that now M is a multiset with elements in N, since HC(J;) > O.
 
Our intention is to show that if t, M belong to a minimal representation of 9 44,
 

then IMI = 1, e.g. M = {{HC(/k·Xk)}}. This gives us HT(g) = t = HT(Jk)OXk
 
and as HC(Jk) > 0, 9 is --?F -reducible by Ik.
 
Let HC(/k), HC(JL) E M,k 1= l 45 and a· HC(Jk) + b = HC(Jt} for a, bE Z, b a
 
remainder of HC(Jd.
 
Since HT(Jd 0 Xk = HT(JI) 0 XI we have a commutative s-polynomial such that
 

a· /k . Xk - II . XI = a . Ik' Zk . m - II . ZI . m = spolc(Jk, 11, Zk, ZI) . m. 

In case SPOlc(Jk, 11, Zk, ZI) 1= 0 46 this implies HT(spolc(Jk' It, Zk, zt} . m) S; t as
 
HT(spolc(Jk, 11, Zk, Zl)) < HT(Jl) . Zl and t = HT(ft) 0 Zl 0 m.
 
In case b = 0 we know HT(spolcUk' 11, Zk, ZI)' m) < t and SPOlc(Jk, It, Zk, ZI)":'; 0
 
implies SPOlc(Jk' 11, Zk, Zl) = Li':t di . hi . Wi, di E Z, hi E F, Wi E 'H, where the hi
 
are due to the reduction of spolc(/k, 11, Zk, ZI) and all terms occurring in the sum
 
SPOlcUk' 11, Zk, zt}· m = Li':l di · hi' Wi' m are bounded by HT( SPOlcUk' It, Zk, Zl)'
 
m) < t.
 
In case b =f:. 0 we get HT(spolcUk' It, Zk, zt} . m) = t and SPOlcUk' It, Zk, ZI) .
 
m --?~polc(Jdl.Zk.ztl O. Then lemma 14 implies SPOlc(Jk' fl, Zk, Zl) = Li':t di . hi .
 
Wi, di E Z, hi E F, Wi E 'H, where the hi are due to the reduction of SPOlcUk' ft, Zk, ZI)
 
and all terms occurring in the sum SPOlcUk' fl, Zk, ZI) . m = Li':t di . hi . Wi . m are
 
bounded by HT(spolc(Jk' It, Zk, Zl) . m) S; t.
 
In both cases we can substitute hi . Wi . y by hi . w: (without increasing the rep

resentation) such that HT(h~ . wi) = HT(hi) 0 w: and HC(hi) > 0 by lemma 7
 
since F is commutatively saturated. .
 

44Such minimal representations of polynomials exist as our ordering on representations as defined 
above is well-founded. 

45Not necessarily fl I- f,,· 

461n case spolcU". fr. Xk, XI) = 0 the proof is similar. Substituting 0 for L7:1 di . hi . Wj in the 
equations below immediately gives us a smaller representation of g, contradicting our assumption. 
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3 =» 2 We have to show that every element g € ideal„(F ) is ——>}'‚— -reducible to zero. As
—+’,'.— is Noetherian and h E ideal,(F), h —>}';~ h' implies h' E ideal,.(F), it suffices
to show that every element g € ideal‚(F) -— {0} is _»;— —reducible.
Let g = 21-11 c,- - f,- . :1:,«, where c.- E Z,  f.- € Ex . -  E H.
Depending on this representation of 9 we define t : max{HT(f‚- . zB,-) | i €
{1 , . . .m}} ,M = {{HC(f‚-) | HT(f; - m;) = t}} (Note that M is a multiset with
elements in Z) .
We call another representation of g with LM smaller if t < t or € = t and
M < M.
By lemma 7 we can assume HT(f.~ - 17;) = HT(f,-) o 3:,- and HC(f.-) > 0, as
if BTU,- - 13,-) % HT(f,-) o x.- for some f,- in our representation of 9 ,  we know
f,- . x,——+i~0, i.e. f,- - x,- = d,- - f: - :2:- for some d.- € Z,f,-’ € F,:E} E 'H and
HT(f,- - 53,-) = HTU; . 13:) = HT(ff) o ::::- = t together with HC(f‚') i z  HC(f‚°)
gives us that the representation is not increased by substituting d,- -f::c:- for frau,-.
Important is tha t  now M is a multiset with elements in N ,  since HC(f,~) > 0.
Our  intention is to  show that  if t ,  M belong to a minimal representation of g 44 ,

then |M |  = 1, e.g. M = {{HC(fk':r;,)}}. This gives us HT(g) = t = I-IT(f,;,)o:i:;c
and as HC(fk) > O, g is a}. —reducible by fk.
Let HC(fk),HC'(fz) € M.,k #145  and a -  HC(fk) + b = HC(f;) for a , b  6 Z, Ö a
remainder of HC(fk).
Since HT(fk) o 22); : HT(f‚) o as; we have a commutative s-polynomial such that

a i fk~ ixk—f1 '$ l : a ' f k , ' zk 'm" f l ° z l im: sp016( fk i f l azkaz l ) im '

In case spolc(fk,f;,  zhz l )  # 0 46 this implies HT(spolc( fk , f ; , zk ,  2;) - m)  g t as
HT(spolc(fk, fi ,  zk, 21)) < HT(f;) - 2; and t = HT(f;) o z, o m .
In case b = O we know HT(spolc(fk, f„ zk, 2;) - m)  < t and spolc(fk, fuzk,  2;) $; 0
impl ies  spolc ( fk ,  fh Zk ,Z{)  = 13:1 d; ' h ;  ° to.-‚d.- E Z,  h ;  € F, w,- E H,  Where the h ;

are due to the reduction of spolc(fk, f„ zk, z,) and all terms occurring in the sum
spolc(fk, f„ zk,  zg ) -m = 2}; d.- - hg-w;  -m  are bounded by HT(spolc(fk,  fl, zk, 2;)-
m) < t .
In case b 76 0 we get HT(spolc(fk,f¢,zk,z;) - m)  = t and spolc(fk,f1,zk,zg) -
m _+3P01c(fk‚fhzkvzl) 0. Then lemma 14 implies spolc(fk,fi, 2k, z,) = ELI d,- - h.- -
wi, d.- E Z,  h,- E F, w, E ’H, where the h.- are due to  the reduction of spolc(fk, f1, zk, 2;)
and all terms occurring in the sum spolc(fk, fl, zk, z,) - m : zzgl d,- - h; - w; - m are
bounded by HT(spolc(fk, f1, 2k, zl) . m)  g t .
In both cases we can substi tute h,- . w,- - y by h:- - to: (without increasing the rep-
resentation) such that H T01: - 1.02) = H T(hf) o w: and H C(hfi) > 0 by lemma 7
since F is commutatively saturated .

44Such minimal representations of polynomials exist as our ordering on representations as defined
above is well-founded.

“Not necessarily f; # fh.
46In  case spolc(f„, fl ,  ::t) : O the proof is s imilar.  Substituting 0 for 23:1 d.- oh ;  - w; in the

equations below immediately gives us a smaller representation of g, contradicting our assumption.
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L: Ci' f; . Xi 
_=1

ki-ii-I 

Now we get: 

m 

9 = Ck'!k' Xk + Cl . !I . XI + L Ci' Ji . Xi 

m

= (Ck+cl·a)·!k·Xk-q·(a·!k·Xk-!I·XI)+ L
m 

Ci'!i'Xi ,	 ;

'" = IIpolC(!J"h,zkoz!l·m 

n	 m 

= (Ck+C[·a)·!k·Xk-CI·(Ldi·h~,wD+ L Ci'!i'Xi (2) 
i=1 .=1

ki-ii'1 

and depending on this new representation of 9 we define i = max{HT(h~ . 
wi), HT(fi 'Xi) I h~,fi appearing in (2) }, if = {{HC(hD, HC(Ji) I HT(h~·wD = 
E, HT(Ji . Xi) = i} }. We either get i < t or i = t and we have to distinguish two 
cases: 

(a)	 Ck + Cl' a = O. 
Then /1,1 = (M - {HC(ik), HC(JI)}) U {{HC(hi) I HT(hi) . wi = t}}. 

(b)	 Ck + er . a i= O.
 
Then if = (M - {HC(JI)}) U {{HC(hi) I HT(hi) . wi = t}}.
 

By lemma 14 we know that if there are polynomials hi with HT(hi),wi = t the cor

responding polynomials hi from above are used to right reduce HT(spoleUkl III Zk, ZI)),
 
and, therefore, we know HC(hD :S HC(spolc(Jk, !I, Zk, ZI)) :S b < HCUk) ::;
 
HC(Jl), hence M ~ M.
 
However we get a smaller representation of 9 contradicting our assumption. q.e.d.
 

However we even have a Grobner basis via _c. 

Corollary 5 
Let	 F ~ Z['H] , F commutatively saturated. Equivalent are: 

1. F is a Grobner basis via _c. 

2. ideal(F) ~p O. 

3. For all fk,fl E F we have Sc ~F 0, where Se E SATe(spolcUk, !I)). 

Proof: Let 9 E idealr(F) - {O}. Then for a minimal representation t, M of 9 
as described in the proof of theorem 10, we have M = {{HC(Jk . Xk)}} and t = 
HT(g) = HT(Jk) 0 Xk and HC(fk) > 0, i.e. 9 is -p -reducible by ik. Further 
idealr(F) = ideal(F). q.e.d. 
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Now we get:

9 = Ck ' fk ' $k+c t ' f z ' r z+  Z: Cr ' f i ' x r

k¢£¢ l

= CI: fk 33k+c l  a fl: i nc—C:  a fl: n+6 :  f: 37 :+  Z: w i ' x . ‘
=0  kings:

= (Ck+Cl 'a) ' fk '$k”Ct '(a ' fk '$k—ft '$z)+Ear-frat . -
\__.___‚__.___/

t=1
= spolcm J: :31: .zil-m ##!

= (Ck+Ct ' a ) ‘ fk '$k“Cr ' (Zdi 'h i 'wi l ' l -  Z Ci ' f i ' f r i  (2)
“_" kääez

and depending on this new representation of g we define f = max{HT(h:- -m;)‚HTm-xa | hm appearing in (2) }‚M = {{H0(h:)‚ How | Hmawz) =
{, HT(f‚- - 33;) : {}}. We either get i < t or {=  t and we have to distinguish two
cases:

(a) ck+c ; ; a=0 .
Then M = (M - {HC(fk)1HC(fl)})U {{HC(hi-) | HTW?)  'w2 = t } } -

(b )  ck +cz  La  # 0 .

Then M = (M "- {HCUÜH U “HOMO | HTW-) ' wi == Ü}—
By lemma 14 we know that if there are polynomials h: with H T(  haw:  = t the cor-
responding polynomials h from above are used to right reduce H T(spol ( fk, f1, zk, 21)),
and, therefore, we know HCUL’) < HC(spolc (fk, f1, zk, 21)) < 6 < HC(fk) <
HC(f:) hence M < M
However we get a smaller representation of g contradicting our assumption. q.  e. d .

However we even have a Gröbner basis v ia  ——+° .

Corollary 5
Let F ; Z['H], F commutatively saturated. Equivalent are:

1 .  F is a. Gröbner basis via -—>°.

2. ideal(F) 341,0

3. For all fig, f; € F we have Sc $} 0, Where Sc € SATc(spolc(fk‚ h) ) .

Proof : Let g € ideal„(F) -— {0}. Then for a minimal representation t ,M of g
as described in the proof of theorem 10, we have M = {{HCU}; - mg)“ and t =
HT(g) = 1f1(f1"(f;„)oa:‚c and HC(fk) > 0, i.e. 9 is ag—reducible by fr. Further
ideal,.(F) == ideal(F). q.e.d.
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Procedure Completion via Commutative Saturation 

input: F ~ Z[H], F = {fl' ... fn}
 
output: GBe(F), a commutatively saturated Grobner basis of F.
 

G := SATe(F);
 
B:= {(ql,Q2) I ql,q2 E G,ql:f q2};
 
while B :f 0 do 

(ql,Q2):= remove(B); 
h := sPOle(ql' Q2, Xl, X2); 
h' := cnf( h, G); 
if h' :f 0 then
 

B := B U {(J, h) If E G, h E SATe(h' )};
 
G := G U {SATe(h' )};
 

endwhile 

where SATe denotes the output of our commutative saturation procedure, remove
 
removes an element from a set and cnf(g, G) computes a normal form of 9 via G and
 
canonizes it.
 

Lemma 15
 
The procedure is correct.
 

Proof: Follows immediately from theorem 16. q.e.d. 

Lemma 16 
The procedure terminates. 

Proof: The procedure stops as soon as all s-polynomials reduce to zero. Now 
suppose that our procedure does not terminate. Then there is a term t among the 
terms of our input polynomials, which occurs infinitely many times among the head 
terms of the polynomials h' as computed in the above procedure giving us an infinite 
set {ai . t . Yi I ai EN, Yi E H} of head terms. Since the h' are in normal form, no 
aj . t . Yj is reducible by any previously added polynomial. But by Dickson's lemma 
there is a N such that for all k > N there is a j < N such that t . Yk = (t . Yj) 0 Z 

for some z E 11. and as 0 is monotone we must have ak < aj as otherwise we get a 
contradiction to h' being in normal form. But this leads to the existence of an infinite 
set {bi . (t . Yj) 0 Zj liE N, bi E N} with bi+1 < bi contradicting the fact that (N, <) is 
well-founded. q.e.d. 

Theorem 17 
The existence of finite Grobner baBes for ideals in Z[H] has been shown for commutative 
monoids. Using the appropriate presentation of 11. the procedure "Completion with 
respect to Commutative Saturation" computes such bases. 
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Procedure Completion via Commutative Saturation _
input: F e; ZIHJ, F = {fh . . .fn}
output: GBc(F), a commutatively saturated Gröbner basis of F .

G :=  SATC(F);
Bi t -{ (911612)  “ (1 ,42  € G1QI 75 fh} ;

while B 7r @ do
(ql,Q2) :=  remove(B);
h :=: spolc(q1,92, $1 ,132) ;

h'  :=  cn f (h ,G) ;
if h’ % 0 then

B z :  B u { ( s )  I f  e G,}; G 5mm};
G :=  G U {SATA/Ü};

endwhile

where SATC denotes the ou tpu t  of our  commutative saturation procedure, remove
removes an element from a. set and cn f (g, G)  computes a normal form of 9 via G and
canonizes i t .

Lemma 15
The procedure is correct.

Proof : Follows immediately from theorem 16. q.e.d.

Lemma 16
The procedure terminates.

Proof : The procedure steps as soon as all s—polynomials reduce to zero. Now
suppose that our procedure does not terminate. Then there is a term t among the
terms of our input polynomials, which occurs infinitely many times among the head
terms of the polynomials h’ as computed in the above procedure giving us an infinite
set {a.- - t - y.- | a; € N,y‚- 6 'H} of head terms. Since the h’ are in normal form, no
a,- — t - y,- is reducible by any previously added polynomial. But  by Dickson’s lemma
there is a N such that for all k > N there is a j < N such that t - yk = (t - yj) o z

' for some 2 € 'H and as o is monotone we must have ak < aj as otherwise we get a
contradiction to h’ being in normal form. But  this leads to the existence of an infinite
set {b,- - (t - yj) o z.- | i € N, b; 6 N} with bi“ < (>; contradicting the fact that (N, <) is
well—founded. q.e.d.

Theorem 17
The existence of finite Gröbner bases for ideals in Z['H] has been shown for commutative
monoids. Using the apprOpriate presentation of ’H the procedure “Completion with
respect to  Commutative Saturation” computes such bases.
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6.5	 Finitely Generated Two Sided Ideals In a Free Monoid 
Ring 

In the previous section we saw that ideals in commutative monoid rings have finite 
Grobner base,s. Looking at finitely generated two sided ideals in arbitrary monoid 
rings the situation is much harder. In particular we show that for a fixed reduction the 
existence of finite Grobner bases for finitely generated ideals in the free monoid ring 
Q[E"j is undecidable, where E = {dl , ... , dn } is a finite alphabet with dl ;.- ... ;.- dn 

inducing a length-lexicographical ordering on E". 

Definition 13 
Let P = Li':l aj • Wi, 9 = LT:I bj . Vj E Q[E"j and bl > O. 
We say 9 reduces p to q at ak . Wk in one step, i:e. p --+9 q, if 

(a) XVIY = Wk for some .T, yE E". 

(b) q = p - (a k • bl l
) . X . 9 . y. 

We write p --+9 if there is a polynomial q as defined above.
 

We can define ~, ~, ~ and redur:tion by a set F ~ Q[E"J as usual and HF ==F.
 

Theorem 18 It is undecidable, whether a finitely generated ideal has a finite Grobner 
basis in Q[E"j . 

Proof: Let r = {aili E N} be an alphabet with ;.- a length-lexicographical ordering 
on r". According to the results in [OD83] for finite Thue systems (E, T), E c r, we 
can state: 
If P is a property of finite Thue systems fulfilling 

1. If (E, T1 ), (E, Tz ) are two equivalent Thue systems, then P(Td implies P(T2 ). 

2. Every trivial Thue system has P. 

3. For each finite Thue system having P the word problem is decidable. 

then the following problem is undecidable:
 
Input: A finite Thue system (E, T).
 
Question: Does (E, T) have P?
 
Setting P(T) iff there is an equivalent, finite system T', which is convergent with
 
respect to ;.- we get that the following question is undecidable:
 
Given a finite Thue system (E, T), is there an equivalent, finite system (E, T') which
 
is convergent with respect to ;.-?
 
Our claim is:
 
(E, T) has an equivalent, finite presentation (E, T') convergent with respect to >- iff
 
the set PT = {I - r I (1, r) E T} has a finite Grobner basis in the free monoid ring
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6 .5  Finitely Generated Two Sided Ideals in a Free Monoid
Ring

In t he  previous section we saw that  ideals in commutative monoid rings have finite
Gröbner bases. Looking at finitely generated two sided ideals in arbitrary monoid
rings the situation is much harder. In particular we show that for a fixed reduction the
existence of finite Gröbner bases for finitely generated ideals in the free monoid ring
Q[E"‘] is und‘ecidable, where E = {d„ . . . ‚d„} is a finite alphabet with dl >- >- (111
inducing a length-lexicographical ordering on 2".

Definit ion 13
Let p = )::‘zl a ;  - to,-‚g = 2?:151' - vj € QDT] and bl > O.
We say 9 reduces p to  q at ak . wk in one step, i,e. p—rg q, if

(a) xvly = wk for some any 6 E”.

(5) q=p-(ak'bfl)-x-g-y.

We write p—+ if there is a polynomial q as defined above.
9

We can define 3 ,  —+—> , 3+ and reduction by a set F g Q[E*] as usual and <i>},— =EF.

Theorem 18 It is 'undecidable, whether & finitely generated ideal has a finite Gröbner
basis in Q[E*] .

Proof  : Let I‘ : {a,-li E N} be an alphabet with >— a length—lexicographical ordering
on 1"“. According to the results in [OD83] for finite Thue systems (E ,T) ,  E C I‘, we
can state:
If "P is a preperty of finite Thue systems fulfilling

1. If ( 2 ,  T1), ( 2 ,  T2) are two equivalent Thue systems, then ’P(T1) implies 'P(T2).

2. Every trivial Thue system has 'P.

3. For each finite Thue system having "P the word problem is decidable.

then the following problem is undecidable:
Input: A finite Thue system (2 ,  T).
Question: Does (Z, T)  have 'P?
Setting 'P(T) iff there is an equivalent, finite system T’, which is convergent with
respect to >— we get that the following question is undecidable:
Given a finite Thue system (E ,T) ,  is there an equivalent, finite system (2LT) which
is convergent with respect to >—?
Our claim is:
(E ,T)  has an equivalent, finite presentation (E ,T' )  convergent with respect to >- ifl"
the set PT = {l  —— r | ( l , r )  E T}  has a finite Gréibner basis in the free monoid ring
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Q[E*] generated by E according to the ordering r-.
 
If there is an equivalent, finite presentation (E, T') convergent with respect to r-, then
 
the set PT' = {t - r I (l,r) ET'} is a finite Grobner basis of PT in Q[E*], since
 
possible s-pqlynomials of PT' correspond to critical pairs of T' and reduction in T' can
 
be simulated in Q[E*] (compare definition 13).
 
It remains to show that in case PT has a finite Grobner basis in Q[E*] there exists a
 
finite Grobner. basis G such that for all 9 E G we have 9 = u - v, where u, v E E*,
 
and U?+T v. Then (E, T) has an equivalent, convergent, finite presentation (E, T'),
 
where T' = {(U, v) I U - v E G} as the reduction ---+ in Q[E*] as defined above can be
 
compared to the usual reduction in a Thue system.
 
First we show that in case a ,finite set F has a finite Grobner basis in Q[E*] the following
 
procedure also computes a finite Grobner basis of F (compare [Mo85]).
 

Procedure Completion in Q[E*] 

input: F ~ Q[E*] finite 
output: GB(F), a Grobner basis of F. 

G:= F;
 
B := {(ql,qZ) I ql,qZ E G};
 
while B =I- 0 do
 

(qll qz) := remove(B); 
for all h E spols(ql, q2) do
 

h' := cnf(h, G);
 
if h' =I- 0 then
 

G:= Gu {h'};' 
B:= Bu {(I,h'), 1 f EG}; 

endfor 
endwhile 
GB(F):= G 

where remove removes an element from a set, cnf(h, G) computes a "canonized normal 
form" of h with respect to G, and sPOlS(ql,qZ) = {canonize(HC(qt}-l . x . ql . Y
HC(q2)-1. q2 I xHT(qt}y = HT(q2)} U {canonize(HC(qt}-l. ql· Y - HC(q2)-1 . x· q2 I 
HT(qt}y = xHT(q2)}. 
Now let G be a finite Grobner basis of PT with HT(G) = {HT(9) I 9 E G} = 
{tI, ... ,tk}. Let Ht. = {xtiY I x,y E E*}, then HT(ideal(PT)) = U7=lHt ., since all 
polynomials in ideal(PT) reduce to zero by G. Further our procedure is correct and, 
therefore, for each ti there has to be at least one 9i added to G or already in G such 
that tj = xHT(9;)Y for some x, Y E E*, i.e. HT(gj) divides tj. Note that as soon as 
all such 9i are added to G, we have HT(ideal(G)) = U7=1 Ht. = HT(ideal(PT)) and as 
for all h' added to G we know h' E ideal(PT) and, as h' is in normal form with respect 
to the already computed polynomials, no further polynomials will be added. 
It remains to show that in case PT has a finite Grobner basis the finite output GB(PT) 
of our procedure has the desired structure that for all 9 E GB(PT), 9 = U - v where 
u, v E E*, and u?+T v. 
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Q[E"'] generated by 2 according to  the ordering >—.
If there is an equivalent, finite presentation (2 ,  T’) convergent with respect to >—, then
the set PT» = {l —- r ! (1,1‘) € T'} is a finite Gröbner basis of PT in Q[E*], since
possible s—pqnomials of PT: correspond to critical pairs of T’ and reduction in T’ can
be simulated in Q[E"] (compare definition 13).
I t  remains to Show that  in case PT has a finite Gröbner basis in Q[E*] there exists a.
finite Gröbner. basis G such that for all g € G we have g = u — v, where 11,2) 6 E“,
and u +31— v. Then (ET)  has an equivalent, convergent, finite presentation (E,T’),
where T' : {(u,v) | u -— v E G}  as the reduction —> in Q[E"] as defined above can be
compared to the usual reduction in a Thue system.
First we show that in case afinite  set F has a finite Gröbner basis in Q[E*] the following
procedure also computes a finite Gröbner basis of F (compare [M085]).
Procedure Complet ion in Q[2*]

input: F ; Q[E"] finite
output: GB(F),  a Grobner basis of F .

G :=  F ;
B :=  { ( tz )  l ([1412 € G};

while B 75 @ do
(qhqz) :=  remove-(B);
for all h € spols(q1, qg') do

h' :=  cnf(h,G);
if h’ 79 0 then

G :=  G U {h'}, ‘
B :=  BU { ( f 1h ' ) ‚ l  f 6 G};

endfor
endwhile
GB(F) :=  G

where remove removes an element from a set, cn f (h, G) computes a “canonized normal
form” of h with respect to G ,  and spols(q1,q2) = {canonizdHC(q1) '1  - a: - ql - y ~—
HC(92)—1 "12 | $HT(q l )y  = HT(q2)}U{canonize(HC(q1)"1-q1-y - HC(q2)'1-m—92 |

HT(q1)y ? $HT(‘12 ) } -  _ ..
Now let G be a finite Gröbner basis of PT with HT(G) = {HT(g) | g E G} =
{t1, . . . , tk}.  Let Ht'. = {sei,-y | :::,y 6 E‘}, then HT(ideal(PT)) == Uf=1 Hm since all
polynomials in ideal(PT) reduce to zero by G. Further our procedure is correct and,
therefore, for each t.— there has to  be at least one 9.; added to  G or already in G such
that t ;  = xHT(g.—)y for some 33,31 6 E",  i.e. HT(g‚—) divides ti.  Note that as soon as
all such 9; are added to G, we have H T(ideal(G)) = {5:1 Ht, = HT(ideal(P1—)) and as
for all h' added to G we know h’ E ideal(PT) and, as h '  is in  normal form with respect
to the already computed polynomials, no further polynomials will be added.
It  remains to show that in case PT has a finite Gröbner basis the finite output GB(PT)
of our procedure has the desired structure that for all g E GB(PT), g = u — v where
11,!) € E", and "‘1’1‘ v.
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7 

Let us look at the polynomials added to G and in G: In case 9 E PT there is nothing 
to show. Now let us assume all polynomials in G have the desired structure and 
a new polynomial 9 is added. In case 9 is due to s-polynomial computation of two 
polynomials Ul -Vl,U2-V2 we do not lose our structure. The same is true for computing 
the canonized head normal form of a polynomial U - v via a set of polynomials having 
the same structure. Further U HT v is inherited within these operations. q.e.d. 

Relations to Grobner Bases in Special Monoid 
Rings 

In our approach to generalize the concept of Grobner bases to monoid rings, we find 
that in order to give a criteria for a set to be a Grobner basis (in our case of a right 
ideal), there are two main problems to solve. They arise from the fact that in general 
the ordering and multiplication on our monoid are not compatible, i.e. ml >- m2 need 
not imply ml . x >- m2 . x. Let -+ be a computable reduction on our monoid ring 
R[H] (e.g. as described in definition 3). Trying to characterize a/set F ~ R['H] as a 
Grobner basis of a (right, left) ideal by means of s-polynomials and their reducibility 
as in Buchberger's work, we have to solve the following problems: 

1. We have to check our reduction and eventually correct some"defects" . 

2. We have to localize our critical situations. 

3. We have to guarantee that P -+q 0 and q ~F 0 implies the existence of a represen
tation ofp as p - '\"~ d··g··x· d· E Z g' E F x· E 'H such that H M(p) > d··g··x·- L..,,=l .. .. 1., 'I , t ,'I _ .. 'I 'I 

for all i E {I, ... k}. Note that this is weaker than demanding P~FO. 

In case these problems are solved we immediately get: F ~ R['H] is a Grobner basis for 
the (right, left) ideal generated by F if and only if for all j, 9 E F the "appropriate" 
s-polynomials reduce to zero by ~F' 

In the previous sections we have solved these problems by introducing prefix right 
reduction, prefix saturation and prefix s-polynomials. Unfortunately prefix saturation 
need not be finite in general. For example take T = {ba -+ ab} and p = b + A. Then a 
prefix saturating set of p must prefix right reduce the set {anb + anln E N} to zero. It 
is obvious that no such finite prefix saturating sets of p exist. 
In case T contains the commutator set of E, Tc = {ajai -+ aiaj I for all ai, aj E E, ai -< 
aj} the two problems can be solved in a similar way by introducing commutative right 
reduction, commutative saturation and commutative s-polynomials. Due to Dickson's 
lemma we always get finite Grobner bases (in this case even of ideals). 
NON we want to sketch, how the results of Buchberger [BuS;;], Kandri-Rody, Kapur 
[KaKa84, KaKa88], Mora [M085], Baader [Ba89] and Weispfenning [We92] can be seen 
in this context. Note that the approach can easily be modified for I<['H], where I< is a 
field. 
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Let us look at the  polynomials added to G and in G:  In case g 6 P:;— there is  nothing
to  show. Now let us assume all polynomials in G have the desired structure and
a new polynomial 9 is added. In case 9 is due to s—polynomial computation of two
polynomials ul —-v1 ‚u ;  ——v2 we do not lose our structure. The same is true for computing
the canonized head normal form of a polynomial u —-— v via a set of polynomials having
the same structure.  Further it «LT v is inherited within these operations. q.e.d.

7 Relations to Gröbner Bases in Special Monoid
Rings

In  our  approach to  generalize the  concept of Gröbner bases to  monoid rings, we find
that in order to give a criteria for a set to be a Gröbner basis (in our case of a right
ideal), there are two main problems to  solve. They arise from the fact that in general
the ordering and multiplication-on our monoid are not compatible, i.e. m l  >- mg need
not imply ml  - :1: >- m2 - :5. Let —-—> be  a computable reduction on our monoid ring
R[’H] (e.g. as described in definition 3). Trying to characterize a/set F g R[’H] as a
Gröbner basis of a (right, left) ideal by means of s—polynomials and their reducibility
as in Buchberger’s work, we have to solve the following problems:

1. We have to check our reduction and eventually correct some ”defects”.

2. We have to localize our critical situations.

3. We have to guarantee that p —-+q 0 and q LF 0 implies the existence of a represen—
tation o fp  as p =: 2 l  dg-gpmi, d, € 2,9.- € F, :13,- E ’H such that HM(p) 2 (ii-gym,-
for all i € {1, . . . k}. Note that this is weaker than demanding p—LF 0.

In case these problems are solved we immediately get: F _C_ R[’H] is a Gröbner basis for
the (right, left) ideal generated by F if and only if for all f, g € F the “appropriate”
s—polynomials reduce to zero by LF .
In the previous sections we have solved these problems by introducing prefix right
reduction, prefix saturation and prefix s—polynomials. Unfortunately prefix saturation
need not be finite in general. For example take T : {ba ——+ ab} and p = b + A. Then a
prefix saturating set of p must prefix right reduce the set {anb + a."|n € N}  to zero. It
is obvious that no such finite prefix saturating sets of p exist.
In case T contains the commutator set of 2 ,  T6 = {aJ-a, ——> aiaj| for all ai, a,- 6 E,  a,- -<
(1,} the two problems can be solved in  a similar way by introducing commutative right
reduction, commutative saturation and commutative s—polynomials. Due to Dickson’s
lemma we always get finite Gröbner bases (in this case even of ideals).
Now we want to  sketch, how the results of Buchberger [B1185], Kandri-Rody, Kapur
[KaKa84, KaKa88], Mora [M085], Baader [B389] and Weispfenning [We92] can be seen
in this context. Note that the approach can easily be modified for KPH], where K is a
field.
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1.	 Grobner bases for R[xt, ... Xn], where R is a field or Z, as described in [Bu85, 
KaKa84, KaKa88J: 
We can view R[xt, Xn] as the monoid ring over the free commutative monoid 
H generated by {Xt, , x n } and for instance the lexicographic-degree ordering is 
monotone on H. Therefore, P itself is (commutatively) saturated and we can take 
the usual definition of s-polynomials as a basis for our set of s-polynomials. Such 
s-polynomials are for example in case R = Z defined as follows: Given two poly
nomials Pt,P2 with HC(P2) = C2 ~ HC(pd = Ct > 0, HT(pi) = ti, RED(pi) = ri 
for i = 1,2. Let Xt, X2 such that tt . Xt = t2 . X2 is the least common multiple of 
tt, t2 and a, b E Z, b a remainder of Cl with C2 = a . Cl + b. We get the following 
SPOl(Pl,P2) = a· PI . Xt - P2 . X2· 
Equivalent are: 

(a) idealT(F)~FO 

(b) For all ik,fz E F we have: spol(Jk,fz)~FO. 

2.	 Grobner bases for R (Xt, ... x n ), where R is a field or Z, as described in [Mo85, 
Ba89]: 
We can view R (Xl, ... Xn) as the monoid ring over the free mOIloid H generated 
by {x 1, ... , X n}. We know that P itself is (prefix) saturated since T = 0 and we 
can take prefix s:-polynomials as described in definition 11. 
Equivalent are: 

(a) idealr(F) ~F 0 

(b) For all fk,fz E F we have: spolp(ik,fz)~FO. 

3.	 Grobner bases for skew polynomials rings J( (X, Y) as described in [We92]: 
We can view the skew polynomial ring J( (X, Y) as a monoid ring over a monoid 
11. presented by E = {X, Y},T = {YX __ xey}, where e E N+. Since the
 
ordering used by Weispfenning is monotone, P itself is saturated and taking his
 
s-polynomials as a basis for our set of s-polynomials we are done. Weispfenning's
 
s-polynomials are defined as follows: Given two polynomials PllP2 with HC(Pi) =
 
c;, HT(Pi) = ti, RED(pi) = ri for i = 1,2. Let Xt, X2 such that t l . Xl = t 2 . X2 is
 
the "least common multiple" of t l , t 2 according to the "modified" multiplication.
 
We get the following spol(PllP2) = C2' PI' Xl - Cl' P2· X2'
 
Equivalent are:
 

(a) idealr(F) ~F 0 

(b) For all fkl fz E F we have: spol(Jk' fz) ~F O. 

48
 

1. Gröbner bases for R[:r1, . . . zen], where R is a field or Z ,  as described in [Bu85,
KaKa84, KaKa88]:
We can view R[a:1, . . . zn] as the  monoid ring over the free commutative monoid
'H generated by {3:1 , . . . , xn} and for instance the lexicographic—degree ordering is
monotone on 'H. Therefore, p itself is (commutatively) saturated and we can take
the usual definition of sfipolynomials as a basis for our set of s—polynomials. Such
s—polynomials are for example in case B = Z defined as follows: Given two poly-
nomials php ;  with HC(p2) = 62 Z HC(p1) = cl > 0, ,HT(p,-) = ti, RED(p.-) = 7",-
for i = 1 ,2 .  Let $1,352 such that t l  - 2:1 = tz -:1:2 is the least common multiple of
t1,t2 and a ,  b € Z,  6 a remainder of cl with c2 = a - c1 + b. We get the following
3P01(P1‚P2)  = a ' P1 '1 '1 _ P2 ' 332-

Equivalent are:

(a) ideal,(F) in; 0
(b) For all fk,f1 E F we have: spol(fk,f;) 3+1; 0.

2. Gröbner bases for R,(:1:1, . . .wn), where R is a field or Z ,  as described in [M085,
Ba89]:
We can View R (1:1, . . . at”) as the monoid ring over the free monoid 'H generated
by {1:1, . . . ,xn}. We know that p itself is (prefix) saturated since T = @ and we
can take prefix sr-polynomials as described in definition 11.
Equivalent are:

(a) ideal„(F) 3+5. 0
(b) For all fk, f; 6 F we have: spolp(fk,f‚) “**F 0.

3. Gröbner bases for skew polynomials rings K (X  , Y) as described in [We92]:
We can view the skew polynomial ring K (X,  Y)  as a monoid ring over a monoid
’H presented by E = {X ,Y} ,T  = {YX —> X‘Y} ,  where e € N+.  Since the
ordering used by Weispfenning is monotone, p itself is saturated and taking his
s—polynomials as a basis for our set of s—polynomials we are done. Weispfenning’s
s—polynomials are defined as follows: Given two polynomials p l ,  p; with H C (p,-) =
(z,-, HT(p,-) = t,-, RED(p,-) = r,- for i = 1 ,2 .  Let $1,372 such that t l  ox l  = t2 - 2:2 is
the “least common multiple” of t l ,  t2 according to the “modified” multiplication.
We get the following spol(pl,p2) = (:2 -p1 -:1:1 — cl -p2 - 2:2.
Equivalent are:

(a) ideal,(F) AF 0
(b) For all fanf; € F we have: spol(f‚„ f,) l»;— 0.
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8 Applications 

Definition 14 
Let Q be a group, 5 ~ Q and (5) denote the subgroup generated by S. The generalized 
word problem or subgroup problem for Q is to determine, given wE Q, whether w E (S). 

In [KuMa89] prefix rewritiug is used to solve the generalized word problem for a group 
Q. A special basis of a subgroup is computed which allows to decide the generalized 
word problem for an element in 9 by prefix reducing it with respect to this basis. 
A similar approach can be given using completion with respect to prefix saturation 
showing the connection to the ideas used in [KuMa89]. Let (E, T) be a finite convergent 
presentation of a group g. Further let 5 = {Ul' ... , un} be a subset of 9 (we will identify 
Q and I RR(T) throughout this section) and Ps = {Ui - 1 I Ui E S}. Before we show 
how completion in Z[Q] can be used to study the subgroup problem in Q we give a 
useful lemma on the structure of the right Grobner basis GB(Ps ) computed by one of 
our procedures. 

Lemma 17 
For all f E GB( Ps) the following hold: 

(a) f = x - y, where x, y E 9. 

(f3) For f = x - y either x, yE (5) or x, y ~ (5). 

({) For f = x - y we have x· y-t,y. x-I E (5). 

Proof: Our input is Ps = {Ui - 1 I Ui E S}, 5 ~ 9 finite. 

1.	 Let f E GB(Ps ) be due to the saturation of a polynomial x - y, fulfilling 
(a),(f3),({), i.e. f = (x - y) . z = x' - y' for some z E Q and (a) is true. 
Without loss of generality let us assume x' = x . z and y' = y . z. 

(a) x,y E (S) 
1.	 Z E (5) 

Then x· z, y. z E (5) and f fulfills (11). Further x'· y,-l = x· z· Z-I. y-l = 
X • y-I and y' . X,-I = Y . z . Z-I . X-I both are in (5), i.e. f fulfills (r). 

11.	 z Ft (5) 
Now let us assume x' E (5). Since x E (5) we get X-I E (S) and 
therefore z = X-I. (x· z) = X-I. x' E, (5) contradicting our assumption. 
Similarly we can show y' ~ (S) and together with x' . y,-I, y' . X'-I E (S) 
we find that f fulfills (m and (,). 

(b) x,y ~ (S) 

1.	 Z E(S) 
Let us assume x' E (5). Since z E (5) gives us z-I E (5) we get 
x = (x· z) . z-l E (5) contradicting our assumption. Similarly we can 
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8 Applications

Definit ion 14
Let g be a group, S g g and (S) denote the subgroup genera-ted by S . The generalized
word problem or subgroup problem for g is to determine, given w 6 g ,  whether to € (S).

In [KuMa89] prefix rewriting is used to solve the generalized word problem for a group
g .  A special basis of a subgroup is computed which allows to  decide the generalized
word problem for an element in g by prefix reducing i t  with respect to this basis.
A similar approach can be given using completion with respect to prefix saturation
showing the connection to the ideas used in [KuMa89]. Let (E, T)  be a finite convergent
presentation of a group g .  Further let S = {u}, . . . , un} be a subset of 9 (we will identify
Q and IRR(T) throughout this section) and P5 = {u,- — 1 | u,- E 3}. Before we show
how completion in Z[g] can be used to study the subgroup problem in g we give a
useful lemma on the structure of the right Gröbner basis GB(P3) computed by one of
our procedures.

Lemma 17'
For all f E GB(P5) the following hold:

(a)  f :  at:—y, where :::,y 6 g .

(‚B) For f z  :r --y either :c,y € (S) or :::,y € (S).

(7) F0r f=  rc - y  we havesc -y*1 ,y -a : - ‘  e (3).

Proof :  Our input is Ps : (u;  — 1 [ u; 6 S} ,S  g g finite.

1. Let f € GB(P5) be due to  the saturation of a polynomial a: — y ,  fulfilling
(a),(fl),(7), Le. f = (a: -— y) . z = :c' -— y’ for some 2 € g and (a)  is true.
Without loss of generality let us assume :c’ = :c - z and y’ = y - z .

(3) 58,3} € (3)
i. z € (S)

Then x - z , y - z  E (S) and f fulfills (ß). Further x'-y"‘1 = swiped-y“1 =
.7: . y”1 and y' -a:"1 = y - z . z'“l -a:"1 both are in (S), La f fulfills (7).

ii. z & (3)
Now let us assume :c’ € (S). Since :|: 6 (S) we get as" e (S) and
therefore z = 1"“: (:r - z) = :r“1 -:r’ E. (S) contradicting our assumption.
Similarly we can show 3/ € (5) and together with as' —y"‘1, y' -:1:""1 € (S)
we find that f fulfills (fl) and (7).

(b) may € (5)
i. z € (5)

Let us assume :1:' € ( 5 ) .  Since z E (5)  gives us 2‘1 € (5 )  we get
a: = (::: - z) - ::“l € (S) contradicting our assumption. Similarly we can
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show Y' ~ (5) and together with x' .. y,-l, y' . X,-l E {:z; . y-\ y . X-I} we 
find that f fulfills ((3) and (,), 

11.	 Z t/. (5) 
Let us assume x' E (5) and y' <t (5). Since y . X-I E (5) we get 
y' = y. Z = (y . X-I) . (x . z) E (5) contradicting our assumption. This 
together with x' . y'-l, y'. x,-t E {x· y-t, y . x- t } gives us that f fulfills 
(;3) and (,). 

2.	 Let f E GB(Ps ) be due to s-polynomial computation of Xl - Yt, X2 - Y2 both 
fulfilling (a),(;3),(,). Without loss of generality let us assume Xt . Zt = X2 • Z2 

for some z., Z2 E 1( according to the appropriate definition. This gives us the 
s-polynomial Yt . Zt - Y2 . Z2 which clearly fulfills (a). It remains to show that it 
also fulfills (;3) and (,). We know x l t . X2 = Zt . z;-t and X;l . Xt = Z2 • zll. 

(a)	 Xt,X2,Yt,Y2 E (5) 
Then either Xl' Zl, ;z;2 'Z2, Yl' Zl, JI2' Z2 E (5) or Xt' Zl, X2' Z2, Yt 'Zl, Y2' Z2 rt (5) 
giving us (;3). Further we get Yt . Zt . (Y2' Z2)-t = Yl . Zt . Z;l . y;l = Yl . xII. 

1	 l 
X2' y;l E (5) and Y2' Z2' (Yt . zd-1 = Y2' Z2' zll . Yl = Y2' X;l . Xl' Yl E (5) 
giving us (,). 

(b)	 XI,X2,YI,Y2 t/. (5) 
This case goes analogously. 

(c)	 X.,YI E (5) and X2,Y2 rt (5) 

1.	 Zl E (5), i.e. Xt . Zt, Yt . Zl E (5) 
As Xl . Zt = X2 . Z2 we know Z2 ~ (5) as otherwise Xl . Zl, Z;-l E (5) 
would imply X2 E (5). Further X2 • Z2 E (5) implies Y2 • Z2 E (S) 47 , i.e. 
«(3) is fulfilled, and, therefore, Yl' Zl' (Y2' Z2)-I, Y2' Z2' (Yl' Zl)-l E (S), 
i.e.	 (-y) is fulfilled. 

11.	 Zt 1. (5), i.e. Xt . Zt, Yt .' Zt 1. (5) 
As Xl . Zt = X2' Z2 we know X2' Z2, Y2 • Z2 1. (5) , i.e. (;3) is fulfilled, and 
YI . Zl . (Y2' z2t\Y2' Z2' (YI . zd- t E (5), i.e. (-y) is fulfilled. 

3.	 Let f E GB(Ps ) be the canonized normal form of a polynomial X-Y, which fulfills 
(a), (;3) and b). We show that reducing a polynomial Xl - YI by a polynomial 
X2 - Y2, both fulfilling (a), (;3) and b), the canonized version of the result again 
fulfills (a), (;3) and (,). Without loss of generality let us assume Xl = X2 • z, i.e. 

-1 -1 -1 Th r	 ()Z = X 2 • Xl, Z = Xt . X2. en Xl - Yl -+X2-Y2 Xl - Yl - X2 - Y2 • Z. 

(a)	 Xl, X2 E (5) 
Then Xl = X2 • Z E (5) implies Y2 • Z E (S) as in 1. Further YI . (Y2 . Z)-l = 
YI . Z-l . y:;l = YI . xII. X2 • y:;l E (S) and Y2 • Z • Yl l = Y2 • x;l . Xl . Yl1 E (S), 
i.e. the canonized version of the result again fulfills (a), (f3) and b). 

4
7To get these results we can apply the same argumentation as in part 2 of this proof. 
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show y' € (S) and together with ;r' .- y"1,y' . :1:""1 € {x-y"1 ,y-z"1}  we
find that  f fulfills ( ß )  and (7).

ii. z & (5)
Let us assume :r’ E (S) and y’ & (S). Since y-x"1 e (.5') we get
y' = y » z = (y - 3:“) - (a: - z) € (.5') contradicting our assumption. This
together with :c'- y'“l‚y’.- 3!" € {a: ~y‘1,y-:c"1} gives us that f fulfills
(ß) and (7).

2. Let f € GB(‘PS) be due to s—polynomial computation of xl -— 311,32 — 3/; both
fulfilling (a ) , (ß) , (7) .  Without loss of generality let us  assume 3:1 - 21 == x2 « 22
for some 21, 22 € 'H according to the appropriate definition. This gives us the
s—polynomial 311 ~ 21- —- y; - 22 which clearly fulfills (a).  It remains to show that it
also fulfills (ß)  and (7). We know 31—1 . 2:2 == 21 - z;l and zzgl - 2:1 = zg»z{'1.

(a) 3191723311931? € (5)
Then e i ther  $1~21,m2°22,y1 11.312232 € (5)01'  x1-21,m2-22,y1-21,y2°22 € (3)
giving us (ß). Further we get y; ° 21 - (y; - 22)"1 = 3/1'21'25'1'315'1 = 91 ' 3 ;
$$$ /5 .1  E (S )  and y2 '22 - ( y1 ' z1 ) "1=  .712'22'3'1'4'31i—1 : 92'7’351'3’1'3/{1 6 (S)
giving us (7).

(b )  131 ,552 ,  311,312 € (S )

This case goes analogously.

(C) $1,311 € (5) and $2,312 €! (5)

i. 316 (3 ) , i . e .  x1~21,y1 - 21 E (S)
As x1 - 21 = 3:2 - z; we know 2:2 € (S)  as otherwise 3:1 - 21,251 € (S)
would imply 3:2 6 (S). Further 1:2 - 22 € (S) implies yg - 22 € (S) 47 , i.e.
(‚B) is fulfilled, and, therefore, yl ~21 - (y;  . 22)”1,y2 . 22 ~(y1 - 2:1)—1 E (S),
i.e. (7) is fulfilled.

ii. 21 € (5 ) ,  i.e. 2:1 -z1,y1 321  € (S)
As 2:1-21 = x2 - z; we know x2 ° 22,312 - z; € (5) , i.e. (ß)_is fulfilled, and
3/1 ' 21 ' (ya ‘ 22) ' 1 ‚yz  - 22 ° (y: - In)“ E (5): i-e- (7) iS fulfilled-

3. Let f € GB(P3) be the canonized normal form of a polynomial :::—y, which fulfills
(a) ,  (ß)  and (7). We show that reducing a polynomial 1:1 — yl by a polynomial
wg — y2‚ both fulfilling (a) ,  (ß) and (7), the canonized version of the result again
fulfills (a) ,  (ß) and (7). Without loss of generality let us assume ml = 2:2 - z, i.e.
z = 375.1 ' 151,25"1  = 3-1—1 '32- Then 331 _ yr “+22-” 331 _ 3/1 " (-772 _ 3/2) ' z -

(3) “31,322 € (5)
Then 3:1 = 1:2 - z E (5)  implies gg - z E (S) as in 1. Further yr ‘ (.712- „e)-1 =
yi-z“l %" = yl-xfl-xg-y{16(5)and m-z-yi“ = y2'$§1'$1'y1-1 e (S),
i.e. the canonized version of the result again fulfills (or), (ß) and (7).

47To get these results we can apply the same argumentation as in part 2 of this proof.
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(b)	 Xl,X2 {j. (5) 
Then Xl = X2 . Z ~ (5) implies yz . z {j. (5) as in 1. Again Yl . (yz . Z )-1, yz . 
Z • Yl l E (5) gives us that the canonized version of the result again fulfills 
(0:), ({3) and (r). . q.e.d. 

Lemma 18 
Let	 5 ~ 9. Then the following statements are equivalent: 

1. w E (5) 

2. w - 1 E idealr(Ps ) 

3. w - 1 ~GB(Psl 0 

Proof: 

1 => 2 Let W = Ui 1 ..... Uik' 

We show w - 1 E idealr(Ps ) by induction on k. 
In the base case k = 1 there is nothing to show. 
Suppose W = Ui 1 ..... Uik+1 and Ui 1 •..•. Uik - 1 E idealr(Ps ). Then (Ui1 ..... 

Ui k - 1) . Uik+1 E idealr( p$) and since Uik+l - 1 E idealr(Ps) we get (Ui1 .•..• Uik 

1)· Uik+l + (Uik+1 -1) = W -1 E idealr(Ps ). 

2 => 3 This follows immediately from the fact that GB(Ps) is a Grobner basis via -+r . 

3 => 1 Suppose w - 1~GB(Ps) O. We show W E (5) by induction on k. 
In the base case k = 1 we ha.ve w -1 = (x -y). z for some x -y E GB(Ps ), z E 9 
a.nd W = x· Z, 1 = y . z. Then w = x . y-l E (5) by lemma 17. 

Suppose w - l-+GB(Psl W - 1 - (x - y) . z = Y . z - 1 ~GB(Ps) O. Then our 
induction hypothesis yields Y . z E (5). By lemma 17 we have to distinguish the 
following cases: 

(a)	 x,y E (5) 
Then y' z E (5) and y-l E (5) give us z E (5) and therefore w = x· z E (8). 

(b)	 x,y {j. (5) Then y. z E (8) together with x· y-l E (8) (compare lemma 17) 
gives us W = x· z = (x· y-l). (y. z)E (8). q.e.d. 

Example 10 
Let E = {a, b, c}, T= {a4 -+ >., b2 -+ >., ab -+ c, a3 c -+ b, cb -+ a} denote a group 9 and 
S = {ca, a2ca3

, b} a subset of 9. Then {b - 1, ca - 1, c2 - b, aZc - a, a3 - c} is a right 
Grobner basis of Ps via -+r . 

A word of caution: This cannot be generalized to the submonoid problem as the 
following example shows: 
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(b) $1,182 € (5)
Then 3:1 = x2 - z € (5) implies y; . z € (5) as in 1. Again yl - (y; - z)“1,y2-
z . 3,11"1 6 (5') gives us that the canonized version of the result again fulfills
( a l l  ( 5 )  and ('7)- q.e.d.

Lemma 18
Let S Q g . Then t he  following statements are equivalent:

1. 11) € (S)

2. w '— l. E ideal,(P_5-)

3. w — 1 HbB(P5)0

Proof  :

1=>2  Let 10:11.;I -...-'u„-k.
We show w —- 1 E ideal,.(Pg) by induction on k.
In the base case k =: 1«t.here is nothing to show.
Suppose w = u‚-1 . . . . - nik“  and ml  - . . .  - uik -- 1 € idea l r (Ps ) .  Then (m.-1 -
Hi„  -— 1) - nik“ € ideal„(Ps) and since nik“ —— 1 e ideal„(PS) we get (u,-1 -...-u‚-k —
1) - nik“ + (Him —— 1) = w —- 1 E ideal„(Ps).

2 => 3 This follows immediately from the fact that GB(P5) is a Gröbner basis via ——->".

3 => 1 Suppose w — l-k-rbB(PS)O. We show w 6 (S) by induction on k.
In the base case k = 1 we have w—l = (:r—y)-z for some :::—3; € GB(P3),2 E g
and w=x-z ,1  =y-z .  Then w=x—y“1  € (S)  by l emma17 .
Suppose w —1—>'GB(PS)w ——-1-—(:I: —— y) - z = y - z —-— l i ’Cno '  Then our
induction hypothesis yields y - z E (S). By lemma 17 we have to distinguish the
following cases:

(a) may € (5)
Then y-z E (S) and y"1 € (5) give us 2 E (S) and thereforew : :c-z E (S).

(b) 3,3; € (S) Then y - z € (S) together with a: - y"1 6 (S) (compare lemma 17)
gives us wzx- z z  (m-y"1)»(y-Z)E (S). q.e.d.

Example 10
Let Z = {a ,b , c} ,T  : {a4 —-> A, 62 —* A, ab —+ c, (1% -+ 5, ob —+ a}  denote a group Q and
S = {ca,a2ca3,b} a subset of 9 .  Then {b— 1,ca -—-1,c2 —-— b, (1% -— a,a3 — 0} is a right
Gröbner basis of Ps v ia  ——+' .

A word of caution: This cannot be generalized to the submonoid problem as the
following example shows:
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Example 11 
Let E = {a,b},T = {ab - .\} denote a monoid H. Let U = {an I n E N} be 
the submonoid of 7-l generated by S = {a}. Then we have b - 1 E idealr{Ps ) since 
b - 1 = -l(a - 1) . b but b ~ U. 

In case 7-l is a free monoid or a free commutative monoid the results of this section can 
be applied. 
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Example 11
Let E = {a ,b} ,T  == {ab  —-> A} denote a monoid H.  Let U = {an I n € N}  be
the submonoid of 'H generated by S = {a}. Then we have b — 1 € ideal,.(Ps) since
b—l=-—1(a-—1)-bbu tb¢U.

In  case 'H i s  a free monoid or  a free commutative monoid the  results  of th i s  section can
be applied.
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