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Abstract 

While most approaches to similarity assessment are 
oblivious of knowledge and goals, there is ample evi
dence that these elements of problem solving play an 
important role in similarity judgements. This paper 
is concerned with an approach for integrating assess
ment of similarity into a framework of problem solv
ing that embodies central notions of problem solving 
like goals, knowledge and learning. 

We review empirical findings that unravel charac
teristics of similarity assessment most of which have 
not been covered by purely syntactic models of simi
larity. A formal account of similarity assessment that 
allows for the integration of central ideas of problem 
solving is developed. Given a goal and a domain the
ory, an appropriate perspective is taken that brings 
into focus only goal-relevant features of a problem 
description as input to similarity assessment. 

Introduction 

In recent years, there has been an upsurge of 
interest in case-based reasoning (CBR), i.e. rea
soning techniques that are based on the use 
and reuse of previous problem solving experience 
[Kol91]. One of the key issues of case-based rea
soning is the question how a previous case. i.e. a 
source, is selected given a current case, i.e. a tar
get. This retrieval step calls for estimating simi
larity between source and target cases. The ma
jority of previous approaches to similarity assessc 

ment resort to measures of similarity that have 
been developed within the province of categoriza
tion and clustering (e.g. in biology [Dic4.5]), but 
not within the realm of problem solving. These 
approaches have been termed syntactic, as they 
confine similarity assessment to the objects given 
in the problem description and refrain from using 
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purposes or goals. In contrast, these factors on 
the side of the problem-solver are at the heart of 
the so-called pragmatic approaches (e.g. [HoI85]) 
to similarity. 

We take the view of similarity as a genuine 
part of problem solving that is influenced both by, 
syntactic characteristics of similarity judgement, 
e.g. number of common features, and by prag
matic factors, e.g. goals. The aim of this article 
is to develop a model that links pragmatic and 
syntactic approaches to similarity. The model we 
propose does not give priority to any of the two 
accounts on similarity assessment. It is, however, 
based on the assumption that similarity assess
ment is a goal-driven process. Reduced to its ker
nel, our model starts with a pragmatic account 
using a problem solving goal and a domain the
ory. Following this, a perspective (cf. [Str91]) 
is developed under which similarity of a given 
object to other objects can be computed in a 
syntactic manner. 

Source Case Target Case 

I Problem I 
MatchDescription 

E .. 
Modify Solution ISolution I 

I Problem I 
Description 

?. 

Figure 1: Basic steps of CBR 

In what follows, we first discuss the character
istics of similarity that bear on problem solv
ing, especially case-based reasoning and analog
ical reasoning. This is done in agreement with 
cognitive science findings that give rise to an en
largement of approaches to similarity developed
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While most approaches to similarity assessment are
oblivious of knowledge and goals, there is ample evi-
dence that these elements of problem solving play an
important role in similarity judgements. This paper
is concerned with an approach for integrating assess-
ment  of s imilar i ty  in to  a framework of  problem solv-
ing that embodies central notions of problem solving
like goals, knowledge and learning.

We review empir ical  findings tha t  unravel charac-
teristics of s imilar i ty  assessment most of which have
not been covered by purely syntactic models of simi- .
larity. A formal account of  s imi lar i ty  assessment that
allows for the  integration of central ideas of problem
solving is developed. Given a goal and a domain the-
ory, an appropriate perspective is  taken tha t  brings
in to  focus only goal-relevant features o f  a problem
description as input t o  similarity assessment.

1 Introduction

In recent years, there has been an upsurge of
interest in case-based reasoning (CBR), i.e. rea-
soning techniques that  are based on  the  use
and reuse of previous problem solving experience
[K0191]. One of the key issues of case—based rea-
soning is t he  question how a previous case. i.e. a
source, i s  selected given a current  case, i . e .  a tar-
get. This retrieval s tep  calls for est imating simi-
larity between source and target cases. The ma-
jority of previous approaches to  similarity assess-'-
ment resort to measures of similarity that  have
been developed within the  province of categoriza-
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not within the realm of problem solving. These
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confine similarity assessment t o  the  objects  given
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purposes or  goals. In  contrast,  these factors on
the side of  the problem-solver are at the  heart of
the so-called pragmatic approaches (e.g. [H0185])
t o  similarity.

We take the view of similarity as a genuine
part of problem solving that is influenced both by,
syntactic characteristics of similarity judgement,
e .g.  number of common features, and by prag-
mat ic  factors, e .g .  goals. The  aim of this article
is to develop a model that links pragmatic and
syntactic approaches to  similarity. The model we
propose does not give priority to  any of the two
accounts on  similarity assessment.  It is, however,
based on the assumption that  similarity assess-
ment is a goal-driven process. Reduced to  its ker—
nel, our model starts with a pragmatic account
using a problem solving goal and a domain the-
ory. Following this, a perspective (cf. [Str91])
is developed under which similarity of a given
object to other objects can be computed in a
syntactic manner.

Source Case Target Case

Problem
Descmtion

Modify Solution

Figure 1: Basic steps of'CBR

In what  follows, we fi rs t  discuss the  character-
istics of similarity that bear  on problem solv—
ing, especially case—based reasoning and analog-
ical reasoning. This is done in agreement with
cognitive science findings that  give rise to  an en-
largement of approaches t o  similarity developed
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for the purpose of classification tasks. Second, 
we give a formal account of an approach to sim
ilarity that captures these characteristics of sim
ilarity. 

Characteristics of similarity 
assessment 

Whenever measures of similarity tailored to cat
egorization tasks are used in problem-solving 
tasks, e.g. case-based reasoning, a general blind
ness of these measures towards goals, knowledge 
and learning is to be complained. To identify 
crucial characteristics of similarity in problem 
solving we review some cognitive science findings 
on similarity. The characteristics of similarity 
assessment in problem solving discussed below 
are by no means exclusive or complete. They 
highlight, however, characteristics of similarity 
in problem solving that are usually neglected 
in the above mentioned syntactic approaches to 
similarity. 

Similarity as a goal-driven process 

Similarity assessment has been shown to be 
strongly influenced by goals ([SMAR86, FR88]). 
For example, given a plan and a number of dif
ferent goals related to that plan, e.g. developing 
a cheap solution, or developing an extension, the 
assessed similarity to other plans is assumed to 
vary depending on the goal. 

Similarity as a knowledge-based process 

Research on experts and novices demonstrates 
that similarity judgements depend on the avail
ability of suitable knowledge. It has been shown 
repeatedly (e.g. [BFVS89]) that assessments of 
similarities change as a function of growing 
knowledge such that people become sensitive to 
features and dimensions that otherwise escape 
their attention. 

Similarity as a selective process 

Experts when asked to pick up two similar de
scriptions of problems from a set of descriptions, 
tend to base their similarity assessment on a sub
set of the set of features and ignore others. In 
a series of experiments, Holyoak & I\:oh [IU\87] 
and Chi, Feltovich & Glaser [CFG81] demon

i.e. features that play a causal role in generating 
a problem solution in order to establish the sim
ilarity between two objects. In contrast, novices 
tend to use surface features, Le. features that 
play no causal role in problem solving, to assess 
the similarity between two objects. 

Similarity as a constructive process 

Polya [PoI45] was among the first to advocate the 
idea of similarity assessment as a constructive 
process. For example, he suggested that a prob
lem solver can address a three-dimensional geo
metrical problem by transforming it into a two
dimensional one. As a result, it is often much 
easier to find a similar two-dimensional geometri
cal problem, retrieve the corresponding solution 
and adapt it to the problem that triggered this 
cycle of analogical reasoning. Additional empiri
cal evidence that assessing similarity assessment 
involves construction processes on the side of the 
target was provided by Clement [Cle82] who an
alyzed protocols of problem solvers dealing with 
physics problems. 

Similarity as a context-sensitive process 

The claim that similarity assessment varies 
across contexts is in line with empirical results 
obtained e.g. by Tversky [Tve77] and Barsalou 
[Bar82]. In one of Barsalou's experiments the 
assessed similarity between pairs of animals, e.g. 
raccoon and snake, has been shown to be greater 
within no context condition than in a context of 
pets. 

Taken together, cognitive science studies of sim
ilarity assessment provide convincing evidence 
that purely syntactic approaches fall short of 
capturing basic characteristics of similarity. 

3 A computational framework 

In the sequel, we give a formal account of basic 
terminology used in case-based reasoning. Ad
ditionally, we introduce concepts that have not 
been used in case-based reasoning but that are 
deemed necessary for our purpose. Finally, we 
present a sketch of a model to compute goal

strated that experts prefer structural features, driven similarity. 
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for the  purpose of classification tasks. Second,
we give a formal account of an approach to sim-
ilarity tha t  captures these characteristics of sim-
ilarity.

2 Characteristics of  similarity
assessment

Whenever measures of similarity tailored to cat-
egorization tasks are used in problem-solving
tasks, e .g .  case-based reasoning, a general blind-
ness of these measures towards goals, knowledge
and learning is to be complained. To identify
crucial characteristics of similarity in problem
solving we review some cognitive science findings
on similarity. The  characteristics of similarity
assessment in problem solving discussed below
are by no  means exclusive o r  complete. They
highlight, however, characteristics of similarity
in problem solving that are usually neglected
in the above mentioned syntactic approaches to
similarity.

Similarity as a goal—driven ”process

Similarity assessment has been shown to  be
strongly influenced by goals ([SMARSG, FR88]).
For example, given a plan and a number of dif-
ferent goals related to  that plan. e .g .  developing
a cheap solution, or developing an extension, the
assessed similarity to  other plans is assumed to
vary depending on the goal.

Similarity as a knowledge—based process

Research on experts and novices demonstrates
that similarity judgements depend on the avail-
ability of suitable knowledge. It has been shown
repeatedly (e.g. [BFVSSQD that assessments of
similarities change as a function of growing
knowledge such that people become sensitive to
features and dimensions that  otherwise escape
their  a t tent ion.

Similarity as a selective process

Experts when asked to  pick up two similar de—
scriptions of problems from a set of descriptions,
tend to  base their similarity assessment on a sub-
set of t he  set  of features and ignore others .  In
a series of experiments", Holyoak & Koh [HKST]
and Chi, Feltovich & Glaser [CFGSl] demon-
strated that  experts prefer structural features,

i.e. features that  play a causal role in generating
a problem solution in order to establish the sim-
i larity between two objects .  In contrast, novices
tend to  use surface features, i.e. features that
play no  causal role in problem solving, to assess
the  similarity between two objects.

Similarity as a constructive process

Polya [P0145] was among the first to  advocate the
idea of similarity assessment as a constructive
process. For example, he suggested that a prob-
lem solver can address a three-dimensional geo-
metrical problem by transforming it  into a two-
dimensional one. As a result, i t  is often much
easier to find a similar two-dimensional geometri-
cal problem, retrieve the corresponding solution
and adapt i t  to  the problem that triggered this
cycle of analogical reasoning. Additional empiri-
cal evidence that  assessing similarity assessment
involves construction processes on the side of the
target was provided by Clement [Cle82] who an-
alyzed protocols of problem solvers dealing with
physics problems.

Similarity as a context—sensitive process

The claim that similarity assessment varies
across contexts is in line with empirical results
obtained e.g. by Tversky [Tve77] and Barsalou
[Bar82]. In one of Barsalou’s experiments the
assessed similarity between pairs of animals, e.g.
raccoon and snake, has been shown to  be greater
within no context condition than in a context of
pe t s .  '

Taken together, cognitive science studies of sim-
ilarity assessment provide convincing evidence
that purely syntactic approaches fall short of
capturing basic characteristics of similarity.

3 A computational framework

In the sequel, we give a formal account of basic
terminology used in case-based reasoning. Ad-
ditionally, we introduce concepts that have not
been used in case-based reasoning but that are
deemed necessary for our purpose.  Finally, we
present a sketch of a model t o  compute goal-
driven similarity.





3.1 Basic definitions 

In order to explicate and further elaborate on the 
ideas introduced above we settle on a firstcorder 
language £ for knowledge representation. £ has 
a finite number of symbols for constants, predi
cates and functions, is closed under negation and 
is our basis for describing the underlying domain. 

Definition 1 (Description) Let £ be a first 
order language for knowledge representation. A 
finite, consistent subset D ~ £ of literals (with
out free variables) is called a description. 

Descriptions are possible on different levels of de
tail. \Ve have to distinguish between complete 
and partial destriptions. 

Definition 2 (Complete Description) A 
description D ~ £ is called a compltie descrip
tion if there is no consistent extension possible, 
i.e. for all descriptions D' ~ £, D ~ D' ==:} 

D' = D holds. A description which is not com
plete is called a partial description. 

The concept of complete descriptions is compa
rable to the notion of complete state descriptions 
which are used in diagnosis or planning. 

One of the basic concepts of CBR is the notion 
of a case. Seen from a cognitive science point of 
view, cases are abstractions of problem solving 
behavior that occured in a specific situation. In 
this sense, cases include implicit problem solving 
heuristics which can be interpreted with respect 
to different purposes. 

Definition 3 (Case) Let £p ~ £ and £s ~ £ 
be first order languages for knowledge represen
tation with Lp n L5 = 0 and let ~ ~ £p u £s 
be a domain theory. A case is defined as an or
dered pair C = (P, S), where P ~ Lp, S ~ L5 
are descriptions and E U PuS is consistent. 
We restrict our considerations for theories ~ that 
fullfill E, P 1= S for every complete description 
P. 

With regard to the notions of case- based reason
ing, P is a description of a problem and S is a 
description of the corresponding solution. Nor
mally, the descriptions are partial. But if we have 
a complete problem description P then there ex
ists a case C = (P, S) such that for all cases 
Ci = (P, Sd it is Si C S. 

If the languages for P and S are not disjoint, 
£p and £s are kept separated for practical rea
sons. This can be achieved by copying the sym
bols ai common to both languages to aiS, aiP 
and by extending E by schemata expressing the 
equivalence, e.g. aiS :;:::= aip. 

Definition 4 (Consistency of Cases)
 
Two cases Ci = (Pi, Si) and Cj = (Pj, Sj) with
 
Pi, Pi ~ £ p and Si, Si ~ £s are called consis

tent cases if for Pi ~ Pi or Pj C Pi : E U Si U Si
 
is consistent.
 

Previous cases are collected in order to profit 
from problem solving experiences. 

Definition 5 (Case Base) Given E, lp, £s, 
then a finite set of consistent cases is called a 
case base CB = {Cl, C 2, ... , Cn}. The elements 
Ci of CB are called source cases. 

Definition 6 (Target Case) A case without a 
solution CT = (P, 0) is called a target case. 

Often, it is not necessary or even misleading to 
judge the similarity between complete case de
scriptions. In what follows, we introduce the no
tion of aspects as parts of the case description. 

Definition 7 (Aspect) Let C be a set of cases 
and £ be the underlying language. An aspect A 
is a partial function from C into the powerset of 
£-literals Lit(£). A:C -+ p(Lit(£)). 

Defining aspects as partial functions implies that 
values of aspects may vary between different 
cases. Whenever a previously unknown value of 
an aspect is acquired, the partial function can be 
extended. 

Definition 8 (Aspect of a Case) Let A be an 
aspect with all its values from the problem de
scriptions P of cases or all its values from the 
solution descriptions 5 of cases, respectively. Let 
C = (P, 5') be a case and d E {P,5}. The value 
A( C) ~ d of A is called a d-aspect of C, written 
as Ad(C'). 

In what follows, if there is no danger of confusion, 
only the notion aspect is used for the function and 
their values. 

Depending on their role in problem solving, 
two special types of aspects, goals and perspec
tives, may be distinguished, both of which will 
be introduced in subsequent sections. 

3 .1  Basic defini t ions

In order t o  explicate and further elaborate on  the
ideas introduced above we settle on a first-order
language L for knowledge representation. L has
a finite number  of symbols for constants ,  predi-
cates and functions, is closed under negation and
is our basis for describing the underlying domain.

Definit ion 1 (Description) Let L be a first
order language for knowledge representation. A
finite, consistent subset D Q L of literals (with-
out free variables) is called a description.

Descriptions are possible on different levels of de-
tail. We have t o  distinguish between complete
and partial deseriptions.

Definit ion 2 (Complete Descript ion) A
description D Q L is called a complete descrip-
tion if there is no  consistent extension possible,
i.e. for all  descriptions D’ Q L,  D Q D’ =>
D’  = D holds. A description which is  not  com-
plete is called a partial description.

The concept of complete descriptions is compa-
rable to the notion of  complete s ta te  descriptions
which are used in  diagnosis or  planning.

One  of  the  basic concepts of CBR is t he  notion
of a case. Seen from a cognitive science point of
view, cases are abstractions of problem solving
behavior that occured in  a specific si tuat ion.  In
th is  sense, cases include implicit problem solving
heuristics which can be  interpreted with respect
to  different purposes. '

Defini t ion 3 (Case)  Let  Lp  Q L and  L5  Q L
be first order languages for knowledge represen-
tation with Lp  fi Ls  = @ and let S Q LP U L3
be a domain theory. A case is defined as  an  or-
dered pair C = (RS) ,  where P Q Lp .3  Q L3
are descriptions and E U P U 3 is consistent.
We restrict ou r  considerations for theories 2 that
fullfill E ,P  l: S for every complete description
P .

With regard t o  the  notions of case-based reason-
ing, P is  a description of a problem and S is a
description of t he  corresponding solution. Nor-
mally, t he  descriptions are partial.  Bu t  if we have
a complete problem description P then there  ex-
ists a case C = (P, S )  such that  for all cases
05 = (P ‚S ; )  i t  is  .5'.‘ Q S .
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If the  languages for P and S are not disjoint,
Lp  and L s are kept  separated for practical rea-
sons.  This  can be  achieved by copying the sym-
bols a,- common to  both  languages to  a,5,a,-p
and by extending 2 by schemata expressing the
equivalence, e.g. a i s  = agp.

Definition 4 (Consistency of Cases)
Two cases C, : (P.-‚SJ and C- = (Pj,Sj) with
Pg,Pj Q L}: and  5 ; ,S j  Q L5 are called consis-
tent cases ifforP; Q P‚° oe C P; : EUSiUSj
is consistent.

Previous cases are collected‘ in  order t o  profit
from problem solving experiences.

Definit ion 5 (Case  Base)  Given E ,  Lp ,  Ls ,
then a finite se t  of consistent cases is called a
case base CB = {01,C2, . . .‚C„}. The elements
C.- of CB are called source cases.

Definit ion 6 (Target Case) A case without a
solution CT = (P,  @) is called a target case.

Often,  it is not necessary or evenmisleading to
judge the similarity between complete case de-
scriptions. In what follows, we introduce the no—
tion of aspects as parts of  the case description.

Definition 7 (Aspect)  Let C be a set of cases
and L be the underlying language. An  aspect A
is  a partial function from C into the powerset of
L-literals Lit(L). A:C —-> p(Lit(L)).

Defining aspects as partial functions implies that
values of aspects may vary between different
cases. Whenever a previously unknown value of
an aspect is  acquired, the partial function can be
extended.

Definition 8 (Aspect  of a Case) LetA be an
aspect with all its values from the problem de-
scriptions P of cases o r  all  i ts values from the
solution descriptions .5' of cases, respectively. Let
C = (P ,  S )  be a case and d E {P ,S} .  The value
A(C)  Q d of A is called a d-aspect of C ,  written
as  Ad(C).

In what follows, if there is no danger of confusion,
only the notion aspect is used for the  function and
their  values.

Depending on their role in problem solving,
‘two special types of aspects,  goals and perspec-
tives, may be distinguished, both of which will
be  introduced in subsequent sections.





3.2 Goals 

One of the concepts that have not been used in 
similarity assessment up to now is the notion of a 
goal. Goals refer to the reasons for a specific kind 
of problem solving. In addition and more rele
vant to the present concerns, goals imply which 
part of the description of a problem is actually 
used for goal-achievement. Within the fran.le
work of our model of similarity assessment the 
notion of a goal serves two purposes: 

•	 First, it provides a means to express that 
similarity assessment is hardly ever done 
without a special purpose. 

•	 Second, by virtue of this capacity it con
strains the vast amount of possibilities that 
arise when comparing two objects in order 
to estimate the similarity between them. 

In our model goals are aspects of the solution 
description. 

Definition 9 (Goal) A goal (} is a particular 
aspect As. Its values are S-aspects oJ cases, 
written as As(C;). 

Once a goal is adopted, it places specific restric
tions on the kind of features of the problem de
scription P that are taken into consideration. We 
use the term perspective in reference to features 
used for problem solving that involves similarity 
assessment. 

3.3 Perspectives 

Given a goal the problem-solver is committed 
to, the set of features by which a problem is 
described is reduced to a consistent and finite 
subset of literals. In our model, perspectives are 
aspects of the problem description. 

Definition 10 (Perspective) A perspective P 
is a particular aspect Ap. Its values are P
aspects oJ cases, written as Ap(Cj). 

P is made up of features that bear on the 
goal. To make similarity assessment goal-driven 
is to find an appropriate perspective, which boils 
down to single out only goal-relevant literals. A 
necessary requirement to do this is a domain the
ory that highlights relationships between parts of 
the case and the goals within a domain. Depend
ing on the goal pursued, we end up with different 
perspectives. Thus, given a goal (} the perspec

3.4 Similarity 

Our notion of similarity assessment will be devel
oped in two steps. First, we start by introducing 
an intuitive and desirable approach to similar
ity assessment. But this approach is faced with 
difficulties when actually applied to case-based 
reasoning. This is the reason why, second, a dif
ferent computational approach to similarity as
sessment is introduced that is tailored to the spe
cific demands of case-based reasoning and prob
lem solving. 

Intuitive approach to similarity assess
ment 

This first view of similarity is motivated by the 
fact that for problem solving we are interested 
in solutions of previous cases which are easy to 
transform according to the current problem. The 
underlying similarity relation"" could be easily 
defined by the costs of modification which are 
necessary to transform a solution Si into a solu
tion Sj. 

Given a similarity relation"" Jor solutions, then 
two cases Ci = (Pi, Sd and Cj = (Pj, Sj) are 
said to be similar if the corresponding solutions 
Si and Sj are similar with respect to "'. 

However, in case-based reasoning this intuitive 
approach to similarity assessment cannot be pur
sued in a direct way since a new problem Pk that 
lacks a solution Sk is to be solved. According to 
the view provided above, similarity becomes an a 
posteriori criterion, because it is only after hav
ing determined the solution Sk that we can judge 
whether the underlying cases and therefore the 
problems Pi, Pk are similar. 

To assess similarity for retrieval in CBR we 
have to look for a definition of a similarity re
lation which compares the problem descriptions 
Pi, Pk directly instead of Si, Sj and captures the 
spirit of this approach. 

Computational approach 

The goal-driven approach is intended to close the 
gap between similarity of solutions and similarity 
of problem descriptions. The main point of our 
approach is to determine which perspective we 
have to choose, so that similarity between prob
lem descriptions is useful for deriving a solution 

tive that is based on this goal is written as Pg. 4 for the target case. 

3 .2  Goals

One of the concepts that  have not been used in
similarity assessment up  t o  now is t he  notion of  a
goal. Goals refer to  the reasons for a specific kind
of problem solving. In addition and more rele-
vant t o  the present concerns, goals imply which
part of the description of a problem is actually
used for goal-achievement. Wi th in  the  frame-
work of our model of similarity assessment the
notion of a goal serves two purposes:

0 Firs t ,  i t  provides a means to express that
similarity assessment is hardly ever done
without a special purpose.

0 Second, by vir tue of this  capacity i t  con-
strains the  vast amount of possibilities t ha t
arise when comparing two objects  in order
to  est imate the  similarity between them.

In our model goals are aspects of the solution
description.

Definition 9 (Goal)  A goal 9 is a particular
aspect A5 .  Its values are S—aspects of cases,
written as A5(C,-).

Once a goal i s  adopted, i t  places specific restric-
tions on the  kind of features of t he  problem de-
scription P that  are taken in to  consideration. We
use the term perspective in  reference t o  features
used for problem solving tha t  involves similarity
assessment.

3 .3  Perspectives

Given a goal the problem-solver is committed
to ,  the  set of features by which a problem is
described is reduced to  a consistent and finite
subset of literals. In our model, perspectives are
aspects of the problem description.

Definition 10  (Perspective) A perspective 73
is a particular aspect Ap .  Its values are P—
aspects of cases, written as Ap(C.‘).

7) is  made up  of features that  bear on the
goal. To make similarity assessment goal-driven
is t o  find an appropriate perspective, which boils
down to  single out only goal-relevant literals. A
necessary requirement t o  do this  is a domain  the-
ory that highlights relationships between parts of
t he  case and the  goals within a domain.  Depend—
ing on the  goal pursued,  we  end up  with different
perspectives. Thus ,  given a goal g t he  perspec-
tive that  is based on this goal is written as Pg .

3.4 Similarity

Our  notion of similarity assessment will be devel-
oped in two steps. First, we start by introducing
an intuitive and desirable approach to “s imi lar -

ity assessment. But this approach is faced with
difficulties when actually applied to case-based
reasoning. This is  the reason why, second, a dif-
ferent computational approach to  similarity as-
sessment is introduced that is tailored to the spe-
cific demands of case-based reasoning and prob-
lem solving.

Intuitive approach to  similarity assess-
ment

This  fi rs t  view of similarity is motivated by the
fact that  for problem solving we are interested
in solutions of previous cases which are easy to
transform according to  the current problem. The
underlying similarity relation ~ could be easily
defined by the costs of modification which are
necessary to  transform a solution 5'.- into a solu-
t ion  SJ".

Given a similarity relation ~ for solutions, then
two cases C; = (P;,S;) and  C,‘ = (Pj ,$j)  are
said to be similar if the corresponding solutions
5'; and 31- are similar with respect to ~ .

However, in case—based reasoning this intuitive
approach to  similarity assessment cannot be  pur-
sued in a direct way since a new problem Pk that
lacks a solution Sk i s  t o  be  solved. According to
the  view provided above, similarity becomes an a
posteriori criterion, because i t  is  only after hav-
ing determined the solution 3;, that  we can judge
whether the underlying cases and therefore the
problems P‚-, Pk are similar.

To assess similarity for retrieval in CBR we
have to  look for a definition of a similarity re-
lation which compares the problem descriptions
P i ,  Pk directly instead of S ; ,  S j and captures the
spirit of this approach.

Computational approach

The  goal-driven approach is  intended to close the
gap between similarity of  solutions and similarity
of problem descriptions. The main point of our
approach is t o  determine which perspective we
have to  choose, so that similarity between prob-
lem descriptions is useful for deriving a solution
for t he  target  case.





In what follows, "" denotes similarity as to 
be defined by a syntactic measure of similarity 
(e.g. [RW91], [Tve77]) that is used in combina
tion with our pragmatic model. 

Equality is the most obvious kind of similar
ity. Interpreting"" as identity transforms simi
larity assessment into a test of part-identity (cf. 
[Smi89]). Similarity is then represented as equal
ity on an abstract level. 

Definition 11 (Similarity in Aspects) 
Let"" be a similarity relation on sets of litem/so 
Two cases Ci and Cj are said to be similar with 
respect to an aspect A, expressed by Ci ....... A Cj, if 
A(Ci) 'V A(Cj). 

3.5	 Connections 

A part of the domain theory E that is used to 
find out the relevant features on the basis of a 
specific goal is formulated by means of connec
tions [MeI90]. A connection represents knowl
edge about the - sometimes vague - causal or 
the like relation between two aspects of a sys
tem. Formally, a connection is an ordered pair 
of aspects [A/, A k ]. 

Definition 12 (Connections) Given a szmz
larity relation 'V, an aspect Al is called connected 
to an aspect Ak with respect to 'V, written as 
[AI, Ak], if for almost all cases Ci and Cj of CB, 
which are similar with respect to the aspect AI, 
i.e. Ci ""AI Cj, Ci and Cj are similar with respect 
to the aspect Ak, i.e. Ci 'VAk Cj. 

In general, connections are not la\vs in a strong 
domain theory but default knowledge about rela
tions between aspects. Connections do not guar
antee correct inferences but capture the heuristic 
and experimental nature of this kind of knowl
edge (cf. Russell's determinations [Rus89]). Im
plications may be expressed as a strong kind 
of connection. Examples of well known con
nections are [function, structure], [cause, 
effect], [situation. behaviour]. Russell's 
determinations for example are connections of an 
implicational type. 

3.6	 A model of goal-driven similarity 
assessment 

Putting things together, goal-driven similarity 
assessment starts on the basis of a domain-theory 

E containing connections, a set of goals {li, a tar
get case CT and a case-base CB with source cases 
Cj. Given a target case CT, a goal 9, and a con
nection [Py ,9], the specific perspective Py can 
be chosen under which the similarity to different 
source cases Cj E CB is assessed. 
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Figure 2: Goal-driven similarity assessment 

In general, however, the specific connection 
[Py ,9] is unknown. To derive the connection 
[Py ,9] we use explanation-based generalisation 
(EBG) (cf. [MKKC86]) to bridge the gap be
tween the goal 9 and the perspective P\i; i.e. 
techniques stemming from EBG are applied to se
lect a feat ure set that pertains to a goal 9. In this 
way, similarity assessment becomes a knowledge
based process. That is, knowledge specified in a 
domain theory is used to arrive at an explanation 
why a set of features is required to accomplish a 
goal. The elements of EBG are used in our model 
as follows: 

Goal: Existing goal 9 in the problem solving 
process which should be achieved. 

Example: Description PT of the target case 
CT. 

Domain Theory: 1: with knowledge about 
relationships between the objects in the 
domain, e.g. connections. 

Operationality Criterion: Goal 9 must be 
expressed in terms of features which are 
already used in the description of the prob
lem PT of the target case CT . 

Detel"luine: A set of features Pg of the target 
case CT which is sufficient to accomplish 
the goal 9 with a solution S of a source 
case C = (P, S) are to be singled out. 

This is done by looking successively for precon
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In  what follows, ~ denotes similarity as t o
be defined by a syntactic measure of similarity
(e.g. [RWQI], [Tve77]) that is used in combina-
tion with our pragmatic model.

Equality i s  t he  most  obvious kind of similar-
ity. Interpreting ~ as identity transforms simi-
larity assessment in to  a test‘ of part- identi ty (cf.
[Smi89]). Similarity is then represented as equal-
ity on an abstract level.

Definit ion 11 (Similarity in  Aspec t s )
Let ~ be a similarity relation on sets of literals.
Two cases C; and Cj are said to be similar with
respect t o  an  aspect A, expressed by C; N,; Cj ,  if
A(Ci )  ~ 14(03)-

3 .5  Connect ions

A part  of t he  domain theory 2 that  is used to
find out the relevant features on the basis of a
specific goal is formulated by means of connec-
tions [MelQO]. A connection represents knowl—
edge about t he  - sometimes vague -— causal or
the  like relation between two aspects of a. sys-
t em.  Formally, a connection is an ordered pair
of aspects [A1,Ak].

Definition 12  (Connect ions)  Given a simi-
larity relation ~ ,  an  aspect A1 is called connected
to  an  aspect A], with respect to  ~ ,  written as
[A1, Ah], iffor almost a l l  cases C,- and C,— ofCB,
which are similar with respect to the aspect A1,
i .e .  C,- ~A, Cj ,  C,- and  01- are similar with respect
to the aspect Ah, i .e .  C,- ”A,; C j .

In general, connections are not laWs in a strong
domain theory but default knowledge about rela-
tions between aspects. Connections do not guar-
antee correct inferences bu t  capture the  heuristic
and experimental nature of this  kind of knowl-
edge (cf. Russell’s determinations [Ru389]). Im-
plications may be expressed as a strong kind
of connection. Examples of well known con-
nect ions are [funct iom s t ruc tu re ] ,  [ cause ,
e f f ec t ] ,  [S i tua t ion ,  behaviour]  . Russell’s
determinations for example are connections of  an
implicational type .

3 .6  A mode l  o f  goal -dr iven s imi lar i ty
assessment -

Pu t t i ng  things together ,  goal-driven similarity
assessment s t a r t s  on the  basis of  a domain-theory

5

E containing connections, a set of goals g i ,  a tar-
get case CT and a case-base CB with  source cases
C j .  Given a target case CT, a goal. g ,  and a con-
nection [139,9], the specific perspective 'Pg can
be  chosen under which the similarity to  different
source cases Cj € CB is assessed.

Figure 2: Goal-driven similarity assessment

In general, however, the specific connection
[139,9] is unknown. To derive the connection
[’Pg,g] we use explanation-based generalisation
(EBG) (cf. [MKKCSGD to  bridge the gap be-
tween the goal 9 and the perspective 'Pg; i.e.
techniques stemming from EBG are applied to  se-
lect a feature set that  pertains t o  a goal Q. In this
way, similarity assessment becomes a knowledge-
based process. That is,  knowledge specified in a
domain theory is used to arrive at an explanation
why a set of features is required to accomplish a
goal. The elements of  EBG are used in our model
as follows:

Goal: Existing goal g in the problem solving
process which should be achieved.

Example: Description PT of  the target case
CT.

Domain Theory: )3 with knowledge about
relationships between the objects i n  the
domain, e.g. connections.

Operationality Criterion: Goal g must be
expressed in  terms of features which are
already used in  t he  description of the prob-
lem PT of the target case CT.

Determine: A set of features 'Pg of the target
case CT which i s  sufficient to  accomplish
the  goal g with  a solution S of a source
case C = (P,  S)  are to  be singled out.

This is done by looking successively for precon-





ditions of the goal (goal regression, cf. [Wal77]) 
until the operationality criterion is met. In con
trast to the original work of Mitchell, Keller and 
Kedar-Cabelli our domain-theory contains con
nections, Le. experience, as well as facts and 
rules. 

If the target case eT and a source case Ci are 
similar with respect to the perspective Pg, the 
goal Yj may be achieved in the target case CT by 
using the solution Si of the source case Cj. 

Given: ~,g, eT, CB 
Searching: Si to achieve 9 in CT 

1.	 Derive the goal-dependent perspective Pg 
by using the domain theory E and g. 

2.	 Use the perspective Pt;; to assess similar
ity between the source cases Ci E CB and 
the target case eT, i.e. compute whether 
Pt;;(CT) '" Pt;; (Ci)' 

3.	 Look for the most similar source case(s) 
C; = (Pi, Si) E CB with respect to Pg. 

4.	 Use the solution Si in particular g(C;) to 
achieve the goal 9 for the target case CT, 
i.e determine g(Cr). 

3.7 Combination of goals 

As discussed above, a single goal provides the 
basis for focusing similarity assessment. In gen
eral, however, the overall goal of a task may be 
decomposed into an ordered set of subgoals. As 
a consequence, our model has to be extended in 
order to make similarity assessment goal-driven 
when a multitude of goals is given. Given a set 
of goals {Y1,Y2, ...Ym}, and a task-dependent 
odering ::5 over goals, a straightforward approach 

, is to compute similarity stepwise for each Yj. 
Starting with 'i = 1 and the whole case base 

CB, cases which are most similar according to 
the current goal Yj are selected. This set of cases 
is carried over to the subsequent run of similarity 
assessment according to the next goal gj+1 ac
cording to the given odering ::S. This procedure 
continues until each goal gj is used for similarity 
assessment or the set of selected cases contains 
no more elements. The best scoring cases of the 
last run are accepted as the result of the retrieval 
process. 

The ordering ::S of goals is highly dependent 
on the specific task and the domain. In plan
ning, the difficulty of achievement and costs of 
modification of a goal Yj respectively are appro
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priate criteria for establishing the ordering ::S. 

4 An example 

To demonstrate the central notions of goal
driven similarity assessment let us discuss a short 
example of case-based reasoning strategies that 
can be used for finding a workplan for rotational 
parts in mechanical engineering. For simplicity, 
we concentrate on those parts of an example of 
a real-world application, which are necessary to 
flesh out our model of goal-driven similarity. In 
the sequel, the notion feature applies to details 
of the application, whereas the term literal refers 
to the corresponding logical representation. 

The overall task is to generate a process plan for 
manufacturing a workpiece by using data pro
vided by a CAD (Computer-Aided Design) sys
tem. In practice, in most mechanical engineer
ing planning tasks human experts try to reuse 
old plans by adapting them to a new situation 
(cf. [SBKS91]). This is not surprising because 
planning from first principles is very difficult in 
a complex real-world domain such as production 
planning. Plans which are constructed by hu
man experts are for the most part based on spe
cific problem solving experiences. Thus, case
based reasoning is an adequate problem solving 
paradigm to reflect this common practice. 

However, retrieving appropriate cases for com
plex tasks like planning is a crucial step in CBR 

because similarity can be assessed with regard to 
a number of perspectives. In this domain, e.g. 

• similarity concerning necessary	 resources (e.g. 
machines, tools, fixtures) 

• similarity concerning the material used 

• similarity concerning necessary basic operations 
(e.g. cutting, drilling) 

• similarity concerning the outline of the work
pIeces 

Each perspective - and as a consequence each sim
ilarity assessment - is tied to a special goal of 
the overall planning process, e.g. finding a fix
ture to clamp the workpiece. As part of their 
domain-theory or from experience, experts know 
connections, e.g. "Similarity in the outline of the 
workpieces entails using similar fixtures." 

ditions of the goal (goal regression, cf. [Wal7'7])
until the operationality criterion is met. In con-
trast  t o  t he  original work of Mitchell, Keller and
Kedar—Cabelli our  domain-theory contains con—
nec t ions ,  i . e .  experience,  as well as facts and
rules.

If t he  target case CT and a source case C; are
similar with respect to the perspective ’Pg, the
goal 9, may be achieved in the target case CT'by
using the  solution 5, of the source case 0 ; .

Given:
Searching:

E,  g, Cr .  CB
5.- to achieve (] in  CT

' 1 .  Derive the  goal— dependent  perspective 'Pg
by using the domain theory 2 and {;

2 .  Use the  perspective Pg to  assess s imi lar -
i ty  between the  source cases C; 6 CB and
the  target case CT, i.e. compute whether
Pc(CT) ~ 'Pc(C.-)-

3 .  Look for t he  most  similar source case(s)
C. = (P.-‚SJ € CB with respect to 'Pg.

4 .  Use the  solut ion 5.- in par t icular  9 ( a )  to
achieve the goal g for the target case CT,
i .e determine 9 (CT) .

3.7  Combination of goals

As discussed above, a single goal provides the
basis for focusing similarity assessment. In gen-
eral, however, the overall goal of a task may be
decomposed into an ordered set of subgoals. As
a consequence, our  model has t o  be  extended in
order to make similarity assessment goal-driven
when a multitude of goals is given. Given a set
of goals {91,921 . . . gm} ,  and a task—dependent
odering 5 over goals, a straightforward approach
is t o  compute  similarity stepwise for each g i .

Starting with 'i = 1 and the whole case base
CB,  cases which are most similar according to
the  current goal g; are selected. This  set  of  cases
is carried over t o  the  subsequent run  of similarity
assessment according to  t he  next goal (‚',-+1 ac—
cording to  the given odering j .  This procedure
continues until each goal g.- is used for similarity
assessment o r  t he  set of  selected cases contains
no more elements. The best scoring cases of the
last  run  are accepted as t he  result of  t he  retrieval
process.

The  ordering 1 of goals is highly dependent
on the specific task and the domain. In plan-
ning, the difficulty of achievement and costs of
modification of a goal 9’,- respectively are appro- 6

priate criteria for establishing the ordering j .

4 An example

To demonstrate the central notions of goal-
driven similarity assessment let us discuss a short
example of case-based reasoning strategies that
can be used for finding a workplan for rotational
parts  in mechanical engineering. For simplicity,
we concentrate on those parts of an example of
a real-world application, which are necessary to
flesh out  our  model of goal—driven similarity. In
the  sequel,  t he  notion feature applies to details
of the  application, whereas the  term literal refers
to  the  corresponding logical representation.

The overall task is to  generate a process plan for
manufacturing a workpiece by using da ta  pro-
vided by a CAD (Computer-Aided Design) sys-
t em.  In practice, in most  mechanical engineer-
ing planning tasks human experts try to  reuse
old plans by adapting them to a new situation
(cf. [SBKSQI|.]). This is not surprising because
planning from first  principles is very difficult in
a complex real-world domain such as production
planning. Plans which are constructed by hu-
man experts are for the  most part based on spe-
cific problem solving experiences. Thus ,  case-
based reasoning is an adequate problem solving
paradigm to reflect this common practice.

However, retrieving appropriate cases for com-
plex tasks  like planning is a crucial s tep  in  CBR
because similarity can be assessed with regard to
a number of perspectives. In this domain, e.g.

o similarity concerning necessary resources (e.g.
machines, tools, fixtures)

o similarity concerning the material used

o s imilar i ty  concerning necessary basic operations
(e.g. cutting, drilling)

o similari ty concerning the  out l ine  of the  work—
pieces

Each perspective - and as a consequence each sim-
ilarity assessment - is tied to  a special goal of
t he  overall planning process, e.g.  finding a fix-
ture  t o  clamp the  workpiece. As par t  of their
domain—theory or  from experience, experts know
connections, e.g. "Similarity in the outline of the
workpieces entails using similar fixtures.”





The target case 

Suppose, we want to build a process plan for 
manufacturing the workpiece given in figure 3. 
The workpiece is described by a set of features 
which may be extracted from an object-oriented 
CAD system (Fig. 4). The problem solving pro
cess is made up of several steps. One of the goals 
which must be achieved during the planning pro
cess is to determine a fixture to clamp the work
piece and to prepare it for the cutting process to 
follow. In our example, we focus on this specific 
goal: q:= fixture(X) 

d 

Figure 3: A primitive workpiece 

Selection of the perspective 

As mentioned earlier, human experts know as 
part of their knowledge and experience that the 
kind of fixtures which shall be used to clamp a 
workpiece depends on its outline. The fixtures 
are similar if the outlines of workpieces are sim
ilar. This may be formalized as a connection 
[outline. fixture] which is part of the experts 
domain theory. In addition, experts know a lot 
of technical details about the working process, 
the tools and the machines they use. 

%PROBLEM; description of the workpiece 
name(workpiece2). 

XGeometry: 
circular_area([sl,p1,p2,s2]). 
cylinder([a,b,c]). 
greater_diameter([[b,a],[c,b]]). 
connected([[sl,a], [a,pl,b], 

[b, p2. c] , [c, s2]] ) 
% Technology: 
material([[all,c47]]). 
surface_quality([[a,15],[b,10], [c,13]]). 
tolerance([[a,2]]). 

Figure 4: The problem description 

In our model, applying experience and knowl

edge to solve a current problem is viewed as an 
explanation-based process. Using the domain 
theory (Fig. 5) and the operationality criterion, 
we derive a perspective PG. If source and target
case are similar under PG the goal g may be 
achieved by using the solution given in the source 
case. 

fixture(F) fixture_fc21(F). 
fixture(F) fixture_fc23(F). 

fixture_fc21(F) ;- shoulder(X,P,Y), 
cylinder(Y), * 
quality_ok(Y), 
F = fc21. 

shoulder(X,P,Y) '- connected(X,P;Y), * 
greater_diameter(Y,X) , * 
connected(Y,S), * 
circular_area(S). * 

quality_ok(X) '- surface_quality(X,Q1), * 
Ql > 7, 
tolerance(X,Q2), * 
Q2 > 5. 

Figure 5: Some parts of the domain theory 

b 

Figure 6: The workpiece of the source case 

The result of the explanation-based process is a 
set of features of the source case Ci which are suf
ficient to use the same fixture in the target case 
CT. This set of features is provided in the follow
ing perspective P fixture(X) describing parts of 
the outline of the workpiece (in Fig. 5 marked 
with a *): 

1) cylinder([Y]). 
2) circular_area([S]). 
3) connected([[X,Z,Y],[Y,S]]). 
4) greater_diameter([Y,X]). 
5) surface_quality([Y,Q1]). 
6) tolerance([Y,Q2]). 

Explanation: For clamping we need a cylinder at the 
end of the workpiece (1,2,3). The workpiece should 
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The target case

Suppose,  we want t o  build a process plan for
manufacturing t he  workpiece given in figure 3 .
The workpiece is described by a set of features
which may be extracted from an object-oriented
CAD system (Fig. 4). The problem solving pro-
cess is made up of several steps. One of the goals
which must be achieved during the planning pro—
cess is t o  determine a fixture  to  clamp the  work-
piece and to  prepare i t  for t he  cu t t ing  process to
follow. In  our example, we focus on  this specific
goal: g :=  f ix tu re“ )

Figure 3 :  A primitive workpiece

Selection of  t he  perspective

As mentioned earlier, human experts know as
part of their knowledge and experience that the
kind of fixtures which shall be  used to  clamp a
workpiece depends on its outline. The fixtures
are similar if the outlines of workpieces are sim-
ilar. This may be formalized as a connection
[out l ine , f ix ture]  which is part of the experts
domain theory. In addit ion,  experts  know a lot
of technical details about the working process,
t he  tools and the machines they use.

% PROBLEM: desc r ip t ion  of  the  workpiece
name(workpiece2).

% Geometry:
c i r cu l a r_a rea ( [ s i , p1 ‚p2 ‚ s2 ] ) .
cy l inde r ( [ a ,b , c ] ) .
g r ea t e r_d i ame te r ( [ [b , a ] , [ c , b ] ] ) .
connected([[51‚a]‚[a‚p1‚b].

[b ,p2 ; c ] ‚ [ c ‚ s2 ] ] )
% Technology:

ma te r i a l ( [ [ a11 ‚c47 ] ] ) .
su r f ace_qua l i t y ( [ [ a ‚15 ] . [b ‚10 ] ‚Ec ‚13 ] ] ) .
t o l e r ance ( [ [ a ‚2 ] ] ) .

Figure 4: The problem description

In ou r  model, applying experience and  knowl-

"I

edge to  solve a current problem is viewed as an
explanation-based process. Using the domain
theory (F ig .  5 )  and the  operationality criterion,
we derive a perspective ”PG, If source and target-
case are similar under PC; the goal g may be
achieved by using the  solution given in the source
case.

: -  fixture_£c21(F). "
: -  f i x tu re_ fc23 (F ) .

f i x tu re (F )
f ix ture  (F )

f ix tu re_ fc21 (F )  :— shou ldo r (x ,P ,Y) ,
cyl inder (Y)  , *
qual i ty_ok( Y) ,
F = 1c21 .

shou lde r (x ,P ,Y)  : -  connec t ed (x ,P , 'Y) ,
greater_diamet e r (Y ,  X) ,
connec t ed (Y ,S )  ,
c i r cu1u_area ( s )  .

**
*Ü

*-su r f ace_qua l i t y (x ,q1 ) ,
Q1 > 7 ,
t o l e r ance (x ‚Q2)  , *
02  > 5 .

quali ty_ok (X) : -

Figure 5 :  Some parts  of the  domain theory

Figure 6: The workpiece of the source case

The result of the explanation-based process is a
set  of  features of the  source case C,- which are suf-
ficient to  use the same fixture in the target case
CT. This  set  of  features is  provided in  the follow-
ing perspective ’Pfixmrem describing parts of
the out l ine  of the workpiece (in Fig. 5 marked
with a * ) :

1)  cy l inder (  [Y] ) .
2)  c i r cu la r_a rea (  [S] ) .
3)  connected([EX,Z,YJ,[Y,S]]) .
4 )  greater_diameter(  [Y,X] ) .
5)  su r f  ace_qua l  i t y (  [Y ,QI ]  ) .
6)  t o l e r ance (  [Y,Q2] ) .

Explanat ion:  For c lamping we need a cylinder at the
end of t he  workpiece (1,2,3).  The  workpiece should





% PROBLEM: Description of the llorkpiece 
name (llorkpiecel) 
% Geometry: 
circular_area«(sl,pl,s2]) 
cylinder ( (a, b] ) 
greater_diameter«([b,a]]) 
connected([[si,a] , [a,pi,b] ,[b,52]]) 

Y.	 Technology: 
material«([all,c45]]) 
surface_quality«((a,10] ,(b,IS]]) 
tolerance([[a.ii] ,Cb,i0]]) 

% SOLUTION: Workplan 
use_machine (m44) 
chuck([b],fixture(fc2I» 
change_tool(ti) 
cut([sl.a.pI] ,roughing) 

chuck([a] .fixture(fc2I» 
change_tool (t2) 
cut([s2,b] ,roughing) 

unchuck 

Figure 7: Description of the source case 

be fixed at the cylinder with the greatest diameter 
because of the transmission of the rotational force (4). 
The surface quality of the part where the workpiece is 
fixed should not be too high as clamping a workpiece 
destroyes high surface quality (5,6). 

An example of a similar source case containing 
an executable workplan for manufacturing the 
workpiece given in figure 6 is depicted in figure 7. 
To clamp the workpiece given in the target case 
eT (Fig. 3) we can use the fixture fc21 provided 
in the workplan of the source case (Fig. 7). 

Retrieval of cases 

In our example, there is just one source case 
given. Usually, there is a great number of differ
ent source cases available in the case base. Hav
ing determined the relevant features a feature
oriented similarity model like the contrast- or 
ratio-model proposed by Tversky [Tve77] must 
be applied to look for the best fitting source case 
according to the current goal given. 

Related work 

The ideas introduced in this paper are closely 
related to Kedar-Cabelli's model of purpose
directed analogy [KC85]. Kedar-Cabelli aims 

purposes, into the generation of analogies. Al
though purpose-directed analogy shares with 
goal-driven similarity the intuition of pragmatic 
factors to be important for similarity, a compar
ison shows striking differences: Kedar-Cabelli's 
work is rooted in the framework of analogical 
reasoning, thereby focusing on analogical map
ping and concept formation as a result of analog
ical reasoning. Additionally, purpose-directed 
analogy reconstructs the target in terms of the 
source. In contrast, goal-driven similarity sin
gles out features that are deemed necessary to 
be taken into consideration when assessing simi
larity. 

Our model concentrates on similarity assess
ment as to be used in various forms of rea
soning. In a word, Kedar-Cabelli elaborates 
on pragmatic-driven analogical mapping and we 
concentrate on pragmatic-driven retrieval. 

In an attempt to improve indexing in CBR, 
Barletta & Mark [BM88] use explanation-based 
learning (EBL) to d,etern:tine features that play a 
causal role in finding a solution to a target case. 
Based on the domain theory, the problem spec
ification and the solution to that problem the 
system aims at explaining the goal concept, i.e. 
one or a sequence of actions that lead to a so
lution. The explanation of the goal concept is 
guided by a hypothesis tree that is provided by 
the domain theory. 

The differences to our own work results from 
the fact that Barletta & Mark's approach is ex
clusively concerned with indexing cases that en
ter the case library. The featural description of 
cases they use is made up of the description of a 
problem and its solution. On this account, the 
assessment of similarity of a target to a source 
.and the use of goals instead of solutions is not 
touched by their work.	 . 

Cain, Pazzani & Silverstein [CPS91] describe 
an approach to integrate domain knowledge in 
the assessment of similarity between source and 
target cases. This is accomplished by using 
explanation-based learning as a means to judge 
the relevance of features. Their measure of sim
ilarity combines the nearest-neighbour technique 
that counts the number of identical features with 
a measure that counts the number of matching 
relevant features according to EBL. In this way, 

at integrating the influence of pragmatics. e.g. 8 similarity between two cases will be deemed high 
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% PROBLEH: Description of  the  workpiece
name(workpiec01)
% Geomet ry :

c i rcu lar_area ( [31 ,p1 .521 )
cyl inder(  [a,bJ)
greater_diameter( [Eb , an)
connected  [ [ 81  , a] ‚ [ a ,p l  , b ]  , [b , s2 ] ]  )

'/. Technology:
mater ia1(  [ [ a l l ,  c45 ] ] )
sur face_qua1i ty(  [ [ a ,  10] , [b , 15]] )
tolerant.“ [Ca.  11]  , [b ,  1031)

% SOLUTION: workplan
use_machine  (m44)
chuck (  [b] , t i x tu re ( f c21 )  )

change _ tool  ( t 1)
cut ( [ s1  , a ,p1]  ,roughing)

chuck(  [a] , 1 ix ture ( f c21 ) )
change_tool ( t 2 )

cut (  [32  , b]  , roughing)
unchuck

Figure 7: Description of the source case

be fixed at the cylinder with the greatest diameter
because of the transmission of the rotational force (4).
The surface quality of the  part where the  workpiece i s
fixed should not be too high as clamping a workpiece
destroyes high surface quality (5,6).

An example of a. similar source case containing
an executable workplan for manufacturing the
workpiece given in figure 6 is depicted in figure 7.
To clamp the workpiece given in the target case
CT (Fig. 3) we can use the fixture f c21  provided
in the workplan of the source case (Fig. 7).

Retrieval of  cases

In our example, there is just one source case
given. Usually, there is a great number of differ-
ent source cases available in the case base. Hav-
ing determined the relevant features a feature—
oriented similarity model like the contrast- or
ratio-model proposed by Tversky [Tve77] must
be applied to  look for the best fitting source case
according to  the current goal given.

5 Related work

The ideas introduced in this paper are closely
related to KedareCabelli’s model of purpose—
directed analogy [KC85]. Kedar—Cabelli aims

purposes, into the generation of analogies. Al-
though purpose—directed analogy shares with
goal-driven similarity the  intuition of pragmatic
factors to  be important for similarity, a. compar—
ison shows striking differences: Kedar-Cabelli’s
work is rooted in the framework of analogical
reasoning, thereby focusing on analogical map-
ping and concept formation as a result of analog-
ical reasoning. Additionally, purpose—directed
analogy reconstructs the target in terms of the
source. In contrast, goal—driven similarity sin-
gles out features that are deemed necessary to
be  taken into consideration when assessing simi-
larity.

Our model concentrates on similarity assess-
ment as to be used in various forms of rea-
soning. In a word, Kedar-Cabelli elaborates
on pragmatic-driven analogical mapping and we
concentrate on pragmatic-driven retrieval.

In an attempt to improve indexing in CBR,
Barletta & Mark [BM88] use explanation-based
learning (EBL) to determine features that play a
causal role in finding a solution to  a target case.
Based on the domain theory, the problem spec-
ification and the solution to  that problem the
system aims at explaining the goal concept, i.e.
one or a sequence of actions that lead to a so-
lution. The explanation of the goal concept is
guided by a hypothesis tree that is provided by
the domain theory.

The differences to our own work results from
the fact that Barletta 8; Mark’s approach is ex-
clusively concerned with indexing cases that en—
ter the case library. The featural description of
cases they use is made up  of the  description of a
problem and i ts  solution. On this account, the
assessment of similarity of a target to a source
and the use of goals instead of solutions is not
touched by their work.

Cain, Pazzani & Silverstein [CPSQI] describe
an approach to integrate domain knowledge in
the assessment of similarity between source and
target cases. This is accomplished by using
explanation-based learning as a means to judge
the relevance of features. Their measure of sim—
ilarity combines the nearest—neighbour technique
that counts the number of identical features with
a measure that counts the number of matching
relevant features according to EBL. In this way,

at  in te  ra t in  the  influence  of  ra  rmat i c s .  e .  . s imilaritv between two cases will  be  deemed hi  hg g P & g 8 . g
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if they share a great number of common features 
or a great number of relevant features. If EBL 

does not arrive at an explanation for the solu
tion of a case, this measure of similarity boils 
down to the nearest-neighbour technique. 

Contrary to our study, Cain et al. do not use 
concepts like goal or perspective when assessing 
similarity. They take EBL to explain the features 
that are required to reach a solution and do ilOt 
use goals as we do. Thus, the model of Cain et 
al. starts with by preselecting cases based on a 
pure feature-overlap measure of similarity. Then 
EBL is applied to determine features relevant to 
reach a solution. EBL is limited to source cases 
since - by definition - only they have a known 
solution. 

Conclusions and future work 

The work introduced in this paper has two re
lated foci: First, we discuss cognitive science 
findings that show why human similarity assess
ment is both a powerful and flexible capability. 
In addition, we present a formal model that ac
counts for most of the chararcteristics in human 
similarity assessment we discussed. 

At the most general level, our model is an ex
ample in which way empirical findings can be 
used as a starting point to contribute to the de
velopment of formal models that may be used 
as building blocks in AI systems. Among the 
four characteristics of similarity distussed above, 
there are three that are supported by our model 
of goal-driven similarity assessment: First of all, 
our model exploits the notion of goals when as
sessing similarity. Additionally, by using a do
main theory to focus on goal-relevant aspects our 
model has been proven to be a knowledge-based 
one. Finally, because of its capacity to develop 
connections and corresponding perspectives the 
process of goal-driven similarity assessment may 
be referred to as constructive. To make similarity 
assessment context-sensitive remains as a possi
ble extension of the work described in this paper. 
Thus, our model gives a fairly good account as 
far as cognitive modelling of basic characteristics 
of similarity assessment is concerned. 

Mention ought to be made, however, of sev
eral issues that as yet remain open. On a formal 
account, our model is restricted to literals; we 
strive for an extension to formulae. In section 
3.7 a schema has been introduced that allows for 
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similarity assessment if a multitude of goals is 
given. This schema, however, is not fully satis
fying. The difficulty with this approach is that 
a cut-off value determining which subset of cases 
is used when assessing the subsequent goal has 
to be supplied in a hand-coded way. Currently, 
we concentrate on an extension of our model to 
a multitude of goals that can do without this 
shortcoming. 

The present version of our model focuses on 
goal-relevant aspects which may be referred to as 
abstraction by reduction. By using hierarchies of 
aspects· abstraction may be achieved by substi
tuting an aspect by a more abstract one. In this 
way, goal-driven similarity assessment becomes 
independent of specific instantiations since simi
larity assessment is performed on a more abstract 
level. 

Apart from open questions just mentioned, 
goal-driven similarity assessment comes up with 
some issues we consider as strengths of our 
model. More specifically, by incorporating goals 
our model offers four advantages that go beyond 
models of similarity assessment that are oblivi
ous of pragmatic factors like goals: 

First, similarity assessment and retrieval is im
proved. This is achieved by considering only 
those features of a case that pertain to a goal. 
Distorting similarity assessment due to an over
lap of aspects that do not pertain to a goal is 
avoided because of a more focused similarity as
sessment. As a result, the search space to be tra
versed in order to find an appropriate case can 
be reduced substantially. 

Second, similarity assessment is tied to the 
goal of a problem-solver and may vary along with 
a change of goals. 

Third, goal-driven similarity assessment al
lows for a multiple use of cases which depends 
on a variation of goals or an improvement of the 
domain theory. For example, a case-based rea
soner in toxicology that is equipped with a de
vice for goal-driven similarity assessment, is able 
to use knowledge represented in cases in a vari
ety of ways. Again, this is done by performing 
a specific similarity assessment according to dif
ferent goals like determine the toxin or work out 
a therapy. 

Fourth, in the case where no explicit goals are 
given, a failure when applying EBG, or a de
fective or totally missing domain theory occurs, 
goal-driven similarity boils down to the syntac

if they share a great number of common features
or a great number of relevant features. If EBL
does not  arrive at an explanation for t he  solu-
tion of a case, th is  measure of similarity boils
down to  the  nearest—neighbour technique.

Contrary t o  ou r  s tudy,  Cain et  al. do not  use
concepts like goal or  perspective when assessing
similarity. They take EBL to explain the features
that are required to  reach a solution and do not
use goals as we do. Thus, the model of Cain et
al .  s tar ts  with by preselecting cases based on  a
pure feature-overlap measure of similarity. Then
EBL is applied to  determine features relevant to
reach'a solution. EBL is limited to  source cases
since - by definition - only they have a known
solution.

6 Conclusions and future work

The work introduced in this  paper has two re-
lated foci: First, we discuss cognitive science
findings that show why human similarity assess-
ment is  both a powerful and flexible capability.
In addition, we present a formal model that  ac-
counts for most of the chararcteristics in human
similarity assessment we discussed.

At the most general level, our model is an ex-
ample in which way empirical findings can be
used as a starting point to  contribute to  the de-
velopment of formal models that may be used
as building blocks in AI systems. Among the
four characteristics of similarity distussed above,
there are three that  are supported by our  model
of goal—driven similarity assessment: First of all,
our model exploits the notion of goals when as-
sessing similarity. Additionally, by using a do- '
main theory to focus on goal-relevant aspects our
model has been proven to be  a knowledge-based
one. Finally, because of its capacity to develop
connections and corresponding perspectives the
process of goal—driven similarity assessment may
be referred to  as constructive. To make similarity
assessment context-sensitive remains as a possi-
ble extension of the work described in this paper.
Thus,  ou r  model gives a fairly good account as
far as cognitive modelling of basic characteristics
of similarity assessment is concerned.

Mention ought t o  be  made, however, of sev-
eral issues tha t  as yet remain open.  On  a formal
account ,  our  model is restricted t o  literals; we
strive for an extension to  formulae. In section
3.7 a schema has been introduced that allows for

similarity assessment if a multitude of goals is
given. This  schema, however, is  not fully satis-
fying. The  difficulty wi th  this  approach is  that
a cut-off value determining which subset of  cases
is used when assessing the subsequent goal has
t o  be  supplied in a hand-coded way. Currently,
we concentrate on an extension of our model t o
a multitude of goals that can do without this
shortcoming.

The present version of our model focuses on
goal-relevant aspects which may be referred to  as
abstraction by reduction. By using hierarchies of
aspects‘abstraction may be  achieved by substi—
tu t ing an aspect by a more abstract one. In this
way, goal—driven similarity assessment becomes
independent of specific instantiations since simi-
larity assessment is performed on a more abstract
level.

Apart from open questions just mentioned,
goal-driven similarity assessment comes up with
some issues we consider as strengths of our
model. More specifically, by incorporating goals
our model offers four advantages that go beyond
models of similarity assessment that are oblivi-
ous of pragmatic factors like goals:

First, similarity assessment and retrieval is im-
proved. This is achieved by considering only
those features of a case that pertain to a goal.
Distorting similarity assessment due to an over-
lap of aspects that do not pertain to a goal is
avoided because of a more focused similarity as-
sessment. As a result, the search space to  be tra-
versed in order to  find an appropriate case can
be reduced substantially.

Second, similarity assessment is tied to the
goal of a problem-solver and may vary along with
a change of  goals.

Third, goal—driven similarity assessment al-
lows for a multiple use of cases which depends
on a variation of goals or an improvement of the
domain theory. For example, a case—based rea-
soner in toxicology that  is equipped with a de-
vice for goal-driven similarity assessment, is able
to  use knowledge represented in cases in a vari-
ety of ways. Again, this is done by performing
a specific similarity assessment according to dif-
ferent goals like determine the toxin or work out
a therapy.

Fourth, in the case where no explicit goals are
given, a failure when applying EBG, or a de-
fective or  totally missing domain theory occurs,
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tic approach to similarity assessment that is used 
in linkage to our model. 
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