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Abstract; 
The team work method is a way to distribute deduction processes that are 
based on the generation of new facts. The key point to achieve the 
distribution is the use of various kinds of knowledge that is not well 
expressible as facts. In analogy to human project teams team work uses 
tactical control knowledge in form of experts, assessment knOWledge in form 
of referees and strategic control knOWledge in form of the supervisor of the 
team. The supervisor chooses experts that generate new facts. After a certain 
period of time the referees judge the generated facts and the supervisor uses 
the best facts to generate a better problem state for the experts. 
A system using the team work method has the ability to focus on the proper 
problems by abstraction of results and the possibility of self-tuning of the 
system by reflective analysis of the computed results. The general concept of 
team work is instantiated to the team work completion method for equational 
deduction. Possible experts, referees and supervisors are discussed and their 
.usefulness for completion is demonstrated by examples. The examples will 
show that super-linear speed-Ups have been achieved, even for challenging 
problems. Implementational aspects of this approach, concerning the problem 
of idle times of processors, are also discussed and solutions are given. 
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ML :
The t eam work  method  i s  a way  to  d i s t r i bu t e  deduc t ion  p roces se s  t ha t  a r e
based  on  the  gene ra t i on  of new fac t s .  The  key  po in t  t o  ach i eve  t he
d i s t r i bu t ion  i s  t he  u se  of var ious  k inds  of knowledge  tha t  i s  no t  we l l
expre s s ib l e  a s  f ac t s .  I n  ana logy  to  human project t eams  t eam work uses
t a c t i ca l  con t ro l  knowledge  in  form of expe r t s .  a s se s smen t  knowledge  in  fo rm
of r e f e r ee s  and  s t r a t eg i c  con t ro l  knowledge  in  fo rm of the  superv i sor  of t he
t eam.  The  supe rv i so r  chooses  expe r t s  t ha t  gene ra t e  new fac t s .  Af te r  a c e r t a in
pe r iod  of t ime  the  r e f e r ee s  j udge  t he  gene ra t ed  f ac t s  and  the  supe rv i so r  u se s
the  bes t  f ac t s  t o  gene ra t e  a be t t e r  p rob l em s t a t e  for  t he  expe r t s .
A sys t em us ing  the  t eam work  me thod  has  t he  ab i l i t y  t o  focus  on  t he  p rope r
p rob lems  by  abs t r ac t i on  of r e su l t s  and  the  pos s ib i l i t y  of s e l f - t un ing  of t he
sys t em by  r e f l ec t i ve  ana lys i s  of the  computed  results .  The genera l  concept  of
t eam work i s  i n s t an t i a t ed  t o  t he  t eam work  comple t i on  me thod  for equa t iona l
deduc t ion .  Pos s ib l e  expe r t s ,  r e f e r ee s  and  supe rv i so r s  a r e  d i s cus sed  and  the i r
use fu lnes s  for comple t i on  i s  demons t r a t ed  by  examples .  The examples  w i l l
show tha t  supe r - l i nea r  speed—ups  have  been  ach i eved ,  even  fo r  cha l l eng ing
prob lems .  Imp lemen ta t i ona l  a spec t s  of t h i s  app roach ,  conce rn ing  the  p rob lem
of i d l e  t imes  of p roces so r s .  a r e  a l so  d i s cus sed  and  so lu t i ons  a r e  g iven .

\ v



.L The idea: knowledge and distribution' 

In the last years many efforts were made on the one hand side in building 

specialized theorem provers for special purposes and on the other hand side 

to investigate the usage of distributed sytems in theorem proving. Both 

directions should result in more efficient theorem provers. Examples for the 

first type of improvements are reported in [Bu85] and [KZ89] and examples 

for the second type can be found in [SLe90] and [SL901 

The general idea of specialized theorem provers is the availability of more 

knowledge in special domains of interest which leads to adjusted and more 

powerful methods for proving theorems in these domains. So the use of 

knowledge which is not expressible within the formalism of the known 

proving methods and the use of distributed and therefore more efficient 

methods offer great improvements in the area of deduction systems. 

We will show in section 2 that both forms of improvements are inspired by 

the human way of theorem proving. And this human way shows also that the 

combination of both features is necessary in order to develop efficient and 

strong theorem provers. 

The main problem in dealing with distributed systems is to find a well suited 

model for communication and control. In our case this model must also 

include the ability to use various kinds of (special) knowledge. We find such 

a model in the problem solving behaviour of teams in business companies, 

This leads to the team work method for distributed theorem proving 

described in section 3. In section 4 we use this method in the field of 

equational deduction based on completion getting a team work completion 

system. 

In section 5 we give solutions to the problems which arise when our 

distributed system is implemented. The ma"in point here is the question to 

which extend processors are idle because of the need to synchronize with 

other processors. We are able to show that our team work completion can 

overcome most of the known difficulties. 

In section 6 we discuss the solutions of some examples with our system. For 

the well known challeng~\ problem that a ring with x 3 = x is commutative a 

team of just two experts could gain a speed-up factor of 11 compared to the 

best expert alone. Finally we sketch further improvements of our method 

involving the usage of results in other AI disciplines than deduction. 
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L The idea : knowledge and  distribution

In t he  l a s t  years  many ef for t s  were  made  on  the  one  hand s ide  i n  bu i ld ing
spec i a l i zed  t heo rem p rove r s  fo r  spec i a l  pu rposes  and  on  the  o the r  hand  s ide

t o  i nves t i ga t e  t he  u sage  of d i s t r i bu t ed  sy t ems  in  t heo rem p rov ing .  Bo th
d i r ec t ions  shou ld  r e su l t  i n  more  e f f i c ien t  theorem p rove r s .  Examples  for t he
first t ype  of improvements  a r e  reported i n  [Bu85] and  [K289] and  examples
for t he  second type  can  be  found in  [SLeQO] and  [SLQO].

The  gene ra l  i dea  of spec i a l i zed  t heo rem p rove r s  i s  t he  ava i l ab i l i t y  of more
knowledge  in  spec i a l  doma ins  of i n t e r e s t  wh ich  l eads  t o  ad jus t ed  and  more

power fu l  me thods  fo r  p rov ing  theo rems  in" t he se  doma ins .  So  the  u se  of

knowledge  wh ich  i s  no t  exp re s s ib l e  w i th in  t he  fo rma l i sm of the  known

prov ing  me thods  and  the  u se  of d i s t r i bu t ed  and  the re fo re  more  e f f i c i en t

methods  offer g r ea t  improvemen t s  i n  t he  a r ea  of deduc t ion  sys t ems .

We wi l l  show in  s ec t i on  2 t ha t  bo th  fo rms  of improvemen t s  a r e  i n sp i r ed  by

the  human  way  of t heo rem p rov ing .  And  th i s  human  way  shows  a l so  t ha t  t he

combina t ion  of bo th  f ea tu re s  i s  neces sa ry  i n  o rde r  t o  deve lop  e f f i c i en t  and

s t rong  theo rem p rove r s .

The  ma in  p rob lem in  dea l ing  w i th  d i s t r i bu t ed  sys t ems  i s  t o  f i nd  a we l l  su i t ed

mode l  fo r  communica t ion  and  con t ro l .  I n  ou r  ca se  t h i s  mode l  mus t  a l so

i nc lude  t he  ab i l i t y  t o  use  va r ious  k inds  of [ spec i a l ]  knowledge .  We  f ind  such

a mode l  i n  t he  p rob lem so lv ing  behav iou r  of t e ams  in  bus ines s  compan ie s ,

This  l eads  t o  t he  t eam work  me thod  for d i s t r i bu t ed  theorem p rov ing

desc r ibed  in  s ec t i on  3. In  s ec t i on  4 we use  t h i s  me thod  in  t he  f ie ld  of

equational  deduct ion based on  completion ge t t ing  a team work completion
sys t em.  '

In  sec t ion  5 we g ive  so lu t ions  t o  the p rob lems  wh ich  a r i s e  when  ou r

d i s t r i bu t ed  sys t em i s  imp lemen ted .  The  main po in t  he re  i s  t he  ques t i on  t o

which  ex t end  p roces so r s  a r e  i d l e  because  of t he  need  to  synch ron ize  w i th

o the r  p roces so r s .  We  a re  ab l e  t o  show tha t  ou r  t e am work  comple t i on  can

ove rcome  mos t  of t he  known d i f f i cu l t i e s .

In s ec t i on  6 we d i scus s  t he  so lu t i ons  of some examples  w i th  ou r  sys t em.  For

t he  we l l  known  challenge?“ p rob lem tha t  a r i ng  w i th  x3  = x i s  commuta t ive  a

t e am of j u s t  two  expe r t s  cou ld  ga in  a speed -up  f ac to r  of l l  compared  to  t he

bes t  expe r t  a lone .  F ina l ly  we ske tch  fu r the r  improvemen t s  of ou r  me thod

i nvo lv ing  the  u sage  of r e su l t s  i n  o the r  AI  d i s c ip l i ne s  t han  deduc t ion .



2.	 The human way.Q! theorem proving 

In contrast to other AI disciplines, like natural language understanding or 

intelligent tutoring systems, which are centered on understanding and 

simulating human methods, the most successful methods in automated 

deduction are normally not used by human experts in theorem proving. No 

mathematician would, for example, use resolution as basic inference step in 

his proofs. As a result of this phenomenon it was necessary to develop proof 

transformation techniques to get better understandable proofs out of computer 

generated ones ([Li90]). 

Two characteristics of human proofs, namely 

-	 the generation of a hierachy of subproblems and 

- the consideration of only important steps in the proof 

give us hints, why nearly all interesting proof problems can only be solved 

be some human beings and not by (general purpose) theorem provers. 

In the following, we will give some observations about the way human 

experts, Le. mathematicians, solve proof problems. Certainly this list is not 

complete, but characterize the use of knowledge and distribution by human 

beings. 

1)	 Human experts use various kinds of knowledge for draWing conclusions. 

They do not restict to the facts that are used to formulate the problem, 

but they apply also some background kno?Nledge about methods, plans, or 

consequences of some given facts. 

2)	 Human experts learn from old proofs and proof attempts. They learn not 

only how to do something, but also when to do it. So beside learning new 

facts they also learn how to apply these facts. This results in the human 

ability to use analogy in proofs. The two characteristics of human proofs 

given above are very important to achieve this ability. 

3)	 Human experts try to break !lliI. problems into smaller ones, which are 

hopefully easier to solve. Many special methods consist just in breaking 

down big problems into smaller ones and in combining the solutions of 

the smaller problems to get a solution for the entire problem. 

4)	 Due to 1) and 2) human experts are able to detect whether the currently 

used method leads to a dead end or is not as good as expected:. During a 

proof attempt all new results are critically reviewed. Note that this 
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_2_= The human we! 9; thggrgm M

In  con t r a s t  t o  o the r  A l  d i s c ip l i ne s ,  l i ke  na tu ra l  l anguage  unde r s t and ing  o r

in t e l l i gen t  t u to r ing  sys t ems ,  wh ich  a r e  cen te red  on  unde r s t and ing  and

s imu la t i ng  human methods ,  t he  mos t  successful  me thods  i n  au toma ted

deduc t ion  a r e  no rma l ly  no t  u sed  by  human  expe r t s  i n  t heo rem p rov ing .  No

mathema t i c i an  wou ld ,  for example ,  u se  r e so lu t i on  a s  ba s i c  inference  s t ep  i n

h i s  proofs.  As  a result  of t h i s  phenomenon  i t  was  necessa ry  t o  deve lop  proof

t r ans fo rma t ion  t echn iques  t o  ge t  be t t e r  unde r s t andab le  p roofs  ou t  of compute r

generated ones  [Em-90]].
Two cha rac t e r i s t i c s  of human  proofs,  namely

- t he  gene ra t i on  of a h i e r achy  of subp rob lems  and

- t he  cons ide ra t i on  of on ly  impor tan t  s t eps  i n  t he  proof

g ive  u s  h in t s ,  why  nea r ly  a l l  i n t e r e s t i ng  p roo f  p rob lems  can  on ly  be  so lved

be  some  human  be ings  and  no t  by  [gene ra l  pu rpose ]  t heo rem p rove r s .

In  t he  fo l l owing .  we  wi l l  g ive  some  obse rva t ions  abou t  t he  way  human

expe r t s ,  i.e. ma themat ic i ans ,  so lve  proof p rob lems .  Ce r t a in ly  t h i s  l i s t  i s  no t

comple t e .  bu t  cha rac te r i ze  t he  u se  of knowledge  and  d i s t r i bu t ion  by  human

be ings .

1] Human  expe r t s  u se  va r ious  k inds  _o_f knowledge  fo r  d r awing  conc lus ions .

They  do  no t  r e s t i c t  t o  t he  f ac t s  t ha t  a r e  u sed  to  fo rmu la t e  t he  p rob lem,

bu t  t hey  app ly  a l so  some  background  knowledge  abou t  me thods ,  p l ans .  o r

consequences  of some  g iven  f ac t s .

2] Human expe r t s  l e a rn  f rom o ld  moof s  and  goof fltemm. They l ea rn  no t

on ly  how to  do  some th ing ,  bu t  a l so  when  to  do  i t .  So  bes ide  l ea rn ing  new

f ac t s  t hey  a l so  l ea rn  how to  app ly  t he se  fac t s .  This r e su l t s  i n  t he  human

ab i l i t y  t o  u se  ana logy  in  p roo f s .  The  two  cha rac t e r i s t i c s  of human  p roo f s

g iven  above  a r e  ve ry  impor t an t  t o  ach i eve  t h i s  ab i l i t y .

3 ]  Human  expe r t s  t r y  t o  b reak  gg p rob lems  in to  sma l l e r  ones ,  wh ich  a r e

hope fu l ly  ea s i e r  t o  so lve .  Many  spec i a l  me thods  cons i s t  j u s t  i n  b reak ing
down  b ig  p rob lems  in to  sma l l e r  ones  and  in  combin ing  the  so lu t i ons  of

the  sma l l e r  p rob l ems  to  ge t  a so lu t i on  fo r  t he  en t i r e  p rob lem.

4] Due to  1] and  2] human exper ts  a r e  able  to  de t ec t  whether  t he  current ly
used  me thod  l eads  t o  a dead  end  or  i s  no t  a s  good  a s  expec t ed .  Dur ing  a
proof a t t emp t  a l l  M r e su l t s  gg c r i t i c a l l y  r ev i ewed .  No te  t ha t  t h i s



ability is also for human experts not easy to achieve. 

5)	 Different human experts have different knowledge and therefore they 

solve the same problem often in different ways. This means also that 

many proof problems can not be solved by everyone who tries it. 

6)	 If a human expert fails in finding a proof for a (sub-) problem, because 

his knowledge and his methods can not help him anymore (see 4) and 5)) 

or if a problem is too big then he takes advise from other experts. 

All these points are well known. Every mathematician is trained in using 

them during his education (see [P045]). 

For our goal of developing a method for knowledge based, distributed theorem 

proving we can formulate the following questions 

- How can different kinds of knowledge, Le.
 

· facts
 

· control knowledge
 

· assessment knowledge
 

be represented in a system? 

- How can interaction of these kinds of knowledge can efficiently take 

place? 

- How can distribution of the proof finding process take place, especially if 

it is not known a priori which subproblems have to be solved? 

The answers to the last two questions are not only important for computer 

systems, but also for groups of human experts who must work together to 

find a solution [in our case a proof) for a given problem. We have seen that 

human experts have the ability to work fogether, but how can the 

cooperation be enforced? 

Business companies which relay on their ability to find solutions to problems 

very fast and with limited resources have developed an organisational 

structure, the (project) team ([Ye86]), which is an answer to our questions. 

A team consists of a supervisor, many experts, and some staff members, which 

we will later refer to as referees. The team is just put together to solve a given 

problem. For another problem another team would be created. The team has a 

limited budget. so that there can only be a limited number of team 

members. Normally there are more experts than places in the team, so there 

is a competition between the experts. Because every team member gets 
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ab i l i t y  i s  a l so  for human exper t s  no t  easy  to  ach ieve .

5 ]  Dif fe r en t  human expe r t s  have  d i f f erent  knowledge  and  there fore  they

so lve  the  same  problem often in  different ways .  This  means  a l so  that
many  proof  prob lems  can  no t  be  so lved  by  everyone  who  t r i e s  i t .

6] If a human expert fails in finding a proof for a [sub-] problem, because
hi s  knowledge  and  h i s  methods  can not  he lp  h im anymore  [ s ee  4 ]  and  5]]

or  if a prob lem i s  too  b ig  then  he  takes  adv i se  f rom o ther  exper t s .

A l l  these  po in t s  are  we l l  known.  Every  mathemat i c ian  i s  t ra ined  in  us ing

them during his  education [see  [Po45]].
For our  goa l  of deve lop ing  a method  for  knowledge  based .  d i s t r ibuted  theorem

prov ing  we  can  formula te  the  fo l l owing  ques t ions  :

- How can  d i f f erent  k inds  of knowledge ,  i .e.  ,

' fac t s

' con t ro l  knowledge

' as se s smen t  knowledge

be  represented  in  a sy s t em ?

- How can  in terac t ion  of these  k inds  of knowledge  can  e f f i c i en t ly  take

p lace?

— How can  d i s t r ibut ion  of  the  proof  f ind ing  proces s  take  p lace ,  e spec ia l l y  if

i t  i s  no t  known a priori wh ich  subproblems have  to  be  so lved  ?

The  answer s  to  the  l a s t  two  ques t ions  are  no t  on ly  important  for  computer

sys tems ,  but  a l so  for groups of human experts  who  must  work together  to

f ind  a so lu t ion  [ in  our  case  a proof ]  for  a g iven  prob lem.  We  have  seen  tha t

human exper t s  have  the  ab i l i ty  to  work toge ther ,  but  how can  the

coope ra t i on  be  en forced  ?

Bus ines s  compan ie s  wh ich  re lay  on  the i r  ab i l i ty  to  f ind  so lu t ions  to  prob lems

very  fa s t  and  wi th  l imi ted  resources  have  deve loped  an  organ i sa t iona l

structure. the [project] team [[Ye86]], which i s  an answer  to  our questions.

A t eam cons i s t s  of a supervisor,  many  experts ,  and  some  staff members,  wh ich

we wi l l  l a t er  re fer  to  a s  re ferees .  The  t eam i s  jus t  put  toge ther  to  so lve  a g iven

problem. For another problem another t eam would  be  created.  The t eam has  a

l imited  budget ,  so  that  there  can  on ly  be  a l imi ted  number of t eam

members .  Normal ly  there  are  more  exper t s  than  p laces  in  the  t eam,  so  there

i s  a compet i t i on  be tween  the  exper t s .  Because  every  t eam member  ge t s



a reward if the problem could be solved. it is the interest of all members to 

cooperate. 

The team works as follows: The problem is given to the supervisor who puts 

together a [hopefully) well suited team for this problem. Then every expert 

gets the problem description and tries to solve the problem alone. As stated 

in point 5 of our observations every expert has different methods and ideas to 

tackle the problem. The supervisor has to take care that the experts differ 

enough in their background so that not two of them use nearly the same 

methods. 

The cooperation of the' experts is enforced by the institution of team 

meetings. During such a meeting the results of all experts should be 

presented in a short form, so that these results are available for the others. 

Therefore not the exp~rts give these reports. but the referees. Out of the 

presented results a new, more precise problem description is formed by the 

supervisor. so that the team can focus on the remaining problems. Note that 

for an expert it is not necessary to know how one of his [sub-) problem is 

solved. but only that this problem is solved so that he can attack other [sub-) 

problems. Due to the shortness of the reports only results considered by the 

referees and not the way they are achieved by the expert are given to the team. 

The referees' task is not only to give reports about the results of experts but 

also to inform the supervisor about experts that are unable to contribute to 

the solution of the problem. Then the supervisor can exchange these experts 

in order to give experts with a different knOWledge a chance to work on the 

problem. This way the limited resources are always used in a nearly optimal 

way. 

So far. the experts are free to work on any part of the problem they think 

they can solve. But there are often tasks in the problem solVing process 

which are not directly aimed at solving the problem but to detect ways the 

problem can definitly not be solved. Then no one other in the team should do 

any work on these ways. Consider for example the work of a controlling 

specialist in a development team who cancels ideas and solutions which are 

too expensive. 

Other special tasks are, for example. problems for which there is only one 

method to solve them and the method always succeeds. In order to prevent 

other experts from doing this work. which would definitly result in 

redundancy. one special expert is selected to do the computation until the 
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a r eward  if t he  p rob lem cou ld  be  so lved ,  i t  i s  t he  in teres t  of a l l  member s  t o

coope ra t e .

The  t eam works  a s  fo l lows  : The problem i s  g iven  to  t he  supe rv i so r  who  pu t s

t oge the r  a [ hope fu l ly ]  we l l  su i t ed  t eam fo r  t h i s  p rob lem.  Then  eve ry  expe r t

ge t s  t he  p rob lem desc r ip t i on  and  t r i e s  t o  so lve  t he  p rob lem a lone .  As  s t a t ed

i n  po in t  5 of ou r  obse rva t ions  every exper t  has  d i f f e r en t  me thods  and  ideas  t o

t ack l e  the  p rob lem.  The  supe rv i so r  ha s  t o  t ake  ca re  t ha t  t he  expe r t s  differ

enough  in  t he i r  backg round  so  t ha t  no t  two  of t hem use  nea r ly  t he  s ame

methods .

The  coope ra t ion  of t he ' expe r t s  i s  enforced by  the  i n s t i t u t i on  of t e am

mee t ings .  Dur ing  such  a mee t ing  t he  r e su l t s  of a l l  expe r t s  shou ld  be

presen t ed  i n  a shor t  form, so  tha t  t he se  r e su l t s  a r e  ava i l ab l e  for t he  o the r s .

Therefore  no t  t he  expe r t s  g ive  t he se  repor ts ,  bu t  the  r e fe rees .  Ou t  of t he

p re sen t ed  r e su l t s  a new,  more  p rec i s e  p rob lem desc r ip t i on  i s  fo rmed  by  the

supe rv i so r ,  so  t ha t  t he  t eam can  focus  on  t he  r ema in ing  p rob lems .  No te  t ha t

fo r  an  expe r t  i t  i s  no t  neces sa ry  t o  know how one  of h i s  [ sub - ]  p rob l em i s

so lved ,  bu t  on ly  t ha t  t h i s  p rob l em i s  so lved  so  t ha t  he  can  a t t ack  o the r  [sub—]

prob lems .  Due  to  the  sho r tnes s  of t he  r epor t s  on ly  r e su l t s  cons ide red  by  the

r e f e r ee s  and  no t  t he  way  they  a r e  ach i eved  by  the  expe r t  a r e  g iven  to  t he  t eam.

The  r e f e r ee s '  t a sk  i s  no t  on ly  t o  g ive  r epo r t s  abou t  t he  r e su l t s  of expe r t s  bu t

a l so  t o  in fo rm the  supe rv i so r  abou t  expe r t s  tha t  a r e  unab le  t o  con t r ibu te  t o

t he  so lu t i on  of t he  p rob lem.  Then  the  supe rv i so r  can  exchange  the se  expe r t s

in  o rde r  t o  g ive  expe r t s  w i th  a d i f f e r en t  knowledge  a chance  t o  work  on  the

prob lem.  This  way the  l im i t ed  r e sou rces  a r e  a lways  u sed  in  a nea r ly  op t ima l

way .

So far.  t he  expe r t s  a r e  f r ee  t o  work  on  any  pa r t  of t he  p rob lem they  th ink

they  can so lve .  Bu t  t he re  a r e  o f ten  t a sks  i n  t he  p rob lem so lv ing  p roces s

wh ich  a r e  no t  d i r ec t l y  a imed  a t  so lv ing  the  p rob lem bu t  t o  de t ec t  ways  t he

p rob lem can  de f in i t l y  no t  be  so lved .  Then  no  one  o the r  i n  t he  t eam shou ld  do

any  work  on  the se  ways .  Cons ide r  fo r  example  t he  work  of a con t ro l l i ng

spec i a l i s t  i n  a deve lopmen t  t e am who  cance ls  i deas  and  so lu t i ons  which  a r e

t oo  expens ive .

Othe r  spec i a l  t a sks  a re ,  for example ,  p rob lems  for which  t he re  i s  on ly  one
method  to  so lve  t hem and  the  me thod  a lways  succeeds .  I n  o rde r  t o  p reven t

o the r  expe r t s  f rom do ing  th i s  work ,  wh ich  wou ld  de f in i t l y  r e su l t  i n

r edundancy ,  one  spec ia l  expe r t  i s  s e l ec t ed  t o  do  t he  compu ta t i on  un t i l  t he



next team meeting. We will call experts doing these special tasks specialists. 

The human team described above on the one hand gives the individual team 

members the freedom to work on problems in their individual way and on the 

other hand a· distribution of the problem solving process is achieved. Note 

that the communication between the team members is regulated to have 

a maximum of information exchange with a minimum of time used for it. So 

the team is a very good model for a distributed theorem proving system. 

3. The team work method for automated theorem proving 

Many models for distributed problem solving, not only in AI, stem from 

examinations of the behaviour of groups of human beings. The general idea is 

always the use of processors to simulate experts ([Sm81]). But the tasks of 

these experts differ from system to system. One possibility is to have 

"allround" experts Which are able to do every task in the system, so that the 
1

remaining problem is to get a balanced distribution of subtasks among them. 

A possible solution to this design problem is to use blackboard systems 

([EHLR80]). On the other hand in s,ome systems experts are only capable of 

doing very special tasks. Then the problem of "bottleneck" experts, Le. 

experts whose special abilities have to be used too often, arises. 

Such systems can only be used, if the subtasks to do and the subgoals to 

solve are known a priori or can easily be determined. But, as stated before, in 

theorem proving the detection of subgoals is difficult. Often a creative 

process is needed to find subgoals or better to find possible subgoals ([P045]). 

For such tasks human beings use teams. We will now simulate the behaviour 

of teams to develop a model for a distributed theorem proving system. Note 

that the implementation of the system will differ from this model in some 

parts in order to maintain efficiency [see section 5 for details). 

The components of a system based on team work are the same as in the case 

of human teams: a supervisor, referees, and experts (specialists). 
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nex t  t e am mee t ing .  We  wi l l  ca l l  expe r t s  doing t he se  spec i a l  t a sks  spec i a l i s t s .

The  human  t eam desc r ibed  above  on  the  one  hand  g ives  t he  i nd iv idua l  t e am

member s  t he  f r eedom to  work  on  p rob lems  in  t he i r  i nd iv idua l  way and  on  the
o the r  hand  a -d i s t r i bu t ion  of t he  p rob lem so lv ing  p roces s  i s  a ch i eved .  No te

tha t  t he  communica t ion  be tween  the  t eam member s  i s  r egu la t ed  t o  have

a max imum of i n fo rma t ion  exchange  wi th  a m in imum of t ime  used  fo r  i t .  So

the  t eam i s  a ve ry  good  mode l  fo r  a d i s t r i bu t ed  t heo rem p rov ing  sys t em.

\

; Thg team wgrg method f_or_ automated thggrgm proving

Many  mode l s  for d i s t r i bu t ed  p rob lem so lv ing ,  no t  only-  i n  AI, s t em f rom

examina t ions  of t he  behav iou r  of g roups  of human  be ings .  The  gene ra l  i dea  i s

a lways  the use  of processors t o  s imulate  exper ts  [[Sm8l]]. But the  tasks  of
t he se  expe r t s  d i f fer  f rom sys t em to  sys t em.  One pos s ib i l i t y  i s  t o  have

"a l l round"  expe r t s  wh ich  a r e  ab l e  t o  do  eve ry  t a sk  i n  t he  sys t em,  so  t ha t  t he

rema in ing  p rob lem i s  t o  ge t  a ba l anced  d i s t r i bu t ion  of sub t a sks  among  them.

A poss ib l e  so lu t i on  t o  t h i s  de s ign  p rob lem i s  t o  u se  b l ackboa rd  sys t ems

[[EHLR80]]. On the  o the r  hand  in  some  sys t ems  expe r t s  a r e  on ly  capab le  of

doing very spec i a l  t a sks .  Then  the  p rob lem of "bo t t l eneck"  expe r t s .  i.e.

expe r t s  whose  spec i a l  ab i l i t i e s  have  t o  be  u sed  too  o f t en ,  a r i s e s .

Such  sys t ems  can  on ly  be  u sed ,  if t he  sub t a sks  t o  do  and  the  subgoa l s  t o

so lve  a r e  known  a p r io r i  or can  ea s i l y  be  de t e rmined .  But ,  a s  s t a t ed  before ,  i n

t heo rem p rov ing  the  de t ec t i on  of subgoa l s  i s  d i f f i cu l t .  Of t en  a c r ea t i ve

p roces s  i s  needed  to  f i nd  subgoa l s  o r -be t t e r  t o  f i nd  pos s ib l e  subgoa l s  [ [Po45] ] .

Fo r  such  t a sks  human  be ings  u se  t eams .  We  wi l l  now s imu la t e  t he  behav iou r

of teams to  deve lop  a mode l  for a d i s t r i bu t ed  t heo rem p rov ing  sys t em.  No te

tha t  t he  imp lemen ta t ion  of t he  sys t em wi l l  differ  f rom th i s  mode l  i n  some

parts  in  order t o  maintain efficiency [see section 5 for details].

The  componen t s  of a sy s t em based on  t eam work  a r e  t he  s ame  a s  i n  the  ca se

of human  t eams  : a supe rv i so r ,  re fe rees ,  and  expe r t s  [ spec ia l i s t s ] .



Experts 

The task of the experts is to produce new facts and so to solve the proof 

problem. Because the important facts have to be shared with the other 

experts, all experts must use the same representation for them, for example 

clauses, equations, or polynomials. Although it is not necessary for the 

experts to use the same calculus, i.e. resolution, completion, type theory, or 

Gentzen calculus, we would recommend it, because then the implementation 

of experts is much eas.ier. 

Then the differences between the experts are established by different 

heuristics in choosing the next inference step. Every expert has the whole 

problem description, so that one expert alone works like a theorem prover 

controled by a heuristic. Note that the heuristic of an expert does not have to 

be complete, because completeness has only to be a property of the whole 

team. So there is a wide variety of crit~ria which can be used to form 

heuristics for experts. In section 4.2. we will present many heuristics and also 

some general criteria for completion a la Knuth-Bendix. 

As stated in section 2, sometimes human teams use "specialists" for special 

purposes. In theorem proving there are such purposes, too. First, for special 

sUbproblems there can be used special solvers, eventually using different 

representations. An example for such a method is the simplex method 

([Oa63]). which can be used to find optimal solutions for systems of 

inequations. But the use of such special methods is very limited because the 

type of sUbproblem to solve must be known and, as stated before, in most 

proof problems this can not be determined easily. 

Nevertheless there is a special task, which is important in nearly all theorem 

proving methods : The elimination of redundancies. This means to detect 

unnecessary inference steps before they are reaU y performed and to detect 

facts which are not needed in the proof (before the proof is found]. 

Referees 

In opposition to human teams every expert in our team theorem prover has 

his own referee. The tasks of our referees are the same as in human teams : 

First they have to judge the progress and the quality of results of an expert 

which results in a measure for the expert. Then they have to pick up the 

best results of an expert in order to transfer them to the supervisor. 
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%
The  t a sk  of  the  exper t s  i s  t o  produce  new fac t s  and  so  to  so lve  the  proof

problem. Because  the  important facts  have  to  be  shared  wi th  the  other

exper t s ,  a l l  exper t s  mus t  use  the  same  representa t ion  for  them,  for  example

c lauses ,  equations,  or polynomials .  A l though  i t  i s  no t  neces sary  for the

exper t s  to  use  the  same. calculus,  i.e. resolution,  complet ion,  type  theory, or

Gentzen  calculus ,  we  would  recommend it, because  then  the  implementat ion

of exper t s  i s  much  easier.

Then the  di f ferences  between  the  exper t s  are  e s tab l i shed  by  different

heur i s t i c s  in  choos ing  the  nex t  in ference  s t ep .  Every  exper t  has  the  who le

problem description,  so  that  one  exper t  a lone  works  l ike  a theorem prover

controled by  a heurist ic .  Note  that  the  heuris t ic  of an  exper t  does  no t  have  to

be  complete ,  because  comple tenes s  has  on ly  to  be  a property of the  whole

team. So there i s  a wide variety of criteria which can be used to form
heuris t ics  for experts .  In s ec t ion  4.2. we wi l l  present  many  heur i s t i c s  and  a l so

some  genera l  cr i t er ia  for comple t ion  a l a  Knuth-Bendix .

As  s ta ted  in  s ec t ion  2, somet imes  human teams  use  "special ists" for spec ia l

purposes.  In theorem proving there  are  such  purposes.  too. First, for spec ia l

subprob lems  there  can  be  used  spec ia l  so lvers ,  eventua l ly  us ing  d i f f erent

representations.  An example  for such  a method i s  the  s implex  method

[[Da63]], which can be  used to find optimal solutions for systems of
inequations.  But the  use  of such  spec ia l  methods  i s  very  l imi ted  because  the

type  of subproblem to  so lve  mus t  be  known and,  a s  s ta ted  before, in  mos t

proof problems th i s  can  no t  be  determined eas i ly .

Neverthe less  there  i s  a spec ia l  task, wh ich  i s  important in  nearly  a l l  theorem
prov ing  methods  : The  e l iminat ion  of redundanc ie s .  Th i s  means  to  de tec t

unneces sary  in ference  s t eps  be fore  they  are  rea l ly  per formed  and  to  de tec t

facts which are not needed in the  proof [before the proof i s  found].

Referees

In opposi t ion to  human teams every  expert  in  our t eam theorem prover has

h i s  own  referee. The tasks  of our referees  are  the  same  as  in  human teams  :

First they  have  to  judge  the  progress  and  the  qua l i ty  of resu l t s  of an  exper t

which  re su l t s  in  a measure  for the  exper t .  Then  they  have  to  p i ck  up  the

bes t  re su l t s  of an  exper t  in  order  to  t rans fer  them to  the  superv i sor .



So a report of a referee consists of a number (the measure of the expert] and 

some facts. Certainly. the main problem is how to determine this number and 

how to find important facts. Similar to the heuristics used by experts to 

determine their next inference step. heuristics using the same criteria can be 

built for referees. But the referees can also take into account the effects a 

found fact have had for an expert. This means. for example : Has the fact 

been used in many later inference steps. has the fact been used to remove 

other facts. are there any similarities of fact and a goal or has the fact only 

led to an immense greater search space ? In the last case the fact should 

certainly not be reported to the supervisor. 

In order to compare experts all referees have to use the same criteria to 

calculate the measure of their expert. But the criteria they use to find 

important facts have to vary from referee to referee. because the experts can 

concentrate on different parts of the problem. This difference between the 

experts must be taken into account. 

Again realisations of referees in the case of equational deduction by 

completion can be found in section 4.2. 

Supervisor 

In contrast to the supervisor of a human team. the supervisor of a system 

using the team work method works only during the team meetings. The 

supervisor receives the reports of the referees and constructs from this reports 

a new problem description. 

Base for this description is the system of facts of the expert with the best 

measure. We will call this expert in the following winner. Then the facts 

reported by the referees of the other, loosing. experts are added to the 

winner's system and possible necessary operations to obtain a valid problem 

description are performed (In the case of completion these operations are 

interreduction and computing critical pairs with the new facts. see 4.2.]. 

Before the new problem description is passed to all experts the supervisor 

selects the appropriate expert/referee pairs and possibly some specialists for 

the next computation cycle. Again. he uses the measures of the experts to 

find some with bad performance and replaces them by experts from the 

expert database. In this database not only the expert programs are stored but 

they are also grouped together. So "bad" experts can be replaced by experts 

out of the group of experts with good performance on the current problem. 
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So  a repor t  o f  a re f eree  cons i s t s  o f  a number  [ the  measure  o f  the  exper t ]  and

some  fac t s .  Cer ta in ly ,  the  main  prob lem i s  how to  de termine  th i s  number  and

how to  f ind important facts.  Similar to  the  heur i s t i c s  used  by  exper t s  to
determine  the i r  nex t  in ference  s t ep ,  heur i s t i c s  us ing  the  same  ‘cr i ter ia  can  be

bu i l t  for re ferees .  But  the  re ferees  can  a l so  take  in to  account  the  e f fec t s  a

found  fac t  have  had  for an  exper t .  Th i s  means ,  for  example  : Has  the  fac t

been  used  in  many  later inference  s teps ,  "has the  fac t  been  used  to  remove
other facts, are  there  any  s imilarit ies  of fact  and  a goa l  or has  the  fact  on ly
l ed  to  an  immense  grea ter  s earch  space  ? In  the  l a s t  case  the  fac t  shou ld

cer ta in ly  no t  be  repor ted  to  the  superv i sor .

In order to  compare  exper t s  a l l  referees have  to  use  the  same  criteria to

ca lcu la te  the  measure  of the i r  exper t .  But  the  cr i t er ia  they  use  to  f ind

important  fac t s  have  to  vary  f rom re feree  to  re feree ,  because  the  exper t s  can

concentrate  on  different parts of the  problem. This di f ference be tween  the

experts  mus t  be  taken  in to  account .

Again  rea l i sa t ions  of re f erees  in  the  case  of equat iona l  deduct ion  by

complet ion  can  be  found in  s ec t ion  4.2.

Wis—or
In contrast  to  the  supervisor of a human team, the  supervisor of a sy s t em

us ing  the  t eam work  method  works  on ly  dur ing  the  t eam meet ings .  The

supervisor rece ives  the  reports of the  referees  and  constructs  from th i s  reports

a new problem description.

Base  for  th i s  descr ip t ion  i s  the  sys t em of  fac t s  of the  exper t  w i th  the  bes t

measure .  We  wi l l  ca l l  th i s  exper t  in  the  fo l l owing  winner .  Then  the  fac t s

repor ted  by  the  re ferees  of the  o ther ,  l oos ing ,  exper t s  are  added  to  the

winner's  sy s t em and  poss ib le  neces sary  operat ions  to  obta in  a va l id  problem

description are  performed [In the  case  of comple t ion  these  operations are

interreduction and  comput ing  crit ical  pairs w i th  the  new facts,  s ee  4.2.].

Before the  new problem descript ion i s  pas sed  to  al l  exper t s  the  supervisor

se l ec t s  the  appropriate exper t / re feree  pairs  and  poss ib ly  some  spec ia l i s t s  for

the  nex t  computat ion  cyc l e .  Again,  he  uses  the  measures  of the  exper t s  to

f ind  some  wi th  bad  per formance  and  rep laces  them by  exper t s  f rom the

expert  database.  in  th i s  database  no t  on ly  the  expert  programs are  s tored 'but

they  are  a l so  grouped together.  So "bad" experts  can be  replaced  by  exper t s

out  of the  group  of exper t s  w i th  good  per formance  on  the  current  prob lem.



But in order to have experts with different knowledge as members of the team, 

all experts of the database should get periodically the chance to become a 

member of the team. Also in the database are informations concerning the best 

referees for an expert. If the supervisor selects an expert he also selects one of 

the possible referees for him. The supervisor controls the database and adds the 

measures of an expert for the current proof problem to its records. 

When the supervisor has attached to each processor an expert it sends them 

the new problem description and gives them the tIme of the next team 

meeting. Then the new computing cycle begins. 

ReJa ted work 

Nearly all concepts in distributed AI [OAI) are explained by the use of 

analogies to human life. Very early the concept of groups of experts has been 

formed as foundation of OAI problem solving systems [see for example [S081]]. 

Later works emphasize even more on analogies to human beings [[He91]J in 

various situations up to modelling parts of human society, for example the 

scientific community [[KH81]). Also researchers in the area of social sciences 

have developed computer systems that simulate ways of human interaction. 

The TEAMWORK system ([0085]J of Ooran was designed to model the 

behaviour of human teams. In contrast to our approach, TEAMWORK models 

how human beings constitute teams in various ways. So structure and control 

of cooperation is not given, as in our case, but has to be established by the 

team members themselves. 

Although there exist many approaches to OAI in general and many 

applications of OAI. there are only a few applications in the area of 

automated theorem proving. Ertel [[Er90]] examined the behaviour of systems 

where many identical provers work on the same problem, each prover 

receiving a permutation of the input facts. Compared to the use of different 

selection heuristics for the next inference steps [as in our team work methodJ 

these permutations are only a slight modification, but Ertel showed that the 

provers differed in their run time behaviour. Ertel's approach does not contain 

any interaction between the provers, but emphasize, like team work, the 

competition aspect. 

Slaney and Lusk [[SL90]) developed a general method to distribute theorem 

proving methods tha t are based on processing the closure of a set of facts 

under inference rules. Their main idea is to distribute the possible inference 
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But  i n  o rde r  t o  have  expe r t s  wi th  di f f erent  knowledge  a s  member s  of t he  t eam,

a l l  expe r t s  of t he  da t abase  shou ld  ge t  pe r iod ica l ly  t he  chance  t o  become a

member  of t he  t eam.  A l so  i n  t he  da t abase  a r e  i n fo rma t ions  conce rn ing  the  bes t

r e f e r ee s  for an  expe r t .  If t he  supe rv i so r  s e l ec t s  an  exper t  he  a l so  s e l ec t s  one  of

the  pos s ib l e  r e f e r ee s  for  h im .  The supe rv i so r  controls  t he  da t abase  and  adds  t he

measures  of an  expe r t  f o r  t he  cu r r en t  p roo f  p rob lem to  i t s  r eco rds .

When  the  supe rv i so r  ha s  a t t ached  to  each  p roces so r  an  exper t  i t  s ends  t hem

the  new p rob lem desc r ip t i on  and  g ives  them the  t ime of t he  nex t  t eam

mee t ing .  Then  the  new compu t ing  cyc l e  beg ins .

Re la t edm

Near ly  a l l  concep t s  i n  d i s t r i bu t ed  A l  [DAI] a re  explained by  the  u se  of

ana log i e s  t o  human  l i f e .  Ve ry  ea r ly  t he  concep t  of g roups  of expe r t s  ha s  been

fo rmed  a s  founda t ion  of DAI  p rob lem so lv ing  sys t ems  [ s ee  fo r  example  [SD81]] .

Later works  emphasize even more on analogies t o  human beings [[He91]] i n
va r ious  s i t ua t i ons  up  t o  mode l l i ng  pa r t s  of human  soc i e ty ,  ‚ fo r  example  t he

sc i en t i f i c  communi ty  [ [mm]] .  A l so  r e sea rche r s  i n  t he  a r ea  o f  soc i a l  s c i ences

have  deve loped  compu te r  sy s t ems  tha t  s imu la t e  ways  of human  in t e r ac t i on .

The TEAMWORK sys tem [[D085]] of Doran. was designed to  model t he
behav iou r  of human  t eams .  In  con t r a s t  t o  ou r  app roach ,  TEAMWORK mode l s

how human  be ings  cons t i t u t e  t e ams  in  va r ious  ways .  So  s t ruc tu re  and  con t ro l

of coope ra t i on  i s  no t  g iven .  a s  i n  ou r  ca se ,  bu t  has  t o  be  e s t ab l i shed  by  the

t e am member s  t hemse lves .

Al though  the re  ex i s t  many  app roaches  t o  DAI  in  gene ra l  and  many

app l i ca t i ons  of DAI ,  t he re  a r e  on ly  a f ew  app l i ca t i ons  i n  t he  a r ea  of

au toma ted  theo rem p rov ing .  E r t e l  [ [E r90 ] ]  examined  the  behav iou r  of sy s t ems

where  many  ident ical  p rove r s  Work on the  s ame  p rob lem,  each  p rove r

r ece iv ing  a pe rmuta t i on  of t he  i npu t  f ac t s .  Compared  to  t he  u se  of d i f f e r en t

se l ec t i on  heu r i s t i c s  fo r  t he  nex t  i n f e r ence  s t eps  [ a s  i n  ou r  t e am work  me thod]

t he se  pe rmuta t i ons  a r e  on ly  a s l i gh t  mod i f i ca t i on ,  bu t  E r t e l  showed  tha t  t he

prove r s  d i f fe red  i n  t he i r  r un t ime  behav iour .  E r t e l ' s  app roach  does  no t  con ta in

any  in t e r ac t i on  be tween  the  p rove r s .  bu t  emphas i ze ,  l i ke  t eam work ,  t he

compe t i t i on  a spec t .

Slaney and  Lusk [[SL90]] developed a general  method to  dis t r ibute  theorem
prov ing  me thods  t ha t  a r e  based  on  p roces s ing  the  c lo su re  of a s e t  of fac t s

under  i n f e r ence  ru les .  Thei r  ma in  idea  i s  t o  d i s t r i bu t e  the  pos s ib l e  in fe rence



steps among the processors, which share a common memory. Each processor 

concentrates on the inferences of one fact with all others, and every processor 

uses a different fact. Although each processor makes a partial subsumption test 

for all facts it generates, a general sUbsumption test. performed by one processor 

for the results of all processors. is needed before new facts are added to the 

common memory. This approach does not take into account any further knowledge 

to avoid the computation of the whole closure. when only a certain goal has to 

be proved. Further, it is not well suited for parallelizing completion prqcedures, 

because often rules in the shared memory have to be reduced. 

Finally, the DARES system [[CMM90]) does not only distribute the process of 

generating new facts, but also the initial facts are distributed among the 

processors. Then requests have to be started to get new facts from other processors. 

For starting and answering such requests DARES uses heuristics and no central 

control is needed. In DARES the different behaviour of the problem solving nodes 

is only achieved by different facts. No further control knowledge, like in our 

team work method, is used. 

4. Team work completion 

In this section we instantiate the general concept of section 3 to get a distributed, 

knowledge-based theorem prover for equational logic. The method used is the 

completion method of Knuth and Bendix [[KB70]) which has proven to be 

useful for equational deduction. We use an extension: unfailing completion. 

We will discuss various experts and referees for choosing critical pairs and 

measuring rules and equa tions. 

First of all, we will give a brief introduction to sequential unfailing completion. 

4.1. Unfailing completion 

In the following we will sketch an implementation of the inference rules for 

unfailing completion of [BDP89]. The components of an unfailing completion 

algorithm are a reduction ordering, a function to generate critical pairs and a 

function to compute the normalform of a term with respect to a rule system. 

The reduction ordering > [see [De87] for definitions and examples of such 

orderings) is used to orient the equations in E into the set R of rules. 
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s t eps  among t he  p rocessors .  which  sha re  a common memory .  Each  processor
concen t r a t e s  on  t he  i n f e r ences  of one  f ac t  w i th  a l l  o the r s ,  and  eve ry  p roces so r

uses  a d i f fe ren t  f ac t .  A l though  each  p roces so r  makes  a pa r t i a l  subsumpt ion  t e s t

fo r  a l l  f ac t s  i t  gene ra t e s .  a gene ra l  subsumpt ion  t e s t ,  per formed  by  one  p roces so r

for t he  r e su l t s  of a l l  p rocessors ,  i s  needed  be fo re  new fac t s  a r e  added t o  t he
common  memory .  Th i s  app roach  does  no t  t ake  i n to  accoun t  any  fu r the r  knowledge

to  avo id  t he  compu ta t i on  of t he  who le  c lo su re ,  when  on ly  a c e r t a in  goa l  ha s  t o

be  p roved .  Fu r the r .  i t  i s  no t  we l l  su i t ed  for pa ra l l e l i z ing  comple t ion  p rocedures ,

because  o f t en  ru l e s  i n  the  sha red  memory  have  t o  be  r educed .
Finally, t he  DARES sys tem [[CMM90]] does  not  only dis t r ibute  t he  process of
gene ra t i ng  new fac t s ,  bu t  a l so  t he  i n i t i a l  f ac t s  a r e  d i s t r i bu t ed  among  the

processors .  Then r eques t s  have  t o  be  s t a r t ed  t o  ge t  new f ac t s  f rom other  p rocessors .

For  s t a r t i ng  and  answer ing  such  r eques t s  DARES uses heur i s t i c s  and  no  cen t r a l

con t ro l  i s  needed .  In  DARES the  di f f erent  behav iou r  of t he  p rob lem so lv ing  nodes

i s  on ly  ach i eved  by  d i f f e ren t  f ac t s .  No further con t ro l  knowledge ,  l ike  i n  ou r

t e am work  me thod ,  i s  u sed .

$_._ Team,  work gomplgtion

In  t h i s  s ec t i on  we  in s t an t i a t e  t he  gene ra l  concep t  of s ec t i on  3 t o  ge t  a d i s t r i bu t ed ,

knowledge -based  theo rem p rove r  for equa t iona l  logic .  The  me thod  used  i s  t he

completion method of Knuth and  Bendix [[KB70]] which  has  proven to be

use fu l  for  equa t iona l  deduc t ion .  We  use  an  ex t ens ion :  un fa i l i ng  comple t ion .

We  wi l l  d i s cus s  va r ious  expe r t s  and  r e f e rees  for  choos ing  c r i t i ca l  pa i r s  and

measu r ing  ru l e s  and  equa t ions .

F i r s t  of a l l .  we  wi l l  g ive  a b r i e f  i n t roduc t ion  to  s equen t i a l  un fa i l i ng  comple t i on .

1;. Unfail ing gompletign

In  t he  fo l lowing  we  wi l l  ske t ch  an  implemen ta t ion  of t he  in fe rence  ru l e s  for

un fa i l i ng  comple t ion  of [BDPBQ]. The  componen t s  of an  un fa i l i ng  comple t i on

a lgo r i t hm a re  a r educ t ion  o rde r ing .  a f unc t ion  t o  gene ra t e  c r i t i c a l  pa i r s  and  a

func t ion  t o  compu te  t he  no rma l fo rm of a t e rm  wi th  r e spec t  t o  a r u l e  sy s t em.

The  r educ t ion  o rde r ing  > [ s ee  [De87]  for  de f in i t i ons  and  examples  of such

orde r ings ]  i s  u sed  t o  o r i en t  t he  equa t ions  i n  E into t he  s e t  R of ru l e s .
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Equations which can not be ordered stay in E.
 

Equational consequences of E and R are generated by computing critical pairs.
 

A critical pair of two rules or equations 11 = rl and 12 = r2 is defined as
 

follows : Let p be a position in 11 which is not a variable and 6 the mgu of
 

11/P and 12, If 6[rl) ~ 6(11) and a[r21 :t 6(12) then <6[rl)' 6(11[p~r2]» is a critical
 

pair between 11 = rl and 12 = r2' Here 11[p~r2] denotes the term generated by
 

replacing the term at position p in It by r2'
 

Rules are used to reduce (or simplify) terms in other rules or equations. Let 1
 

~ r be a rule, t a term and p a position in t such that there is a substitution
 

6 with 6(1) == tip. Then t can be replaced by t1 == t[p~6(r)]. We say t is
 

reduced to tt. This is done for all terms in all equations and rules whenever
 

possible. If there is no rule in R which reduces t then t is called in
 

normalform (with respect to the set of rules R, denoted by normalformR[t)). If
 

all terms in Rand E are in normalform then Rand E are called interreduced.
 

For all given sets Rand E interreduced sets R' and E' can be computed.
 

A completion procedure then performs the following steps with sets E and R,
 

a reduction ordering > and a [Skolemized) goal s = t to prove :
 

(1)	 Compute all critical pairs of rules and equations in E and R. This forms 

the set CP. 

(2)	 Repeat until CP = {} or normalform[s)R = normalform( t)R 

choose <u,v> E CP; 

compare u and v with respect to > and add u~v, if u>v or v~u, if 

v>u to R or u = v to E, if u and v are uncomparable; 

add all critical pairs of a new rule or equation with all members of E 

and R to CP; 

interreduce 'E ,and R. 

(3) If normalform[s)R = normalform[t)R then answer YES else NO. 

A more precise procedure is later given with the procedure "expert". 

The efficiency of such an algorithm is determined by the choice of the 

critical pairs from the set CP and the used ordering. If we look at completion 

runs, we detect that many of the generated critical pairs, rules, and equations 

are unnecessary and useless. When some very good, important rules are 

generated these rules, equations, and critical pairs and their consequences 

will be thrown away. For many examples no heuristic can generate all 

important rules early, but different heuristics may generate different 
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Equa t ions  wh ich  can  no t  be  o rde red  s t ay  i n  E.

Equa t iona l  consequences  of E and  R a re  gene ra t ed  by  comput ing  c r i t i c a l  Mg.

A c r i t i c a l  pa i r  of two  ru les  o r  equa t ions  1, = r,  and  12 = r2  i s  de f ined  a s

fo l lows  : Le t  p be  a pos i t i on  i n  l ,  which  i s  not a va r i ab l e  and  o t he  mgu of

l l l p  and  12. If o[r‚] 7: o[11] and  a[r2} 7: o[12] t hen  <o[r1], c[11[p<-r2]]> i s  a c r i t i c a l

pair be tween  l ,  = II and  12 = r2. Here l‚[p<-r2] denotes  t he  term genera ted  by
r ep l ac ing  the  t e rma t  pos i t i on  p i n  1, by  r2.

Rules  a r e  u sed  to  r educe  [o r  s imp l i fy ]  t e rms  in  o the r  ru l e s  o r  equa t ions .  Le t  l

+ r be  a ru l e ,  t a t e rm  and  p a pos i t i on  i n  t such  tha t  t he re  i s  a subs t i t u t i on

o wi th  o[1] E t / p .  Then t. can  be  replaced by  t, E t[p<—o[r]]. We  say  t is
r educed  to  t , .  Th i s  i s  done  for a l l  t e rms  in  a l l  equa t ions  and  ru l e s  whenever

poss ib le .  If ' t h e r e  i s  no  ru l e  i n  R which  r educes  t t hen  t i s  c a l l ed  i n

norma l fo rm [wi th  r e spec t  t o  t he  s e t  of ru l e s  R. deno ted  by  normalformR[t]] .  If

a l l  t e rms  in  R and  E a re  i n  no rma l fo rm then  R and  E a re  ca l l ed  i n t e r r educed .

For a l l  g iven  se t s  R and  E i n t e r r educed  se t s  R '  and  E '  c an  be  computed .

A comple t i on  p rocedure  t hen  pe r fo rms  the  fo l l owing  s t eps  with s e t s  E and  R.

a r educ t ion  o rde r ing  > and  a [Sko lemized ]  goa l  5 = t t o  p rove  :

[1] Compu te  a l l  c r i t i c a l  pa i r s  of ru l e s  and  equa t ions  i n  E and  R .  Th i s  fo rms

t he  s e t  CP.

[2]  Repea t  un t i l  CP  = {} or  normalform[s]R = normalform[t ]R :

choose <u‚v> E CP;

compare  u and  v w i th  r e spec t  t o  > and  add  u->v, if u>v or v—>u, if

v>u to  R or  u = v t o  E, if u and  v a r e  uncomparab le ;

add  a l l  c r i t i c a l  pa i r s  of a new ru l e  o r  equa t ion  w i th  a l l  member s  of E

and  R t o  CP;

in t e r r educe  'E and  R.

[3]  If normalform[s]R = normalform[t]R then  answer  YES e l s e  NO.

A more  p rec i s e  p rocedure  i s  l a t e r  g iven  wi th  t he  p rocedure  "expe r t " .

The  e f f i c i ency  of such  an  a lgo r i t hm i s  de t e rmined  by  the  cho ice  of t he

c r i t i c a l  pa i r s  f rom the  s e t  CP  and  the  u sed  o rde r ing .  If we look  a t  comple t i on

runs ,  we  de t ec t  t ha t  many  of t he  genera ted  c r i t i c a l  pa i r s ,  ru l e s ,  and  equa t ions
a re  unneces sa ry  and  use l e s s .  When  some ve ry  good ,  impor t an t  ru l e s  a re

gene ra t ed  t he se  ru l e s ,  equa t ions ,  and  c r i t i c a l  pa i r s  and  the i r  consequences

wi l l  be  t h rown  away .  For  many  examples  no  heu r i s t i c  can  gene ra t e  a l l

impor t an t  ru l e s  ea r ly ,  bu t  d i f f e r en t  heu r i s t i c s  may  gene ra t e  d i f f e r en t
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important rules early. As we will see in the examples of section 6, the 

combination of heuristics, Le. experts, by starting them in parallel and 

exchanging important rules can generate all important rules early. So a 

cooperating team of experts using these synergetic effects can be more 

powerful than any of the experts working alone. 

There are many ways to create possibly useful experts. One expert may try to 

infer from the database axioms of well known structures (e.g. groups or rings) 

and then replace the axioms by an equivalent confluent rewrite system. But 

in the following we will concentrate on experts which use different heuristics 

for choosing critical pairs. 

4.2.	 Distributed unfailing completion 

We will now instantiate all components of the team work method for the case 

of equa tional deduction using unfailing completion. Figure shows the actions 

of this components in a cycle between two team meetings. 

Experts: 

Every expert executes. the following procedure 

procedure expert ; 

input; R. E. Goal s=t. CP. >. choose-CP-function 

output: YES. NO. a system (R. E. s=t. CP) with statistical information 

begin 

while CP :j: {} do 

(12 .r 2) ;= choose-CP-function(CP):
 

CP ;= CP \ {(Iz .rz )};
 
11 ;= normalformR(lz):
 

r1 ;= normalformR(rl);
 

if 11 :j: rl then
 

if 11	 and r1 are comparable with > (let I := max{11.r1}; r := min{Il.rl}) 

then	 R := R V {I~r}; 

CP := CP V {cri!. pairs between R and I~r and E and I~r}: 

interreduce Rand E; 
else E ;= E V {I~r}; 

CP:= CP V {crit. pairs between R and I~r. R and r~l. E and I~r and 

E and r~l}; 

if normalformR (s) == normalformR(t) 

then answer-lo-supervisor "YES": 

if interrupt-by-supervisor 
then answer-to-referee (R,E.s=t.Cp) • statistical information; 

endwhile; 
answer-to-supervisor '"NO": 

end. 
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impor t an t  ru l e s  ea r ly .  As  we  wi l l  s ee  i n  t he  examples  of s ec t i on  6, t he
combina t ion  of heu r i s t i c s ,  i .e.  expe r t s .  by  s t a r t i ng  t hem in  pa ra l l e l  and,

exchang ing  impor t an t  ru l e s  can  gene ra t e  a l l  impor t an t  ru l e s  ea r ly .  So  a

coope ra t i ng  t eam of expe r t s  u s ing  t he se  syne rge t i c  e i i ec t s  can  be  more

power fu l  than any  of t he  expe r t s  work ing  a lone .

There  a r e  many  ways  t o  c r ea t e  pos s ib ly  u se fu l  expe r t s .  One  expe r t  may  t ry  t o

i n f e r  f rom the  da t abase  ax ioms  of we l l  knoWn s t ruc tu re s  [ e .g .  groups or  r i ngs ]

and  then  r ep l ace  t he  ax ioms  by  an  equ iva l en t  con f luen t  r ewr i t e  sy s t em.  Bu t

i n  t he  fo l l owing  we  wi l l  concen t r a t e  on  expe r t s  wh ich  u se  d i f f e r en t  heu r i s t i c s

for choos ing  c r i t i c a l  pa i r s .

§._2_. Dis t r ibuted unfa i l ing  complet ion

We wi l l  now in s t an t i a t e  a l l  componen t s  of t he  t eam work  me thod  for t he  case

of equa t iona l  deduc t ion  u s ing  un fa i l i ng  comple t i on .  F igu re  1 shows  the  ac t i ons

of t h i s  componen t s  i n  a cyc l e  be tween  two  t eam mee t ings .

Experts :

Every  expe r t  execu te s . t he  fo l l owing  p rocedure  :

procedure expert :
input : R. E. Goal s=t, CP. >. choose-CP-function
output : YES. NO. a system (R. E. s=t‚ CP) wi th  statistical information
begin "

while cr # {} ad
(1212) := choose-CP-function(CP):
CP := CP \ {(1212)}:
I1 := normalformkflz):
r1 := normalformR(r1):
it 11 $ r1 then

if 11 and rl  are comparable with > (let l := max{ll.r1}; r := min{ll'.r1})
then R := R U {l—>r};

CP := CP U {er-it. pairs between R and l->r and E and 191'}:
in ter reduce  R and  E:

else E := E U {l->r}:
CP  := CP U {cu-it. pairs  between R and  l->r. R and r->l. E and  [ e r  and

E and r91};
if normalf 'ormlds) E norma l fo rmkü]

then answer-to—supervisor ”YES":
if interrupt-by-supervisor

then answer- to- referee  (R.E,s=t.CP) . s t a t i s t i c a l  i n fo rma t ion ;

endwhile;
answer-to-supervisor "NO":

end
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Figure 1: data flow in a cycle between two team meetings 
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Team meeting k·l 

~. t· 
I Supervisor 

, 

/I 
./abstracted data : 

~easure for expert. 

good ,ule, .nd equ."on, 

The statistical information (how often a rule was successfully applied. how 

many rules. equations, and critical pairs are in the system, how often the 

goal could be reduced. etc.] is given to th,e referees and is used to measure 

the progress of the expert. 

Note that. if we only have one expert in our system. then this expert performs 

a normal (sequential) unfailing completion with the choose-CP-function as 

a heuristic. 

Because the experts should share their results, an expert process can not only 

end with the answers YES (the goal is a consequence of the initial set E) or 

NO, but it can also terminate when the supervisor asks for a team meeting. 

Of course, if one expert finds the answer YES or NO. it will interrupt all 

other processes because then the problem is solved or it is shown that there 

is no solution. 

For team work completion we need many different experts. In addition to 

some experts that can be used for nearly every problem we must have 

experts with special knowledge for special problems and experts that focus 

on parts of the problem and phases in a proof. We have divided the experts 

into three groups according to the general idea used by them: 

- use of syntactic arguments. 

- 13 

Figu re  1 : data f l ow  in  a cyc l e  be tween  two  t eam meet ings

Team meet ing  k
Supervisor

problem desc r ip t ion  data :

' ' ' " "  (R. E. s=t. CP)

working phase .
X1 X, X..

choose-CP- ' ' ' choose-CP- ' ' ' choose-CP-
funct ionl  funct ioni  func t ionn

>!  > i  >“

| I I I | I l I I prob lem Sta te  data

rev iew phase
referee1 ' ' ' refereei  - - - refereen

good ru l e s  and  equat ions

abstracted data :

measure for  expert.

Team mee t ing  k~1
Superv i so r

The s t a t i s t i c a l  i n fo rma t ion  [how o f t en  a r u l e  was  succes s fu l ly  app l i ed .  how

many  ru les ,  equa t ions ,  and  c r i t i c a l  pa i r s  a r e  i n  t he  sys t em,  how o f t en  t he

goa l  cou ld  be  r educed .  e t c . ]  i s  g iven  to  the r e f e r ee s  and  i s  u sed  t o  measu re

t he  progress of the expert .

Note  t ha t ,  if we  on ly  have  one  exper t  i n  ou r  sys t em,  t hen  th i s  expe r t  per forms

a no rma l  [ s equen t i a l ]  un fa i l i ng  comple t i on  w i th  t he  choose—CP- func t ion  a s

a heu r i s t i c .

Because  t he  expe r t s  shou ld  sha re  t he i r  r e su l t s ,  an  expe r t  p roces s  can  no t  on ly

end wi th  t he  answers  YES [ the  goal is  a consequence of t he  init ial  s e t  E] or
NO.  bu t  i t  c an  a l so  [ t e rmina t e  when  the  supe rv i so r  a sks  fo r  a t e am mee t ing .

Of cou r se ,  if one  expe r t  f i nds  t he  answer  YES  o r  NO.  i t  w i l l  i n t e r rup t  a l l

o ther  p roces se s  because  t hen  the  p rob lem i s  so lved  o r  i t  i s  shown  tha t  t he re

i s  no  so lu t i on .

Fo r  t eam work  comple t i on  we  need  many  d i f f e r en t  expe r t s .  I n  add i t i on  t o

some  expe r t s  t ha t  c an  be  u sed  fo r  nea r ly  eve ry  p rob lem we  mus t  have

expe r t s  w i th  spec i a l  knowledge  for spec i a l  p rob lems  and  expe r t s  t ha t  focus

on  pa r t s  of t he  p rob lem and  phases  i n  a p roo f .  We  have  d iv ided  the  expe r t s

i n to  t h r ee  g roups  acco rd ing  to  t he  gene ra l  i dea  u sed  by  them :

- use  of syn t ac t i c  a rgumen t s ,  '
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- focusing on some function symbols, thus realizing a modularization of the 

search space, 

- focusing on special knowledge, for example aspects of the method or the 

goal. 

For each group we will describe the currently implemented experts. but it is 

obvious that many more (especially in the third group] exist. 

Syntactic arguments
 

The general idea is to weigh a critical pair by the number of symbols in its
 

terms, a pure syntactical criterion. If we simply add the numbers of both
 

terms and choose a critical pair with the lowest sum we get the so-called
 

smallest-component-strategy of Huet ([HuBO]]. In our system the expert using
 

this strategy is called ADD-WEIGHT. But t~ere are also other possible
 

combinations of the two numbers. as for example, using the maximum of
 

them as weight for the critical pair. We call this expert MAX-WEIGHT and.
 

indeed. these two experts behave very differently, as documented by the
 

examples in 6. The experts in this group only count symbols and do not give
 

them any interpretation. So they do not use knowledge of the problem to
 

solve. Therefore they provide a good choice for problems where no or not
 

much [special] knowledge is available.
 

Focus on function symbols for modularization
 

Experts of this group can be used to focus on parts of the search space of a
 

given problem. They depend.on the problem and its signature. They map
 

every symbol to a function over numbers. Then the weight of a term is the
 

evaluation of the functions associated with the symbols in the term. If this
 

functions are all the constant function 1, we have experts of the first group.
 

again. without any focus.
 

We have implemented experts using two kinds of functions as interpretations.
 

The first. called FWEIGHT. allows only functions f of the form f(Xl,···.X n ] = Xl +
 

... + xn + Cf. The other expert. called POLYNOM-WEIGHT, allows to associate
 

polynomial functions with symbols. To achieve a focus on some symbols an
 

expert assigns a small crvalue or polynomial to them and large ones to all
 

others. Since the critical pair with lowest weight is processed at any time
 

this, indeed, realizes a focusing on the part of the search space, that is
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- focus ing  on  some  func t ion  symbol s ,  thus  r ea l i z ing  a modu la r i za t i on  of t he

search space ,

- focusing on  spec i a l  knowledge ,  for example  a spec t s  of t he  me thod  o r  t he
goaL

For each  g roup  we  wi l l  de sc r ibe  t he  cu r r en t ly  imp lemen ted  expe r t s ,  bu t  i t  i s

obv ious  t ha t  many  more  [ e spec i a l l y  i n  t he  th i rd  g roup]  ex i s t .

MW
The  gene ra l  i dea  i s  t o  we igh  a c r i t i c a l  pa i r  by  t he  number  of  symbo l s  i n  i t s

t e rms ,  a pu re  syn t ac t i ca l  c r i t e r ion .  If we  s imp ly  add .  t he  numbers  of bo th

t e rms  and  choose  a c r i t i c a l  pa i r  w i th  t he  l owes t  sum we  ge t  t he  so -ca l l ed

smallest—component—strategy of l-luet [ [Hu80]] .  I n  our  sys t em the  expe r t  u s ing

th i s  s t r a t egy  i s  ca l l ed  ADD—WEIGHT. Bu t  t he re  a r e  a l so  o the r  pos s ib l e

combina t ions  of t he  two  number s .  a s  for example ,  u s ing  t he  max imum of

them as  we igh t  for t he  c r i t i c a l  pa i r .  We  ca l l  t h i s  expe r t  MAX-WEIGHT and .

i ndeed .  t he se  two  expe r t s  behave  ve ry  d i f f e r en t ly ,  a s  documen ted  by  the

examples  i n  6 .  The  expe r t s  i n  t h i s  g roup  on ly  coun t  symbo l s  and  do  no t  g ive

them any  in t e rp re t a t i on .  So  they  do  no t  u se  knowledge  of t he  p rob lem to

so lve .  Therefore  t hey  p rov ide  a good cho ice  for p rob lems  whe re  no  or  no t

much  [ spec i a l ]  knowledge  i s  ava i l ab l e .

Focus  on func t ion  symbo l s  ig modu la r i za t l on

Exper t s  of t h i s  g roup  can  be  used  to  focus  on  pa r t s  of t he  s ea rch  space  of a

g iven  p rob lem.  They  depend  _ .on  t he  problem and  i t s  s i gna tu re .  They  map

eve ry  symbo l  t o  a f unc t ion  ove r  number s .  Then  the  we igh t  of a t e rm  i s  t he

eva lua t ion  of t he  func t ions  a s soc i a t ed  w i th  the  symbo l s  i n  t he  t e rm.  If t h i s

func t ions  a r e  a l l  t he  cons t an t  func t ion  l ,  we  have  expe r t s  o f  t he  f i r s t  g roup .

aga in ,  w i thou t  any  focus .

We have  imp lemen ted  expe r t s  u s ing  two  k inds  of func t ions  a s  i n t e rp re t a t i ons .

The first, cal led FWEIGHT, al lows only functions f of t he  form f[x1 ..... xn]  = X1 +
. + x“  + c , .  The  o the r  expe r t .  c a l l ed  POLYNOM-WEIGHT, a l lows  to  a s soc i a t e

po lynomia l  func t ions  w i th  symbo l s .  To  ach i eve  a f ocus  on  some  symbo l s  an

expe r t  a s s igns  a sma l l  cf—value or  po lynomia l  t o  t hem and  l a rge  ones  t o  a l l

o the r s .  S ince  t he  c r i t i c a l  pa i r  w i th  l owes t  we igh t  i s  p roces sed  a t  any  t ime

th i s ,  i ndeed ,  r ea l i ze s  a f ocus ing  on  the  pa r t  of t he  s ea rch  space ,  t ha t  i s
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characterized by the selected symbols. The weights for FWEIGHT are easier to 

find than appropriate polynomials, but polynomials are better adjustable to 

certain parts of the problem. 

An example for this kind of choose-CP-functions is reported by Stickel 

[[St84]], who used such a method for the completion of a ring with x 3 = x. In 

this case mathematical knowledge in ring theory determined which functional 

interpretation for the symbols was chosen. 

Focus on special knowledge 

The experts of this group focus on observations concerning the completion 

method, special knowledge about the given problem and its domain, or 

critical pairs that are similar to the goal. The focus is achieved by coding it 

into a weight function, as in the second group of experts. In the examples of 

section 6, we use three experts of this group, the FORCED-DIV expert, the 
"

PREFER-RULE expert and the GOAL-SIM expert. 

The expert FORCED-DIV concentrate on a phenomenon in completion called 

divergence. The completion of a rule system diverges, if the final rule system 

is infinite. This means that the completion process will never stop. It is 

undecidable, wheather a given rule system will diverge or not, when 

completed ([He89]), but there are many apprqaches to avoid divergence 

[[He88]). In our case, we do not want to avoid divergence. but to force it, if 

the goal gives hints that divergence must occur to prove it. We will discuss 

this expert more in section 6 in combination with example 4. 

The PREFER-RULE expert also stems from knowlegde about the completion 

mechanism. Although we are using an unfailing completion and can therefore 

deal with equations, rules are preferable. So PREFER-RULE only uses 

equations that are explicitly given to it by the supervisor. If PREFER-RULE 

chooses a critical pair that is not orientable, it puts this pair back into the 

list of the critical pairs with a higher weight. For choosing critical pairs 

PREFER-RULE uses the similar criterion to ADD-WEIGHT. with the difference 

given above. 

The expert GOAL-SIM chooses critical pairs that are" similar" to the goal. We 

test this similarity by using the operations unification and matching with 

subterms of the critical pair and subterms o~ the goal. We define three layers 

of similarity each of which contains four [sub)cases. In the following, let s = t 

be the goal and u = v a critical pair to measure. 
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cha rac t e r i zed  by  the  s e l ec t ed  symbo l s .  The  we igh t s  fo r  FWEIGI-IT a r e  ea s i e r  t o

f i nd  t han  app rop r i a t e  po lynomia l s ,  bu t  po lynomia l s  a r e  be t t e r  adjus table  t o

ce r t a in  pa r t s  of t he  p rob lem.

An example  fo r  t h i s  k ind  of choose—CP—func t ions  i s  r epo r t ed  by  S t i cke l

[[St84]],  who  used  such  a me thod  for t he  comple t ion  of a r i ng  w i th  x3  = x .  In

th i s  case  ma thema t i ca l  knowledge  in  r i ng  theory  de t e rmined  wh ich  func t iona l

in t e rp re t a t i on  for t he  symbo l s  was  chosen .

Focus  @ smcial  knowledge

The  expe r t s  of t h i s  group focus  on  obse rva t ions  conce rn ing  the  comple t i on

me thod ,  spec i a l  knowledge  abou t  t he  g iven  p rob lem and  i t s  doma inuor

c r i t i c a l  pa i r s  t ha t  a r e  s imi l a r  t o  t he  goa l .  The  focus  i s  a ch i eved  by  cod ing  i t

i n to  a we igh t  func t ion .  a s  i n  t he  s econd  g roup  of expe r t s .  I n  t he  examples  of

sec t i on  6, we  use  t h r ee  expe r t s  of t h i s  group. t he  FORCED-DIV exper t .  t he

PREFER-RULE expe r t  and  the  GOAL-SIM expe r t .

The  expe r t  FORCED-DIV concen t r a t e  on  a phenomenon  in  comple t i on  ca l l ed

d ive rgence .  The  comple t i on  of a ru l e  sy s t em d ive rges ,  if t he  f i na l  r u l e  sy s t em

is  i n f in i t e .  Th i s  means  t ha t  t he  comple t i on  p roces s  w i l l  neve r  s t op .  I t  i s

undec idab le .  whea the r  a g iven  ru l e  sys t em wi l l  d ive rge  o r  no t ,  when

comple t ed  [[I-Ie89]],  bu t  t he re  a r e  many  app roaches  t o  avo id  d ive rgence

[ [He88] ] .  I n  ou r  ca se ,  we  do  no t  wan t  t o  avo id  d ive rgence ,  bu t  t o  fo rce  i t ,  if

t he  goa l  g ives  h in t s  t ha t  d ive rgence  mus t  occu r  t o  p rove  i t .  We  wi l l  d i s cus s

t h i s  expe r t  more  i n  s ec t i on  6 i n  combina t ion  w i th  example  4 .

The  PREFER—‚RULE exper t  a l so  s t ems  f rom knowlegde  abou t  t he  comple t i on

mechan i sm.  A l though  we  a r e  u s ing  an  un fa i l i ng  comple t i on  and  can  the re fo re

dea l  w i th  equa t ions ,  r u l e s  a r e  p re f e r ab l e .  So  PREFER-RULE on ly  u se s

equa t ions  t ha t  a r e  exp l i c i t l y  g iven  to  i t  by  t he  supe rv i so r .  If PREFER-RULE

chooses  a c r i t i c a l  pa i r  t ha t  i s  no t  o r i en t ab l e ,  i t  pu t s  t h i s  pa i r  back  in to  t he

l i s t  of t he  c r i t i c a l  pa i r s  w i th  a h ighe r  we igh t .  For  choos ing  c r i t i ca l  pa i r s

PREFER-RULE uses  t he  s imi l a r  c r i t e r i on  t o  ADD-WEIGHT,  w i th  t he  d i f f e r ence

g iven  above .

The  expe r t  GOAL—SIM chooses  c r i t i c a l  pa i r s  t ha t  a r e  " s imi l a r "  t o  t he  goa l .  We

te s t  t h i s  s imi l a r i t y  by  u s ing  t he  ope ra t i ons  un i f i ca t i on  and  ma tch ing  wi th
sub te rms  of t he  c r i t i c a l  pa i r  and  sub te rms  of t he  goa l .  We  de f ine  t h r ee  l aye r s

of  s imi l a r i t y  each  o f  wh ich  con ta in s  fou r  [ sub ]case s .  I n  t he  fo l l owing ,  l e t  3 = t

be  the  goa l  and  u = v a c r i t i c a l  pa i r  t o  measu re .
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The best critical pairs for proving a goal are certainly those which already 

represent a solution of the goal. This means, the goal is an instance of them, 

so there is a match a with a(u) = sand a(v) = t (or vice versa). The next best 

is a critical pair, such that there is a unifier II with Il[U) = Il[S) and Il[V) = ll[t). 

If a critical pair is not similiar to both sides of the goal, then it could be 

similiar to one side of it, Le. there is a match a with a( u) = s or a( u) = t [or 

the same for v) or there is a unifier (.I. with '(.I.( u) = (.I.(s) or (.1.( u) = ll( t). Note if the 

goal is skolemized, then the match and the unifier are the same, so that we 

have only two cases in this layer. 

The four cases of the first layer measure only very few critical pairs. 

Therefore we define a second and third layer. The second layer measures such 

critical pairs with a part, Le. one or two subterms, that matches or unifies 

with the goal. Analogously to the first layer we get the following four cases: 

In the first case there is a match a and non-variable positions p, p' with a(s) 

= u/p and art) = vip'. In the second case there is a unifier II such that Il(S) = 

ll(u/p) and ll(t) = ll(v/p'). The remaining two cases use just one side of the 

goal, Le. a(s) = u/p or a(s) =vip' or with unifiers Il(S) = ll(u/p) or Il(S) = ll(v/p'). 

Note that for Skolemized goals there are no sensible matching cases. To 

compare the critical pairs of one class in this layer we count all symbols in 

the critical pair that are not in the subterms which are instances of the goal. 

The bigger the subterms the greater is the similarity to the goal. 

In the third layer. we want to measure critical pairs that can, when ordered 

to rules, reduce parts of the goal. Analogously to the first two layers we get 

these four cases : 

There is 'a match a and non-variable positions p, p' (in the goal) such that 

sip = a(u) and tip' = a(v). The same with a unifier II : ll(s/p) = Il(U) and 

(.1.[ tip') = (.1.( v). In these two cases a reduction with the ordered critical pair 

leads to a new goal with sides that are not so different as before, 

because both sides of the critical pair are similar with the goal. Finally 

we have the two one-sided cases: Sip = a(u) or tip' = a(u) and (.I.(s/p) = 

Il(U) or lI(tlp') = lI(U). 

To compare critical pairs in on of the classes of this layer we now count the 

number of symbols in the goal except the number of symbols of the subterms 
, 

that are used to establish the similarity. Critical pairs that are in no layer 

will get such a weight that they are only chosen when there is no critical 

pair that is in one of the layers. 
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The  bes t  c r i t i c a l  pa i r s  fo r  p rov ing  a goal are‘ ce r t a in ly  t hose  wh ich  a l r eady

rep re sen t  a so lu t i on  of t he  goa l .  Th i s  means ,  t he  goa l  i s  an  i n s t ance  of t hem.

so  t he re  i s  a ma tch  a w i th  c[u]  = s and  c [v]  = t [o r  v i ce  ‘versa].  The  nex t  be s t

i s  a c f i t i c a l  pa i r ,  Such  tha t  t he re  i s  a un i f i e r  [1 w i th  p[u] = u[s] and  u[v] = p[t].
If a c r i t i c a l  pa i r  i s  no t  s imi l i a r  t o  bo th  s ide s  of t he  goa l ,  t hen  i t  cou ld  be

similiar t o  one s ide  of it, i.e. there  is a match 6 wi th  o[u] = s or a[u‚] = t [or
the  same for v] or there  i s  a unifier u with 'p[u]  = p[s] or Mu] = p[t]. Note if t he
goa l  i s  sko l emized ,  t hen  t he  ma tch  and  the  un i f i e r  a r e  t he  s ame ,  so  t ha t  we

have  on ly  two  case s  i n  t h i s  l aye r .

The  föu r  ca se s  of t he  f i r s t  l aye r  measu re  on ly  ve ry  f ew c r i t i c a l  pa i r s .

The re fo re  we  de f ine  a s econd  and  th i rd  l aye r .  The  s econd  layer measu re s  such

c r i t i c a l  pa i r s  w i th  a pa r t ,  i.e. one  or  two  sub te rms ,  t ha t  ma tches  or  un i f i e s

wi th  t he  goa l .  Ana logous ly  t o  t he  f i r s t  l aye r  we  ge t  t he  fo l l owing  fou r  ca se s  :

I n  t he  f i r s t  c a se  t he re  i s  a ma tch  a and  non -va r i ab l e  pos i t i ons  p ,  p '  w i th  a [ s ]

= u /p  and  o[t]  = v /p ' .  In  t he  s econd  ca se  t he re  i s  a un i f ie r  it such  tha t  “[S] =
a lu /p ]  and  p[t] = p.[V/p']. The  r ema in ing  two  case s  use  j u s t  one  s ide  of t he

goal ,  i.e. o[s] = u /p  or  a l s ]  = v /p '  or  w i th  un i f i e r s  p[s] = phi /p]  or  pls] = ulv/p'] .

Note  t ha t  fo r  Sko lemized  goa l s  t he re  a r e  no  s ens ib l e  ma tch ing  ca se s .  To

compare  t he  c r i t i c a l  pa i r s  of one  class i n  t h i s  l aye r  we  coun t  a l l  symbo l s  i n

t he  c r i t i c a l  pa i r  t ha t  a r e  no t  i n  t he  sub t e rms  wh ich  a r e  i n s t ances  o f  t he  goa l .

The  b igge r  t he  sub t e rms  the  g rea t e r  i s  t he  s imi l a r i t y  t o  t he  goa l .

In t he  t h i rd  l aye r  we  wan t  t o  measu re  c r i t i c a l  pa i r s  t ha t  c an ,  when  o rde red

to  ru les ,  r educe  pa r t s  of t he  goa l .  Ana logous ly  t o  t he  f i r s t  two  l aye r s  we  ge t

t he se  fou r  ca se s  :

There  i s ' a  match  :; and  non -va r i ab l e  pos i t i ons  p, p’  [ i n  t he  goa l ]  such  tha t

s /p  = c[u]  and  t / p '  = o[v]. The  s ame  wi th  a un i f i e r  [L : u[ s /p ]  = u[u] and

u[t /p ' ]  = u[v]. In these  two  cases  a reduction wi th  the  ordered crit ical pair
l e ads  t o  a new goa l  w i th  s ide s  t ha t  are '  no t  so  d i f f e r en t  a s  be fo re ,

because  bo th  s ide s  of t he  c r i t i c a l  pa i r  a r e  s imi l a r  w i th  t he  goa l .  F ina l ly

we have  t he  two  one-sided cases  :- s / p  = c[u] or t / p '  = a[u] and  i l l s / p ]  =

Mu] or ult/p'] = q] .
To compare  c r i t i c a l  pa i r s  i n  on  of t he  c l a s se s  of t h i s  l aye r  we now coun t  t he

number  of symbo l s  i n  t he  goa l  excep t  t he  number  of symbo l s  of t he  sub te rms

tha t  a r e  u sed  to  e s t ab l i sh  t he  s imi l a r i t y .  Cr i t i ca l  pa i r s  t ha t  a r e  i n  no  l aye r

wi l l  ge t  such  a we igh t  t ha t  t hey  a r e  on ly  chosen  when  the re  i s  no  c r i t i c a l

pa i r  t ha t  i s  i n  one  of t he  l aye r s .
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The expert GOAL-SIM uses knowledge that is very important towards the end 

of a proof. If we look at human proofs for equalities we can normally detect 

that the size of the derived terms increases at first and then has to be 

reduced back (after some changes). Our expert is very good in reducing back. 

but the big terms (critical pairs) have to be generated by an other expert of 

the team. GOAL-SIM can play a similar role for equational deduction by 

completion as the terminator for connection graphs does for resolution [see 

[K075] for a description of the connection graph and [AOS3] for the 

description of the terminator). 

There is a wide variety for other pure knowledge-based experts. Especially 

the works of Suttner ([SuS9]) and a group of students of Ultsch ([UI90]) give 

hints how successful proofs can be used to learn experts [Le. heuristics) for 

other analogous problems. Like the expert GOAL-SIM such experts need the 

assistance of other experts to solve [sub)problems that are not similiar to the 

learned ones. Team work provides an ideal base for the use of such experts. 

We also mentioned a special kind of experts, called specialists. which perform 

specialized tasks for the problem solving process. The main difference 

between experts and specialists is that specialists can not solve the whole 

problem alone. There is a task in unfailing completion. which is perfectly 

suited for such specialists. This is the detection of "uncritical" critical pairs. 

Before a critical pair is transformed into a rule or equation, it is checked if 

the normalforms, with respect to the current system, of both terms of the 

critical pair are identical. If this is the case, the critical pair is of no use and 

deleted. 

If we look at the algorithm "expert". then we see that already the experts 

detect "uncritical" critical pairs by generation of normalforms. In addition, the 

current rule and equation systems of the experts change. However. if we 

consider challenging problems with huge numbers of critical pairs then all 

experts only examine a small part of the set of critical pairs between two 

team meetings. A specialist searching for unnecessary critical pairs can 

examine much more critical pairs than an expert whose main task is to 

generate new knowledge. i.e. new rules and equations. 

In the presence of equations. especially the commutativity f[u.v) = f[v.u), very 

often a critical pair is generated several times. So a check for identical 

critical pairs can reduce the use of the expensive (in terms of time) 
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The  expe r t  GOAL-SIM uses  knowledge  tha t  i s  ve ry  impor t an t  t owards  t he  end

of a proof .  If we l ook  at  human  proof s  for  equa l i t i e s  we  can  norma l ly  detec t

t ha t  the  s i ze  of the  der ived  t erms  increases  a t  f i r s t  and  then  has  to  be

reduced  back  [a f t er  some  changes ] .  Our  exper t  i s  very  good  in  reduc ing  back ,

but the big terms [critical pairs] have to be  genera ted  by an other expert of

the  team. GOAL—SIM can  p lay  a similar role for equat ional  deduct ion  by

complet ion  as  the  terminator for connec t ion  graphs  does  for resolut ion [ s ee

[K075]  for a descr ipt ion of the  connec t ion  g raph  and  [A083]  for the

desc r ip t i on  of the  terminator].

There  i s  a wide  va r i e ty  for  o ther  pure  knowledge -based  exper t s .  Espec ia l ly

the  works  of Suttner [[Su89]]  and  a group of s tudent s  of Ul t sch  [[U190]] g ive

hint s  how succes s fu l  proof s  can  be  used  to  l earn  exper t s  [ i .e .  heur i s t i c s ]  for

other ana logous  problems. Like the  exper t  GOAL-SIM such  exper t s  need  the

ass i s tance  o f  o the r  expe r t s  t o  so lve  [ sub ]p rob lems  tha t  are  no t  s imi l i a r  t o  the

learned ones.  Team work provides  an  idea l  base  for the  use  of such  experts .

We  a l so  ment ioned  a spec ia l  k ind  of experts ,  ca l l ed  spec ia l i s t s ,  wh ich  perform

spec ia l i zed  tasks  for the  problem so lv ing  process.  The main  d i f f erence .

between  exper t s  and  spec ia l i s t s  i s  tha t  spec ia l i s t s  can  no t  so lve  the  who le

problem alone.  There i s  a ta sk  in  unfai l ing complet ion,  wh ich  i s  perfect ly

su i t ed  for such  spec ia l i s t s .  Th i s  i s  the  de tec t ion  of uncr i t i ca l"  cr i t i ca l  pa i r s .

Be fore  a cr i t i ca l  pa i r  i s  t rans formed  in to  a ru l e  or  equat ion ,  i t  i s  checked  if

the  normalforms, w i th  re spec t  to  the  current sys tem,  of both  terms of the

critical  pair are  identical .  If th i s  i s  the  case ,  the  crit ical  pair i s  of no  use  and

de le ted .

If we  look a t  the  a lgori thm "expert", then  we  see  that  a lready  the  exper t s

detec t  ”uncr i t i ca l"  cr i t i ca l  pa i r s  by  genera t ion  of normal forms .  In  add i t ion ,  the

current  ru le  and  equat ion  sys tems  of the  exper t s  change .  However ,  if we

cons ider  cha l l eng ing  prob lems  wi th  huge  numbers  of cr i t i ca l  pa i r s  then  a l l

exper t s  on ly  examine  a smal l  par t  of the  s e t  of cr i t i ca l  pa i r s  be tween  two

team meet ings .  A spec ia l i s t  s earch ing  for unneces sary  cr i t i ca l  pa i r s  can

examine  much  more  crit ical  pairs.  than  an  exper t  whose  main  ta sk  i s  to

genera te  new knowledge ,  i.e. new ru le s  and  equat ions .

In the presence of equations, especially the commutativity f[u,v] = f[v,u], very
of ten  a cr i t i ca l  pa i r  i s  genera ted  severa l  t imes .  So  a check  for  ident i ca l

crit ical  pairs can  reduce  the  use  of the  expens ive  [ in  terms of t ime]
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normalform genera tion.
 

These two tasks, Le. testing critical pairs for identity and equal normalforms,
 

are performed by our REDUCE-CP specialist, which reports the unnecessary
 

critical pairs directly to the supervisor. Again, the usefulness of such a
 

specialist is reported in section 6. 

There are some criteria, that define another kind of unuseful critical pairs, for 

example the criterion in [KMN88]. These criteria can also be used by 

specialists. 

R ~1.~!.~~~ : 

As stated before, referees have to fullfil two tasks. First they have to judge 

the behaviour of their experts on the current problem since the last team 

meeting. Second they have to extract "good" results, Le. rules and equations, 

from the loosing experts for the next computation round. 

For the first task all referees use the same method. They compute a weighted 

sum of the following components 

- the number of rules,
 

- the number of equations,
 

- the number of critical pairs,
 

- the number of reductions of the goal(s),
 

- the number of reductions made in the last computing period,
 

- the average weight of all chosen critical pairs in relation to the average
 

weight of the last critical pairs chosen by the expert. 

The higher the last result the better is the expert performing at the 

measuring time (Remember that the experts always choose a critical pair 

with minimal weight I). Additionally, a high reduction rate indicates a good 

performance of an expert. In opposition to this the more rules, equations, and 

especially critical pairs are in the current system of an expert the worse 

should this expert be rated. But there are also examples, where it is 

necessary to get many new equations and rules, so that the last statement is 

relative. For such examples the last result alone (relation latest critical pairs 

to all chosen critical pairs) is well suited for judgements of the experts. 

For the second task we have developed various methods to be used by our 

referees. The first, simply called LAST, chooses the last n rules and equations 

generated by an expert. If the performance of this expert is not bad, and it 
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normal iorm’ gene ra t i on .

These  t 0  t a sks ,  i .e .  t e s t ing  c r i t i c a l  pa i r s  fo r  i den t i t y  and  equa l  norma l fo rms ,

a r e  pe r fo rmed  by  ou r  REDUCE—CF spec i a l i s t ,  wh ich  repor t s  t he  unneces sa ry

c r i t i c a l  pa i r s  d i r ec t l y  t o  t he  supe rv i so r .  Aga in ,  t he  u se fu lnes s  of such  a

spec i a l i s t  i s  r epo r t ed  i n  s ec t i on  6 .

There  a r e  some  c r i t e r i a ,  t ha t  de f ine  ano the r  k ind  of unuse fu l  c r i t i c a l  pa i r s ,  f o r

example  t he  c r i t e r i on  i n  [KMN88] .  These c r i t e r i a  can  a l so  be  u sed  by

spec i a l i s t s .

Baisrsgg :
As  s t a t ed  before .  r e f e r ee s  have  t o  fullfil  two  t a sks .  F i r s t  t hey  have  t o  j udge

t he  behav iou r  of t he i r  expe r t s  on  t he  cu r r en t  p rob l em s ince  t he  l a s t  t e am

mee t ing .  Second  they  have  t o  ex t r ac t  "good"  r e su l t s .  i.e. r u l e s  and  equa t ions ,

f rom the  l oos ing  expe r t s  fo r  t he  nex t  compu ta t i on  round .

For t he  f i r s t  t a sk  a l l  r e f e r ee s  u se  t he  s ame  me thod .  They  compu te  a we igh ted

sum of t he  fo l l owing  componen t s  :

- t he  number  of ru l e s .

- t he  number  of equa t ions ,

- t he  number  of c r i t i c a l  pa i r s ,

- t he  number  of r educ t ions  of t he  goal[s] ,

— the  number  of r educ t ions  made  in  t he  l a s t  compu t ing  pe r iod .

- t he  ave rage  we igh t  of a l l  chosen  c r i t i c a l  pa i r s  i n  r e l a t i on  t o  t he  ave rage

weigh t  of t he  l a s t  c r i t i c a l  pa i r s  chosen  by  the  expe r t .

The h ighe r  t he  l a s t  r e su l t  t he  be t t e r  i s  t he  expe r t  pe r fo rming  a t  t he

measu r ing  t ime  [Remember  t ha t  t he  expe r t s  a lways  choose  a c r i t i c a l  pa i r

wi th  min ima l  we igh t  !]. Add i t i ona l ly .  a h igh  r educ t ion  r a t e  i nd i ca t e s  a good

pe r fo rmance  of an  expe r t .  I n  oppos i t i on  t o  t h i s  t he  more  ru les ,  equa t ions .  and

espec i a l l y  c r i t i c a l  pa i r s  a r e  i n  t he  cu r r en t  sy s t em of an  expe r t  t he  wor se

shou ld  t h i s  expe r t  be  r a t ed .  Bu t  t he re  a r e  a l so  examples ,  whe re  i t  i s

neces sa ry  t o  ge t  many  new equa t ions  and  ru les ,  so  t ha t  t he  l a s t  s t a t emen t  i s

r e l a t i ve .  Fo r  such  examples  t he  l a s t  r e su l t  a lone  [ r e l a t i on  l a t e s t  c r i t i c a l  pa i r s

t o  a l l  chosen  c r i t i c a l  pa i r s ]  i s  we l l  su i t ed  for j udgemen t s  of t he  expe r t s .

For t he  s econd  t a sk  we have  deve loped  va r ious  me thods  t o  be  u sed  by  ou r

re fe rees .  The  f irs t ,  s imp ly  ca l l ed  LAST, chooses  t he  l a s t  n r u l e s  and  equa t ions

gene ra t ed  by  an  expe r t .  If t he  pe r fo rmance  of t h i s  expe r t  i s  no t  bad ,  and  i t
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can thus be expected that the expert will be in the team for further 

computation periods. these last rules and equations enable the expert to 

continue his work in the next period. This is very important for the expert 

FORCED-DIV. 

Referees can also use the same methods for choosing rules and equations as 

those that experts use to choose critical pairs. But they can also take the 

consequences of the rule or equation for the whole system into account. 

Therefore we have referees GOAL-TEST and STATISTIC. GOAL-TEST uses the 

same method as the expert GOAL-SIM. This referee should certainly not be 

used for the expert GOAL-SIM, but for other experts it is well suited. 

The referee STATISTIC judges rules and equations by their effects on the 

other rules and equations. These effects of a rule or equation' are: 

- the total number of reductions made with it, 

- the number of reductions of left hand sides of rules made with it, 

- the number of reductions of equations made with it, 

- the number of generated critical pairs with it. 

For some examples, when many equations are generated, rules that reduce 

equations are more important than rules that can only be used to throwaway 

critical pairs by reduction. Note that equations generate more critical pairs 

than a rule, because both sides of it are used. Also, if one is not so interested 

in theorem proving, but in pure completion, rules that reduce other rules (i.e. 

left hand sides) are important. 

In the examples of section 6 we only used some of these referees. In addition, 

there are many more methods referees can use to judge rules and equations. 

They can combine some of the previously mentioned methods, for example. If 

subgoals that are needed to prove a goal are known a priori, the GOAL-TEST 

referee can also measure the similarity to these subgoals. The same ideas to 

learn expert heuristics can be used to learn referee heuristics. 

Note that different referees should judge the overall behaviour of an expert 

the same thus giving an objective judgement, ~ut that they will not choose 

the same rules and equations, because this is done in a very subjective way. 

So choosing the right referees is important for the performance of the whole 

team. 
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can  t hus  be  expec ted  tha t  the  exper t  wi l l  be  in  the  team for fur ther

computa t ion  per iods ,  these  l a s t  ru l e s '  and  equat ions  enab le  the  exper t  to

cont inue  h i s  work  in  the  nex t  per iod .  Th i s  i s  very  important  for  the  exper t

FORCED-DIV.

Referees  can  a l so  use  the  same  methods  for choos ing  ru le s  and  equat ions  a s

those  tha t  exper t s  use  to  choose  cr i t i ca l  pa i r s .  But  they  can  a l so  take  the

consequences  of the  ru l e  or equat ion for the  who le  sys t em into  account .

Therefore we  have  referees  GOAL-TEST and  STATISTIC. GOAL-TEST uses  the

same  method  as  the  exper t  GOAL-SIM. This referee shou ld  certa in ly  not  be

used  for  the  exper t  GOAL-SIM,  but  for o ther  exper t s  i t  i s  we l l  su i t ed .

The referee STATISTIC judges  ru les  and  equat ions  by  the ir  e f f ec t s  on  the

other ru les  and. equations .  These  e f fec t s  of a ru le  or equat ion‘are  :

the  to ta l  number  o f  reduc t ions  made  wi th  i t ,

the  number  o f  reduc t ions  o f  l e f t  hand  s ides  o f  ru l e s  made  wi th  i t ,

5 the  number  of reduct ions  of equat ions  made  wi th  it,

the  number  of genera ted  cr i t i ca l  pa i r s  w i th  i t .

For some  examples ,  when  many  equat ions  are  genera ted .  ru l e s  tha t  reduce

equat ions  are  more impor t an t  than  rules  that  can  on ly  be  used  to  throw away

critical  pairs by  reduction.  Note  that  equat ions  generate  more  crit ical  pair's

than  a ru le ,  because  bo th  s ides  of i t  are  used .  A l so ,  if one  i s  no t  so  in teres ted

in  theorem prov ing .  but  in  pure  comple t ion ,  ru l e s  tha t  reduce  o ther  ru le s  [ i . e .

left hand sides] are important.

In the  examples  of s ec t ion  6 we on ly  used  some  of these  referees.  In addition,

there  are  many  more  methods  re ferees  can  use  to  judge  ru le s  and  equat ions .

They  can  combine  some  of the  prev ious ly  ment ioned  methods ,  for example .  If

subgoa l s  that are needed  to  prove  a goa l  are  known a priori, the  GOAL-TEST

re feree  can  a l so  measure  the  s imi lar i ty  to  these  subgoa l s .  The  same  ideas  to

l earn  exper t  heur i s t i c s  can  be  used  to  l earn  re feree  heur i s t i c s .

Note  tha t  d i f f erent  re ferees  shou ld  judge  the  overa l l  behav iour  of an  exper t

the  same  thus  g iv ing  an  objec t ive  judgement .  but  tha t  they  wi l l  no t  choose

the  same  rules  and  equations,  because  th i s  i s  done  in  a very  subjec t ive  way .

So  choos ing  the  r ight  re ferees  i s  important  for  the  per formance  of the  who le

t eam.
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~ u Q~.!. v i~.Q..!. : 

The supervisor is responsible for the team meetings. Using the reports of the 

referees he 

- determines the best expert, 

- collects the rules and equations from all other experts, 

- forms the new problem to prove, 

- chooses experts and referees for the next computation period and 

- determines, when the next team meeting will take place. 

The first two tasks are easily performed, because the referees give the 

supervisor all the necessary information. In order to form the new problem to 

be proved the supervisor takes the current system of the best expert (i.e. the 

set of rules, the set of equations and the set of critical pairs) and adds the 

rules and equations chosen by the referees of the other experts. When adding 

these new rules and equations, ordered by the reduction ordering used by the 

best expert, it must interreduce the rule system and the equations. Then it 

has to add all critical pairs of the new rules and equations with the old ones 

and with themselves. In addition, the results of the specialists have to be 

used to remove the unnecessary critical pairs. The resulting system must be 

transfered to all experts. In section 5 we demonstrate, how these operations 

can be done efficiently by an interleaving technique. 

There are three possible criteria for the supervisor, when he wants to replace 

experts. First, at least every n1 cycles, there should be a specialist in the 

team. The supervisor exchanges the expert with the worst current result. with 

this specialist. Second, every nz cycles, a new expert should get the chance 

to participate in the team. Again, for the new expert, the expert with the 

worst current result will be fired. Finally, the supervisor must have the 

ability for fast reaction. Therefore experts, who have had the n3 last cycles a 

result, which is less then k percent of the result of the winning expert, have 

to be replaced. 

The parameters n1' nz. n3' and k are given to the supervisor by the user. At 

the moment, in our implementation the next chosen expert or specialist is the 

next in the expert database. If the supervisor is at the end of the database he 

continues at the beginning, again. This way all experts have a chance to be 

chosen. The more knowledge about the experts is accessible to the supervisor 

the better heuristics for choosing an appropriate expert for the current 
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Eungrxisgr :

The  supe rv i so r  i s  r e spons ib l e  for the  t eam meetings.  Using the  repor t s  of the

re ferees  he

— determines  the  bes t  expert ,

- co l l ec t s  the  ru le s  and  equat ions  f rom a l l  o ther  exper t s ,

- forms the  new problem to  prove.

- chooses  exper t s  and  referees  for the  nex t  computat ion  period and

- de termines ,  when  the  nex t  t eam meet ing  wi l l  t ake  p lace .

The  f i r s t  two  tasks  are  eas i l y  per formed ,  because  the  re ferees  g ive  the

supervisor al l  the  neces sary  information. In order to  form the  new problem to

be  proved  the  superv i sor  takes  the  current  sys t em of the  bes t  exper t  [ i . e .  the

se t  of rules, the  s e t  of equat ions  and  the  s e t  of crit ical  pairs] and  adds  the

ru le s  and  equat ions  chosen  by  the  re ferees  of the  o ther  exper t s .  When  add ing

these  new ru le s  and  equat ions ,  ordered  by  the  reduc t ion  order ing  used  by  the

bes t  expert ,  i t  mus t  interreduce the  rule sys t em and  the  equations.  Then i t

has  to  add  a l l  crit ical  pairs of the  new rules  and  equat ions  wi th  the  o ld  ones

and  wi th  themse lves .  In addition,  the  resu l t s  of the  spec ia l i s t s  have  to  be

used  to  remove  the  unneces sary  cr i t i ca l  pa i r s .  The  re su l t ing  sys tem must  be

trans fered  to  a l l  exper t s .  In  s ec t ion  5 we demons tra te ,  how these  opera t ions

can  be  done  e f f ic ient ly  by  an  inter leaving  technique.

There  are  three  poss ib l e  cr i t er ia  for the  superv i sor ,  when  he  wants  to  rep lace

experts .  First, a t - l eas t  every  n1 cyc l e s ,  there  should  be  a spec ia l i s t  in  the

team. The supervisor exchanges  the  expert  w i th  the  wors t  current  result.  w i th

th i s  spec ia l i s t .  Second, every  n2  cyc le s ,  a new exper t  shou ld  ge t  the  chance

to  par t i c ipa te  in  the  t eam.  Aga in .  for the  new exper t ,  the  exper t  w i th  the

worst  current result  w i l l  be  fired. Finally, the  supervisor mus t  have  the

abi l i ty  for fast  reaction. Therefore experts .  who  have  had  the  n3  la s t  cyc l e s  a

result, wh ich  i s  l e s s  then  k percent  of the  result  of the  w inn ing  expert ,  have

to  be  rep laced .

The parameters n„ n2. us ,  and  k are g iven  to  the  supervisor by  the  user. At

the  moment ,  in  our implementat ion  the  nex t  chosen exper t  or spec ia l i s t  i s  the

next  in  the  exper t  da tabase .  If the  superv i sor  i s  a t  the  end  of the  da tabase  he

cont inues  a t  the  beg inn ing ,  aga in .  Th i s  way  a l l  exper t s  have  a chance  to  be

chosen.  The more  knowledge  about  the  exper t s  i s  acces s ib l e  to  the  supervisor

the  be t t er  heur i s t i c s  for  choos ing  an  appropr ia te  exper t  for the  current

-20 -



problem can be used. 

Finally, the supervisor determines the length of the periods between team 

meetings. Again, there are three possibilities in our team work completion 

system. First, the supervisor always uses periods of the same length. As the 

time needed to generate a new rule or equation grows with growing number 

of rules and equations (remember that all critical pairs with this new rule 

have to be generated). this first method is only well suited for small 

examples. A second possibility are linearly growing periods. Then the length 

of the n-th period is n times the length of the first period. The last method, 

which should be used for large examples, is to choose exponentially growing 

time periods between the team meetings. 

For future versions of our system we plan to use variable time periods 

according to the reports of the referees. If the supervisor thinks he has a good 

team then he should give them more time for computing new facts than for a 

bad or unexperienced team. But the time period must be long enough for 

every expert to get some results. Otherwise a judgement of the experts is 

impossible. 

6. The implementation Comments on communication and control 

The main problem arising from distributed systems is the effort to install a 

control in order to solve the. given problem by interaction between all 

processors. Centralized as well as distributed control approaches need a 

certain amount of communication between the different processes. While a 

process, that is in our approach an expert, referee or the supervisor, sends 

information to or waits for information from other processes, it can not 

contribute to the solution· of the problem. So one goal in developing 

distributed systems is to reduce the amount of communication and hence the 

idle times of the processors. 

The structure of our team work completion approach supports this goal, 

because communication between processes is restricted to certain periods. 

During its work an expert process needs no communication. After an iteration 

of the while-loop (in procedure .. expert"] the expert checks, whether a team 

meeting will happen soon. If not, it immediately starts another iteration. 

So the important point is the communication (1] between supervisor and 

experts while sending the new problem description after a team meeting, 
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prob lem can  be  used .

Fina l ly ,  the  supe rv i so r  determines  the  l ength  of the  per iods  be tween  t eam

meet ings .  Again,  there  are  three  poss ib i l i t ies  in  our t eam work  comple t ion

sys tem.  First, the  supervisor a lways  uses  periods of the  same  length .  As  the

t ime  needed  to  genera te  a new ru le  or equat ion  grows  wi th  growing  number

of ru le s  and  equat ions  [ remember  tha t  a l l  c r i t i ca l  pa i r s  w i th  th i s  new ru le

have  to  be  genera ted] ,  th i s  f i r s t  method  i s  on ly  we l l  su i t ed  for  smal l

examples .  A second  poss ib i l i t y  are  l inear ly  growing  per iods .  Then  the  l ength

of  the  n - th  per iod  i s  n t imes  the  l eng th  o f  the  f i r s t  per iod .  The  la s t  method ,

which  should  be  used  for large examples ,  i s  t o  choose  exponent ia l l y  growing

t ime  per iods  be tween  the  t eam meet ings .

For future vers ions  of our sys tem we  plan to  use  variable  t ime  periods

accord ing  to  the  repor t s  of the  re ferees .  If the  superv i sor  th inks  he  has  a good

team then  he  shou ld  g ive  them more  t ime  for comput ing  new fac t s  than  for a

bad or unexperienced team. But the time period must be  long enough for
every  exper t  to  ge t  some  resu l t s .  Otherwise  a judgement  of the  exper t s  i s

imposs ib l e .

_5_. The implementat ion : Comments  @ communication and  control

The main  problem aris ing from distr ibuted sys tems  i s  the  effort to  instal l  a

contro l  in  order  to  so lve  the_g iven  prob lem by  in terac t ion  be tween  a l l

processors. Centralized as  we l l  a s  distributed control approaches  need  a

cer ta in  amount  of communica t ion  be tween  the  d i f f erent  proces se s .  Whi l e  a

proces s ,  tha t  i s  in  our  approach  an  exper t ,  r e f eree  or  the  superv i sor ,  s ends

in format ion  to  or  wa i t s  for in format ion  f rom o ther  proces se s ,  i t  can  no t

contr ibute  to  the  [ so lu t ion-o f  the  prob lem.  So  one  goa l  in  deve lop ing

d i s t r ibuted  sys tems  i s  to  reduce  the  amount  of communica t ion  and  hence  the

id l e  t imes  of the  proces sors .

The structure of our t eam work complet ion  approach supports  th i s  goal,

because  communicat ion  be tween  proces se s  i s  restr icted to  certain  periods.
During  i t s  workan  exper t  proces s  needs  no  communica t ion .  Af ter  an  i t era t ion

of the  whi l e - loop  [ in  procedure "expert”] the  exper t  checks ,  whether  a t eam
meet ing  wi l l  happen  soon .  If no t ,  i t  immedia te ly  s tar t s  another  i t era t ion .

So  the  important  po in t  i s  the  communica t ion  [1] be tween  superv i sor  and

exper t s  whi l e  s end ing  the  new prob lem descr ip t ion  a f t er  a t eam meet ing ,
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[2) between an expert and its referee and, finally, [3) between the referees 

and the supervisor. Also when the supervisor is preparing a new computation 

cycle all the other processors are idle. 

We will now discuss implementational and structural issues which reduce the 

loss of efficiency by processor idle times. 

First of all, the idea to place referees between the experts and the supervisor 

in order to, achieve abstracted reports of the results of the experts drastically 

reduces the one-to-one communication between processes, if we let experts 

and their referees be realized on the same processor. This means that on a 

structural level we distinguish between an expert and a referee, but in the 

implementation there is one process with two functions as arguments. The/ 

choose-CP-function realizes the expert's behaviour and a referee-function, 

which works on the same memory as the expert, realizes the referee. By this 

way we achieve an overlap of these logical processes without any 

communication between processors. 

In order to send the system of the winning expert of the last period to all 

experts the supervisor process has to get this system from this best expert. 

As we want to solve big problems the transfer of this data would take a long 

time which results in idle times of all other processors. So we decided to 

install a floating control and therefore to let the winning expert process 

become the new supervisor. 

This means we only have one type of process working in three modes : 

expert, referee, and supervisor. If the old supervisor process decides which 

expert will be the new supervisor, i.e. the winner, it passes the best rules 

and equations of all loosers to the new supervisor. Also the statistic 

information about the experts will be sent to the new supervisor. Note that 

for big problems the size of all this data is much smaller than the size of a 

whole system consisting of many rules, equations, and critical pairs. 

There remains the problem to transmit the new system to all experts. The 

trick to solve this problem is inspired by experiences with the 

implementation of sequential completion procedures. If someone always has to 

take the smallest element out of a set, he will implement the set as an 

ordered list in which the first element is the smallest. So every expert 

realizes the set CP as an ordered list where the order is determined by the 
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[2] be tween  an  exper t  and  i t s  referee and,  finally, [3] be tween  the  referees
and  the  supe rv i so r .  Also  when  the  supe rv i so r  i s  p r epa r ing  a new compu ta t i on

cyc l e  a l l  t he  o the r  p roces so r s  a r e  i d l e .

We wi l l  now d iscuss  imp lemen ta t i ona l  and  s t ruc tu ra l  i s sues  wh ich  r educe  t he

lo s s  of e f f i c i ency  by  p rocesso r  i d l e  t imes .

Fi r s t  of a l l ,  t he  i dea  t o  p l ace  r e f e r ee s  be tween  the  expe r t s  and  the  supe rv i so r

in  o rde r  t o . ach i eve  abs t r ac t ed  r epo r t s  of t he  r e su l t s  of t he  expe r t s  d r a s t i ca l l y  “

r educes  t he  one - to -one  communica t ion  be tween  p roces se s ,  if we  l e t  expe r t s

and  the i r  r e f e r ee s  be  r ea l i zed  on  the  s ame  p roces so r .  Th i s  means  t ha t  on  a

s t ruc tu ra l  l eve l  we  d i s t i ngu i sh  be tween  an  expe r t  and  a r e f e r ee ,  bu t  i n  t he

imp lemen ta t i on  t he re  i s  one  p roces s  w i th  two  func t ions  a s  a rgumen t s .  The’

choose-CP—function r ea l i ze s  t he  expe r t ' s  behav iou r  and  a r e f e r ee - func t ion .
wh ich  works  on  t he  s ame  memory  a s  the  expe r t ,  r ea l i zes  t he  re fe ree .  By  th i s

way  we  ach i eve  an  ove r l ap  of t he se  l og i ca l  p roces se s  w i thou t  any

communica t ion  be tween  p roces so r s .

In o rde r  t o  s end  the  sys t em of t he  w inn ing  expe r t  of t he  l a s t  pe r iod  t o  a l l

expe r t s  t he  supe rv i so r  p roces s  has  t o  ge t  t h i s  sy s t em f rom th i s  be s t  expe r t .

As  we  wan t  t o  so lve  b ig  p rob lems  the  t r ans fe r  of t h i s  da t a  wou ld  t ake  a l ong

t ime  which  r e su l t s  i n  i d l e  t imes  of a l l  o the r  p rocesso r s .  So  we  dec ided  to

i n s t a l l  a f l oa t i ng  con t ro l  and  the re fo re  t o  l e t  t he  w inn ing  expe r t  p roces s

become  the  new supe rv i so r .

This  means  we  on ly  have  one  t ype  of p roces s  work ing  in  t h r ee  modes

expe r t ,  r e fe ree ,  and  supe rv i so r .  If t he  o ld  supe rv i so r  p roces s  dec ides  wh ich

expe r t  w i l l  be  t he  new supe rv i so r ,  i.e. t he  winner .  i t  pa s se s  t he  bes t  r u l e s

and  equa t ions  of a l l  l oose r s  t o  t he  new superv isor .  A l so  t he  s t a t i s t i c

i n fo rma t ion  abou t  t he  expe r t s  w i l l  be  s en t  t o  t he  new supe rv i so r .  No te  t ha t

fo r  b ig  p rob lems  the  s i ze  of a l l  t h i s  da t a  i s  much  sma l l e r  t han  t he  s i ze  of a

who le  sys t em cons i s t i ng  of many  ru l e s .  equa t ions ,  and  c r i t i c a l  pa i r s .

The re  r ema ins  t he  p rob lem to  t r ansmi t  t he  new sys t em to  a l l  expe r t s .  The

t r i ck  t o  so lve  t h i s  p rob l em i s  i n sp i r ed  by  expe r i ences  w i th  t he

imp lemen ta t i on  of s equen t i a l  comple t i on  p rocedure s .  If someone  a lways  has  t o

t ake  t he  sma l l e s t  e l emen t  ou t  of a s e t ,  he  w i l l  imp lemen t  t he  s e t  a s  an

orde red  l i s t  i n  wh ich  t he  f i r s t  e l emen t  i s  t he  sma l l e s t .  So eve ry  expe r t

r ea l i ze s  t he  s e t  CP  a s  an  o rde red  l i s t  whe re  t he  o rde r  i s  de t e rmined  by  the
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choose-CP-function. When the supervisor transmits the new system of rules, 

equations. and critical pairs via broadcast [i.e. to all processors in parallel). 

the experts can insert every transmitted critical pair in their CP-list 

according to the measures with respect to their own choose-CP-functions. 

That clearly results in more efficiency. Because the supervisor has to send the 

critical pairs one by one. it can use the information generated by the 

specialists to cancel unnecessary critical pairs. Every critical pair that is 

considered unnecessary will simply not be sent by the supervisor. 

If we use whole computers instead of processors as nodes in our system. 

then. with the use of large buffers. the supervisor can transmit the critical 

pairs faster than the other nodes can receive and insert them. This time can 

be used by the computer representing the supervisor to interreduce rules and 

equations of its own system with the result rules and equations reported by 

the referees. If the data is transmitted in the following order: 

cri tical pairs of the supervisor. 

interreduced set of rules and equations. 

new critical pairs generated with added rules and equations. 

then we nearly have no idle times of any processor during the communication 

time. 

In addition. since the main part of the supervisor's work is exactly to 

compute the new system and to send this system to the experts. the idle 

time of the nodes, on which the supervisor process is not running. is reduced 

to the time the supervisor needs to choose its successor and to send the 

necessary informations to it. 

Considering these issues our implementation should show a behaviour of the 

nodes of our team work completion system in a cycle between two team 

meetings as outlined in figure 2. Unfortunately. in our current implementation 

the operating system does not allow to use broadcasting for sending the new 

problem system to all processors. Therefore the data has to be sent to all 

processors one by one. This has to be taken into account when judging the 

computation times for the examples presented in section 6. Using 

broadcasting we hope to get better times. 
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choose -CP- func t ion .  When  the  supe rv i so r  t r ansmi t s  t he  new sys t em of ru l e s ,

equa t ions .  and  c r i t i c a l  pa i r s  v i a  b roadcas t  he  t o  a l l  p roces so r s  i n  pa ra l l e l ] ,

t he  expe r t s  can  i n se r t  eve ry  t r ansmi t t ed  c r i t i c a l  pa i r  i n  t he i r  CP- l i s t

acco rd ing  to  t he  measu re s  w i th  r e spec t  t o  t he i r  own  choose—CP- func t ions .

Tha t  c l ea r ly  r e su l t s  i n  more  e f f i c i ency .  Because  t he  supe rv i so r  ha s  t o  s end  the

c r i t i c a l  pa i r s  one  by  one ,  i t  c an  u se  t he  i n fo rma t ion  gene ra t ed  by  the

spec i a l i s t s  t o  cance l  unneces sa ry  c r i t i c a l  pa i r s .  Eve ry  c r i t i c a l  pa i r  t ha t  i s

cons ide red  unneces sa ry  w i l l  s imp ly  no t  be  s en t  by  t he  supe rv i so r .

If we  use  who le  compu te r s  i n s t ead  of p roces so r s  a s  nodes  i n  ou r  sys t em,

t hen .  w i th  t he  u se  o f  l a rge  bu f f e r s ,  t he  supe rv i so r  can  t r ansmi t  t he  c r i t i c a l

pa i r s  f a s t e r  t han  t he  o the r  nodes  can r ece ive  and  in se r t  t hem.  This  t ime  can

be  used  by  the  compu te r  r ep re sen t ing  t he  supe rv i so r  t o  i n t e r r educe  ru l e s  and

equa t ions  of i t s  own  sys t em wi th  t he  r e su l t  r u l e s  and  equa t ions  r epo r t ed  by

the  r e f e r ee s .  If t he  da t a  i s  t r ansmi t t ed  i n  t he  fo l l owing  o rde r  :

c r i t i c a l  pa i r s  of t he  supe rv i so r ,

i n t e r r educed  se t  of ru l e s  and  equa t ions ,

new c r i t i c a l  pa i r s  gene ra t ed  w i th  added  ru l e s  and  equa t ions ,

t hen  we  nea r ly  have  no  id l e  t imes  of any  p roces so r  du r ing  t he  communica t ion

t ime .

In  add i t i on ,  s i nce  t he  ma in  pa r t  of t he  supe rv i so r ' s  work  i s  exac t ly  t o

compu te  t he  new sys t em and  to  s end  th i s  sy s t em to  t he  expe r t s ,  t he  i d l e

t ime  of t he  nodes ,  on  wh ich  t he  supe rv i so r  p roces s  i s  no t  runn ing ,  i s  r educed

t o  t he  t ime  the  supe rv i so r  needs  t o  choose  i t s  succes so r  and  to  s end  the

neces sa ry  i n fo rma t ions  t o  i t .

Cons ide r ing  t he se  i s sues  ou r  imp lemen ta t i on  shou ld  show a behav iou r  of t he

nodes  of ou r  t e am work  comple t i on  sys t em in  a cyc l e  be tween  two  t eam

mee t ings  a s  ou t l i ned  in  f i gu re  2 .  Unfo r tuna t e ly ,  i n  ou r  cu r r en t  imp lemen ta t i on

the  ope ra t i ng  sys t em does  no t  a l l ow  to  u se  b roadcas t i ng  fo r  s end ing  the  new

prob lem sys t em to  a l l  p rocessors .  Therefore  t he  da t a  has  t o  be  s en t  t o  a l l
proces so r s  one  by  one .  Th i s  ha s  t o  be  t aken  in to  accoun t  when  judg ing  the

compu ta t i on  t imes  fo r  t he  examples  p re sen t ed  i n  s ec t i on  6 .  Us ing

broadcas t i ng  we  hope  to  ge t  be t t e r  t imes .
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Figure ~ : processor engagement before, during and after a team meeting 

time processor processor i processor n 

. .. Xl : work . Xi : work .. X : workn1 
Sup interrupt 

referee. referee i 

Sup receive reports
 

Sup find best X
 

Sup send sup data
 receive sup data 

Xl receive and Sup broadcast 

order crit. pairs crit. pairs 

Sup interreduce 
Rand E 

Sup compute new 
crit. pairs 

Xl receive Rand E Sup broadcast R 

and E 

X. receive and order Sup broadcast new 
new crit. pairs crit. pairs 

Xl : work Xi : work 

6. Experiments 

As stated in chapter 1, a main research goal in automated 

refereen 

X : receiven 

and 

order 

cri t.pairs 

X : receiven 

RandE 

Xn : receive 
and ord. 
crit. pairs 

Xn : work 

deduction is to 

improve the efficiency of automated theorem provers. But what is the 

efficiency of a prover? As we want to prove more and harder problems, one 

aspect of efficiency is the time a prover needs to find a solution. If the 

prover needs plenty of time to solve small examples we can not expect it to 

solve the challenging problems. Because human beings use the prover, not the 

processor time used to find the solution, but the time he waits for the 

solution, Le. real time, has to be clocked. Therefore table 1 compares the real 

time results of each expert solving our examples alone (or not) with the 

results of a user chosen good team. When we describe the examples we will 

also describe the chosen team and its behaviour while solving the example. 
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Figu re  g : proces so r  engagement  before, dur ing  and  af ter  a t eam meet ing
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_6_= Experiments

As stated in chapter 1. a main  r e sea rch  goal in  automated deduction is to
improve the efficiency of automated theorem provers. But what is the
efficiency of a prover? As we  want to prove more and harder problems, one
aspect of efficiency is the time a prover needs to find a solution. If the
prover needs p len ty  of t ime  to  solve smal l  examples we  can  not  expect  i t  to

solve the  cha l lenging  problems. Because human  beings use the  prover,  no t  the

processor t ime  used to f ind  the  solution. bu t  the  t ime  he  wa i ts  for the

solution, i.e. real time, has to be clocked. Therefore table 1 compares the real
time results of each expert solving our examples alone [or not] w i th  the
results of a user chosen good team. When  we describe the  examples we  w i l l

also describe the  chosen team and  i t s  behaviour wh i le  solv ing the  example.
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Example team ADD-WEIGHT MAX-WEIGHT FWEIGHTIGOAL-SIM FORCED-DIV 

1 9.5 29.93 40.18 17.14 - -
2 10.6 115.08 58.41 89.57 - -

3 15.84 - 167.52 - 63.89 -

4 9.0 94.75 29.0 19.16 - -

Table 1 Comparison of a selected team with single experts, runtime in sec 

But there is another aspect of efficiency. Todays automated theorem provers 

offer the user many ways to influence their problem solving behaviour (see 

for example the Otter system [Mc88]]. Many examples only can be solved, 

when special heuristics and parameter adjustments are provided by the user. 

An experienced user is able to find the right heuristics and adjustments with 

just a few tries. We made such an adjustment by starting the team work 

completion with given experts to get the times of table 1. 

Unexperienced users or users with no background in the method used by the 

prover have nearly no chance to use these provers for their problems. Its 

potential efficiency in terms of run time is of no use. In our team work 

completion system the supervisor enables such users to solve their problems. 

Starting each example with a fixed team the supervisor adjusts the team with 

every team meeting more and more to the given problem. In table 2 we see 

that this kind of self-tuning sometimes results in needing more time to find a 

solution even compared to the best expert. But the important point here is 

that the system automatically finds for each example a solution. We remark 

that no expert alone is able to solve all our examples in an appropriate time, 

say within 10 min for examples 1-4, and within 5 h for example 5, but both 

teams have solved them within this time. 

Example best team standard team 

1 9.5 9.5 

2 10.6 15.02 

3 15.84 29.52 

4 9.0 25.04 

best expert 

17.14 

58.41 

63.89 

19.16 

Table 2 Comparison best team / standard team / best expert, times in sec 
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Example team ADD-WEIGHT MAX-WEIGHT FWEIGHT GOAL-SIM FORCED-DIV
1 9.5 29.93 40.18 17.14 - -
2 10.5 115.08 58.41 89.57 - -'
3 15.84 - 167.52 - 63.89 -

4 9.0 94.75 29.0 19.16 - - 1
Tab le  1 : Compar i son  of a s e l ec t ed  t eam with  s ing l e  expe r t s ,  r un t ime  in  s ec

But  there  i s  ano the r  a spec t  of e f f ic iency .  Todays  au toma ted  theo rem p rove r s

of fe r  t he  u se r  many  ways  t o  i n f luence  t he i r  p rob l em so lv ing  behav iou r  [ s ee

fo r  example  t he  O t t e r  sy s t em [Mc88] ] .  Many  examples  on ly  can  be  so lved ,

when  spec i a l  heu r i s t i c s  and  pa rame te r  ad jus tmen t s  a r e  p rov ided  by  the  u se r .

An  expe r i enced  use r  i s  ab l e  t o  f i nd  t he  r ight  heu r i s t i c s  and  ad jus tmen t s  w i th

ju s t  a f ew  t r i e s .  We  made  such  an  ad jus tmen t  by  s t a r t i ng  t he  t eam work

comple t i on  w i th  g iven  expe r t s  t o  ge t  t he  t imes  of t ab l e  1.

Unexpe r i enced  use r s  o r  users  wi th  no  background  in  t he  me thod  used  by  the

p rove r  have  nea r ly  no  chance  t o  u se  t he se  p rove r s  fo r  t he i r  p rob l ems .  I t s

po ten t i a l  e f f i c i ency  in  t e rms  of run t ime  i s  of no  u se .  In  ou r  t e am work

comple t i on  sys t em the  supe rv i so r  enab le s  such  use r s  t o  so lve  t he i r  p rob l ems .

Sta r t i ng  each  example  w i th  a f i xed  t eam the  supe rv i so r  ad jus t s  t he  t eam wi th

eve ry  t eam mee t ing  more  and  more  t o  t he  g iven  p rob lem.  In  t ab l e  2 we  see

tha t  t h i s  k ind  of s e l f—tun ing  some t imes  r e su l t s  i n  need ing  more  t ime  to  f i nd  a

so lu t i on  even  compared  to  t he  bes t  expe r t .  Bu t  t he  impor t an t  po in t  he re  i s

t ha t  t he  sys t em au toma t i ca l l y  f i nds  fo r  ‘ each  example  a so lu t i on .  We  r emark

tha t  no  expe r t  a lone  i s  ab l e  t o  so lve  a l l  ou r  examples  i n  an  app rop r i a t e  t ime ,

say  w i th in  10 min  for examples  1-4, and  wi th in  5 h- for example  5, bu t  bo th

t e ams  have  so lved  them wi th in  t h i s  t ime .

Example  bes t  t e am s t anda rd  t eam bes t  expe r t

1 9.5 9.5 17.14

2 10.6 15.02 58.41

3 15.84 29.52 63.89

4 9.0 25.04 19.16
Tab le  2 : Compar i son  bes t  t e am / s t anda rd  t eam / bes t  expe r t ,  t imes  i n  s ec
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We implemented team work completion in C under Unix. Our results were 

achieved on a cluster of Sun 4 computers. 

We now comment the examples in detail : The first four of our examples 

origin from the domain of monadic function symbols. This means, we only 

have function symbols with arity 1 and (in goals] Skolem constants. For this 

domain of interest we were able to includ~ special knowledge in some of our 

experts, namely in the expert FWEIGHT. We used a cluster of 2 processors. In 

the following we use an(x] as abbreviation for a(a( ....(x). .. ]. i.e. n times the 

function a is applied. 

Note that the expert PREFER-RULE is identical to ADD-WEIGHT for examples 

1-4, because during the completion of these examples all critical pairs are 

orientable. 

Example 1 : The group 222, i.e. the cyclic group with 22 elements 

Completion of 

a(b( c(x))) = d(x) b(c(d(x))) = e(x) c(d(e(x))) = a(x) 

d[e(a(x))) = b[x) e(a[b[x))) = c[x] a[A(x)) = x 

A(a(x)) = x b(B{x)) = x B[b(x)) = x 

c[C(x)) = x C(c(x)) = x d[D[x)] = x 

D(d(x)) = x e(E(x)) = x E(e(x)) = x 

using an LPO ([KL80]) with precedence 

E > e > D > d > C > c > B > b > A > a. 

The completed rule system is 

E(x) ~ a17(x] e(x) ~ a 5(x] D(x] ~ a19(x] 

d(x] ~ a 3(x) C(x) ~ a7(x) c(x) ~ a15(x] 

B(x) ~ a13(x) b(x) ~ a 9(x) A(x) ~ a21 (xl 

a22(xl ~ x. 

Our team of table 1 consists of the ADD-WEIGHT and the MAX-WEIGHT 

expert. The referees of both are STATISTIC ones. This is also the starting team 

for table 2, which was able to solve all examples. 

For example 1 the team needed 3 cycles. The best expert of the first cycle 

was MAX-WEIGHT, of the second ADD-WEIGHT and in the third the solution 

was found by ADD-WEIGHT. After the first cycle the referees of both experts 

have chosen a rule that eleminates the function c, but on different ways. 

Starting with the system of MAX-WEIGHT after the first team meeting 
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We imp lemen ted  t eam work  comple t i on  i n  C unde r  Un ix .  Our  r e su l t s  we re

ach ieved  on  a c lus t e r  of Sun 4 compu te r s .

We now commen t  t he  examples  i n  de t a i l  : The  f i r s t  fou r  of ou r  examples

o r ig in  f rom the  doma in  of monad ic  func t ion  symbo l s .  Th i s  means ,  we  on ly

have  func t ion  symbo l s  w i th  a r i t y  l and  [ i n  goa l s ]  Sko lem cons t an t s .  Fo r  t h i s

doma in  of i n t e r e s t  we  were  ab l e  t o  i nc lude  spec i a l  knewledge  in  some  of ou r

expe r t s ,  name ly  i n  t he  expe r t  FWEIGHT.  We  used  a c lu s t e r  of 2 proces so r s .  I n

t he  fo l l owing  we  use  an [x ]  a s  abb rev i a t i on  for a[a[....[x]...]. i.e. n t imes  t he
func t ion  a i s  app l i ed .

No te  t ha t  t he  expe r t  PREFER-RULE i s  i den t i ca l  t o  ADD—WEIGHT for examples

1-4.  because  du r ing  t he  comple t i on  of t he se  examples  a l l  c r i t i c a l  pa i r s  a r e

or i en t ab l e .

Example _! : The  g roup  222, i .e.  t he  cyc l i c  g roup  wi th  22  e l emen t s

Comple t ion  of

aIbICIXID = d[X]  b lC[d[X]] ]  = e iX]  c id l e ixn ]  = abc]

dIe Ia IXD]  = l ]  e l a Ib IXH]  = o lx}  a[A[x}] = x
A[a[x}] = x b[BIXJ] = x B[b[x}] = x
C[C[X]] = x ClC[X]] = x d[D[x ] ]  = x
D[d[x]] = x e[E[x]] = x E[e[x]] = x

us ing  an  LPO [[KL80]]  w i th  p recedence

E>e>D>d>C>c>B>b>A>a .
The comple t ed  ru l e  sys t em i s

E[x] —> a'7[x] e[x] -> a5[x] D{x] » a19[x1
diX] -> a3 [X]  Clx] -> a7 lx}  e lx}  -> a l l ]

B[x] —> a13[x] ' b[x] -> a9[x] Atx] » az‘tx]
a22[x]  9 x .

Our  t eam of t ab l e  1 cons i s t s  of t he  ADD-WEIGHT and  the  MAX—WEIGHT

expe r t .  The  r e f e r ee s  of bo th  a r e  STATISTIC  ones .  Th i s  i s  a l so  t he  s t a r t i ng  t eam

for t ab l e  2, wh ich  was  ab l e  t o  so lve  a l l  examples .  _

For example  1 t he  t eam needed  3 cyc l e s .  The  bes t  expe r t  of t he  f i r s t  cyc l e

was  MAX-WEIGHT,  of t he  s econd  ADD-WEIGHT and  in  t he  t h i rd  t he  so lu t i on

was  found  by  ADD-WEIGHT.  Af t e r  t he  f i r s t  cyc l e  t he  r e f e r ee s  of bo th  expe r t s

have  chosen  a ru l e  t ha t  e l emina t e s  t he  func t ion  c .  bu t  on  d i f f e r en t  ways .

Sta r t i ng  w i th  t he  sys t em o f  MAX—WEIGHT a f t e r  t he  f i r s t  t e am mee t ing
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ADD-WEIGHT needed only 153 rules to complete the system. Without this 

help by MAX-WEIGHT it needed 187 rules. The reason for the speed-up }Jes in 

the change of the heuristic for choosing critical pairs after a certain time 

period. which results in fewer steps. 

Note that the good result of expert FWEIGHT is based on the knowledge. that 

all functions can be expressed in terms of the function a. Therefore FWEIGHT 

used a ca-value of 1 and a Cc value of 4 for all other function symbols. The 

use of FWEIGHT in the team leads to nearly the same time as the added time 

of the processors of the team reported above. 

Example.2 : 

Completion of 

a10(xl
 

b[a9 (b(x)))
 

b6 (x)
 

b 5 [a(b(x)))
 

b5 (x)
 

a 2(b2(x))
 

b(a[b[x)))
 

b2[a[b(x)))
 

b 4 [x)
 

a2[b[a[b4 (x))))
 

b(a(b(x)))
 

b2 (a 3 (b(a(b[x))1l]
 

b3[a2[b(a(b(x)))))
 

b4 [a 3 [b(a(b(x)))))
 

b 4 (a 2 (b(a(b(x)))))
 

b2(a 2(b(a(b(x)))))
 

b[a 2 [b[a[b(x)))))
 

= b[a(b[a(b(x))))) 

= b(a(b(a(b[a(b2(x))))))) 

= b(a(b(x))) 

= b(a(b5 (x))) 

= a 2(b(a(b(x)))) 

= b[x) a

= b(a2[b[a[b[x))))) 

= b(a[b2(x))) 

= a 4 (b[a(b(x)))) 

= b(a[b3 [x))) 

= a 2(b(a(b2 (x)))) 

= b(a(b(a(b(x))))) 

= a 2(b(a(b4 [x)))) 

= b(a(b(a(b3 [x))))) 

a2(b(a(b3 (x)))) 

b[a 8 [b(x))) 

b 4 (a2 (b(a(b(x))))) 

b3 (a(b(x))) 

b 4 (a(b(x))) 
2[b(a[b[a2(b[a[b(x)))))))) 

b3 (,a2(b[a(b[x))))) 

b2(a2(b(a(b(x))))) 

a 2(b(a 3 (b(a(b(x)))))) 

b[a(b[a(b4 (x))))) 

b[a3 [b(a(b(x))))) 

b(a(b(a(b(a(b3 (x))))))) 

a 2[b(a2(b(a[b(x)))))) 

b 3 (a3 (b(a(b(x))))) 

= a 2(b(a3 (b(a(b(xJl)))) a 2(b(a(b(a(b2 (x)))))) 

= a 2[b[a[b3 (x)))) a 2(b(a(b(a(b 4 (x)))))) 

= a 2[b[a(b2 (x)))) a 2(b(a(b(a(b3 (x)))))) 

= b(a(b2(x))) 

= b(a(b(a(b3 (x))))) 

= b(a(b4 (x))) 

= b(a(b3 (x))) 

= b(a(b4 (x))) 

= b(a3 [b[a(b(x))))) 

= b[a(b3 (x))) 

= b(a[b2(x))) 

= b(a(b4 (x))) 

= b(a6 [b(x))) 

= a 2(b(a(b(a(b(x)))))) 

= bra7(b(x))) 

= a 2(b(a(b(x)))) 

= b(a(b(a(b2(x))))) 

= b(a(b[a(b(x))))) 

= b(a[b(a(b3 (x))))) 

= b(a(b(a(b2(x))))) 

b(a[b[a (b(a[b(x))))))) = a (b(a(b(a(b(a(b(x)))))))) 

a2( b(a( b(a( b[a( b(a(b2(x)))))))))) = b[a(b[a(b(a(b(a(b(x))])))))) 

a 2(b(a(b(a[b(a[b3 [x]]]))))) = b(a[b(a[b[a(b2(x))))))) 

a2(b(a(b(a3 (b(a(b(x)))))))) = b[a(b[a(b4 (x))))) 

using an LPO with precedence 

b > a. 
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ADD-WEIGHT needed  on ly  153 ru l e s  t o  comple t e  the  sys t em.  Wi thou t  t h i s

he lp  by  MAX-WEIGHT i t  needed  187 ru les .  The r ea son  for t he  speed -up  Lies i n

t he  change of t he  heu r i s t i c  fo r  choos ing  c r i t i c a l  pa i r s  a f t e r  a c e r t a in  t ime

per iod ,  wh ich  r e su l t s  in f ewer  s t eps .

Note  t ha t  t he  good  r e su l t  of expe r t  F‘WEIGHT i s  ba sed  on  the  knowledge .  t ha t

a l l  func t ions  can  be  exp re s sed  i n  t e rms  of t he  func t ion  a .  The re fo re  FWEIGHT

used  a ca -va lue  of 1 and  a c f -va lue  of 4 fo r  a l l  o the r  func t ion  symbo l s .  The

use  of FWEIGHT in  t he  t eam l eads  t o  nea r ly  t he  s ame  t ime  a s  t he  added  t ime

of t he  p roces so r s  of t he  t eam repo r t ed  above .

Example g :

Comple t ion  of
amIX] = b[a[b[a[b[x]]]]] a2[b[a[b3[x]]]] = b[a[b2[x]]]

b[a9[b[x}]]  = b[a[b[a[b[a[b2[x}]]]]] ]  b l aa lb fxm = b[a[b[a[b3[x}]] ] ]

heb t ]  = b[a[b[x]]] b4[a2[b[a[b[x]]]]] = b[a_[b4[x]]]
b5[a[b[x]]] = b[a[b5[x]]] b3[a[b[x]]] = b[a [b3 [X] ] ]

b5[X]  = a2 [b [a [b [x} ] ] ]  b4 [a [b [x} ] ]  = b[a [b4 [x} ] ]

az[b2[x]] = b[X]  a2[b[a[b[a2[b[a[b[x]]]]]]]] = b[a3[b[a[b[x]]]]]
b[a[b[x]]] = b[a2[b[a[b[x]]]]] b3[,a2[b[a[b[x]]]]] = b[a[b3[x]]]

b2[a [b [X] ] ]  = b[a [b2 [X] ] ]  b2[a2[b[a[b[x]]]]] = b[a [b2 [X] ] ]

b4[X]  = a4[b[a[b[x}] ] ]  a2[b[a3[b[a[b[x}]] ] ] ]  = b[a[b4[x}] ]

az [b [é [b4 [X] ] ] ]  = b[a[b3[x]]] b[a[b[a[b4[x]]]]] = b[a6 ‘ [b [X] ] ]

b[a [b [x} ] ]  = az[b[a[b2[x}]]] b[a3 [b [a [b [x} ] ] ] ]  = a2 [b [a [b [a [b [x} ] ] ] ] ]

b2[a3[b[a[b[x]]]]\] = b[a[b[a[b[x]]]]] b[a[b[a[b[a[b3[x]]]]]]] = b[a7[b[x]]]
b3y[a2[b[a[b[x]]]]] = a2[b[a[b4[x]]]] a2[b[a2[b[a[b[x]]]]]] = a2[b[a[b[x]]]]
b4[a3[b[a[b[x]]]]] = b[a[b[a[b3[x]]]]] b3[a3[b[a[b[x]]]]] = b[a[b[a[b2[x]]]]]
b4[a2[b[a[b[x]]]]] =-a2[b[a3[b[a[b[x]]']]]] a2[b[a[b[a[b2[x]]]]]] = b[a[b[a[b[x]]]]]
b2[a2 [b [a [b [X] ] ] ' ] ]  = a2 [b [ah [b3 [X] ] ] ]  a2[b[a[b[a[b4[x]]]]]] = b[a [b [a [b3 [X] ] ] ] ]

b[a2[b[a[b[x]]]]] = a2[b[a[b2[x]]]] a2[b[a[b[a[b3[x]]]]]] = b[a[b[a[b2[x]]]]]
b[a[b[a [b[a[b[x}]]]]]] = a [b[a[b[a[b[a[b[x}]]]]]]]

a2[b[a[b[a[b[a[b[a[b2[x]]]]]]]]]] = b[a[b[a[b[a[b[a[b[x]]]]]]]]]
a2[b [a [b [a [ ib [a [b3 IX] ] ] ] ] ] ] ]  = b[a [b [a [ ib [a [b2[x}] ] ] ] ] ]

a2[b[a[b[a3[b[a[b[x]]]]]]]] = b[a[b[a[b4[x]]]]]

us ing  an  LPO wi th  p recedence

b>a .

-27 -



The completed rule system consists of the following rules: 

b 2 (x) = a28(b(x)) b(a(b(x)]) = a 2 o(b(x)) b(a2 (b(x))) = b(x) 

b(a 3 (b(x))] = a22(b(x)) b(a4 (b(x)]] = a 2 (b(x)) b(a5 (b(x]]] = a 24 (b(x)) 

b(a6 (b(xlH = a 4 (b(x)) bra7(b(x)]) = a 26(b(x)) b(a8 (b(x]]] = a 6 (b(x)] 

p(a9 (b(xlH = a28(b(x)) b[a10[x)) = a10[b[x)] a 3 0(b[x)) = b[x) 

Our team consists of the experts ADD-WEIGHT and FWEIGHT. FWEIGHT 

centers on the symbol a, Le. ca = I, cb = 4. Again both referees are STATISTIC
 

ones.
 

This team solved the example in 2 cycles. The winning expert of the first
 

cycle was ADD-WEIGHT. As in example 1 the loosing expert, i.e. FWEIGHT,
 

was then able to finish the completion.
 

The bad results of the single experts are due to the generation of rules with
 

big left hand sides, which can only be reduced lately. So all their critical
 

pairs have to be generated and later thrown away.
 

Example.J : 

Proof of the goal 

E(i) = i 

with the equations 

b(a[x)) = a[b[ c(xlH c[a(x)) = a(c(d(x]]) c(b(x) = b(c(e(x))) 

d(a(x)) = a(d(x)) d(b[x)) = b(d(x)) d(c(x]] = c(d(x)) 

e(a(x)) = a[e[x)) e[b(x)) = b(e(x)) e(c(x)) = c(e(x)) 

e(d(x)) = d(e(x)) b5 [x) = c(x) c 5 (x) = d(x) 

d 5 (x] = e[x] A(a[x]] = x a(A[x)) = x 

B(b(x]] = x b(B(x)) = x C(c[x]] = x 

c(C(x)) = x D(d(x)) = x d(D(x)) = x 

E[e(x)) = x e(E(x)) = x 

using an LPO with precedence 

E > D > C > B > A> e > d > c > b > a. 

The team of table 1 consists of the experts GOAL-SIM and MAX-WEIGHT with 

STA TISTIC referees. It solved the problem in 2 cycles. The best expert of the 

first cycle was MAX-WEIGHT and it received 3 rules from GOAL-SIM. One of 

these rules was a(b6 (x)) ~ b(a(x)), which it used to generate the necessary 

rule E(x) ~ x at once. In contrast to example I, where the change of the 
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The  comple t ed  ru l e  sys t em cons i s t s  of t he  fo l l owing  ru l e s  :

bZIXJ = aZSIbIXD b[a[b[x}]]  = a2° lb lxn  bIaZIbIXJll = b[X]

b[a3[b.[x]]] = a22[b{x]] b[a4[b[X]]] = a2 [b [X] ]  b [ a s [b [X] ] ]  = a24[b [X] ]

b[a6[b[x}ll = a4[b[x]] b[a7[b[x}]] = a26[b[x}]  b l a s ib lxm = as tb lx l l

b[a9[b[x}]] = a28[b [x} ]  b[a1°[x}] = a1° [b [x} ]  a3° [b [x} ]  = b iX]

Our  t eam cons i s t s  of t he  expe r t s  ADD-WEIGHT and  FWEIGHT. FWEIGHT

cen te r s  on  t he  symbo l  a ,  i.e. c8 = 1, ob  = 4.  Again bo th  r e fe rees  a r e  STATISTIC
ones

This  t e am so lved  the  example  i n  2 cyc l e s .  The  w inn ing  expert of t he  f i r s t

cyc l e  was  ADD—WEIGHT. As  in  example  1 the  l oos ing  expe r t ,  i.e. FWEIGHT,

was  t hen  ab l e  t o  f i n i sh  t he  comple t i on .  4
The  bad  r e su l t s  of t he  s ing l e  expe r t s  a r e  due  t o  t he  gene ra t i on  of ru l e s  w i th

b ig  l e f t  hand  s ides ,  wh ich  can  on ly  be  r educed  l a t e ly .  So  a l l  t he i r  c r i t i ca l

pa i r s  have t o  be  gene ra t ed  and  l a t e r  t h rown  away .

Example _.3 :

P roo f  .of t he  goa l

E[i] = i

wi th  t he  equa t ions

b[a [x} ]  = a [b [c [x} ] ]  C la IXH = a [c [d [x} ] ]  e [b lx}  = b[c[e[x}]]
dv[a[x}] = a [d [x} ]  d[b[x}] = b[d[x}] d[¢ [X] ]  = e [d IXJ ]

e [a IXH = a [e [X] ]  e[b[x}] = b[e [x} l  e [C[X] ]  = e [e IXJ ]

e [d IXD = d[e[x}] b5 ix ]  = abc] c5[x] = d[x]
d5[x] = e[x] A[a[x]] = x a[A[x]] = x

B[b[x} ]  = x b[B[x}] = x CICIXH = x
C(CIXH = x D[d[X] ]  = x d[D[x} ]  = x
E[e IXH = x e [EIXD = x

using an  LPO wi th  p recedence

E>D>C>B>A>e>d>c>b>a .

The  t eam of t ab l e  1 cons i s t s  of t he  expe r t s  GOAL-SIM and  MAX—WEIGHT wi th

STATISTIC  r e f e r ee s .  I t  so lved  the  p rob lem in  2 cyc l e s .  The  bes t  expe r t  of t he

f i r s t  cyc l e  was  MAX-WEIGHT and  i t  r ece ived  3 ru l e s  f rom GOAL-SIM. One  of

these  ru l e s  was  a[b6[x]]  -> b[a[x]], wh ich  i t  u sed  t o  gene ra t e  t he  neces sa ry

rule E[x] -> x a t  once. in contrast  to  example  1, where  t he  change  of t he
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heuristic is responsible for the speed-up. here the results of the loosing 

expert improve the system. 

Example.i. : 

Proof of the goal 

a 3 0(b(e)] = h[G 5 (f(e)) 

with the equations 

G(x) = g5(X) f(g(f(x))) = g(f(x)) h(f(g(x)]) = b(e) 

b(a10[x)) = b(a(b(a(b(x)]))) b 6 (x) = b(a(b(x))) a 2 (b 2 (x)] = b(x) 

using a LPO with precedence 

G > h > f > g. > b > a > e. 

Our team consists of the experts FORCED-DIV and FWEIGHT with referees 

LAST and STATISTIC. In fact. this example combines two subproblems. The 

first, represented by the first three equations is to show that h[G5 [f[e)) is 

equal to b(e). To prove this. expert FORCED-DIV was appropriate. The second 

subproblem is to prove a 3 0(b(x)) is equal to b(x). To qUickly solve this 

problem, we have to fade out all critical pairs with G, h. f. or g in it. 

Therefore we used expert FWEIGHT with ca = Ch = Cf = c g = 100 and cb = ca 

= c = 2. After the first computation period the referees of both expertse 

reported the solution of the subproblems to the supervisor. It found the 

solution of the whole problem while generating the new problem description. 

Note that the good result of expert FWEIGHT alone is due to the fact that 

with the solution of the second sUbproblem the system resulting out of 

equa tions 4 to 6 is completed and therefore there are no critical pairs 

without G, h, f or g. So FWEIGHT solves subproblem for subproblem without 

any interference between them. Our standard team has to deal with such 

interferences and therefore performs so bad. 

Finally, we have tested team work completion on a challenge problem. the proof 

of the commutativity of a ring with added axiom x 3 = x [[St84], [L085]). 

Example §. : 

Proof of the goal 

f(a.b) = f(b,a) 
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heur i s t i c  i s  r e spons ib l e  for the  speed-up ,  here  the  re su l t s  of the  l oos ing

expe r t  improve  the  system.

Example 3 :

Proof of the  goa l

a3°[b[e]] = htcslttell
with  the  equat ions

GIX] = QSIX] f [g [ f [x} ] ]  = QUIXH hlfIQIXIH

b[a ‘ ° [x} ]  = b[a [b [a [b [x} ] ] ] ]  b6 [X]  = b[a [b [x} ] ]  a2[b2[x}]

using a LPO wi th  precedence

b[e]
b[x]

G>h>f>g‚>b>a>e .

Our t e am cons i s t s  of the  exper t s  FORCED—DIV and  FWEIGHT wi th  re ferees

LAST and  STATISTIC. In  fac t ,  t h i s  example  combines  two  subprob lems .  The

first, represented, by  the  first three  equat ions  i s  t o  show that  h[C}5[f[e]] i s

equal to b[e]. To prove this. expert FORCED-DIV was  appropriate. The second
subproblem is  to prove a3°[b[x]] i s  equal to b[x]. To quickly solve this
problem, we  have  to  fade out  al l  crit ical  pairs w i th  G, h. f, or g. in  it.

There fore  we  used  exper t  FWEIGHT wi th  co, = ch  = c ,  = C9  = 100  and  ch  = 0a

= ce  = 2. After the first computation period the referees of both experts
reported the  so lut ion of the  subproblems to  the  supervisor.  It found the

so lu t ion  of the  who le  prob lem whi l e  genera t ing  the  new prob lem descr ip t ion .

Note  that  the  good  result  of expert  FWEIGHT a lone  i s  due  to  the  fact  that

wi th  the  so lut ion  of the  s econd  subproblem the  sys tem resu l t ing  out  of

equat ions  4 to  6 i s  comple t ed  and  therefore there  are  no  crit ical  pairs

without  G ,  h ,  f or  9 .  So  FWEIGHT so lves  subprob lem for  subprob lem wi thout

any  interference be tween  them. Our s t anda rd  t eam has  to  dea l  w i th  such

in ter ferences  and  there fore  per forms  so  bad .

F ina l ly ,  we  have  t e s t ed  t eam work  comple t ion  on  a cha l l enge  prob lem,  the  proof

of the  commutat iv i ty  of a r ing  wi th  added  ax iom x3  = x [[St84],  [L085]].

Example § :

Proof of the  goa l

f[a,b] = f[b,a]
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with the equations 

j[O,x} = x j[X,O) = x j(g(X),x) = 0 

j(x.g(x)) = 0 jfj[X,y),z) = j[X,j[y,Z)) j(x,y) = j(y,x) 

f(f(x,y).z) = f(x,f(y,z)) f[x.j(y,z)] = j[f(x,y).f[x,z]] f(j(x,y),z) = j(f[x,z],f(y,z)] 

f[x,f[x.x)] = x 

using a KBO ([KB70]) with weights 

f : 5, j : 4. g : 3, 0 : 1, b : I, a : 1 

and a precedence 

f > j > g > 0 > b > a. 

Our team consists of the experts ADD-WEIGHT and PREFER-RULE and the 

specialist REDUCE-CP which was member in the team every forth cycle. The 

results of this team. the standard team and the experts are collected in table 

3. The proof was found in the sixth cycle by expert ADD-WEIGHT. But the 

winning expert was always PREFER-RULE. REDUCE-CP was able to detect 142 

.. uncritical" critical pairs that were, at this time, not detected by the experts. 

This example also shows that it is not necessary to use the .. expensive" 

theory completion method, as Stickel, to find a proof. 

Example best team standard team ADD-WEIGHT 

5 702.12 11212.38 8310.11 

Table 3 :	 Compari-son best team / standard team / best expert, times in sec 
for the ring example 

These experiments show the usefulness of the team work method. For all 

examples a linear speed-up has been achieved, at least. The method is well 

suited for both completion (examples 1-2J and equational theorem proving 

(examples 3-5). Although the time used by the expert ADD-WEIGHT to prove 

example 5 is not acceptable. the time used by our team without the usage of 

build-in theory AC or other improvements (see [KZ89]) is acceptable for a 

general purpose prover. 

Due to their strategy for choosing critical pairs the experts 

POLYNOM-WEIGHT, GOAL-SIM. FORCED-DIV. and some versions of FWEIGHT 

can only be successfully used in a team. The referee STATISTIC was able to 

solve the difficult problem of choosing good results of the experts. Especially 

in example 5 the concept of regularly judging generated facts by a referee, 
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wi th  t he  equa t ions

j[0,xl = x j[x‚0] = x j ig iX]  = 0
jlx.g[><]] = 0 ililx.yl.21 = ilxyjiyzll J'Ixy} = jly.X]

f[f(x‚yl.z} = f [x‚ ' f [y .21]  f iX. i [y .211 = jlf1x.yl‚f[x‚211 f [ j [x ‚v l ‚21  = j[£[x‚21‚f[y.211
f[x,f[x,x]] = x

using a KBO [[KB70]]  w i th  we igh t s

f : 5 , j : 4 ,g :3 ,0 :1 ,b :1 , a :1

and  a p r ecedence

f> j>g>0>b>a .

Our  t eam cons i s t s  of t he  expe r t s  ADD-WEIGHT and  PREFER-RULE and  the

spec i a l i s t  REDUCE—CF which  was  member  i n  t he  t eam eve ry  fo r th  cyc l e .  The

r e su l t s  of t h i s  t e am,  t he  s t anda rd  t eam and  the  expe r t s  a r e  co l l ec t ed  i n  t ab l e

3. The  proof was  found  in  t he  s ix th  cyc l e  by  expe r t  ADD—WEIGHT. Bu t  t he

winn ing  expe r t  was  a lways  PREFER-RULE. REDUCE-GP was  ab l e  to  de t ec t  142

"unc r i t i c a l "  c r i t i c a l  pa i r s  t ha t  we re .  a t  t h i s  t ime ,  no t  de t ec t ed  by  the  expe r t s .

This example  also shows tha t  i t  is  not  necessary t o  use  t he  "expensive"
t heo ry  comple t i on  me thod .  a s  S t i cke l .  t o  f i nd  a p roo f .

Example  bes t  t e am s t anda rd  t eam ADD—WEIGHT

5 702.12 11212.38 8310.11

Table  3 : Compar i son  bes t  t e am / s t anda rd  t eam / bes t  expe r t .  t imes  i n  s ec
fo r  t he  r i ng  example

These  expe r imen t s  show the  u se fu lnes s  of t he  t eam work  me thod .  Fo r  a l l

examples  a l i nea r  speed -up  has  been  ach i eved ,  a t  l e a s t .  The  me thod  i s  we l l

su i t ed  for bo th  comple t ion  [ examples  1—2] and  equa t iona l  t heo rem p rov ing

[examples 3-5]. Although the  t ime used by  the  expe r t  ADD—WEIGHT to  prove
example  5 i s  no t  accep tab l e ,  t he  t ime  used  by  our  t e am wi thou t  t he  u sage  of

build-in theory AC or other improvements  [see [K289]] is  acceptable  for a
gene ra l  pu rpose  p rover .

Due  to  t he i r  s t r a t egy  fo r  choos ing  c r i t i c a l  pa i r s  t he  expe r t s

POLYNOM-WEIGHT. GOAL—SIM, FORCED—DIV, and  some  ve r s ions  of FWEIGHT

can  on ly  be  succes s fu l ly  u sed  in  a t eam.  The  r e f e r ee  STATISTIC was  ab l e  t o

so lve  t he  d i f f i cu l t  p rob l em of choos ing  good  r e su l t s  of t he  expe r t s .  Espec i a l l y

i n  example  5 t he  concep t  of r egu la r ly  j udg ing  gene ra t ed  f ac t s  by  a referee .

-30 -



has cut down the number of unnecessary commutative versions of rules and 

equations. 

The idea 'of some experts generating a wide variety of new facts and other 

experts only concentrating on the consequences of a few facts, shows its 

usefulness n all examples. Th.e best experts during the first meetings did not 

solve the problems. but the loosing ones, using the system of the winning 

expert. 

7. The conclusion: A beginning and the future 

We have presented a distributed approach to equational reasoning by team 

work completion. Based on the problem solving behaviour of project teams we 

have developed the team work method as a system with three classes of 

components : experts, referees and a supervisor. Every component in the 

system realizes a different view on the problem to solve or on a subproblem. 

The cooperation of all components is realized by the concept of team 

meetings. 

Each class of components uses knowledge to fuUill its tasks. Experts use 

knowledge to generate new facts and to focus on parts of all the facts. 

Referees use knowledge to judge the work of experts and therefore provide 

an abstracted view on their work. Due to this abstraction the whole system 

has the ability to forget useless and unnecessary results and facts. The 

supervisor leads the search of the experts into interesting directions 

according to the results of the referees. Further, it has the ability to 

re-configurate the system in a reflective way, so that parts of the 

accumulated knowledge of the system can temporaly be faded out. 

Our system incl udes aspects of the areas learning, reflective systems, planing, 

knowledge representation, and deduction in a natural way. We feel the need 

of combining aspects of all these areas, because we believe that the human 

ability to solve very different problems in all parts of human interest is based 

on an interaction of all these methods (and perhaps more than these]. 

As an instantiation of this general concept we mainly focus on equational 

reasoning. There the influence of the mentioned areas is not very strong up to 

now. That means we only use as many of the results in these fields as can 

easily be added or follow from our concept. So there is a wide variety of 
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has  cu t  down  the  number  of unneces sary  commuta t ive  ve r s ions  of ru l e s  and

equa t ions .

The  idea  o f  some  expe r t s  gene ra t i ng  a w ide  va r i e ty  of new fac t s  and  o the r

exper t s  on ly  concen t r a t ing  on  the  consequences  of a few facts,  shows i t s

u se fu lnes s  n a l l  examples .  The bes t  expe r t s  du r ing  t he  f i r s t  mee t ings  d id  no t

so lve  t he  p rob lems ,  bu t  t he  l oos ing  ones .  u s ing  the  sys t em of t he  w inn ing

expert .

L The gonclugion : A beginning and  L119 future

We  have  p re sen t ed  a d i s t r i bu t ed  app roach  to  equa t iona l  r ea son ing  by  team

work  comple t i on .  Based  on  the  p rob lem so lv ing  behav iou r  of  project  t e ams  we

have  developed the  t eam work method a s  a sys tem wi th  th ree  classes of
componen t s  : expe r t s ,  r e f e r ee s  and  a supe rv i so r .  Eve ry  componen t  i n  t he

sys t em rea l i zes  a d i f f e ren t  v i ew  on  the  p rob lem to  so lve  o r  on  a subp rob lem.

The  coope ra t i on  of a l l  componen t s  i s  r ea l i zed  by  the  concep t  of t e am

mee t ings .

Each  c l a s s  of componen t s  u se s  knowledge  to  fulfi l l  i t s  t a sks .  Exper t s  u se

knowledge  to  gene ra t e  new fac t s  and  to  focus  on  pa r t s  of a l l  t he  f ac t s .

Re fe ree s  u se  knowledge  to  j udge  t he  work  of expe r t s  and  the re fo re  p rov ide

an  abs t r ac t ed  v i ew  on  the i r  work .  Due  to  t h i s  abs t r ac t i on  t he  who le  sys t em

has  t he  ab i l i t y  t o  fo rge t  u se l e s s  and  unneces sa ry  r e su l t s  and  f ac t s .  The

supe rv i so r  l e ads  t he  s ea rch  of t he  expe r t s  into i n t e r e s t i ng  d i r ec t i ons

acco rd ing  to  t he  r e su l t s  of t he  r e f e r ee s .  Fu r the r ,  i t  ha s  t he  ab i l i t y  t o

r e - con f igu ra t e  t he  sys t em in  a r e f l ec t i ve  way ,  so  t ha t  pa r t s  of t he

accumula t ed  knowledge  of t he  sys t em can  t empora ly  be  f aded  ou t .

Our  sys t em inc ludes  a spec t s  of t he  a r ea s  l ea rn ing ,  r e f l ec t i ve  sys t ems ,  p l an ing ,

knowledge  r ep re sen t a t i on ,  and  deduc t ion  i n  a na tu ra l  way .  We  fee l  t he  need

of ‘ combin ing  a spec t s  of a l l  t he se  a reas ,  because  we  be l i eve  t ha t  t he  human

ab i l i t y  t o  so lve  ve ry  d i f f e r en t  p rob l ems  in  a l l  pa r t s  of human  in t e r e s t  i s  ba sed

on an  interaction of all  these  methods [and perhaps more t han  these].

As  an  in s t an t i a t i on  of t h i s  gene ra l  concep t  we  ma in ly  focus  on  equa t iona l

r ea son ing .  The re  t he  i n f luence  of t he  men t ioned  a r ea s  i s  no t  ve ry  s t rong  up  to

now.  Tha t  means  we  on ly  u se  a s  many  of t he  r e su l t s  i n  t he se  f i e ld s  a s  can

eas i l y  be  added  o r  fo l l ow  f rom ou r  concep t .  So  t he re  i s  a w ide  va r i e ty  of
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improvements of our systems according to results of these areas, such as 

- learning expert heuristics from successful proofs 

- learning referee heuristics for special domains of interest 

- representing knowledge about experts/referees 

- choosing appropriate experts or expert sequences by planning 

etc. 

Further, the team work completion approach allows, as the team work method 

in general, the use of knowledge or better enforces it. As there are many 

domains of interest with different knowledge where equational deduction is 

needed there has to be a huge number of new experts dealing with this 

knowledge. Note that our system provides a way to deal with huge numbers 

of experts of general interest and for special domains. So we do not have to 

generate specialized versions of it or specialized control structures for 

different domains. 

For the area of equational deduction by completion team work overcomes the
 

often heard opinion, that a forward chaining process like completion can in
 

no way be goal oriented. The expert GOAL-SIM enables our teams to work
 

goal directed and contributes to faster proofs (see example 3).
 

Our experiments have shown the usefulness of team work in an impressive
 

manner. In our examples, our teams have always been faster than the best
 

expert working alone. A team using two processors has needed only 54%
 

downto 8% of the time of the best expert.
 

Nevertheless the system presented here is only the starting point for many
 

more experiments and improvements in distributed completion. However,
 

other deduction mechanisms can be distributed in the presented manner as
 

well, if they can be placed in the team work szenario.
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improvemen t s  of our systems according to  resul ts  of t he se  areas, such  as

— learning exper t  heur i s t i c s  f rom succes s fu l  proof s

l e a rn ing  r e f e r ee  heur i s t i c s  for spec ia l  domains  of  in teres t

represent ing  knowledge  about  exper t s / re ferees

choos ing  appropriate exper t s  or exper t  s equences  by  planning

etc. ‘
Further ,  the  t eam work  completion approach allows, as  the  t eam work  method

in  genera l ,  the  use- of knowledge or bet ter  en forces  i t .  As  there  are  many

domains  of interest  w i th  different knowledge  where  equat ional  deduct ion  i s

needed  there  has  to  be  a huge  number  of" new exper t s  dea l ing  wi th  th i s

knowledge .  Note  that  our sys tem provides  a way  to  deal  w i th  huge  numbers

of exper t s  of general in teres t  and for special domains. So  we  do  no t  have to

genera te  spec ia l i zed  vers ions  o f  i t  or  spec ia l i zed  contro l  s t ruc tures  for

d i f f erent  domains .

For the  area  of equat iona l  deduct ion  by  comple t ion  t eam work  overcomes  the

o f t en  heard  op in ion ,  tha t  a forward  cha in ing  proces s  l ike  comple t ion  can  in

no  way  be  goa l  or i en ted .  The  exper t  GOAL-SIM enab le s  our  t eams  to  work

goa l  d i rec ted  and  contr ibutes  to  fa s t er  proof s  [ s ee  example  3 ] .

Our  exper iments  have  shown the  use fu lnes s  of t eam work in a n  impress ive

manner. In our examples ,  our t eams  have  a lways  been  faster than  the  bes t

exper t  work ing  a lone .  A t eam us ing  two  proces sors  has  needed  on ly  54%

downto  8% of the  t ime  of the  bes t  expert .

Neverthe less  the  sys t em presented  here  i s  on ly  the  s tart ing point  for many

more  exper iments  and  improvements  in  d i s t r ibuted  comple t ion .  However ,

other deduct ion  mechanisms  can  be  distr ibuted in  the  presented  manner as

wel l .  if they  can  be  p laced  in  the  t eam work szenario.
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