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Abstract

A distributed solution is appropriate for many planning and search problems where large
search spaces occur. These search spaces often cannot be bounded with adequate global
heuristics, so “traditional” strategies may become very expensive.

We show that a distributed setting, where problem knowledge and information about the
domain is decomposed among individual entities, can cope with such snags in a natural
way. Simple local heuristics suffice to achieve good global solution.

This thesis gives an overview about the basic methodology of Distributed Artificial
Intelligence. In order to clarify the intentions a larger sample scenario will be discussed in
detail, a distributed realization of the “Towers of Hanoi” puzzle. The results support the
feasibility of this approach.

Viele Planungs- und Suchprobleme mit riesigen Suchrdumen kdnnen verteilt angemes-
sener geldst werden. Oftmals ist es nicht moglich, diese Suchriume mit globalen
Heuristiken zu beschrdnken, weshalb ,traditionelle Strategien sehr kostenintensiv wer-
den kénnen.

Wir zeigen, daBl ein verteilter Zugang in natiirlicher Weise Abhilfe schaffen kann. Hierzu
wird das Problemlosungswissen und die Informationen iiber die Problemwelt verteilt auf
einzelne Bestandteile des Szenarios. Einfache lokale Heuristiken geniigen, um eine gute
globale Losung zu erreichen.

Diese Arbeit gibt zuniichst einen Uberblick tiber die grundlegenden Begriffe und
Methoden der ,,verteilten Kiinstlichen Intelligenz. An der Realisation eines verteilten
,,Tirme von Hanoi‘-Spiels sollen die Ideen dann klargemacht werden. Die Ergebnisse
untermauern die Eignung dieses Ansatzes.

Thanks to all who helped me with this paper, cspecially Hans Jiirgen Ohlbach for various discussions and
good proposals on the topic, and, of course, my girl fricnd Micha for the “mental” support she gave to me
during some hard periods.
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1. Introduction

Distributed Artificial Intelligence (DAI) is a pretty young research area in the wide field of
Arificial Intelligence. If offers many appealing viewpoints and methods to tackle old and
matured problems in a new and surprisingly successful manner.

A good example is the well known Al discipline planning. The traditional setting is thata
distinguished planner must find a sequence of actions which transforms a given start
situation into a desired goal situation. Assume, you have to plan a complicate process,
e.g. a machine is to be assembled, a puzzle is to be solved, or a schedule of charges in a
transport agency is to be found. A centralized planner must know everything about the
scenario a priori. The methods (“how to do something”), the desired and possible
configurations (““‘what to do”) and the order and the dependencies of the various actions
(“‘when and why to do”). All knowledge and all experience have to be concentrated in the
planner.

Alternatively consider the scenario where each involved part has some small amount of
knowledge. Each (simulated) part of the machine, for instance, knows its desired
position and other positions where it may be -.ored intermediately. The parts can send
messages to each other and thus cause other parts to help them reaching their goals. Then
planning is distributed and restricted, all parts of the whole process are planners for their
own sake, altogether they may fulfil the common goal. This is a sketch of our proposal
which will be discussed in detail.

In this diploma thesis a sample scenario for DAI planning shall be introduced and
embedded in the overall terminology.

Therefore in the second chapter the basic termini of DAI are introduced. Especially the
subchapter about planning shows the fundamental differences to “traditional” Al plan-
ning. Other important aspects are cooperation and communication.

The third chapter provides a foundation for the tools to solve DAI planning problems. We
lay our emphasis on “Heuristics” and “Eco-Problem Solving”, which both have much
influence on the practical implementation.

Due to the limited space, the relevant issues can only be sketched in these two chapters.
However, references to the literature are given to encourage further studies.

The main part of this work comprises chapter 4. It introduces the practical implemen-
tations to show the capabilities of distributed planning. I implemented extended versions
of the well known puzzle of the “Towers of Hanoi”, a children game which appears at
first glance quite simple. But it is not as it seems; for a general configuration no optimal
global algorithm does exist. When the disks, however, are all individual agents which wy

to reach their individual goals, the scenario comes to a pretty good solution.




Two versions were realized, one with sequential message passing, and one allowing
parallel exchange of information and contemporary actions. In chapter 4 first the common
aspects and then each version is described in detail. Especially the ideas for the parallel
version are discussed thoroughly.

In the end the realized scenarios are embedded in the overall DAI terminology and a short

nrospectus to future work is given.

This thesis proves the feasibility of the distributed planning approach in general. Even if
most decisions depend on heuristics, the tests provide promising results. Furthermore the
potential power of parallel acting can be foreseen.

The substance of this work is the investigation, which kind of local information must be
exchanged and evaluated between distributed entities to guarantee a coherent global
behaviour of the system. There are some general principles for a large class of “distribut-
ed p—r'oblems”, independent from special scenarios.

8]



2. Distributed Artificial Intelligence

About 10 or 15 years ago, a new branch of research in Artificial Intelligence (AI) came
up, Distributed Artificial Intelligence (DAI). Meanwhile the field has matured enough to
reach a certain consensus about its main characteristics and principles [Ca88].

Some authors [Ch81, De87] still distinguish the term Distributed Artificial Intelligence
from “distributed problem solving”, which is more special in their opinion. We do not
make this distinction, but define DAI according to Huhns and Castillo Hern [Hu87,
Ca88}:

DAI is concerned with the cooperative solution of problems by a decentralized group of

agents. These agents are loosely coupled, but at least logically independent from one
another. Agents display sophistication in the Al sense with a capability for reasoning,

planning, and communicating.

This definition reveals all of the central aspects of DAI. We will soon investigate them
exhaustively. Different authors put different emphasis on the topics of DAJ. Decker
[De87] suggests to view the field along the following dimensions:
- the level of decomposition

- the distribution of expertise

- the methods for achieving distributed control

- the process of communication

Castillo Hern [Ca88) suggests as the “main issues™:

- Global coherence

- Knowledge representation

- Communication

In the sequel, these items will appear many times. The next subchapters describe them in
the context of the basic mechanisms of Distributed Artificial Intelligence. First the term
agent with respect to the community of agents (i.e. the whole system) are explained and
the essentials cooperation, communication, and synchronization are discussed. Next the
traditional approaches of planning are compared with the new fields of Multi-Agent-
Planning and distributed planning. The planning aspect, though naturally inherent in
DAL, shall gain a certain emphasis throughout this work. Principles of architectures close
this introduction into the methodology of DAI.

But we start with two motivational subchapters: First some good reasons for considering
DAI are given. Then several real world problems are introduced which cry for an
intelligent distributed solution, and, furthermore, a collection of DAI systems which are

currently at the threshold from research to application, is presented.



2.1. Why Distribution ?

The distribution of problem solving as the general paradigm of DAI provides appealing

prospects for the solution of various hard nuts. Starting with the hypothesis that “All real

problems are distributed” (quoted by [De87]) and the observation how communities of

humans solve large tasks, we get a feeling for the demand of research in DAL
Reasons for work in and study of DAI: !

DALI provides insights and understanding about information processing phenomena
occurring in the real world. Especially interactions among human societies are heavily
investigated. But also models for the behaviour of a single individual may be found,
models for the brain or models for performing unconscious movements, like walking.
Distribution is a natural approach for large, evolutionary systems. These systems
should be “open” for extensions and adoptions. Modularity facilitates the handling of
such systems.

The cooperation among multiple expert systems with different (but possibly
overlapping) expertise can provide a solution for problems whose domains are not
contained in one expert system.

Distribution is a useful means to control complexity. “Large” problems can be
decomposed and broken down into multiple cooperating subsystems to become
feasible. |
DALI is the most appropriate solution when the problem itself is inherently distributed

" (e.g. distributed sensor nets).

Due to their parallelism, distributed systems are potentially more efficient. They better
exploit resources and solve problems faster.

Distributed systems normally have a certain amount of redundancy. That is, some
agents can solve the same tasks as others or pieces of information are known by
several agents. Hence the systems become more robust against exterior influences or
breakdowns of own agents. Generally, the prospectus for a graceful degradation
(“soft fail”) increases and the system can guarantee a higher reliability.

The distribution of control avoids bottlenecks, which may occur when a central
instance must take care for the needs of a multitude of agents.

A distributed system with intelligent agents has a higher flexibility concerning
changing problem classes. The wider the spectrum of all the agents’ expertise is, the
more different the analyzed problems can be. A further improvement are agents
capable of learning.

A small independent expert system could be a part of many large distributed systems.

This reusability facilitates the exploitation of already matured tools for new systems.

IThe following arguments arc collected from the introducing papers [Ch81], [De87], [Hu87]
(Foreword), [Ca88], and [Mi&6].



Besides saving time for new research this could put forward a desired standardization
of certain tools.

- Research in DAI yields a mutual stimulation of research in “traditional AT”. Important
fields are: knowledge representation, formal specification in general, reasoning about
knowledge and belief, and planning.

- Last, not least, DAI is a challenging area for interdisciplinary approaches. For the first
time, theories from biology, sociology, psychology, philosophy, linguistics, and
other research areas, may provide a direct and fruitful impetus to computer science.

But we are still standing at the beginning of this evolution. Before exploiting the benefits
just discussed, the foundations must be settled. Also distribution of problem solving is
not gratis, the price to pay is a much more complicated organization and the costs for
taming individualism. But the prospects promise it is worth the efforts.

2.2. Real World Applications

In order to get an impression about the kind of problems people think DAI can solve, we
present some scenarios which have been mentioned in the literature. Then some real
existing systems are briefly described to give a feeling for the capabilities of current DAI
research. Maybe some of the systems will become commercial soon.2

DAI in working cells

In [ME90] an interesting scenario is outlined (see Figures 2.1. and 2.2). In a car factory a
working cell for painting cars looks as follows: The whole working space consists of
four limited areas. The areas are connected by corridors. Three painting robots shall paint
80 cars; 50 cars shall get white colour, 18 red, and 12 blue. The order and the place for
painting them is not limited, however, there must always be enough space to move. After
the painting is finished, all cars must be arranged such that as long as there are some, a

_ car with a certain colour can be accessed.

This is an excellent example for a DAI problem. The goal state is specified and the task is
to plan the motions of the cars and robots. Planning must obey rules of coordination.
Information about others’ intentions must be gathered by communication. Behind all
activity an amount of uncertainty remains. Not each robot can always know what every
other robot did, does, and will do in future.

Analog examples would be any other working cells in factories, or bureau organizations
working towards a comraon goal.

iisa %13 that most of the work in DAT seems to be very interesting for military use (and thus it is heavil
spo?_sor. . T hope there will never be an opportunity to test such (still hypothetical) systems in “real worlg
applications”.
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Figure 2.2. : Painting robots at their work

DAI for managing resource conflicts

Common problems of computer science (especially for operating systems, cf.[Ne86]) are
those where resource conflicts occur. There are more requests for a resource than can be
granted in one moment. For instance, [Ca88] introduces the well-known setting of the
“Dining Philosophers” from a DAI perspective.

The distributed approach with its inherent communication metaphor may provide means
for elegant solutions. Communication facilitates negctiation, which could solve resource

conflicts.



New approaches

Up to now the problems show configurations where it was a priori clear which part is
active (the actors which plan and must be coordinated) and which part are passive (the
resources which constrain the planning). A new and attractive approach is to make all
parts of the scenario potentially active, in particular the resources. These participate in
plarining and negotiations, arguing from their very own positions.

A planning system organized in this way can generate a possible s lution without the help
of a supervisor who knows everything. The local knowledge of the “agents” suffices.
Especially for problems where large global search spaces but no suitable global heuristics
exist, this approach seems to be appropriate. The main phenomenon is that large global
search spaces are broken down into relative small individual search spaces of each agent.
Each agent can find its solution very quickly, the overall solution of the system must then
be attained by negotiation and conflict resolution strategies.

Consider the car painting scenario above. In order to achieve a real distributed scenario
we regard not only the robots as autonomous agents (this remains an almost centralistic
view), but also the cars, the colours, the workbenches, and so on. A goal of a2 ~ar looks
like “I want to be painted red”; colours and workbenches wish to be used as often as
possible. Note that all scenarios are simulations to find an optimal plan, no one wants to
teach real cars or colours to send messages.

A further example for such scenarios could be a shunting-station, where locomotiveg,
wagons, parts of the rail and the track switches are intelligent, active parts of the
sCenario. Now suppose that the wagons only get their individual goal description and
have to take care for themselves how to reach it. A wagon would send a message to any
of the locomotives: “Come here, and pull me to position XY”. But surely other wagons
would also like to “possess” the locomotive, so a negotiation must take place. Also
ordering constraints are important.

The same way many other applications can be modelled, for instance a loading yard of a
transport agency, or assembly processes. The central issues are to provide the agents
with some local knowledge concerning themselves, their nearer environment and their
exact individual goals. Then they will pursue these goals alone.

This will be exactly our approach, introduced in a larger example in chapter 4.

Now to some already existing DAI systems.

Hearsay II (revised in [De87])

Developed in the mid 1970’s as a speech understanding system at Carnegie Mellon
University, it became a “classical” foundation for many later DAI systems. Though firstly
not distributed, it is obvious that it can be. The ideas of several knowledge sources, a

blackboard, a priority based scheduler and a focussing mechanism for meta-level control



were so well accepted, that “Hearsay II”” became a metaphor more for the architecture
than for the system itself.

Air Traffic Control Systems ([CaMcSt83])

Several researchers at the Rand Corporation, California, USA, are engaged in studies

about air traffic control. Their domain is a simulated airspace with planes arriving at fixed
entry and exit points. Several different organizational policies are taken into account to
handle, for instance, the scheduling of planes and the satisfaction of fuel demands.
Vehicle Monitoring

The Distributed Vehicle Monitoring Testbed (DVMT) (revised by [Ca88, De87]; see also
chapter 2.8.) is a simulated environment with moving vehicles making sound that can be
picked up by electronic sensors. The goal is to create a dynamic map of the area
monitored by the sensors to enable traffic supervision and control. The DVMT is based
on the Hearsay Il architecture (see above).

YAMS ([Pa87])

Parunak introduces YAMS (“yet another manufacturing system”) as a factory control
system for discrete manufacturing (opposed to continuous process control). Interesting
aspects are the separation between control medium (YAMS) and performance medium
(the working cells), the real time constraints for the performance medium and its
activeness (compared to passive sensors in “normal’” sensor nets).
MINDS ([HuMuStBo87])

Another interesting application is distributed document retrieval to facilitate the expensive

/

but unavoidable search for documents in bureaux. Huhns et al. developed the system

MINDS as “a distributed collection of knowledge based systems for efficiently managing

and retrieving documents in an office environment of networked workstations”.

Especially knowledge and tasks are shared among the workstations. Document retrieval

can be customized for each user by learing document distribution patterns as well as

user interests during operation. Heuristics are employed for these learning procedures
and also for self-initializing the system.

Further application examples

- Context free parsing of formal languages. In [Sr87], parallel versions of the recog-
nition algorithms of Cocke-Kasami-Younger and Earley are introduced. One result
was that the implementations revealed more parallelism than was apparent at first
glance.

- Real time dialogue systems as examples for participant systems [Ch87]. The simple
system Cantata allows the exchange of messages between many users in real time. The
emphasis lies on communication and synchronization, no cooperative work is regar-
ded directly. '

- The management of hospitals [Mc84).



- Knowledge based vision tasks. In [LaChRoMc89] a method for automatic detection
and classification of objects and shadows contained in image data is presented. These
image data are provided by an active sector scanning sonar system, which itself then is
a part of a much larger system for distributed problem solving tasks. The final goal of
the overall project is to build an unmanned, free swimming submersible vehicle for
offshore energy explortion and production activities.

All these applications show possible utilizations of DAI methods. There will be even
more chances, if problems are tackled from new perspectives, far away from old and
matured methods. Maybe some nuts can be handled more natural in the light of
distribution, remember: All real problems are distributed!

2.3. "A'éents and the System : The Individual in the Mass

In the DAI terminology, an agent has nothing to do with agents from the KGB or 007
James Bond. An agent simply is the smallest entity in a system that causes effects.3
Agents are autonomous, when they have their own goals, capabilities and knowledge
[KrMa90). This means that such agents act with their own responsibility. Agents are also
known as actors, node processors, knowledge sources, etc. ’
Important attributes of autonomous agents are therefore a certain degree of freedom and
thie consciousness for their actions. They are only loosely coupled with others, thus
forming a network of relations. But at least they must be logically distributed, i.e.
independent, Furthermore, if they are also physically separated from one another, we
speak of decentralized agents.

An important characterization of multi agent systems is the granularity. This describes the
ratio between the capabilities of a single agent with respect to the capabilities of the whole
system.

Fine grained systems are constituted from a mass of dumb agents which can perform
only simple, uniform tasks. Examples are models of connectionism (cf. [Sh87]) or
distributed sensor nets. The intelligence becomes apparent only in the behaviour of the
whole system.

At the other side of the spectrum, there are coarse grained systems. Here an agent has
many capabilities, can perform various tasks and covers a broad spectrum of abilities.

Each agent alone can already be regarded as intelligent. The whole systems then is a

3 Agents need not have a sex. They may be arbitrary entities in a scenario, e.g. expert-systems, robots,
humans, sensors, or blocks in a Blocks World. So they are referred in the following as an "it", which may
be unfamiliar at the beginning.




collection of “experts”. So the typical example for agents in a coarse grained system are -
not surprisingly - expert systems. But also flexible robots are imaginable.

Both extremes have their pros and cons. Fine grained systems may be easier (and
cheaper) to build and to maintain, but the task of decomposition for the simple processing
units will probably be very complicated. Also the class of problems which can be handled
at all, is restricted. Coarse grained systems are expensive. When single agents are
complex, relations between them will be even more. Each agent must also have its well-
defined and widely disjoint competence areas, otherwise long discussions and
negotiations may occur.

Castillo Hern [Ca88] suggests a framework to describe and compare different approaches
of DAI systems. He distinguishes between the “System Conceptual Model” to
characterize the overall system and the “Agent Conceptual Model” for the individual

entities. The following dimensions are proposed:

System Conceptual Model Agent Conceptual Model
- Structure - Structure
- Knowledge Organization - Knowledge Organization
- Coherent Cooperation - Action
- Communication - Perception of the Environment
- System Reliability
- Result Formation

Some of these points shall be discussed in more detail.

2.4. Cooperation

The paradigm of distributed problem solving is applicable to various problems. But none
of the problems discussed above can be solved only by decomposing the problem, allo-
cating subtasks to the distributed problem solvers and at last assembling the partial
results. Problems like these (and many other interesting problems for DAI) have some
common characteristics: Simple decomposing and isolated solving on distributed nodes is
not sufficient. To solve the tasks, a node needs more information about its environment;
“which are my neighbours ?”, “what information do they have ?”
Consider the Distributed Vehicle Monitoring Testbed (DVMT [De87, DuLeCo871, see
also chapter 2.2). A single sensor has to monitor its well defined area. Well, one might
say, that is fine. Each sensor has its own subregion, all sensors may assemble the results

and, finally, the whole region is known. But this is impractical. A sensor alone cannot

10 ]




produce sound results. Its measures may be inexact or disturbed. The sensor may be
interrupted for some time or break down completely.

Now we could try to use algorithms from image processing to improve the quality of the
sensor data, however, this is not appropriate. A vehicle may have an arbitrary trajectory.

There are no straight lines, which a computer vision algorithm would detect. So the
correct solution must be found in the moment when the ‘mage data is created. An
outcome of this problem is to let a sensor “get in contact” to its neighbours and thus try to
get more information about its own measures. If one or more other sensors confirm the
opinion of the first, the probability of the data increases considerably.

In human organizations we call this phenomenon cooperation. We regard cooperation as
an interaction of at least two co-actors resulting in a benefit for at least one of them.

Without this interaction the benefit could not have been achieved.

Cooperation is a natural way to tackle large problems, e.g. the interacting of a human
groﬁp' of experts [DaSm83]. Because of the kind of problems - as in the example - in
DAL, it is one of the very principles to find a solution at all. Cammarata et al. [CaMcSt83]

see the expertise of a DAI system in its cooperative strategies.

Without cooperation each node would stick on its limited view, see only its limited
problems and thus produce limited solutions. An overall result as a synergy effect of the

work of all nodes would be almost impossible. /

Werner calls goals of agents in distributed settings as introduced in chapter 2.2. social
goals [We88, We89]. He argues that social goals are not achievable by one agent alone,
but only by a group of cooperating agents. These goals cannot be decomposed into
separate subgoals that are achievable independently of the other agents activities. One
agent cannot simply proceed to perform its action without considering what other agents
are doing. So, in this terminology, the monitoring of vehicles with distributed sensors is
a social goal.

Because of its importance for DAI we must take a closer look to the principles of
cooperation. We said, cooperation is necessary to achieve social goals. But often also the
quality of the solution is important, too. A distributed system, which spends such a long
time with communication that nobody is interested in the solution anymore, is worthless.
Two new aspects become evident. The demand for coherence (DaSm83, Ca88] and the
impact of time [KrWo89].

A successful cooperation strategy must ensure a steady convergence towards a solution.
The system must not move around and come to no end, a coherent behaviour should be
achieved. Since each action takes time, methods are to prefer which involve actions as
short as possible. Consider distributed sensor nets which monitor dangerous processes in
a factory. Surely time for cooperation is limited in an emergency case. For the sake of
simplicity, the aspects of tense are not treated in the further work. In [KrWo89] some

11



relationships between temporal interval relations and multi agent scenarios are sketched.
The principles of temporal relations were presented by Allen [A184].

Based on the previous work in this area (e.g. [We88, We89, DuLeCo87, CoMiCa%90])
we distinguish the following spectrum of social intentions:

Co-existence. The agents do not interact, but solve their problem independently. So no
cooperation is necessary. Since we consider “social goals”, this case is not relevant for
DAL

Malevolence. Agents do not cooperate, they even work actively against each other
(preventing them from reaching their goals). This is a typical competition situation, €.g.
when a resource is heavily demanded and neither a priority order for the agents is given
nor a fair mediator resolves the conflicts. We will not regard such anarchic scenarios in
the further work because in total commensurability only stochastic observations are
possible.

Self-interest. Cooperation is strived for only if agents regard a cooperative action as
beneficial for their own interest. All agents which engage in cooperative acting expect
advantages for themselves. Consider an agent which wants another (an obstacle) o go
away. The latter will only follow the demand, if it can do something for itself at the same
time (e.g. coming nearer to its goal).

Benevolence. Agents also engage in cooperation when no direct use for them is in reach’.
They would, for instance, even conform to wishes of others, when they do not come
nearer towards their own goal nor gain any other advantage. But a delineation to altruism
must be made. Agents will only remain cooperative as long as they do not suffer any
negative influence.

Altruism. Agents act always cooperatively, despite of the consequences for their own
interests. An example is a (human!) parent-child relationship, where the parent does
everything for his/her child. These relationships hardly occur in the DAI literature.
Because we are interested only in those agents which have a certain will to attain their
goals, we do not regard altruism any further.

Thus especially the spectrum self-interest - benevolence is relevant for cooperation
strategies in DAI This should be regarded as a continuum, no strict separations can be
made. In groups of humans the behaviour may change, e.g. dependent from different
tasks or moods. Though we do not intend to provide artificial agents with moods, their
behaviour also may not keep static for an observer. We must keep in mind that the last
categorization was a descriptive one. Self-interest, benevolence, etc. can only be noticed

with respect to the agent’s actual intentions, it cannot be an absolute characteristic.
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Types of cooperation are adjacent to social interactions as described above. These
describe the kind of relation between the (usually two) parties involved in a direct
cooperation task. Again we introduce a range of classifications [We88, We89,
CoMiCa90]:

Accidental cooperation. The parties act independently and unwittingly in favour of at least
one of them. Example: One agent moves to a certain position and provides thus a desired
support for another which wants to act. The latter one has not explicitly demanded this
support.

Master-slave relationship. An agent forces a second one to do something for it (the first).
The “master’” alone has control of the proceeding.

One-way cooperation. An agent asks another agent for cooperation (also known as
“bidding”). The other may agree or may not. The task is necessary only for the first
> agent, but the second keeps its autonomy when serving the request.

Mutual cooperation. The task is beneficial for both parties. By exchange of information
they resume their proceeding (for negotiation cf. chapter 3.5.).

Cooperative goal adoption (proposed by [CoMiCa90]). Not only information about the

task which shall satisfy the goals of the parties is exchanged. Moreover, information
about the goals is communicated and the goals are mutually adopted. A task which
formerly would not have met both intentions, eventually satisfies the (new) goals.
Example (from a Blocks World): Agent A’s goal is “go to position X,Y”. Agent B’s goaf
is “Build a blue tower at position X' Y"’. If the goal can be slightly modified to A: “go to
pd’sition X', Y" and B: “Build a tower at position X' Y, a move from A to X' Y’ would
be the bastis for the mutual satisfaction of the new goals. But the problem is to let the
agents find a common basis for the goal adoption. This is not trivial.

What we have seen is that some amount of knowledge of one agent must necessarily be
known by the other to achieve a successful cooperation. How can this exchange of
information be achieved ? The key issue is communication. Like Werner states [We88]
“No cooperation without communication!” (though it is not overall accepted), we will
follow this paradigm.

2.5. Communication

In the previous chapter the importance of shared information to cooperate effectively was
outlined. We will now argue that communication is an appropriate means to achieve that.
Communication shall be regarded as the exchange of information between at least two
agents. Both the partners are aware of the situation, at least one of them wants to gain
benefits.
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Werner introduces the spectrum of approaches made to communication [We88, We89]:
No communication. Agents rationally infer the other agents’ intentions. One example of

this approach is the use of decision matrices as proposed in [Gi87, RoBr89] and used in

game theory: The agents always have as much information as possible about the next

move in a global decision matrix. So they can compute what is best for them with respect
to the next move of the oib=r agent. Communication is unnecessary.

- aventages of this approach are:

- Avoidance of communication costs. No communication channels need to be estab-
lished and to be maintained. No synchronization procedures are necessary.

- Computation may be faster than communication, if otherwise many intermediate
results must be exchanged [DaSm83].

- Errors due to unsafe communication are avoided.

But on the other hand a lot of drawbacks appear:

- If each agent computes all results on its own, the whole society works very redun-
dantly. The communication of complete results might be faster in the case when
computations are complex.

- In many situations the agents must have information about the other agents’ beliefs.
Without verifying these beliefs by asking about their status, but only relying on own
information, infinite nestings of belief may evolve. Agent A forms its beliefs based on
the beliefs of agent B. This in turn relies on the information it has about agent A, and
so forth. How should possible changes of belief reach the other agent without
' communication ?

Because of its costs communication should be restricted to a minimum. For simple or

standardized information exchange, rational deduction may be appropriate. A robot A

for instance, gets the information of another robot B that B carries a certain chest. If A is

sure that B has not moved in the meantime nor any supernatural things have happened, it
needs not to communicate again about the "carry” fact, but can deduce it rationally from
its own information.

But this is not the case for the exchange of high level information, e.g. the information

about complex goals. .

Primitive communication. Communication is restricted by a finite set of fixed information

signals with fixed interpretations. The possible effects of these means are limited, for

instance simple coordination tasks between sequential processes can be achieved.

Complex commands cannot be represented, let alone arbitrarily syntactic constructs. The

number of representable information entities is fixed, so sophisticated cooperative action

is virtually impossible.

For fine-grained DAI systems this may be a proper way to allow communication between

the nodes. Where only simple information must be exchanged, flexible channels and
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sophisticated nodes in coarse grained systems are not exploited adequately. Complex
nodes like experts systems should not be limited to a finite set of possible messages. The
format may be restricted, but the content must be free to permit the nodes the exchange of
flexible and worthwhile chunks of informaton.

Plan and information passing. The agents mutually exchange their final plans. Whichever
plan arrives first is accepted. Despite of the fact that such a proceeding is extremely
expensive (costs of communication), there are still more disadvantages: No guarantee can
be given that the “winning” plan is optimal (or at least acceptable) for both parties. A
further problem is (as we will discuss further in chapter 2.7.) that total plans normally
cannot be formulated in advance, especially not in real world applications.

High-level communication. This is a field at the frontier to linguistics; for instance, much

has been done in speech act planning. To exploit the work of linguists and cognitive
scientists a more formal approach is necessary. An artificial agent cannot understand
arbitfafy syntactic information, it needs certain rules to interpret language, as well as a
human does. This is not apparent when we use our native language, but the less
expe-ience we have in a foreign language, the more we consciouslv stick to the rules we
have learned. An artificial agent has no knowledge a priori. It must completely rely on
rules. Therefore a formalized approach to communication is necessary. The advantages of
high-level communication are evident: .
- Flexibility of expressions, almost all communication situations are covered.

- It is better to understand by humans (humans may even be directly involved in the

' communication process).
- Social, cognitive, and linguistic theories and resuits may become applicable.

High-level communication, which is strictly formalized, shall be called conversation
[KrMa%0, WoKr89, KrWo88]. The processes which are incorporated, the conversational
processes, shall now be investigated further. As we mentioned above, these processes
have to be formalized that agents are able to interpret, say, a bitstream of ‘0’ and ‘1’ as a
certain message. Protocols [KrMa90] are an appropriate means to this end. We define a
protocol rather informally. It determines the message types, the states, and perhaps also
the roles of the parties involved. Message types outline the allowed formats of the
messages, the arguments, etc. States partition the whole conversation process into
discrete steps. In each state alternative branches to proceed are normally given. Roles
install social structures [We89] which may further restrict the conversation.

Example: A protocol for robbery.

Message type: give_money

Format: “give <requestor: agent> <addressee: agent> <budget: integer>0> $”

States: Before: requestor has not enough money, addressee has money
After: requestor has more money, addressee has less money

Roles: requestor: master; addressee: slave
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Some researchers propose a mediator as a special agent only for conversational processes
[KrMa90, WoKr89, KrWo88]. The mediator monitors the conversations and maintains
the communication channels. The other agents can save their resources for private tasks,
they do not have to cope with conversational problems. A mediator furthermore is
suitable to break up the complicate multi-lateral conversation into a set of bilateral
conversations.

In [KrWo8¢&], mediators are defined as “fully automated pseudo-users, which supply
precisely defined services within conversations of certain types”.

How will communication then in fact be performed ? Actually, there are two principles
for the realization: Information can be exchanged via regions of shared memory, or
through message passing [KrMa90].

A typical example for communication by means of shared memory is the blackboard
mechanism. This was already used in Hearsay Il ([De87, DuLeCo87]; cf. also chapter
2.2.). A blackboard can be conceived as the name suggests, it is a common “‘structure”,
where all authorized agents can concurrently write upon or read from [NiAiRi89]. In
principle, an information on the blackboard is accessible by all agents (we say, the
information is broadcasted). This can be restricted by delineating the groups of agents
which are explicitly allowed to read (analogous for write). The information on the
blackboard normally resides in several levels of abstraction. The advantage is that the
agent can decide, how fine (or coarse, respectively) the information must be for it.

The realization of a blackboard is quite simple, just some areas of common access must
be provided. These may be common chunks of storage, or (more abstractly, but at last
the same) data structures which all involved parties may access. _
Message passing [KrMa90] is the other paradigm. The exact realization can \/ary
considerably. The spectrum ranges from collecting arriving messages in mailboxes and
processing them when enough time is left, to a direct return of an answer (e.g. as a
remote procedure call, see chapter 4.4.1.). Unlike in a blackboard setting where broad-
casting is essential, the general principle is the individual addressing of a message. A
message normally has exact one recipient (selective communication). It enhances the
knowledge of the receiver or causes it something to do. Broadcasting can only be
achieved by dull copying the message and sending it to all.

The information communicated has, as mentioned above, influence on the knowledge

state of the receiver. But it can be further categorized by three aspects [DuLeCo87]:

- Relevance. Describes the amount of information in the message that is consistent with
the solution.
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- Timeliness. Measures the extent to which a transmitted message will influence the
current activity of the receiver.
- Completeness. Describes the fraction of the complete solution which is represented by

the message.

At last, a few words about levels of communication. It may be convenient to exchange
information not only about the world states, or the intentions and abilities of the agents,
but also information about this information.

How is the information organized, where does it come from, where is it stored ? Also
facts about the processes of cooperation and communication can be of interest: What is
the actual role of an agent, which states does it aspire next ?

Consider an agent who knows not only the intentions of another, but also how the latter
came to these intentions. The first one knows considerably more about the other and may
possibly deduce the next reactions and thus save the costs for communication.

This form of communication is known as meta-level communication [DulLeCo87]. It
concerns primarily planning aspects, where agents have to reflect about future intentions
of their co-actors in the scenario (see chapter 2.7.).

2.6. Synchronization

In systems with distributed activity, especially if parallel processes are involved, certain

uncomfortable problems may arise: Processes overtake or cross each other, causing

inconsistencies or deadlocks [KrMa90]. It is even more difficult to monitor the effects of
various processes if the scenario has no global clock and thus no global states. Thus
synchronization is crucial for DAI scenarios.

Synchronization shall be regarded as the policy to prevent inconsistencies and deadlocks

by detecting mutual dependencies, possible conflicts, and hazardous behaviour of

involved parts of the system.

For the multi-agent scenarios, this implies that the acting of the respective agents must be

coordinated? such that the effects mentioned above cannot occur.

There are three basic ways to realize synchronization:

- The agents alone are responsible for a coordinated behaviour. They must come to an
agreement (mostly by negotiation) and furthermore control the execution of their
actions. Hence the typology of messages must be augmented by synchronization
messages.

4Though not fully identical, we will assume that synchronization and coordination have the same intention
and do not distinguish between them.
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- Another agent, which is not a “normal” acting agent, ensures coordinated processing
[KrMa90]. Such a mediation through a coordination agent must not be dictated to the
other agents. They may bring in their proposals and the mediator may either “have the
final word” or go on in mediation until a compromise is reached.

We prefer this issue, because a coordination agent can release itself from any local
agent’s view and come to a more comprehensive :nschavung of the world.
Furthermore expensive communication can be reduced to information of the
coordination agent. '

A drawback is the problem of a possible bottleneck [DaSm83], which the coordination
agent as a unique node may produce.

- A total order of the agents with respect to attached priority values is possible in
advance. In each conflict situation synchronization can automatically be managed by
using the priority order. An improvement of this inflexible solution would be an
effeéiively computable priority function depending on the situation the agents are
involved in at the moment.

Abstractly spoken, a coordination agent has always to detect negative relationships
between the planned actions of different agents [KrMa90]. These relations disturb or
prevent the actions of at least one of the agents. Another word for negative relationships
is conflicts.
Two basic types of conflicts may occur:
- Conflicts through incompatible wishes.
Example: An agent A wants to go to a certain place X. This is not possible because
agent B is located at X and cannot go away.
- Conflicts through overlapping wishes (including resource conflicts).
Example: Both agents A and B want to go to place X. Which of them will win ?

We have introduced the principles of cooperation, communication, and synchronization.
All these aspects mentioned in the last three chapters shall be exemplified in chapter 4,
where a sample scenario is introduced.

2.7. Planning

Planning is an essential human problem solving method. Whenever a problem is worth
the effort, i.e. it 1s complex and we are interested how to come to the solution, we
develop a plan. A plan describes a way from the actual state to a future situation, where
the desired solution is attained. Developing a plan in “normal life” often occurs informal
and by no means spectacular. But because of its use for humans it has been heavily
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investigated in AL Since the beginning of Al research, the automated generation of plans
is a “classic” goal. Thus it is also desirable to formalize the intuitive understanding of
that, what planning is or may be.

One of the first approaches was the General Problem Solver (GPS) of Newell, Shaw and
Simon which was presented in the early 1960’s. This was an attempt to model universal
human problem solving, but due to its generality 3 the solution of complex planning tasks
was infeasible [Ni80, Ri83, He86].

The tendency from general approaches to domain dependent systems after these
experience is an evidence for the complexity of real world applications. Today it is well
accepted that planners must comprise a certain amount of domain specific knowledge to
cope with interesting problems [He86]. The DAI metaphor provides new ways for
planning: Multi-agent planning and distributed planning. These proposals try to avoid

some of the shortcomings of “traditional approaches”.

2.7.1. Traditional Planning

In the traditional approach, one planner creates the whole plan for the entire environment
to be planned. We assume the following: The planner has collected all the knowledge
he/she/it needs to be able to take all possibilities into account and to ensure that the plan ié
appropriate. Furthermore the environment is good-natured, i.e. only the effects caused
cx:‘plicitly by the plan will occur. In particular, there are no interferences which could
endanger the plan’s execution.

Planning itself is regarded as finding a sequence of actions that transform a given start
state into a desired goal state. States are (partial) descriptions of the world, actions
perform changes in this world. Actions are usually represented with three lists:
PRECOND, the list of all conditions in the world which must be true to enable the
execution; ADD, the list of all what becomes true after the execution; DELETE, list of all
facts which are no longer true and thus must be deleted. In the rest of this paragraph we
will briefly sketch the main aspects of traditional planning (the material is mainly taken
from [He86, He89, He90, St87, Ri83], where the traditional approaches are exhaustively
described).

A plan is formed for a single actor, e.g. a robot. Thus the sequence of actions must be
linear. The technique of non-linear planning tries to delay this linearization as long as
possible to avoid unnecessary restrictions. One-level planning resides at the level of
elementary operations. For instance, in the Blocks World a plan is built up with actions
like: ...STACK(B,A), PICKUP (C), STACK(C,B), PICKUP(D),...etc. In large

5 And, of course, because of the lack of sufficient computer power in these days.
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planning problems this view is too limited. It will be more convenient to plan first “larger

steps” and then refine the plan more and more by reducing the stepwidth (replacing of

“abstract actions” by more “concrete” ones). Finally the level of elementary operations is

reached. This stepwise decrease of abstraction is known as hierarchical planning.

Another approach is interval-based planning, where aspects of time are modelled more

natura'ly. Mera-planning comprises “normal” actions, which change the world, as well as

plan-changing actions, which are used to plan the planning process. This abstraction

allows more flexibility in plan generating.

After all, two issues hold for traditional planning:

- There is a strict separation between plan generation and plan execution. Before
executed, the plan is created explicitly and handed out to the executor.

- Strictly spoken, planning is nothing but search. How else should the planner find a
sequence of actions ? Therefore it is interesting to consider some basic aspects of
search separately (cf. chapter 3.1.).

STRIPS [Ni80] is the prototype of all traditional planners. It plans sequences of actions
for manipulating, for instance, objects in a Blocks World. It has the current state of the
world in its database and a goal description on a goal stack. Using search methods, the
entries of the goal stack are successively removed by the preconditions of appropriate,
actions, until all entries of the goal stack match entries in the database. This implies, the
sequence of actions (the plan) has achieved the transformation of the start state to the goal
state.

Several problems arise when real world scenarios are to be planned.

The frame problem, for instance, asks for the constant frame which stands “behind” the
actual effects of an action. On transforming a state description into a description of the
successor state, one has to specify not only the effects which are caused by an action
(ADD-, DELETE-lists), but also the facts which are not altered. STRIPS uses a
simplifying assumption (known as “STRIPS assumption”), which generally expects that
actions modify only the things explicitly mentioned in their ADD- and DELETE-lists. In
complex applications where each modification may cause arbitrary side effects, this
assumption cannot be uphold any longer.

Furthermore, there is the problem of subgoal interaction. If a certain subgoal if reached, a
solution for another subproblem may undo the first solution. This is not a trivial problem
because of the requirement for linearization. STRIPS uses a simple model to overcome it.
After reaching the final goal, it tries to attain possible undone subgoals anew. This is a
rather coarse and unfounded way and may result in endless loops.

The strict separation between planning and execution must be weakened. Real world

problems cannot be planned fully in advance. An usual human way to plan is : Create
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some steps, look what you have caused (acquisition of new information!) and then go on
with planning. This interweaving of planning and executing facilitates the reaction upon
hazards occurring during the execution. They may be caused by environmental factors,
by faults in planning, or by inexact execution.

The frame problem is inherent in the specification of actions. So it will not vanish in new
approaches, except a specification of all consequences of an action is attempted. But no
appropriate formalism has yet been found. The last mentioned problems, however, are
tackled in the approaches of distributed planning, whereas multi-agent planning merely

avoids problems of linearization.

2.7.2. Multi-Agent Planning

Multi-agent planning tries to avoid the demand of a strict linearization of non-linear plans.
If there are many agents in the scene which may carry out the planned actions, there is no
need for a total order of actions anymore. However, the principles of traditional planning
are mostly preserved. There is still only one planner, which must have all the knowledge
that is necessary. Non-linear, complete plans are created and distributed adequately
among the agents.

The big advantage is the potential increase in performance through parallel execution.
Also the use of resources can be optimized (agents receive just the tasks where they are
specialists for). Linearization needs only be performed, when there are more parallel
subtasks than available agents at one instant of time. However, the problem of an
adequate task decomposition gains importance. If it is too complicated, the advantages of
multi-agent planning may be compensated. ‘
There are only occasional approaches to multi-agent planning in the literature. Katz and
Rosenschein propose the following - roughly sketched - proceeding [KaRo89]: First of
all, they represent “traditional” non-linear plans graphically in special directed acyclic
graphs. The relation induced by this partial order is called a “plan-like relation”. This
relation must then be tested to be “valid”, which means informally that the plan is
executable and can be distributed to the agents.

2.7.3. Distributed Planning

In distributed planning not only the execution is partitioned over the agents, but also the
planning process. Usually, the acting agents are a subset of the agents which plan. Thus
the agent plan for themselves. Also the strict separation between planning and acting is
weakened, normally a turn in turn change between these phases takes place.
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The main advantages for distributed planning overlap with the general advantages for
DAI mentioned in chapter 2.1. Especially for the planning aspect, the handling of control
and data must be cited: No central instance must cope anymore with all the complex
interdependencies and mutual influences of the subtasks or of the respective agents. The
control is distributed; via cooperation strategies and communication facilities the agents
themselves are responsible for their acting. The complex knowledge can also reside
appropriately distributed among the agents. Each individual agent merely has a small
portion of the big knowledge cake. This way, special features like expertise can be
modelled, but also uncertainty has its natural place in the scenario: All the facts, which the
agent does not know (not in its knowledge base) and also cannot guess (inference fails),
must be asked from other agents.

As mentioned above, planning and execution alternate normally. The proceeding can be

- sketched as follows:

® Each .égent creates a limited plan from its very own point of view. This may comprise
one or more of the next actions to perform, actions either of its own or also of other
agents.

@ In order to maximize parallelism and performance, the individual plans must be
coordinated. Conflicts have to be detected and to be resolved. Thus some agents
probably must perform step O several times. ,

@ After all conflicts are resolved, the agents act according to their plans. For the next

actions they continue with step ®.

Durfree and Lesser call this proceeding partial global planning [DuLe89], because
different parts of the scenario plan to achieve more global goals (in the end the overall
goal of the planning process).

Current research [ CoMePo89] tries to find out methods to determine the non-local impact
of local decisions in distributed planning. This is a very important issue to avoid subgoal
interactions and ensure global coherence of the plan.

The price to pay for the flexibility and the potential performance increase in distributed
planning as well as in parallel computing anyway is an effective problem decomposition
and the costs for communication and coordination. Hence we promote the distributed
planning paradigm especially in problem domains where a distribution of control and
knowledge is inherent and a centralized approach would be complicated or even infeasible
(cf. examples in chapter 2.1. and 2.2.). Later, in chapter 4., we will introduce a special
scenario to discuss the aspects of distributed planning in detail.
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2.8. Architectures

In this chapter some principle architectures for DAI systems shall be presented and
compared. These systems are general in the sense that they need not be bound to a certain
application domain a priori. However, there are tendencies insofar, that a system which,
say, allows only rather simple nodes cannot represent a network of expert systems. The
survey comprises “classical” DAI systems like DVMT, Contract Net and MACE, and a
new approach, RATMAN. We begin with an overview of common principles for all DAI
architectures.

Generally, a system which models a distributed society of agents should provide the

following issues:

- parallel behaviour of agents is possible

- the agents can improve their information status via communication or inference

- tasks are decomposed, distributed to agents, solved, and the results are synthesized
again (this process may need many cycles)

Depending on the active influence onto its environment, a multi-agent system is

characterized either as behaviour-based or as knowledge-based system. We say

behaviour-based, when the agents merely react upon their environment. They adapt their

behaviour to a changing world like ants in an ant-heap. On the other hand, knowledge

based agents have own goals, which they actively pursue. They plan in advance, hence

thiey can be regarded as more “intelligent” than reactive agents. A group of experts would

fit in with this category. ‘ '

The Distributed Vehicle Monitoring Testbed DVMT [Ca88] is used in distributed sensor
net domains. The DVMT is a collection of complex problem-solving agents, where each

of them resembles a Hearsay II (cf. chapter 2.2.) blackboard architecture system. The
agents cooperate to interpret signals from a sensor array. Therefore they can communicate
hypotheses, goals and meta-level information to other agents.

Each agent has then an individual blackboard, i.e. a common data structure where
tentative hypotheses and subgoals are written upon. The blackboard is common to several
knowledge sources (KS) which generate new hypotheses, and a goal processor which
tries to match the hypotheses against goals, thereby building actual knowledge source
instances (KSI).

The KSI’s together with information about long-term and medium-term strategies of the
agents are given to a planning component, which builds a plan queue in order to modify
the old knowledge sources. This process is repeated many times, until all goals are

satisfied.
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The Contract Net [DaSm83, Ca88] is a collection of agents that cooperate through
communication to perform a given task. The negotiation (see also chapter 3.5.) is guided
by a protocol, it is mainly used for iask distribution.

The principle is as follows: One agent can broadcast the availability of a task to other
agents. This agent is then the “manager” of the task. Other agents which want to perform
the tasks may send “bids” to the manager and the manager will eventually award the task
to the agent with the favourite bid. The chosen agent becomes the “contractor”. The
manager is responsible for the task and monitors the execution, which is performed by
the contractor alone.

The contract holds as long as the tasks lasts. Afterwards the two agents can engage in
new negotiations. Each agent can send several task announcements and also several bids
to different managers. The decision whether a contract is built up, lies both by manager
and contractor. There is no force to find an agreement.

One central use of the Contract Net is to ensure the equal distribution of workload among
the agents.

While the two architectures (systems) introduced so far predetermine the kind of joint
problem solving, i.e. the principles of cooperation and coordination are built in, the next
two systems provide a large degree of freedom to specify how a society of agents should
work together in order to solve a common problem. Also the granularity of the systerr{s
can be individually selected. Such systems which have many parameters that may be
a(ijusted to desired configurations, and provide furthermore instruments to measure the
behaviour of agents, are called zestbeds.

The Multi-Agent Computing System MACE [Ga88] is such a testbed. It is designéd to
support experimentation with different styles of distributed Al systems, at different levels
of complexity. The dominant metaphor of MACE is a collection of intelligent, semi-
autonomous agents interacting in organized ways and communicating via messages. Each
agent has a model of other agents it knows in the world, called acquaintances. Agents can
build organizations (groups or coalitions), they behave social in nature. An organization
is a structure of expectations and commitments to behaviour; it exists only directly
through the commitments and expectations of its members. The term organization refers
to an abstraction which allows agents to treat a collection of activities as being part of a
known concerted effort.

MACE must be instantiated to a concrete multi-agent scenario by exactly defining the
agents (attributes, skills), their acquaintances, their goals and the message types allowed.
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Another approach to a universal multi-agent testbed is RATMAN [BiiMii90]. The new
and interesting idea is to model an agent as a hierarchical knowledge base completely in
terms of logic. The whole system consists of four modules: the specification kit is the
user interface to define the agents and the strategies desired; the agent toolbox provides
the hierarchical knowledge base as mentioned above for each agent; a special application
domain is defined in the current world scenario, which has a blackboard as a
communication platform for the agents and the user; and at last, the status sequence and
statistics box to analyze effectively what goes on in the scenario.

A few words more to the agents in RATMAN. The hierarchy of their knowledge bases is
constituted as follows: At the lowest level, the sensoric knowledge is represented (e.g.
the information about an agent’s hand or foot etc. (if it has some at all...). On the second
level, a knowledge base in the usual sense is located. Four modules contain knowledge
~ about space, time, common sense and special expertise, respectively. The next level
defines the actions an agent can carry out, the communication level follows which uses
grammatical principles to facilitate an almost natural exchange of information. The highest
levels are a planner component and two meta-knowledge bases introspe_tion and partner
modelling and learner, where models about knowledge of others are and ways to achieve
this are stored. ‘

After all, this is an approach which may show a way to the desirable formalization of
multi-agent scenarios.
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3. Problem Solving Techniques Revised for DAI

The investigation of problem solving techniques is the central issue of Artificial Intelli-
gence. Several paradigms have evolved and some of them have matured enough to be
regarded as foundations of AL This tendency now begins also for DAI. However, it is
more natural to exploit the basic techniques of Al than to discover the wheel anew.

We first introduce four essentia! nrinciples of Al, search, the use of constraints, the need
for heuristics, and how to deal with uncertainty. Each will be discussed first from the
general point of view, and then in the light of the DAI setting.

After this two paradigms will be presented which are of interest for distributed
approaches. Negotiation is already a well accepted issue, whereas eco-problem solving is

a pretty new concept.

3.1. Search

Search is one of the essential techniques for solving problems of any kind. A basic
principle herein is the antagonism between the efforts for pure search and the amount of
knowledge about the problem under investigation. It is obvious that more knowledge
means less search. 9
An example. Suppose you come to the city of Kaiserslautern and you want to meet a
friend in a certain street. It depends on the knowledge you have about the streets, places,
buildings, etc. how long the search will take (assumed there is nobody whom you could
ask for the way and you have no road map, too). If you are a stranger in the town, you
will probably have to try many streets and ways until your reach your goal. In the worst
case you run through the whole town - your friend may become nervous...

But assume, you have been here some years ago, say, as a student. You have lost the
details of the town map, but you still remember some landmarks: salient buildings or
characteristic corners. You know, the street you look for, is near by the city hall. You
may go straight there (the building is high enough to capture permanently) and thus
restrict your “search space” considerably. Even if you have to check the whole region
near by the city hall, this is much less work than running through the whole town.

The other extreme is you have perfect knowledge about Kaiserslautern. In this case you
do not need any search at all, because you already know the solution of your problem.
This example reveals some of the issues of search problems. We will only sketch them
here. Good introductions are given in [Ni80, Ri83, Ri89].

The focus of interest shall comprise “large” problems with incomplete knowledge. For
the other cases, e.g. when all possible outcomings can easily be enumerated, we do not
need Al techniques.



This implies, Al techniques are suited for search problems, where the search space is
infeasible large, too large for an exhaustive testing of all alternatives. Without any
information about the domain, also Al techniques will fail. Thus even very little
knowledge must be well exploited.

We distinguish between irrevocable techniques that do not permit a correction of a once
selected way and those which do, known as tentative or backtrz cking strategies. All these
strategies aeed at least two possible measures: One to assess the status of the current
(intermediate) solution and one to get information about the next step to take. Whereas the
value of the intermediate solution often can be determined (almost) exactly, this is not the
case for the values to rank the alternatives for the next step. Since normally only
estimations are possible here, heuristic functions have to be used. These should be simple
enough to ensure efficiency, but on the other hand preserve an acceptable solution.
Especially when the optimal solution is not explicitly required, this may be a possible
stratégy. It reveals again the tradeoff between quality demand for the solution and
efficiency threads for the search process (for a closer look at heuristics cf. chaoter 3.3.).
So far the short excursus about search in the traditional Al view. Where are the relations
to DAL ?

Well, as mentioned above, knowledge is important to shorten the search process and (or)
prune the search space. We argue, the distributed approach has the potential power to
facilitate the unavoidable search. Provided an adequate distribution of knowledge both
about the domain and about individual skills among the agents, search strategies may
better be fine-tuned than it were possible from a central perspective.

Each agent may be equipped with individual search strategies, heuristics, and rating
functions about the status of the scenario. The next steps of the search can be discussed
and estimated from various points of view. |

A general phenomenon seems to be that the individual search spaces of the agents are
considerably smaller than the global search space. The local knowledge about own
preferences, but also information about wishes of others (constraints for own decisions,
see the next chapter) reduces the possible alternatives for the next step. A global planner
cannot respect all these local dependencies, he/she/it must concentrate on the entities of
the scenario which are able to act at all.

In this context, a criterion for distributed planning systems arises. If the search space is
represented only in one central structure, planning is not really distributed, even in a
multi-agent setting. Distributed planning takes place when also the representation of the
search space is distributed, i.e. there are many “small” structures, where search can be
performed much faster and cheaper.
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3.2. Constraints

Formally, constraints in Al applications are nothing but n-ary relations P(xi,...,xn) with a
special interpretation in the actual domain [Ri89]. They may be represented in a network
in order to symbolize their mutual dependencies.

Constraints are very important in search processes (and thus in planning) because they
are a useful means to keep the search space small. Only those values, which satisfy all
constraints, are potential candidates for search. There are two ways of constraint
propagation (in the following shortened CP) throughout the network, constructive CP
and destructive CP. Constructive CP starts by calculating the values in some starting
nodes. From these nodes the adjacent nodes are investigated. Thus, turn in turn, all
nodes get appropriate sets of values. Sometimes assumptions about possible values must
be made. These can be “backtracked” and replaced by new assumptions.

Destructive CP proceeds from the opposite direction. Here it is preliminary supposed that
all values of the respective domains hold for all constraints. After successive checking of
dependencies, more and more values are excluded; in the end only the valid values remain
in the set. The results of constructive and destructive CP should be identical.

A multi-agent scenario with distributed control can also be regarded as a constraint net.
But no rigid distinction between constructive and destructive CP can be made, because
the nodes of the net are active. From a more abstract level we may say, the constraints
themselves propagate through the net, no separate propagation instance is necessary.
Eﬁpressed in the common vocabulary, we identify the agents (exactly: the knowledge of
the agents) as constraints and the sending of information between them as constraint
propagation. An agent itself knows what it may do and what it may not do for any single
instant. An incoming message can restrict this possibilities, we have a destructive CP. On
the other hand, the sending agent is active in telling its wishes, demands, etc. to the other
agents. In this light we have a constructive CP.

An example [Ri83]. Consider the puzzle SEND + MORE = MONEY where each
different letter represents a different digit between 0 and 9. The rules of arithmetic (e.g.
overflows) must be obeyed. Let each different letter be an individual agent, which is
informed about these rules. The agents may communicate in order to reach a solution, i.e.
a consistent mapping from the eight letters to eight digits. What the agents will actually do
1S to propagate constraints.

Both ways mentioned above are possible. A constructive CP may begin with agent M’s
perception “I am surely the number 17, which it broadcasts to the other agents. These
others need not take the ‘1’ into consideration any longer. Sometimes tentative mappings
are necessary, for instance, when agent S sends “I may be the number 8 after M’s
message above. If later the agents stuck in contradictions, some of the tentative mappings
must be retracted, and S may say “I may be the number 9”. In a destructive setting S
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broadcasts “I am in the set {8, 9} and other agents can rule out the alternatives which are
contradictory to this configuration.

We can extend the constraint paradigm of multi-agent scenarios even more. Messages,
which must obligatory be obeyed, (e.g. if the sender has a higher priority) represent hard
constraints. Hard constraints immediately prune the decision spectrum of the receiver.
Otherwise, it is possible that agents send merely advice or hints to other agents. These
messages increase the information status of the addressees, helping them in more
reflected acting. The addressees decide, after all, if they want to follow their given
advice. This type of message can be regarded as soft constraint.

In our sample scenario in chapter 4. we will employ both types of constraints.

- 3.3. » _H.e_uristics

We have exact algorithms for almost all planning problems.® These guarantee to find the
optimal solution. But as mentioned in chapter 3.1. about search, this often results in giant
search spaces. We should be aware that solving the problem is not the crucial point,
provided the solutions can be effectively enumerated. The simplest method is to produce
one solution after the other and to compare each of them whether it is the desired one.
This proceeding is known as the British Museum Method, because even a crowd of
monkeys equipped with typewriters would have once produced all books of the British
Museum, provided they had time enough to try [Ri83].

Of course this is absurd in larger search spaces. So we introduce heuristics in order to
reach at least a pretty good solution. Heuristics are not exact algorithms, because exact
algorithms must be infallible. Intuitively, heuristics are like rules of thumb: rough,
generic principles that are not perfectly accurate, but are still accurate enough to be
convenient and useful [Ha85]. It is important to be aware that heuristics may fail to attain
the best solution. Sometimes they may find only poor results, but one characteristic of a
good heuristic should be: the average result is well acceptable, the worst cases should
never be reached.

Humans widely use heuristic procedures in normal life: Suppose you are driving to a
supermarket and therefore you need to find a parking lot. You see one, pass it (there are
surely some more nearer to the supermarket), pass the next, and so on, but once you
choose one. Even there could be still more, you decide to stop the search. You
unconsciously have calculated the tradeoff between the advantage of being nearer to the
supermarket and the risk of finding no more parking lots. This is based on heuristics, not
on exact algorithms [Ri83].

SBreadth search finds always the optimal solution if there is one.
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Heuristics can be coarsely classified: On the one hand there are common sense heuristics
for problem solving, on the other hand we need special heuristics, tailored to certain
domains. Common sense heuristics, like rank all alternatives and choose the best one, are
not sufficient. Mostly not the large steps in problem solving are the hard nuts, but the fine
grained procedures. In the example above, how shall the alternatives be ranked, what is
the criterion for the best one 7

In Distributed Artificial Intelligence there is a third class of heu istics. We call them social
heuristics, because their intention is to manipulate somehow the social behaviour of the
distributed agents working towards a common goal. Social heuristics do not mainly con-
cern any specific domains. They model, for instance, generic ways to find a consensus in
negotiations, principles of cooperation, and society rules.

These processes are inherently of heuristical nature, no exact algorithm can be found.
Only past processes may be empirically evaluated and statistics may be formed, which
pm\}ide a basis for a general trend prediction or an estimation of the future development.
But this is merely a conjecture with a certain likelihood attached.

Social heuristics in multi-agent systems thus should hel» to simulate %.man social
behaviour in order to realize certain general principles (benevolence, self-interest,...see
chapter 2.4.). Since humans are flexible in their decisions, also these heuristics should
be. Therefore we claim as an essential feature the ability of an agent to reflect about its
own decisions. There should be a permanent checking process in the core of each agent:
“What has changed in the environment ? - Are my decisions still up to date 7 - Shall
cdrrect my strategy 77

For an operationalization of the social heuristics, especially for the aspects like
negotiations, conflict resolutions, or mutual support, an extensive interdisciplinary
approach seems to be necessary. Besides Artificial Intelligence, researchers coming from
psychology, biology, linguistics, social science and other areas should engage in
interchanging their results. Thus a concerted effort could fine-tune and revise the
heuristics.

After all, a major problem seems to linger on: How shall the human’s intuition be
modelled ? Often we really cannot say why we did just this, and, that is amazing, often
this step is essential to reach the solution. Minsky calls this phenomenon “thinking
without thinking” [Mi86]. He states that before humans do not really know what is going
on in their brains (or in their minds, respectively), they cannot build a machine with these
capabilities. But he does not claim that this will ever be the case.
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3.4. Uncertainty

The assumption of traditional planning approaches, that the planner knows everything
about the “world”, is appropriate only in mini-worlds (e.g. the Blocks World). In real
scenarios plans must be elaborated without complete knowledge. In order to model
uncertainty explicitly, AI employs several traditional methods from mathematics and has
also proposed new ones. For instance, there are the method of the coarse sets, the
Bayesian conditional likelihoods, the “Mathematical Theory of Evidence” of Dempster
and Shafer, the theory of fuzzy sets, or the uncertainty factors of Buchannon and
Shortliffe, utilized in the expert system MYCIN (A description of these methods can be
found in [Ri89]).

To say it again, the purpose of these formalisms is an explicit modelling of uncertainty,
which mostly results in a numerical value. A dangerous trap lies in the unreflected use of
this value for further computations, e.g. the addition of two “certainty values” to a new
one. For each special case it must be investigated what these calculations really mean.

All these issues can surely be utilized also in multi-agent scenarios. But the distributed
setting provides more features to model uncertainty:

- An agent wants to know a specific fact. If it either knows that it does not know this

fact, or if it cannot infer the fact from its own knowledge base, it has two possibilities:
a.) If it knows, which other agents might know the fact, it may ask directly. :
b.) Otherwise it may broadcast the request for the fact to all the agents.

- An agent has a fact with an attached “certainty value” (see above). It may ask the other

agents about the fact and thus correct its information about the fact.

We see, two aspects of distribution are important for managing uncertainty. First, there
are the possibilities of exchanging the grade of uncertainty by communication and nego-
tiation. Several sources of information about identical facts may considerably improve the
overall certainty even if these sources are very uncertain from their individual point of
view. The natural human exchange of uncertain knowledge in a problem solving group is
modelled appropriately. Each one knows a “little piece”, together the group can solve the
whole puzzle.

On the other hand the knowledge about knowledge is of essential interest (epistemic
knowledge). When it is missing, an agent must deduce a certain fact over and over from
its knowledge base. Furthermore, the agent would not be informed about its capabilities,
i.e. it could not decide if it is a proper “expert” for the query at all. While this could still
be acceptable, some information about the other agents is absolute obligatory. This
knowledge can be obtained by information exchange or it ts given a priori. Other infor-
mation which an agent cannot collect must be assumed. These assumptions (or beliefs)

are valid as long as they do not contradict new facts. There are special reasoning
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components which guard and update the assumptions and the corresponding dependen-
cies, called assumption based truth maintenance systems (ATMS). There is ongoing
research interest to distribute general truth maintenance systems (TMS). One approach is
described in [HuBrAr90].

But what is more important are well-founded theories of ability, knowledge and belief of
agents. Werner’s recent work tends to this area [We90). Especic tly his formalization of
the principles of “can” (e.g. agent X can do the job Y) is interesting. Werner reduces
“can’ to “having a strategy for” and defines a strategy as a certain mapping of information
sets 1 to alternatives for ‘L. Information sets are sets of several relations which describe
the current status of the world. Thus the abstract can becomes a provable property. This
could be a way to make abilities effectively testable so that the agents can improve their
knowledge about their own qualifications and that of the others.

For the special issue knowledge about knowledge epistemic logics have evolved from
modal logics. A new operator KNOWS is employed to model knowledge structures in
the world. KNOWS (A,P) means that agent A knows the fact P, KNOWS (A KNOWS
(A,P)) means : A knows that it knows the fact P; KNOWS (A, KNOWS (B,P)) says that
A knows that agent B knows the fact P, and sv on.

3.5. Negotiation

When a group of humans is engaged in solving a problem together, normally more or
less different views about the best way to proceed collide. Each human regards the
problem from his/her individual point of view, each may have experience in different
methods and strategies to tackle tasks like that. These are by far no bad conditions, just
the opposite holds; such a setting is desired. The broader the spectrum of knowledge,
experience, and opinions is, the more aspects and varieties of the problem can be
foreseen. If all experts would have the same attitudes, the group would produce no better
results than one expert alone, the process would merely last longer. An expert group lives
through a rich spectrum of expertise. But at last a coherent solution should be presented.
This demands at least two issues:
- the will of each concerned agent to reach a compromise
- the ability to reach a compromise (despite of all different points of view, a common
basis must exist; e.g. it is problematic for a biologist and a historian to find a
constructive agreement about a theme concerning computer science)
The process to reach an agreement or to attain a compromise is negotiation. Because it is
pretty natural for human beings, it should be nearer investigated in general autonomous
agent settings. The term negotiation already occurred several times in this paper. It was

used in the context when two (or more) agents had to find a common way how to
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proceed in favor of both of them. We will now encounter a more formal definition of
negotiation.

A kind of “classical work” about this theme is an early paper of Davis and Smith
introducing the Contract Net ([DaSm83], see also chapter 2.8.). The authors define
negotiation as “discussion in which the interested parties exchange information and come
to an agreement”. This is a very general definition and gives no hints to special aspects of
(artificial) multi-agent scenarios. Kreifelts and von Martial [KrMa90] come nearer to this
end: They regard negotiation as “a structured interaction by message exchange between
the partners involved in the negotiation”. Here we get a first feeling for the main topics
concerned in a formal account of negotiation: messages are exchanged between the agents
in a structured, i.e. formalized way. We are back again in the terms of communication
(cf. chapter 2.5.), but with one crucial addition: Negotiation must come to an end, a
reasonable tradeoff between discussion of different opinions and the costs for communi-
cations is desired. It is important that even if no agreement was found after a certain
amount of time, the proceeding can effectively go on.

There are different opinions where and how negotiations shou'd exactly be used in multi-
agent scenarios. Davis and Smith [DaSm83] claim it mainly for the distribution of tasks
which have already been decomposed. Negotiation is performed as a form of “market”,
where contracts between agents are temporarily built up to allocate subtasks. The
emphasis lies on parallel execution of tasks as an organizing principle and on the transfer
of control. A central goal is the uniform distribution of workload among the agents.
[KrMa90] take another point of view. They point out the need for solving conflicts in
preformed plans, that is on ensuring cooperative behaviour and to avoid interferences by
asynchronous influences, like message delays etc. ]
The realization of the negotiation process offers a wide potential. Negotiation is
principally a multi-lateral affair, i.e. a n:m-relationship is constructed. The Contract Net
adopts this directly by allowing a “manager” to offer a task to several potential
“contractors” and, on the opposite, allowing a potential contractor to send “bids” to
several managers (see chapter 2.8.). For the next task, managers may be contractors and
vice versa. Manager and contractor cannot force each other to a compromise, if no
contract is reached, the manager must try it anew (may be with a changed announce) or
quit.

[KrMa90] also do not use any force to reach an agreement. But here the negotiations are
broken down to bilateral relations. This is achieved by a coordination agent. Each agent
which wants to negotiate with others must get in contact with the coordination agent. The
coordination agent then will converse one by one with the agents the first wanted to
address. As mentioned above, the coordination agent cannot force any agreement, but

only make proposals to the concerned agents.

33



One general demand to make negotiations possible in multi-agent scenarios is a well-
defined and formal exchange of information. A negotiation protocol could achieve that.
Certain requirements to the protocol are [KrMa90]:
- it should keep communication to a minimum
- the autonomy of the agents should be respected

the resolution of conflicts must be facilitated
- itis desirable to make the protocol comprehensive for both human and artificial agents
After all, it should be obvious that negotiations cannot guarantee the optimal solution of a
given problem. On the one hand, they are normally based on heuristics, on the other hand
they manifest decisions, which may be non-optimal from a more global point of view.
But as mentioned for heuristics (cf. chapter 3.3.) it suffices to find an appropriate
consensus with reasonable effort.

3.6. Eco-Problem Solving

A challenging new perspective for multi-agent systems is to conceive them as eco-
systems. An eco-system is an ecological community considered together with the non-
living factors of its environment as a unit. The term “ecological” means: of or having to
do with the environments of living things or with the pattern of relations between living'
things and their environments.

Bu;t we do not commit ourselves to biological systems, also the association with
economics shall be allowed. Abstractly we define an eco-system as a system of
individuals with certain intentions and competing demands for resources. When the
intentions can be almost overall satisfied, an equilibrium of activity will be reached after a
while. By identifying intention with (sub)goals and equilibrium with stable goal state we
get the direct connection to multi-agent systems.

Note that even if the aspects of the social behaviour and the common goals are somewhat
relaxed, we can still assert an overall system goal for the system: All individuals shall be
satisfied, i.e. the personal intentions must be fulfilled. When we now assume that in real
eco-systems (where resources are limited) normally an absolute selfish acting of the
individuals seems to be impossible, we are back again to (at least some) social aspects.
But what did we gain by the “eco” metaphor ? First of all, we get a well suited model to
explain the behaviour of distributed systems without a centralized control. Movements
which appear at the first time chaotic, become explainable.

Then, and that is a hope, a new metaphor arises for a special kind of distributed problem
solving with a special class of corresponding problems. The classical distinction of DAI

"Both definitions were taken from Webster's Third New International Dictionary.
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systems between behaviour based (agent which only react upon influences from their
environment) and knowledge-based systems (intelligent agents, which actively plan their
actions) may be exposed as inappropriate. We will now try to substantiate both the theses
just mentioned.

To explain multi-agent scenarios without centralized control, Kephart et al. performed
exhaustive simulations [KeHoHu89]. The authors also use the eco-systems paradigm.
The central characteristics of “computational eco-systems”, as they call their settings, are
in their opinion:

- distributed control

- asynchronism

- resource contention

- extensive communication among the agents

- .incomplete or delayed information

All these presumptions match almost perfectly general conditions for multi-agent systems
we have mentioned in this work up to now.

The intentions of the agents in eco-systems represent the desire to attain a specific amount
of limited resources. This is nothing but an abstract description of conflicting goals. Seen
in this light, all DAI scenarios without central control are eco-systems in any way. Butl,
this is the second step before the first is completed. As a matter of fact, Kephart et al.
foynd a behaviour similar to that of a living population in a real eco-system. They
dis:tinguish three classes:

@ non-oscillatory relaxation to the equilibrium
@ damped oscillations about the equilibrium
©) persistent oscillations

The equilibrium can be identified with a stable state, where all agent are sufficiently
satisfied. If the eco-system has an overall social goal, a tendency as in case @ above
should be avoided. A stable solution presupposes an equilibrium in resource consuming.
Kephart et al. [KeHoHu89] extracted two interesting conclusions from their various
measures of computational eco-systems:

- They detected long living meta-stable states for certain combinations of parameters. A
system, which appears to be stable, may rapidly jump into a real stable state. This
implies, an eco-system does not guarantee a smooth and steady behaviour, but in most
cases it conducts a such.

- Kephart et al. also provided the individual agents with more information about the
world (procedural knowledge about time sharing, etc). In contrast to their assumptions
that the performance of the system increases with the increase of the local knowledge,
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just the opposite happened from a certain point on: The overall results became worse,
sometimes even worse than in a system where agents have no special information at
all.
The authors conclude that a distributed system without central control must not have
too intelligent individuals. A chaos may be induced by overly-clever local decision
makinZ algorithms. On the other hand the authors found that imperfect knowledge
(i.e. a higher amount of randomness) suppresses oscillatory behaviour of the system
at the expense of reducing the average performance.
We must keep in mind that all the results are based on statistics. They hold for the
average case. Each test run, however, may exhibit completely different results.

Now to the second thesis mentioned above. Ferber [Fe90] proposes a new paradigm

“eco-problem solving” for a certain kind of DAI scenarios and problem configurations,

especially for settings where agents have to arrange themselves in a desired manner (e.g.

Blocks World problems).

Ferber does not formally define eco-systems, but he describes the attributes of the agents

(“eco-agents”) incorporated, i.e. their knowledge, their principles of cooperation, and

their behaviour.

A strict distinction between domain-dependent and domain-independent knowledge is

made. The first must be adapted anew for each scenario, whereas the other knowledge

halds for all possible applications. It comprises:

- an agent knows, when it has reached its goal (“satisfaction state”).

- an agent knows, when other agents prevent it from acting (its “jailers”).

- an agents is informed about dependencies to other agents, i.e. if it must wait with
acting until another agent has done anything.

The latter two issues are in permanent change while the scenario runs.

The behaviour of the agents is characterized by three attributes:

- The will to reach its goal. Each agent actively works towards its satisfaction state.
Thus an eco-system is an active, not a re-active system.

- The will to be able to act. The agents permanently try to remove obstacles, which also
may be other agents.

- The obligation to flee. If an agent is an obstacle for another, and this other agent wants
to act, it sends the second one off. This is performed by message passing. The second
agent must go away, it may decide to go anywhere the first agent does not want to go.

Here we have a behaviour like in reactive systems.
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Provided with these means, knowledge about the initial configuration and informed about
the desired goal, each agent tries to reach satisfaction. It is characteristic that through the
messages used to send other agents away, dependencies are constructed. These depen-
dencies prevent the agents sent off (slaves) from reaching their final goals before the
agent, which announced the message (their master) has reached its goal. So, if the final
situation can be characterized by a partial order of dependencies (the order, in which the
agents may reach satisfaction), there is good hope that the overall solution will be found
and eco-problem solving will terminate.

Ferber characterizes eco-problems (problems which can be adequately solved by eco-
agents) as those which can be described through a triple (-A,8,G), where A is the set of
agents, with both domain specific and “basic” knowledge, 8 is the start configuration, G
is the goal configuration, and 8 and G are individually ascribed to each agent.

As a conclusion we state that the paradigm of eco-problem solving seems to be well
suitéd for problems, where the goal situation can be a priori decomposed to all individual
parts of the problem. If these parts then get the capability mentioned above, they will find
the way to the solution alone, if possible at all. Hence the eco agents perform also
distributed planning and acting alternatively. The planning part lies mainly in the decision
where to go, when sent off by another agent. There could be some intelligence in this
step (but maybe not too much, see the results of [KeHoHu89] above !).

We introduced eco-problem solving broadly,because it is just the way how we realized
our sample scenario in chapter 4. Amazingly, we used almost the same “framework™ like
Ferber, without knowing his paper or having ever heard the term eco-problem solving.
But, alas, Ferber named it as such and we consider it useful.

At last, an interesting prospectus from [KeHoHu89] shall be mentioned: Biological eco-
systems can adopt to a changing environment through feedback mechanisms. It would be
a challenge to transform these abilities also to computational eco-systems. Feedback must
therefore induce an adaptive behaviour, like learning. Thus it may be possible to evoke an
“evolutionary process” and to come to better problem solving techniques for multi-agent
systems.
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4. The Towers of Hanoi - A Distributed Planning Scenario

The scenario we have experimented with is a variation of the well-known puzzle of the
Towers of Hanoi. At a first glance this appears rather simple. Every computer scientist
has to learn the short recursive “Towers of Hanoi” algorithm in one of his first lessons.

algorithm Towers_of_Hanoi (no_of_disks, start, goal, aux)
{if no_of_disks >0
then {Towers_of_Hanoi (no_of_disks — 1, start, aux, goal)
Print (“Agent from ”, start, “ to ", goal)
Towers_of_Hanoi (no_of_disks — 1, aux, goal, start)} }

But this is not our approach. On the one hand we extend the scenario by increasing the
number of available sticks which makes the algorithm given above no longer optimal, on
the other hand we leave the global view and distribute control and information. Decisions
arc made decentral and their impact on the global situation is ~artly unknown. We are
directly confronted with a DAI problem.

The Towers of Hanoi scenario (in the following shortened ToH scenario) covers several
of the aspects mentioned in the last two chapters. An emphasis will be laid on heuristics,
negotiation, and eco-problem solving, besides the more technical details of the
realization. The scenario is simply enough to overlook but nevertheless should prove

sufﬁciently complex to reveal clearer insight into important concepts of DAI
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Figure 4.1 : Start situation of a possible ToH scenario
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4.1. Description of the Scenario

Essentially we have to explain two topics. First of all, how the ToH scenario can be
regarded as a multi-agent scenario, and secondly, why it is an example for planning.
Figure 4.1 shows a sketch of the world we are going to talk about.
Each of the moveable disks shall be seen as an individual agent with own knowledge,
own abilities and own task. (resp. goals). The knowledge comprises very local
knowledge (who is directly over me ? - where am I now ? - what do I have to do next ?
...) and knowledge about the access to more global information (do other agents interfere
with me ? - can I reach my desired goal ? - what are the best alternatives for the next
move ?...). The abilities of the agents are mainly sending messages to other agents and
acting if all obstacles are removed. Note: The agents are able to move themselves, no
- other agent (e.g. like the “hand” in the Blocks World) is necessary.
The ’pﬁ'ﬁciples of the problem solving process resemble the aspects of eco-problem
solving (cf. chapter 3.6.). The agents are egocentric, they try to make their way straight
to their desired goals. On this way they are confronted with two types of obstacles:
- An “upper neighbour” U might lie upon a w...ing-to-act agent A.
In this case A (whose next goal is place X) will send the message “Leave your place,
but do not go to place X’ to U .This simply avoids a further confrontation between A
and Y at place X. '
- Another agent B with a lower priority than »A might be situated at /s next attempted
fplace, say X, and thus prevent A from going there.

!

A (who now resides at place Y) sends the following message to B : “Leave your

place, but do not go to place Y”. B shall not block A as an upper neighbour.
The message “Leave your place, but do not go to place...” is the central concept of this
approach. The agents force others to step aside to pave the way for their very own goals.
But we should be aware that the execution of such an order is not deterministic at all.8
This is the key issue to intelligence. The possibility of free choices offers chances to
bring in decision procedures and other auxiliary facilities, like heuristics, which will
speed up the problem solving process.
We consider the ToH world as a sample for distributed planning. The agents have to
coordinate their next moves, clashing subgoals must be resolved. As we have just heard
some sophistication can also be put into decisions where better not to go. All this strongly
touches aspects of planning. The identity of planner and actor is typical for distributed
planning (cf. chapter 2.7.3.). Each single agent plans its very own next steps within its

8This is true for a ToH world with at least four places. It is clear that in the case of three places (the
"standard scenario”) no option remains. At one place the agent resides momentarily, one other place is
forbidden by the orderer of the "leave-message”, finally, the third place must be chosen for the next step.
Hence the three-place ToH problem has a deterministic solution and does not require intelligence.
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partial world view. After planning (which can only be partial) the agents try to fulfil their
restricted plans. Later we will see more detailed how such a plan could look like.

But also social capabilities are demanded, the willingness to help each other in the sense
of a social system (cf. chapter 2.4.). The ToH scenario provides facilities for help re-
quests and gives priority to attempt a satisfaction of this requests before trying other
alternatives.

These are the aspects of the ToH scenario under investigation:

Agents: Each disk is an intelligent, active agent. The agents are unique and identifiable by
their names. Their number is unlimited, but fixed. All agents have got a different priority
value (their “size”). Furthermore they have knowledge about their goals and also partial
knowledge about the world. If necessary, they may get further, more global information.

Places: The number of places (i.e. sticks) is unlimited but fixed. The smallest possible
number, however, is three, otherwise no reasonable moves can be made. The places are

not an active part of the scenario, the agents must take care for correct moves and update
the vlaces, too.

Positions: The term “position” shall denote the position of an agent in the stack at a
certain place. The agent on the bottom of the stack has got position 1, the next upon it
position 2 and so forth. Thus the maximum number is the total number of agents in the
scenario. ,
Goals: At the start of the problem solving process all agents who are involved in the final
configuration must have received their final goals. Only the individual agent knows his
spécial goal.

An important presumption is also the demand of compatibility and consistence of the
subgoals with respect to the global goal. The global goal (generally more than the sum of
its subgoals, cf. chapter 2.) cannot be achieved unless all subgoals can be reached. This
implies a full check for consistence through an external instance before the detailed
subgoals are given to the agents.

Parallelism: The ToH problem is in a class of problems, which can inherently be solved
in parallel. The agents may pursue their (sub)goals contemporary and may try to perform
actions always when they think it is possible.

Constraints: No agent can “hang in the air” except in the moment when it is acting. We
have to obey the simple physical laws like gravity, uniqueness in the parts of space which
are covered by the agents, etc. The main aspect is that the agents need permanent support.
This is achieved either by other agents which tolerate them or by the “ground” which
supports everyone.

Constraints are also important to restrict the search space for the next decision of each
agent. All information an agent has about the intentions of others, constrains its own

choice.
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Capabilities of agents: The agents send messages to themselves and to other agents. The
primary purpose is to inform about their own intentions, but also to remove obstacles and
to negotiate about conflicts emerged. Last not least, the abilities to perform the planned
moves and to do the bookkeeping shall not be forgotten.

Behaviour: The agents send off those agents, who prevent them from reaching their
goals. The latter have certain deg. 2es of freedom to choose a placz where they could flee.
Into this choice as much intelligence as possible must be brouglit in. The behaviour is
always motivated. Either the agents pursue their own goals or they act in order to obey
other agents’ wishes. Though especially big ToH scenarios (many agents and places)
often resemble somewhat the behaviour of ants in an ant heap, every single decision is
well-founded and correct from the individual’s point of view.

Priority: Each agent has got a unique priority value, so all agents are in a linear priority
- order. Especially all agents are comparable. In fact, the “bigger” the agent is, the larger is
its pfibﬁfy value.

Toleration: An agent which wants to go onto another agent, must be sure that the second
one tolerates itself. Another term would be “capable to carry”. I the ToH scenus s ageats
tolerate others if and only if they have a higher priority.

Heuristics: Because the choice of the agents sent off is non-deterministic, heuristics are a
convenient way to find a good solution. We will make an exhaustive use of heuristics and
try to prove the appropriateness in benchmark tests.

Social aspects: The final goal to build a new tower on a different place is a social goal
[We88] in that the agents with lower priority depend on the foundation of the “higher”
agents and, on the other hand, the bigger agents must hope that the smaller agents really
go away if they are obstacles.

The foundation of benevolence is built in the ToH scenario. Orders of other agents (;"go
away, but avoid...”) are always obeyed and wishes and petitions as much as possible.
Help requests are considered privileged by ranking the alternatives (in TOHPAR). But
the agents are not altruistic at all. In doubtful situations, if they cannot combine
benevolence with their very own intentions, they act selfish. This is a key issue to force
the aspiration to reach the goal.

41



4.2. Why Not Conventional Planning ?

We could try to plan the way from the start situation to the goal situation in the Tower of
Hanoi scenario with conventional methods of planning (traditional planning , cf, [St87,
He89]). It seems to be straightforward to construct first a graph of all possible states (see
Figure 4.2) with the start configuration as start node and the respective transitions as
edges, and then look for the node representing the final state. Dijkstra’s algorithm returns
the shortest path between the states. But taking a second glance onto the extension of the
graph reveals problems. The absolute number of states 8 is finite, however, it grows
exponential. Let n be the number of disks and m be the number of sticks, then we have 8
=mn. Forn =10, m =4: § =410 = 210210 = 1024¥1024 > 1,000,000! And this is a
very small configuration. Higher parameter values soon exceed the storage capacity of
. any computer.

start situation EENEN goal situation ¢

Figure 4.2 : The search graph of the ToH problem is infeasibly large

Another method is search [Ni80]. If we use simple hill-climbing methods, we lack of a
pretty good heuristic function, which estimates the difference between the actual state and
the goal state. Some very special rules of thumb are possible, like “one disk at its goal
stick in the correct position is better than none” or “try to remove the obstacles from the
largest disk which is not yet at its goal”. But most of all adjacent states cannot be
compared, let alone be ranked by a function using more abstract principles.

So, what still remains is graph-search (see Figure 4.3). For the same reasons as
mentioned above for hill-climbing, the branching rate can hardly be restricted. Also best-
first strategies are infeasible therefore. Let us investigate the possibilities for depth-first
and breadth-first search. What is the average branching factor ? If the towers are high, it
tends to m—1, otherwise, when all disks are distributed among the sticks it is n*(m-1)
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without parallel moves (n : no. of agents, m : no. of sticks, like above). A coarse estima-
tion for the average factor is (n*m)/2, which is rather too low because of the various
combinations of parallel moves.

If we now try breadth-first search, we must take into account the total number of
expanded nodes N (breadth-first will surely find the solution, the question is for what
costs 7). If we assume that the solution is found in d steps in the best -ase, the search tree
comprises about N = (n*m/2)d nodes.

An example: Let n = 10 and m = 4 as in the example above. We take d = 50 as an
empirical value from test runs. Then we get N = (10*4/2)30 = 2050 which is absolute
infeasible.

Depth-first search as an alternative is also impossible, because the depth of each branch is
not finite. Testing whether some configuration has already appeared before, would cut
" the branches. But this is expensive both in time and storage. The whole branch must be
stored and one by one compared with a new node.

alll alll alll
I\ TN

Figure 4.3 : Branching of the search-tree can hardly be restricted. It grows enormously.

After all, the search problem of the Towers of Hanoi cannot be tackled with conventional
methods. We must find better solutions.

If we distribute control among the disks themselves and let them make decisions which
are optimal from their local point of view (ongoing with negotiations and conflict-
resolution strategies) we rid ourselves from the burden of finding a global ranking
function for the states.
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Important properties which guarantee the feasibility of multi-agent planning in the ToH

scenario are:

- The search space in confluent, i.e. each two branches from an arbitrary node can be
joint again. This is because each configuration can be constructed from each other and
everything may be reversed again.

A consequence is that backtracking is obsolete. We do not need to go back in the
search graph, but may attain the same result by going forward and simply performing
just the opposite moves as before. As in “real life”, wrong moves (“deeds”,
“behaviours”,...) must be actively cured or improved, they cannot simply be
“withdrawn”, as if they had never occurred.

This implies the possibility of interweaving search and moving, in other words of
planning and execution. It is characteristic for multi-agent planning, that a plan
normally is not completely developed and afterwards executed. In the ToH scenario
the extreme of planning only one (i.e. the next) step with following execution is
promoted.

- The common goal can be efficiently decomposed into individual subgoals, that if each
agent (disk) has reached its personal goal, the overall goal is satisfied.

- Even if the disks directly perform their planned moves towards the goal, this may be
regarded as a proposal. If these steps are recorded, post-optimizing becomes possible,
which may delete unnecessary cycles or enhance the parallelism.

For; these reasons we model the ToH problem as a multi-agent planning approach.
Essentially, it is an example for classic heuristical planning. What is new and challenging
is that the heuristics (and the rest of knowledge) is not any longer concentrated in one
central instance, but distributed among the entities, which are in the scenario themselves.
Thus we could regard our agents as “experts” for their very own limited domain.

The ToH scenario is realized in two versions which succumb distinct paradigms: One
uses sequential message passing whereas the other allows for parallel sending of
messages. In the sequel both versions shall be considered in some detail. After
introducing common aspects, the sequential version TOHSEQ and the parallel version
TOHPAR are described. Next the versions are compared with respect to their test resulits,
their costs and their adequacy for modelling the scenario. At last some implementation
details are presented.

We will lay emphasis on the parallel version, after all it is the aim of all our
investigations. So all prior results may prepare the way for the parallel scenario.
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4.3. Common Aspects of the Realization

First of all, some general principles of DAI problems like the ToH scenario shall be
outlined. In each state of the problem solving process, each of the components (i.e.
agents) has got an individual goal, but only a subset of the components is really able to
act. The elements of this subset can mostly decide what to do next by choosing one next
goal out of a set of possible alternatives. These decisions should be as clever as possible;
not only the individual situation should be taken into consideration, but also the goals and
the intentions of other agents.

In the ToH world we have (and presume, respectively) some issues, which provide

simplifications for otherwise very complicated settings:

- If a component finally has reached its goal, it surely has not to leave again 9.

- Actions and planning is performed synchronized, i.e. all agents need exactly the same
amount of time for these two phases, no agent can overtake another. This implies we
have discrete states and discrete transitions between the states, too.

- The agents behave cooperatively and try to help others as much as possible.

The sequential and the parallel version of the ToH scenario are based on a uniform
implementation environment, i.e. the same language and the same machine. Hence we
have a solid base for developments from one into the other and also for comparisons. Fot
the user both versions appear almost identical except that some parallel moves now and
then occur, which are not possible in the sequential version. Anyhow, often the parallel
moves are only perceived in slow-motion. But under the surface the realizations differ
considerably. Well, what is common ?

Programming paradigm: We use an object-oriented programming paradigm. That means
that entities in the scenario are regarded as instances of object classes. Each object class
has certain methods attached, which serve as the procedural knowledge of the members
of the class. The declarative knowledge is stored in slots of the instances, the slot names
are defined with the objects class. More mathematically, an object instance can be seen as
a n-tuple, where each component has a specified range of possible values.

Modelling of the agents: Each agent is considered as an instantiated n-tuple (Aq:vy,...,
An:vn). The names A; of the components shall be called slots. Each slot can be
instantiated with a certain value vj, which is either an element of the range of Aj, or NIL
(i.e. no actual specific value given). The slots represent the entries to the knowledge
base. Strictly spoken, each agent is a knowledge base with procedural attachment, the
methods. An individual agent is created by making a new tuple “agent” and filling the

9Assumed we have a “traditional ToH problem" like "Move the whole tower from A to B". In a selting
where the goal configuration compriscs more towers, the disks probably have to leave sometimes their final
position again.
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slots properly. The number of slots is fixed, hence the aspects and the amount of
knowledge are inherently restricted. As mentioned above, not each slot must have a
specific value, NIL-entries indicate either ignorance or a lack of interest for certain

aspects.!® An agent owns at least these aspects of world knowledge:

tuple AGENT: (name, place, position, blocker)
name : unique identification
e : actual place
sition : exact position at place
locker : actual agent which is located on the instance itself
Example (ToH): (name: agent-4, place: 3, position: 2, blocker: agent-7)

The procedural knowledge (hidden in the methods) comprises information about when
and how to get more global information. This will be discussed separately for both
versions later.

User dialogue: The user is asked to start the scenario. He mu st declare the nu.aber of
agents, the number of places, whether he wants a statistic evaluation, the starting place,
the place to finish and the degree of slow motion. Changing the direction of the output
(information about status and action resp. statistic information) is also possible. Further,
parameters depend on the versions.

Graphic output: Principally the graphic output is identical in both versions. The agents
apbear as black rectangles and perform moves in three steps (up - to new place - down).
The places are perpendicular lines to sketch the “sticks”.

10These kinds of uncertainty do not yet emerge in the current model of the ToH scenario. But a missing of
a ﬁoal, for instance, is already integrated. Agent without goals would only passively react to orders of
others.
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4.4. The Sequential Version : TOHSEQ

4.4.1. General Phenomena

In the sequential ToH scenario TOHSEQ there are some inherent simplifications with
respect to a parallel version.

At each instant of time only one agent can be active, the rest is “frozen” and does nothing.
The common goal is built up stepwise; the correct order of the subgoals is implicitly
given by the priority of the respective agents. It is impossible that Agent “x” is able to go
to its final goal unless Agent “x-1"" has already reached its.

The priority of the agents corresponds to their size (a total order). First the biggest agent
(Agent “1”) receives its goal and pursues it by sending blocking agents off. Agent “1”
- owns the highest priority. After it has reached its goal position, the next agent (Agent
“2”) starts active working. This principle is also used recursively when sent-off agents
pursue any subgoals (where they want to flee) and therefore send other agents off, which
are obstacles for them. Thus in the moment one agent A succeeds in reaching a
goal/subgoal just the one which previously caused A to act, can go on in working
towards its next goal.

For the aspect of control, at each moment at most one agent, say A, really pursues its
original goal, all others stick on subgoals to pave the way for A. When A reaches its
goal, the next agent - the one who waited for AA’s completion - may act. Control passes
over if one agent invokes a method from one other. Thus we have an implicit control
flow in TOHSEQ, guided by the priority of the agents.

Sending of messages (evoking of methods from another agent) actually works like a
remote procedure call: The addressee will carry out the ordered “service” at once but the
sender must always wait for completion. Figure 4.4 shall clear this up (according to
[Ne86]).

If an agent has decided where to go next (new subgoal), it may wait until all obstacles are
removed. This “removing of obstacles” does not concern the agent in any way; especially
it does not interfere with the agent’s planned move.

As a consequence, there is only one task to perform at each instant of time. No internal
conflicts about goals occur, because an agent pursues maximal one goal/subgoal.

If an agent is able to act from its local view, this holds also for the global point of view
because no parallel action can interfere with the agent. This implies that no external
conflicts (conflicts with other agents) are possible. Hence no external component to
manage these conflicts is necessary.

Conflicts thus do not appear obviously. The strategy of conflict resolution is built into the
heuristics employed. By exploiting the maxim of “most intelligent decisions possible

from each agents point of view” the heuristics are founded on preventing conflicts.
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Agents are sent off only in the case if no other alternative has remained, and moreover,
only those agents which really are obstacles. Thus silly conflicts are avoided. Conflicts
concerning the order of the goals or the priority of the agents are excluded from the first
because of the reasons mentioned above.

To draw a conclusion, the main facility for control and conflicts in TOHSEQ is the
principle of sequentiability. We do not have to take care, for instance, for coordination
and synchronization aspects. This issue will dramatically change in the parallel ToH
scenario.

Agent A Agent B

method_a: start

™ agent A halts and
) gives control to B
call of method_b at B - method_b: start
% :
[ }
[ ]
a
n
n
n
: agent B is ready and end
time = gives control back to A ;
a
end

Figure 4.4 : Message Passing as a Remote Procedure Call

4.4.2. Architecture

We consider architecture as “the structure and team-work of the particular components of
the entire system”. This concerns primarily the structure of the procedural knowledge of
the agents besides the declarative aspects like the knowledge bases mentioned above. It is
important to know how the agents’ methods interact, what they cause and how they are
invoked. The scenario is started from outside, however, once it runs, the agents rely
completely on their procedural knowledge to solve the problem. So it is absolutely
necessary to get a thorough understanding of the system architecture to be able to follow
the agents’ decisions. There are two points of view regarding methods and sending of
messages, an abstract one and a concrete one (Figure 4.5).
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abstract view concrete realization

Abilities of an agent procedures which cause
methods to solve a certain side-effects (mostly in

well-defined problem changing slot-values)

Sending of information Remote procedure
. to another agent, make all (interrupt of
fﬁ:fsl:gegf use of the abilities of fhe s(;:ding};roc&
4 whom (use a service
A | dure)
like a client)

Figure 4.5 : The abstract and the concrete view of messages

4.4.2.1. Abstract View

Each agent merely needs a very simple control structure to execute a given task. It
consists of four steps, which are iteratively performed until the agent has reached its goal:,
0] Determine the next (sub)goal

@, Try to become able to act (remove obstacles)

@ Reflect about your decision and perhaps modify your subgoal

O] Perform the action

Constraints are the basis for the decisions in step @ and @. An agent knows its own
goal, but has also information about the wishes of other agents. This can be regarded as a
transmission of the constraints of the other agents to the first one. Because of its cooper-
ative behaviour, the agent tries to obey the others’ intentions as much as possible.

In step @ an agent sends orders to go away to agents, which are obstacles for it. The
agent hopes that it can act when these obstacles have left their place. But because of its
limited view, this cannot be guaranteed. Possible side effects must be restricted, this is
another duty of constraints. An order in step @ has informally a format like “go away,
but do not go to place X, because I want to go there”. Thus the new constraint is “place
X is forbidden”.

Step @ only occurs in the most sophisticated heuristic. In this case, the steps @,® build
a loop, which lasts until the agent really can act. For the other heuristics, step @ is
omitted and the agents wait in step @ until their obstacles have gone away.

49



Heuristics are used in all steps except step @, where no decision has to be made
anymore.

The result of the whole proceeding (the simulation of the agents) is a sequential plan.
This plan can either be used directly, or be post-opiimized in order to find possible
parallel moves.

4.4.2.2. Concrete Realization

TOHSEQ utilizes directly the facilities of sequential message passing. Sending of
messages works like a remote procedure call: The addressee will carry out the ordered
“service” at once but the sender must always wait for completion.

- The format of the messages is a list consisting of addressee, message type, and n
parameters pary.. par, with n > 0. The actual parameter of addressee must be an instance
of the class of agents where the message type is attached to.

We use message passing with the objective to implement the central idea of the agents’
desire to cause blocking agents to flee: “Leave, but do not go to the place where you
would block me again”.

The sequential scenario TOHSEQ consists of one main function “hanoi” which starts the’
scenario and several methods which are called from the main function and from other
methods or agents, respectively.

The call structure of TOHSEQ is depicted in Figure 4.6 (note: hanoi is a function, all
other identifiers denote methods).

)

go_away_but_avoid  update/graphics seek_best_place

N

Figure 4.6 : Call Structure of TOHSEQ (especially hanoi)




In the following we present the sequential TOHSEQ system by means of flow diagrams
(Figures 4.7 - 4.10). The arrows stand for control flow and the bold rectangles
symbolize the sending of a message (The control passes over to the called method, it
comes out again from the bold rectangle and goes further into the next arrow when the
stop-label of the called method is reached). The technical methods update and graphics
are not decomposed further.

° Explanation
1 - : CONWIC flOW
: call of a new method
decompose goal and switch of control
choose the first agent

Provide this agent with
its goal description and
cause it to pursue this

goal

for each agent in the scenario:
invoke method go_to at this

i make statistic evaluation
there s]tejg '?genls if desired

take the next agent m

Figure 4.7 : Top Level of TOHSEQ
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mmvoke method go_to
at yourself

at
£0 to your desired goal
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and graphics at yourself
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Figure 4.8 : Method go 1o
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is
the number n " "
no intelligence required;
of %léﬁif [(o‘%‘%ers) choose the only possibility

choose next place depen-
ding on the heurisucs

go to the choosen place

invoke method go_to
at yourself

Figure 4.9 : Method go_away but_avoid

%:éEventually a call of the methods update and display (i.e. to perform a move) might
happen. In this case the method go_away but_avoid ends after the performed move.
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4.4.3. Heuristics

All heuristics described in this chapter manage the decision where to go, when an agent
receives the message “Leave your place, but do not go to...”. There is the opportunity to
bring in some kind of intelligence, the agents normally have certain degrees of freedom to
make their new choice.

The heuristics used in the sequential version TOHSEQ are structured hierarchically. The
user selects one out of seven heuristics, which are identified by an associated integer
(1,...,7). As a principle, heuristic i is founded on heuristic i~1, i.e. it has all the capabil-
ities the former heuristic has. This implies, all tests and considerations which are provid-
ed by heuristic i-1 are also employed by heuristic i, even if not explicitly mentioned in the
description below. Thus if we present the features of a heuristic, it is a presumption that
- all knowledge of the poorer heuristics is at hand. The “higher heuristics” should therefore
be miore sophisticated than the “lower” ones. Generally this should result in steadily
improved benchmark results for increasing numbers of heuristics. The actual results are
given in the next chapter. We will now describe the heuristics in some detail.

Heuristic 0 (in method go_away_but_avoid )!1.

As mentioned above, the user can choose a heuristic between 1 and 7. Heuristic O,
however, is switched on automatically if TOHSEQ is started merely with three places’
(towers). Then all sophisticated considerations are in vain, there is no free hand for
decisions at all. Every heuristic would behave identically and thus all would show the
same performance.

To save computation time, heuristic O is added. In the method go_away but_avoid it
directly calculates the only place which is left to go for each agent which is sent off. This
reduces the decision where to go into a quick computation. The results must be equal to
the recursive ToH algorithm which surely cannot be improved.

HeuristicO  “do not use heuristics, if not necessary”

In a deterministic scenario (no alternatives), heuristics for decisions are unnecessary. Do
not think deeper and take the only possibility left to go on.

If there are cheap exact algorithms, exploit them as much as possible.

n the following we will annotate in brackets in which methods the heuristics operate.
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*Teuristic 1 (in method go_away_bu:_avoid ).

Comprises the fundamental principle of all higher heuristics. For each agent and each
decision situation the set P of all places (towers) is divided into disjunct subsets, the set
A of “allowed places” and the set F of “forbidden places” with respect to the next move
of each agent. F consists of at most two places; the next subgoal of the agent's “lower
r-’chbour” just below itself, and the actual place of another agent, which causes the agent
to leave.

From the set of allowed places one element is selected at random. To flee from the
momentary place to the selected place becomes the new subgoal.

Heuristic 1 “the selected alternative must be allowed”
Partition the set of all alternatives into a set of allowed alternatives A and a set of
forbidden alternatives F, according to the actual constraints. Select one element out of A

at random and make it your new subgoal.

Heuristic 2 (in method go_away_but _avoid ).
Forces the willingness and straightness to reach the final goal and avoids needless
stepping around. Before selecting any alternative for the next action the agent checks
whether it already can reach its final goal within the next move. In this case no other
alternatives have to be regarded any longer. Three conditions must be fulfilled :

- The goal place is an allowed place.

- The goal place is attainable.

- The agent is not blocked by other agents.

Heuristic2  “preserve some self-interest”

Form the sets A and F as in heuristic 1. Check whether your final goal is in A and if
you can reach it within your next action. In this case go directly to the goal place, other-
wise proceed like in heuristic 1.

Heuristic 3 (in method go_away _but_avoid ).

If the test in heuristic 2 does not return true (i.e. the goal is not attainable in one step),
consider all allowed places where you could go (G < A). These are places which are
either unoccupied or where an agent with a higher priority is situated on top of the stack.
Select the place with the flattest stack out of G . If there is more than one, take the first.
The basic idea is to cause as few blockings as possible. Again, this will be a foundation
for the following heuristics.
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Heuristic3  “look for proper alternatives”
Build the set G of possible alternatives for the next action as a subset of A. Find a subset
™M of G where each element promises minimal blockage for later actions (domain

specific). Choose the first element of M as the next subgoal.

Heuristic 4 (in method go_away but_avoid ).
Is similar to heuristic 3 except the selection criterion. The next subgoal is selected by

accident.

Heuristic 4
Proceed the same way as in heuristic 3 and build the set M . Use a random selection
function which guarantees equal likelihoods for all alternatives in order to determine the

next:subgoal.

Heuristic 5 (in method go_away but_avoid ).

The local knowledge of the agents shall be augmented in the way that more information
about the wishes and intentions of the other agents will be at their disposal.

Actually an-agent which is sent off will get the additional advice where other agents want
to go after it has left. Thus the agent can try to obey other agents’ wishes when making’
the decision where to go next. In detail this may sound as follows: “Leave your place
now, but avoid to go to place Z, because I want to go there. Furthermore I heard that
other agents want to go to the places Yi,...,Yy. Try to stay away from these, too.” The
receiver of this message will do its best to keep the advice and selects the first place from
set M (see heuristic 3) where no agent wants to go. If there is no such place, it uses the
selection criterion of heuristic 3.

This proceeding can be regarded as the combination of constraints given by other agents,
which are still blocked.

HeuristicS  “combine constraints”

Try to take as much intentions of co-actors as possible into consideration. If you cannot
go along with their wishes, i.e. each alternative in the set M (see heuristic 3) is objected
by some agent, use the selection criterion of heuristic 3: Choose the first element of M as
the next subgoal. Otherwise take the first detected alternative out of M which does not
interfere with any agent’s intention.
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Heuristic 6 (in method go_away bur avoid).
Likewise heuristic 5, but with a selection function analogous to heuristic 4.

Heuristic 6
Proceed like in heuristic 5. If the known intentions of the agents cannot be protected,

. hoose an alternative in M at random.

Heuristic 7 (in methods go_to, go_away but_avoid , seek_best _place).

The agents decide where to go next often long before they really can act. All the agents

lying on them and blocking them first have to go away. In the heuristics up to now the

agents’ decision was fixed. Once made, it will be carried out, no matter what happened in

_ the meantime. But this time interval can be considerably long, the world may have

changed.remarkable. The decision made a long time ago is hardly up to date. Perhaps

better alternatives have emerged.

Uwlike in the prior heuristics where the agents stick tightly to :h2ir decisions, heuristic 7

makes reflections and corrections possible. On the basis of the situation in the moment

when the agents really can act, they try to find a better alternative for the decision made.

If they cannot find any, they will pursue the prior subgoals.

A few technical difficulties arise by realizing the idea. The heuristic not only concerns a,
decision at the time when the agent is sent off (in the method go _away but_avoid ),

moreover it has influence on the method go_to which is involved in the moment the

agevms can act. Therefore also the selection function seek_best_place must be reviewed.

Some details: The next subgoal is chosen like in heuristic 5 but gets a mark “tentative”.

Additonally, the place where the agent shall go by no means is memorized. This is done

in the method go_away_but_avoid . Later, when the agents really can move, only in the

case the decided goal is occupied the agents behaviour changes with respect to heuristic

5. Otherwise the goal will normally be pursued. These tests are made in the method
go_to. If the place is occupied, however, the agents try to find a better alternative, namely

an allowed place where they can go (method seek_best_place ). If there are more such
places the one with the minimum number of places is chosen (see arguments from

heuristic 3) and, if there is more than one, just the first one.

Heuristic7  “reflect about your decision™

Select one alternative for the next action like in heuristic 5. At the moment you can really
act (all obstacles are removed) make a test: Is the chosen alternative still appropriate ? If
yes, go on as usual. Otherwise reflect your decision and try to find a better alternative. If

you find one, pursue it. If not, proceed like in heuristic 5 (stick to your prior choice).
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The next chapter will prove the capabilities of the heuristics. We performed some
benchmark tests concerning the number of moves of the agents (corresponding to the
number of nodes expanded in graph search!) and measuring the absolute run time.

4.4.4. Benchmarks

The sequential version TOHSEQ allows for the choice of seven heuristics with increasing
power, as we have seen in the prior chapter. For heuristics with non-deterministic
decisions 12 we give three test results. An upper and an lower bound for the number of
actions performed by the agents until they all reached their final goal is surely interesting
to rank the heuristics.

The maximum number cannot be determined. Like stupidity is (almost) infinite, a silly
heuristic-could produce an arbitrary number of moves. The minimum number of moves
as an upper bound for the quality of a heuristic is much more interesting. It depends on
the number of places in the scenario.

Let @ be the number of agents in the scenario, p the number of places. There exist two

extreme conditions:

Op=3

Proposition

Ina sequential ToH scenario with p=3 places, starting place # goal place, and a agents,
the minimal total number of moves is 29 — 1.

Proof: (based in the principle of the recursive ToH algorithm) By induction over a.
a=0, a=1 ok.

a - a+1: Let 1 be the starting place, 2 the goal place. We proceed the following way :
1.) a agents move from place 1 to place 3: 29 — 1 moves (induction assumption).
2.) 1 agent moves from place 1 to place 2: 1 move.

3.) @ agents move from place 3 to place 2: 29 — 1 moves (induction assumption).
Thus for a+1 agents we have 2% — 1 + 1 + 28 — 1 =29+1 _ | moves.

@p2a+l

Proposition

In a sequential ToH scenario with @ agents and at least a+1 places the minimal total
number of moves is 2a — 1.

2These are the heuristics 1,2,4, and 6.
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Proof: Let 1 be the starting place, 2 the g~ |, ..ce. The biggest agent must be free to go
from 1 to 2.

1.) a—-1 agents move away from 1 to free places between 3,...,p. (There are at least a1
places for free choice): a-1 moves.

2.) 1 agent moves from place 1 to place 2: 1 move.

3.) a—1 agents move to place 1: a—1 moves.

Thus for a agents we have a-1 + 1 + a-1 = 2a —1 moves.

The proof for @ can be directly translated into a simple algorithm based on the principle
of “first unstack each agent on places different from the goal place, then move the biggest
agent to the goal and stack the others again on the goal”.

Now we have manifested the spectrum of upper bounds for TOHSEQ. As a quality
criterion for heuristics we demand the 2% — 1 result as mandatory for a scenario with p=3
places (towers) and the 2a +1 result for a scenario with at least a+1 places.13
Furthermore a good and stable heuristic must not produce worse results if the number of
places is increased.

Thus the results of the tests should be in the interval 19 (2a +1),...,1023 (2% — 1), where
a=10 agents are in the scenario. The results are depicted in diagrams (Figures 4.11 -
4.15). On the left diagrams the total number of moves needed by each heuristic is shown.
On the right diagrams corresponding time measures are given, for non-deterministic
heuristics a minimum time and a maximum time. Each pair of diagrams represents the
results for a certain number of places. The number of agents is always 10.
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Heuristics time (sec)

Figure 4.11 : Results for 10 agents and 4 places

13For a number of places between 4 and n see the considerations in the appendix of this chapter.
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Figure 4.12 : Results for 10 agents and 6 places
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Figure 4.13 : Results for 10 agents and 8 places
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Figure 4.14 : Results for 10 agents and 10 places
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Figure 4.15 : Results for 10 agents and 11 places
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Critique of the heuristics with respect to their test results
All heuristics produce optimal results for p=3 places (not given in diagrams). That is not

surprising since the scenario is deterministic. Heuristic 0 prevents each chosen heuristic
from unnecessary computations. The agent must produce the same result as the recursive
ToH algorithm. For p =a+1 (i.e. 11) places, the heuristics 1 to 4 fail to satisfy the
quality criterion mentioned abuve. Just the augmented knowiedge about the agents’
intentions (beginning with heuristic 5) guarantees the optimal solution. In general we
found the intended improvement of the heuristics with refined considerations.
® only Heuristic 1:

+ +  simple computation

+ for “many”’ places acceptable results

——  in other cases catastrophic results

. =—  wide variance for calls with identical parameters

@ Heuristics 1 and 2:

+—  variation narrower than in ©

—— inrelation to ® and the results inadequate expensive
Reasons for the poor results: Heuristic 2 covers only a very rare condition. But this
condition is a useful basis for the further heuristics to avoid very stupid moves.
@ Heuristics 1 through 3: ,

++  for p=4 places remarkable good results

+—  Dbalanced ratio between effort and results

- the more places in the scenario the worse become the results, relatively

——  forp=a+1 (11) places an unacceptable bad result
@ Heuristics 1 through 4:

++  only a bit more expensive than @ but significant better resuits

+ narrow variance

- not optimal for p=a+1 (11) places
® Heuristics 1 through 5:

+ for p=a+1 (11) places optimal results, otherwise not really better than @
+—  solid results, but increasing costs
® Heuristics 1 through 6:
+ almost each result is better than ®, but not much more expensive
+ Very narrow variation

——  inexplicable break-in for p=4 places
@ Heuristics 1 through 7 (all heuristics) :
+ +  the very best results
++  seems to be near to the optimal results in a certain range of p, cf. appendix
- the price to pay for the quality is the much more complicated control flow
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Appendix

We present a sequential ToH algorithm that provides an upper bound for the number of
moves in a restricted range of the number of places, p. This range shall be called “linear
range”.

Proposition
Let a be the number of agents and p the number of places in a sequential ToH scenario.

If a lies in the range between p and 2p -3 (linear range), the total number of moves is
not worse than 4a - 2p + 1.
Proof: An algorithm with just this complexity!4 is introduced.

Algorithm for the linear range

Preconditions

- a : number of agents, p : number of places, p <a <2p -3

- the agents are numbered with running integers 1,... where agent 1 is the biggest.

- the order of the moves in lists in the algorithm is mandatory ! '

Procedure
® . Unstack p-1 agents arbitrarily onto the free places. Do not put agent p—1 on the
" goal place (agent p—1 will be moved, because at most 2p — 3 — (p—1) = p -2 agents

are still at the starting place).
% p — 1 moves

@  Stacka - p + 1 agents from the ones which were unstacked in step ®.
Agent p onto agent p—1, agent p+1 onto agent p,..., agent @ onto agent a1
= q—p + 1 moves

®  There are @ — p + 1 agents not yet moved and still on the starting place (follows
from ®: a - (p—-1) =a — p + 1). Furthermore @ — p + 1 places are free (follows
from @).
Unstack a — p agents (@ — p + 1,...,2) from the start place onto arbitrary places,
but not onto the goal place.
¥ a4 - p moves

@  Move agent 1 from the starting place to the goal place.
= 1 move

®  Stack the agents 2,...,a —p + 1 onto the goal place.

¥ a- p moves

14The number of moves shall be the only factor for complexity.

64



®  Stack the agentsa —p +2,a — p + 3,...,p — 2 onto the goal place (These were
unstacked in step @ and not stacked again in step @).
¥ 2p - a — 3 moves

@  There are still a—p + 2 agents stacked on one place, namely p—-1,..., a (follows
from @). Unstack a—p + 1 agents on arbitrary places (there are p-2 free places
and at most 2p - 3) - p + 1 = p — 2 agents to unstack).
& a-—p + 1 moves

Stack the agents p—1, p,..., a-1, @ onto the goal stack. READY.

@ a-p + 2 moves

The total sum of moves is:
p-l1+a-p+l+a-p+1+a-p+2pa-3+a-p+l +ap+2=4a-2p + 1 moves.
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4.5. The Parallel Version ;: TOHPAR

4.5.1. General Phenomena

Nearly everything changes in the parallel realization of the ToH scenario. The founda-
tions and basic ideas, however, remain the same (cf. chapters 4.1., 4.2.).

The agents pursue their goals in parallel, i.e. they decide about their next subgoals as well
as execute the planned actions contemporary. In such a context conflicts inherently occur.
At each instant of time, an agent has to find the right next action; it must decide either to
attempt its own goal, or to act in favour of someone else. On the other hand, two or more
agents may try to reach the same or overlapping goals. In this case an agreement must be
found in order to avoid deadlock situations. Later we will call the first mentioned class of

conflicts internal conflicts and the latter class external conflicts. Heuristics are widely
usedto resolve both types of conflicts.

Figure 4.16 : Parallel acting may speed up the process of problem solving
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In a parallel scenario certain uncomf~—-hle phenomena may arise which are naturally
inhibited by sequentiality. These are, for instance, synchronization needs, resource
conflicts, priority clashes, unpredictable influences of the parallel acting for the individual
subplans and subgoals of the agents, and the need for negotiation.

The reward received for the attainment of parallelism is twofold. First, the simulation
becomes more natural. We can really speak of eco-problem solving and transfcr the
employed techniques to real world applications. Second, parallelism accommodates the
chances of speeding up the problem solving process (cf. Figure 4.16). But these chances
must be exploited, careless decisions and heuristics may also cause a degradation with
respect to the sequential proceeding. '

In the following we will start analogously to the sequential version with presenting the
architecture and a chapter about the heuristics employed. Additionally, a theoretical model
of the agents behaviour in form of a finite automaton is presented and, after all, open
problems are discussed.

4.5.2. Architecture

The agents themselves may still be identified with mathematical tuples as in chapter 4.3.
These tuples must be augmented with components for storing decisions or intentions i
order to detect and resolve possible conflicts. Furthermore information about the inner
status must be at hand, i.e. an agent has to signal itself or others whether it is just
waiting, in a conflict situation, perhaps able to act, or ordered to leave its place. In the
sequel the agents shall also be regarded as knowledge bases with attached procedural
knowledge.

4.5.2.1. Abstract View

The abstract view of TOHPAR comprises the behaviour of the agents which is modelled
in the control flow of the concrete realization. The central concept still comprises the urge
of the agents to reach their goal and thus the demand to cause those agents to step aside,
which hinder them: “Leave your place, but do not go to the place where you would block
me again.”

But now the agents receive their goals all at the same time. All agents have their final goal
in mind, not only just one, all agents must permanently rank their personal interest of
pursuing their very own goal and the interest of others that they go away.
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We distinguish between internal and external conflicts.

Internal conflicts arise when the decision about the next step is to make, obeying and
weighting all known intentions of other agents. Decision rules supply means for solving
these conflicts.

External conflicts, however, are caused by other agents who e.g. have selected the same
goal (remember: all decisions .un in parallel) or have just forbidden the selected goal.
These conflicts are resolved by negotiation. The agents exchange public information via a
blackboard where also suggestions for solutions are written upon. If no solution for all
involved agents can be found, some of them must retract their wish to act. Decision rules
and the negotiation protocol heavily depend on good heuristics.

The knowledge of the agents can be distinguished analogously.

The individual knowledge is written on each agent’s private knowledge base, which
contains, besides information about current position and upper neighbour etc. each
agex{t_;s?égenda. The agenda serves as a kind of mailbox, or better, as a working desk.
New messages permanently arrive like new notes fluttering through an open window.
These notes must be evaluated, ordered, or sometimes thrown into the waste paper
basket. They may comprise information about the agent’s personal goal, about a subgoal
which is next to encounter, alternatives for the next subgoal, and orders from the other
agents to flee. At least the personal goal must be steadily kept on the agenda, all othel;
entries are permanently in exchange. Finally, when the agent has reached its desired goal,
it deletes the whole agenda which indicates the new status “ready”.

Public knowledge is information concerning all agents. For the sake of simplicity,
efficiency and consistency it is not sent to each individual agent, but “broadcasted” to all
other agents via a blackboard. All agents must permanently have a look onto the
blackboard to check whether they still conform with other agents’ intentions. Each agent
may perform only two operations with blackboard entries, assert and retract, and
moreover, these operations are only allowed on entries they wrote themselves. Agents
write messages on the blackboard to inform the others about their intentions. Two
message types are promoted: Wish-messages : “I tell other agents what is my wish for
my own next step” and help-messages : “I wonder, if anyone can give me support under
the position I want to go next”.

The whole scenario and especially the subpart where the agents really act is mediated and
moderated by a special agent, which does not belong to the class of “normal” agents. The
mediator 1s an instance of the class INFO-AGENT and shall be called “Big-Brother”.
Big-Brother subsumes all global knowledge about the parallel hanoi world in its
knowledge base. If the agents want to know any global fact about the momentary
situation which is not in their individual knowledge base, they may ask Big-Brother for
information.
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In Figure 4.17 a very coarse presentation ct the overall TOHPAR system from the
abstract point of view is given (in each box of the flow diagram the agents may act in
parallel).

This diagram is the foundation of the system. It reveals the abstract architecture (abstract
system design) and will be refined and made more concrete in the following chapters.
Also a sketch of the scheduling lies herein.

select a new subgoal

present your new
mientons

Y

detect conflicts and solve
them eventually

did conflicts
emg)rge

agents which can act,
do so - others wait

Figure 4.17 : Abstract system design of TOHPAR
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The abstract world (i.e. the parallel ToH scenario, Figure 4.18) which is only modelled
in TOHPAR must be depicted in quite another manner than the system design. Actually,
the blackboard is also integrated in Big-Brother’s knowledge base. But this does not
matter.

Global Blackboard —— s e e

position:

upper_neighbor:

other information:
-technical details
- stausucs

Figure 4.18 : The abstract world of parallel acting agents in a ToH scenario
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4.5.2.2. Concrete Realization

The next two subchapters present the general system design starting from the top-level
function hanoi-parallel and a detailed discussion of the “modules” of the system, where
the aspects decision planning, conflict resolution, and negotiation will be emphasized.

General System Design

The top-level function hanoi-parallel calls methods of the agents or methods of the
information agent. It provides the core for the simulation of the parallel scenario, and, on
the other hand reveals the central ideas of tackling the problems which arise when
information can be exchanged in parallel. We will give the flow-diagram in Figure 4.19,
which is just a refinement of the abstract system design in the prior chapter. The names of
the methods are almost self-explaining, at least they evoke a feeling what is desired. The
methods represent a kind of modules of the system. They will be described in some detail
below.

Heuristics are employed in all methods except the first. Strictly spoken, the whole
approach of modelling the parallel ToH scenario is heuristical and does not claim to be the

¥

only one.

A$ we now have got a first insight in the framework of TOHPAR we present the types of
agents in the scenario. The normal agents, which really act in the scenario belong to the
type AGENT of tuples. The other type is INFO-AGENT with only one instance, Blg-
Brother, the mediator and source of information for the other agents.

Well, how are the tuples defined ?

tuple AGENT: (name, place, position, blocker, agenda, act-flag, conflict-flag,
wait-flag, go_away-flag)

name : unique identification
: actual place
sition : exact position at place

locker : actual agent which is located on the instance itself
agenda : list of next goals, alternatives, orders to flee,...
act-flag : mdxcales whether agent lhmks that it can act
conflict-flag : agent was in a conflict situation
wait-flag : agent waits for the other agents
go_away-flag : agent is sent off by another agent
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start

R . mvoked at
initialize_scenario Big-Brother
invoked at
f:reate_next _goal each agent
. invoked at
inform_other_agents each agent
conflict-resolution-1 ;“;ﬁi":eﬁi ..
negotiation cycle
~ did
conflicts (type 1)
arise
?
. . invoked at
conflict-resolution-2 Big-Brother
. invoked at
synchronize Big-Brother
) invoked at
cause_to_act Big-Brother

Figure 4.19 : The top level function hanoi-parallel and the called methods
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tuple INFO-AGENT: (blackboard, agentarray, placearray, actarray)

blackboard : actual agent which is located on the instance itself
entarray : array of all agents in the scenario

p y : actual configuration in the ToH world

actamray : agents, which actually want to act

Thus the instances of the tuples AGENT and INFO-AGENT comprise all of the declar-
ative knowledge of TOHPAR. The control and data flow (i.e. the procedural knowledge
how to tackle certain situations) lies inherent in the order of called methods each with a
subtree of called auxiliary functions (see ““The Modules of the System”).

- It is of central interest that all the agents can try to get more information by asking Big-
Brother. Up to now no authentication and access control is built in. Four slots of Big-
Brother are of predominant importance:

- biackboard : tne only structure for the agents to exchange public information

- agentarray : makes access to all other agents feasible

- placearray : an inner model of the outer real configuration of the ToH scenario.

- actarray : information about agents willing to act will be gathered for later

i

synchronization

For the tuple AGENT some attributes (slots) from the sequential version TOHSEQ have
been adopted. New slots are the entries for the agenda and four flags which reveal the
actual status the agent is in. agenda is merely a list of messages managed by certain
priority and gcneratidn rules (cf. “Creating New Goals™). The three status-flags indicate
prior, contemporary, and future urges for the agent:

act-flag

Shows if the agent still believes it can act, but gives no guarantee whether it is really so.
The act-flag must be reset, when the agent retracts his wish and finds no alternative.
conflict-flag

Has the agent been involved in conflicts!> ? If it has, it must inform the others about its
possibly changed new decisions.

wait-flag

The agent shows that it does not contribute in negotiations any longer. There are two
possibilities to do this. First, the agent may have realized that it can act by no means.
Either it is blocked by an “upper neighbour” or the goal place is not attainable, even if the
agent there on the top would flee. Second, the agent has elected a (sub)goal where it does

1510 conflicts of "type 1" as we will see later.
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not interfere with others. It waits for the othcss to finish their negotiation and to start the
joint acting. If one of the agents in negotiations selects a new subgoal which then
interferes with the waiting agent, however, the wait-flag must be reset again, the former
waiting agent is torn back to negotiations.

go_away-flag

It has the duty to memorize that the agent once was send off. It ensures that such orders
will not be forgotten in later considerations and forces the concerned agents to keep busy.

The messages which are written on any agenda or the blackboard, respectively, must
have a predefined format that all addressees can interpret them. Two remarks hold for all
types of messages: status can take a value REQUEST(ED) or RETRACT(ED), depending
on whether the message is new or unrivalized, or whether the message had to be
withdrawn caused by negotiations. position often gets the value NIL, mostly only the
place Vis‘i.nteresting, the exact position on that place is not important.

The messages for the blackboard are:

wish-messages

Agents which believe that they can act, inform the others about their plans. The next
desired subgoal is brought into discussion in this manner.
Format: (wish <place> <pos> <name> <status>), which means: ;
“I wish to go to place <place> (exact position <pos>). My name is <name>. The message
1s <statusd>.”
heip-mcssagcs
Agents which are not blocked, but with a still unattainable subgoall® may send help-
- requests to the society of agents. Later, agents selecting alternatives will favor such
which satisfy help requests of others.
Format: (help <support place> <support pos!’> <name> <statusi®>), which means:
“I need help. Please support me at place <support place> (exact position <support pos>).
My name is <name>. The message is <status>.”

Messages written on the agendas of individual agents:

goal-messages

Information about the final goal given to the agents at the start of the scenario. This
message is the only one which must permanently reside at the agenda until its intention is
fulfilled. |

Format: (goal <goal place> <goal position>), which means:

“My final goal is place <goal place> with exact position <goal position>.”

16[n the ToH scenario: the existing “tower” is not yet high enough.
One below the position really atiempted by the sender.
18The status-flag is not yet employed for help-messages. It is permanently set to "REQUEST".
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leave-messages
Implementation of the central idea “go away, but avoid...” as mentioned above several

times. This order is sent from the agent which is direct below the addressee or from an
agent which wants to go just there where the addressee is situated.

Format: (leave <place> <sender> <status>), which means:

“Go away, but avoid <placc>. My name is <sender>. The message is <status>.”

messages about the next goal

This is rather an information than a message because an agent writes this entry on its own
agenda. It 1s the conclusion of the application of a set of rules to the entries of the agenda
and the considerations about the actual situation. The decision what to do next has the
highest priority on the so modified agenda.

Format: (next _goal <place> <position>), which means:

Also this is an important information for situations where agents must reflect about their
decisions and try to find new (better) issues. The list of alternatives contains those places
which are not forbidden for the agent and still potential candidates for the next move. It is
by no means ensured that the agents can really go there in the next move.

Format: (alternatives <list of places>), which means: .

“My actual alternatives are: <list of places>.”

Nc;w after a first insight into the structure and principles of the system, the principal way
of discourse of the agents shall be enlightened. But before doing that, we introduce a few
convenient definitions for making the further aspects more precise and shorten the
terminology .

Definition

An agent believes that it can act iff (i) it is not blocked and (ii) either the place of the next
goal is attainable or would be attainable if another agent there would flee at the same time.
Definition

Conflicts are of type [ iff they are caused by “leave-messages”, which collide with own
intentions (i.e. if new forbidden goals are in the list of alternatives or especially the next
desired goal is suddenly forbidden).

Definition

Conflicts are of zype 2 iff they are caused by incompatible wishes of other agents with
respect to the own intentions.

Both types of conflicts are external conflicts in the terminology mentioned above.



Which strategy do the agents pursue °  _ will sketch it here in natural language. The
more technical aspects can be found in the chapter “The Modules of the System”.
Proceeding of the agents

® (the information agent)

Big-Brother initializes the scenario, creates the agents, fills the slots properly and hands
over the orders where to go.

@ (internal evaluation of all agents)

The agents modify their agendas and create new subgoals.

® (external message broadcasting)

The agents present their intentions or post help-requests. Only the agents still potentially
capable to act can do the first, the others resign and wait until the acting is finished.

@ (internal evaluation of the agents which believe they can act)

The agents which believe they can act, try to detect conflicts of type 1. If there is one,
tﬁey‘ set the conflict-flag and go back to @. Other agents wait until all conflicts are
resolved.

® (the information agent)

Big-Brother synchronizes and mediates the acting of the agents left. The maximum
number of parallel moves is performed. Acting agents delete their agenda except the final
goal. After each acting cycle the blackboard is completely cleared.
®

If all agents are now on their final goal, the scenario will stop. Otherwise step @ is

!

pe‘fformed again.

The genuine negotiation cycle lies hidden between the steps @ and @. It shall be pointed
out further in the following.

Negotiation cycle :

The negotiation has the duty to solve conflicts of type 1. Thus when we say “conflicts” in
this paragraph, we always refer to conflicts of type 1.

The negotiation cycle starts with publishing the wishes of those agents which believe they
can act. This provides a basis for the agreement. It is important that the other agents,
which by no means can act, do not take part in negotiations. They are not concerned, so
they remain idle until the next parallel acting is performed.

Then each negotiating agent tests whether conflicts occur with respect to its individually
planned next action. If there are still alternatives left, an agent involved in a conflict will
select one and present it as a new suggestion. If no alternative remains and the conflicts
are not resolved, the agent says “good bye” and leaves the negotiation cycle.
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For each agent in negotiation the cycle of retracting and making new suggestions lasts
until it either must cancel the negotiations because of a lack of alternatives or it is not in
conflicts any longer. The whole cycle ends when all conflicts are solved.

One more issue is interesting: Agents, which solved their conflicts by detecting a suitable
alternative can eventually be torn back into negotiations by others whose new decisions
cause conflicts again.

At last few annotations to the blackboard architecture. The main advantages of a black-

board as a medium for exchanging public information between all agents are:

- Efficiency: Redundant copying and distributing messages to all agents is expensive
concerning both temporal and storage aspects.

- Consistency: Once written on the blackboard, all agents have access to the same (and
newest) information. Complicate validating and updating procedures are unnecessary.

The principle of broadcasting can be adequately realized with a blackboard architecture.

The Modules of The System

The methods called from the top level function hanoi-parallel shall be called modules. We
will present these modules in detail here, laying our emphasis on the conditions which’
hold before and after a method (or a subfunction) is performed. For each method the call
structure is given, but not all called functions are considered particularly further.19

Initialization
Method: initialize_scenario attached to type INFO_AGENT

Parameters: number of agents, number of places, starting place, goal place

Call structure: initialize_scenario
initialize_agents
initialize window

Preconditions: none 20

Postconditions:

- The output window is correctly initialized.

- The configuration of all agents on their start position is visible.

- Instances of the class AGENT are created with properly filled slots.

19For a thorough understanding of the implementation it is recommended to consult at least panly the listing
of lllhc: prlogrg]ms'.l i;I‘he'glescnpuons provide a more abstract overview about the "what" and "why", the listing-
will evolve the "how".

20A formal precondition is "truc” or T.
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- The message about the final goal is the only ¢ “irv on each agent’s agenda.
- The slots of Big-Brother are updated with actual parameters. The blackboard is empty,

especially.
Description of the method:

The dynamic window parameters (see Appendix (8.)) are computed. Big-Brother’s
information is updated. New agents are created and their knowledge bases are filled with
information about both start and goal position. The output window is created and the start
configuration is displayed: agents, places (sticks), the headline.

Creating New Goals

Method: create next goal attached to type AGENT

Parameters: none

Cell stracture:  create_next_goal
rule-1
rule-2
rule-3
rule-4
modify_agenda_of
plan_*leave* :
make_new_decision
plan_*alternatives*
find_heuristically_best_alternative
select_heuristically_best_alternative
update_agents
plan_*next_goal*

plan_*goal*
Preconditions:
- Blackboard is empty
- State of agenda?! : ([(goal x y)] [(leave...)]* [(next_goal...)] [(alternatives (...))]),
arbitrary order of entries

- The current place is not in the list of alternatives, nor the prior chosen next goal
- The list of alternatives is not NIL
Postconditions:
- State of agenda : ([(next_goal a b)] [(goal x y)]) or
([(next_goal a b)] [(goal x y)] [(alternatives list)])
- not both a=x and b=y hold
- ais no element of list
- the order of goals at the agenda is mandatory

. . . . * -
21The meta-notation is like follows: [..] means O or 1 times; {..]” means 0 or more times; [..]® means
exactly n times and | separates alternatives to choose.
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Description of the method:
The method can be divided into three parts. First, four rules are applied to the agenda to

eliminate redundancies and inconsistencies on the agenda. These rules are based on
heuristics. The effect is a generalization in such a way that all decisions about next goals
are retracted. Each element in the set of alternatives has potentially the identical likelihood
to become a candidate for thic next choice.

Second the leave-entries are investigated and evaluated. This is the duty of the function
modify_agenda_of.

At last the decision must be performed. The function make_new_decision copes with
that.

Function: rule-1 of method create_next_goal
- Parameter: agenda
Value: modified agenda
Preconditions: see method create_next_goal
Postcondition: no pairs of leave-orders with identical forbidden place exist on the agenda
Description of the function:
Performs the application of the rule
(leave x agent-i ...), (leave x agent-j ...), priority (agent-i) > priority (agent-j) =
(leave x agent-i ...) to the agenda.
Heuristic: The higher the priority of an agent, the higher is the priority of its leave-orders.

Function: rule-2 of method create_next_goal

Parameter: agenda

Value: modified agenda

Precondition: rule-1 was applied

Postcondition: no forbidden place is a desired next_goal

Description of the function:

Performs the application of the rule

(leave x agent-i ...), (next_goal x y) = (leave x agent-i ...) to the agenda
Heuristic: A forbidden subgoal must not be selected for the next move

Function: rule-3 of method create_next_goal
Parameter: agenda

Value: modified agenda

Precondition: rule-2 was applied
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Postconditions:

- No forbidden place is an element of the list of alternatives
- No list of alternatives is an empty list

Description of the function:

Performs the following rules in the denoted order:

1.) (leave x a ...), (alternatives (x)) 2 (leave x a ...)
2.) (leave x a ...), (alternatives list) - (leave x a ...), (alternatives list—{x })
Heuristic: A forbidden place cannot be an alternative for the next move

Function: rule-4 of method create_next_goal

Parameter: agenda

Yalue: modified agenda-

Precandition: rule-3 was applied

Postconditions:

- no entry (next_goal...) will be on the agenda, if there are alternatives

- State of agenda : ([(goal x y)] [(alternatives list) | (next_goal a b)] [(leave ...)]™)
- information on agenda is consistent, all preconditions of rule-1,...,rule-4 hold

Description of the function:
Performs the following rules in the denoted order: .

1.) (next_goal x ...), (alternatives list), x element of list - (alternatives list)
2.) (next_goal x...), (alternatives list), x not element of list - (alternatives list U {x)
Heuristic: If you have other alternatives, reflect about your former decision. Therefore

reduce your prior chosen next goal to a normal alternative

Remarks to rule-1,....rule-4

The functions do not modify the agendas destructively. They are all based on certain
heuristics and hence disputable. Each rule fires as long as its precondition can be
satisfied. The order of the application must not be changed, otherwise inconsistencies
may occur.

Example:

Let an agenda consist of entries (leave x a s), (alternatives (x y)), (next_goal x z). The
correct result returned after application of the four rules should be: ((leave x a s),
(alternatives (y))) which means: I have the order to leave my place, but I must not go to
place x. The only alternative is place y.

But an application of rule-3 first and the rule-4 would return ((leave x a's), (alternatives
(x y))). The forbidden goal, however, cannot be a permitted alternative. rule-3 has to be
applied a second time. To avoid these inconsistencies, it is essential that first the powerful
heuristic of rule-2 is employed to remove former decisions which cannot be uphold.
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Function: modify agenda_of of method create_next_goal

Parameter: agent (actual parameter SELF)

Value: only side-effects are of interest

Precondition: rule-1,...,rule-4 appliec

Postconditions:

- No leave-entries on the agenda

- State of agenda : ([(goal x y)] [(alternatives list) | (next_goal a b)})

Description of the function:

modify_agenda_of evaluates the leave-entries of the agenda. These entries are consistent
with respect to possible next-goals or alternative entries, ensured by rule-1,...rule-4. So
if there are other entries than (goal ...) or (leave ...), the leave-entries may be deleted.
Their intentional restrictions are obeyed.

In the other case, a new entry (next_goal ...) must be generated. There will be no prob-
lem,Aif some place where the agents could flee is not forbidden. These places are collected
in the list of alternatives.

A harder task is a restriction for all places. The agent cannot obey all orders, it must flee
from its place and therefore violate at least one leave-order. An agent uses the heuristic
function plan_*leave* to decide whose leave-order is to be ignored.

Function: make_new_decision of method create_next_goal

Parameters: agent (actual parameter SELF)

ym: only side-effects are of interest

Preconditions: modify_agenda_of applied to agent

Postconditions: see method create_next_goal

Description of the function:

After modifying and generalizing the entries on the agenda, the new decision is to pro-
duce. An agent has the highest degree of freedom in the case it has a list of alternatives as

a basis for its free choice. The functions plan_*alternatives* covers this case.

If there is an entry (next_goal...) on the agenda, the agent will employ the function
plan_*next_goal*, and in the case that (goal...) is the only entry on the agenda, the func-
tion plan_*goal* is invoked. *

Function: plan_*leave* of function modify_agenda_of
Parameters: agent (actual parameter SELF)

Value: only side-effects are of interest

Preconditions:

- rule-1,...,rule-4 were applied

- all potential places to flee are forbidden
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- no(alternatives ...) and no (next_goal ...) entry is on the agenda

Postconditions:

A new entry (next_goal x NIL) is generated and written on the agenda, where x is a place
which is actually forbidden, but the order is disobeyed.

Description of the function: Proceeding:

1. Build the set G of “good places”; these are places where the agent could go (they are
not occupied by an agent with lower priority). If G is empty, nothing can be done for the

moment. The agent becomes idle until the next cycle of the top level function.

2. Find the agent with the least priority of all on the top of the places in G . This agent has
a priority just higher than the one of SELF.

3. Create the entry (next_goal x NIL) and write it on the agenda. x is the place of that
agent found in 2.

Heuristic: If you cannot help but block any agent, choose the one with the least priority of
all pdtédtial candidates to flee. The disobeyed order of an agent, not to go there, can be
possibly corrected later.

Function: plan_*alternatives* of function make_new_decision

Parameters: agent (actual parameter SELF)

Value: only side-effects are of interest

Preconditions:

- noleave entries on the agenda

- éntry (alternatives list) on the agenda, where list # NIL

Postconditions: see method create_next_goal, especially:

- Either a new entry (next_goal x NIL) is on the agenda, where x is the place decided to
g0, or an attainable final goal

Description of the function:

If the final goal was reached, the agent is ready and it may stop. If the final goal is

attainable, it becomes the next subgoal. The agents attempt to act.

In all other cases the function find_heuristically best_alternative is called, which is the

central planning function of the whole system.

Function: plan_*next goal* of function make_new_decision
Parameter: agent (actual parameter SELF)

Value: only side-effects are of interest

Preconditions:

- modify agenda of was applied to agent.

- no alternatives-entry is on the agenda

- entry (next_goal...)is on the agenda
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Postconditions: see method create_nex: _ .., especially:

- No alternatives-entry is on the agenda

Description of the function:

plan_*next_goal* is called if and only if there is an entry (next_goal...), but no
alternative-entry on the agenda. This implies the agent cannot find a better alternative for
its prior choice, it must pursue the same one. Before doing that. the agent checks whether
it can perhaps reach its final goal within the next step, or whether it is already on this
goal. In case two the agents clear their agendas and stop to do anything. In the other case,
the subgoal (next_goal...) is forgotten and thus deleted.

If the final goal is neither already reached nor attainable within the next step, the entry
(next_goal...) will be checked similarly: Already reached ? ok. - Attainable ? - show that
you want to act - Not attainable ? change to status “waiting” until the next cycle.

Funéﬁoﬁ: plan_*goal* of function make_new_decision

Parameters: agent (actual parameter SELF), place of final goal, position of final goal
Value: only side-effects are of interest

Preconditions:

- modify agenda of was applied to parameter agent

- exact one entry on agenda: (goal...)

Postconditions: see method create_next_goal, especially:

- , agenda unchanged, agent believes it can act

Description of the function:

A very simple function. The agents test whether they are already on the goal specified in
the call. If so, the agendas are cleared and the agents become idle. Otherwise the agents
show they can act if their goal places are perhaps attainable.

Function: find heuristically best_alternative of function plan_*alternatives*
Parameters: agent (actual parameter SELF), list of alternatives

Value: only side-effects are of interest

Preconditions: see function plan_*alternatives*, especially:

- the final goal is not yet reached and also not attainable within the next step
Postconditions: see function plan_*alternatives*, plus:

- anew entry (next _goal...) is on the agenda

Description of the function (domain specific features) :

From the list of alternatives (which is merely a list of places) several sets are formed
which have got a different priority. In descending order priority:

1. empty_places+help unoccupied places with corresponding help-request

2. good_places-+help occupied, surely attainable places with corr. help-requests
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3. empty_places unoccupied places without corresponding help-requests

4. good_places like 2., but without corresponding help-requests

5. may_be_good_places places which were attainable, if the “top agent” would leave
in parallel

6. flattest_places places, which are by no means attainable within the next

move. In this set the places with the momentary minimum

number of agents are gathered.
The sets are filled up with elements in exactly this order. If a place does not fit in the set
of level i, it is tested whether it fits in i+1. Then the function select_heuristically_best_-
alternative is called to decide what to do next. It is the heuristic core of the whole system.
Heuristic: The main idea is to collect candidates for the next decision in sets of different
priority. First help-requests shall be obeyed. Then the amount of blockings must be
restricted as much as possible. The choice shall be flexible.

Function: select heuristically best alternative of function find_heuristically...
Parameters agent (actual parameter SELF), the six sets built in function find_heuris-
tically_best_alternative

Value: only side-effects are of interest

Preconditions: see function find_heuristically_best_alternative, plus: ,
- the six sets are built correctly

Postconditions: see function find_heuristically_best_alternative

De:scn'ption of the function:

To guarantee a flexible behaviour and a maximal prevention from deadlocks, the sets are
not always proceeded in the same order. First the two sets with the highest priority which
are not empty are selected. Then one of the two is chosen at random. At last one element
of the chosen set is picked out. This picking out may be performed also at random
(empty_places+help, empty places) or directed (the other sets). Directed simply means
that the set is chosen where an agent with minimal priority would be blocked. -
Heuristics: The priority of sets must be obeyed sufficiently. The two sets with the highest
priority are chosen a priori. But the decision for one of them shall be flexible in that way,
that, for instance, in a deadlock situation not always the same fatal decision will be made.
So the set with higher priority gets the weight 5 and the other the weight 1. This 5:1 ratio
implies that the likelihood to select the set with higher priority is five times as high as the
other.

Example: Assume we have elements in the sets good_places+help, may be_good_places
and flattest_places. The selection of the set of candidates takes place between
good_places+help and may be good places with the weight 2:1. Let
may_be_good_places be selected despite the lower likelihood. The very place is chosen
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now, where the agent with the lowest priority is under the interesting position. This
ensures the prevention of blocking important agents. The lastly found element becomes
the new subgoal of the seeking agent.

Information
Method: inform other agents attached to type AGENT

Parameters: none

ls re: inform_other_agents
inspect_place

Preconditions:

- Each agent has found the best next goal from its individual point of view

- State of agenda: ([(next_goal a b)] [(goal x y)]) or ((next_goal a b) [(goal x y)])
(alternatives list)), where not both a=x and b=y hold and a is not in list

- just this order of goal on the agenda

- blackboard is either empty or has the newest entries from the actual negotiation cycle

- either method create_next goal or method conflict-resolution-1 executed

- if a conflict did occur in the prior negotiation cycle, the agent had surely believed it
could act.

Postconditions:

- Agents which are obstacles for others have received individual messages (leave...) on
their agendas

- Agents which are not blocked and believe they can act, wrote their wish (i.e. the
desired next move) on the global blackboard

- Agents which are not blocked, but cannot reach the goal because it is too high, wrote
help-requests on the blackboard.

- The agent thinks that no conflict has emerged.

Description of the method:

If the agent is not idle and has still (sub)goals on its agenda, the method

inform_other_agents must do something.

If a conflict did occur in the last negotiation cycle, the agent has already written a new
decision on its agenda. The former wish at the blackboard is now retracted, and if the
agent believes it can reach the new goal, the new wish will be claimed on the agenda. In
the other case, when the agents realizes the desired places is attainable by no means
within the next move, the agents starts a finer survey of the constellation at the place of
the goal. This is performed by the function inspect_place.
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Mostly an agent will not be be involved into conflicts. The first it must check then is: Am
I blocked by an “upper neighbour” ? If it is so, that obstacle is sent off and the agent itself
shows that it cannot act yet. In the case the agent is free and nothing is known that
prevents it from acting, it writes its wish on the agenda.

In the case the agent is free, however, and does not want to act, the reason for that must
be investigated closer. This happens in the function inspect_plac- again.

Let us summarize some important facts for the method inform_other_agents. Here the
negotiation cycle starts with the active sending of information about the next step
planned. Remember that only agents, which believe they can act, may take part in
negotiations and also only these are permitted to write wish-entries on the agenda. All
other agents may - at best - ask for help one time and send leave-messages to each
hindering agent.

Fﬁng‘t;iah_i' inspect_place of method inform_other_agents

Parameters: agent (actual parameter SELF), place to inspect, position to inspect
Preconditions: see method inform_other_agents, plus:

- the agent knows for sure that it cannot act within the current cycle

Postconditions: see method inform_other_agents, especially:

- blocking agents are sent off

- a help-request to reach goals which are yet too high is written on the blackboard
Description of the function (domain specific features) :

The exact goal may be not in reach, if the precise position is specified. In this situation a
help-request is written on the agenda which orders an agent as support just below the
position desired. In all other cases just the agent which is an obstacle is sent off (if there
were none, the function would not have been called).

In particular, if no position is mentioned, not the agent on top of the stack is directly
ordered to flee, but the agent which is upon the first agent (seen from the top) having a
higher priority than the one one who called inspect_place. This implies, if this detected
agent has left its place, all the other above it naturally must have left their place earlier.
The way is then paved for the calling agent.

It is important to realize the consequences of changing decisions, when others may have
tuned their behaviour to the former subgoals. Agents, which believe they can act and
have already changed to the status “idle” to wait for the acting cycle, must be torn back
into negotiations again.
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Conflict resolution

Method: conflict-resolution-1 attached to type AGENT

Parameters: none

Call structure:  conflict-resolution-1
detect_leave_conflicts
plan_*alternatives*
find_heuristically_best_alternative
select_heuristically_best_alternative
update_agents

Preconditions:

- The agents are completely informed about the others intentions after their last reflection
about the current situation

- State of agenda: ([(next_goal a b)] [(goal x y)] [(leave.. .)]*) or ((next_goal a b) [(goal
x y)D) (alternatives list) [(leave...)] *), where not both a=x and b=y hold and a is not in
list

- State of blackboard: ([(wish.. .)]* [(help.. .)]*), arbitrary order of entries

- All agents which believe they can act are still in the negotiation cycle, all others are idle

Postconditions:

- The agents in negotiations checked whether their desired goals are compatible with the
prohibitions of the other agents

- The status of the agents which were in negotiations may be info.mally described as
follows:
idle: this implies that no conflicts occurred, the agents just wait to act in parallel with
the others
conflict: the agents’ former decisions collides with the orders to flee of other agents
(conflicts of type 1, see above). The agent has already tried to find a new decision. It
indicates whether it has found one. Anyhow, agents in conflicts must later inform the
other agents once again.

- The leave-entries are not removed from the agendas (this does not care...)

Description of the method:

If the agent is not idle and believes it can act and furthermore has at least one order to

leave its place on its agenda, the method conflict-resolution-1 must actually do

something.

First the leave-orders are sorted with respect to the priority of the sender of the leave-

messages.

Then the subfunction detect_leave conflicts evaluates these ordered lists and returns a

possibly modified set of alternatives. These function produces a very important side-

effect: It marks whether a conflict has occurred, i.e. whether the personal next goal of the

agent under consideration cannot be arranged with the orders to leave of other agents (for
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more details, see detect_leave_conflicts). The modified set of alternatives represents exact
these places where the agents still could go. It must be a subset of the former set of

alternatives in the entry (alternatives. . ).

Now there are two possibilities: Alternatives are still left: The agents calls the function
plan_*alternatives* to select heuristically the most appropriate one (plan_*alternatives* is
!0 a subfunction of create_next goal, see above for the description). Otherwise, if no
alternative remains, the agent knows that it cannot act for sure, it will indicate this and
then leave the negotiation.

In the case that no conflict was detected, the agent needs not to change its decision.
However, some alternatives may have become void because other agents with higher
priority insist on going there. The agent must thus update the entry (alternatives...) on its
agenda according to this new situation.

Method: conflict-resolution-2 attached to type INFO-AGENT (Big-Brother)

Parameters: none

Call structure: conflict-resolution-2

Preconditions:

- agents have finished the negotiations. i.e. all conflicts of type 1 have been resolved

- agents either believe they can act (these are interesting for the method) or they surely
cannot

- State of agenda: ([(next_goal a b)] [(goal x y)] [(leave.. I1%) or ((next_goal a b) [(goal
x Y)1) (alternatives list) [(teave...)]™), where not both a=x and b=y hold and a is not in
list

- State of blackboard: ([(wish...)]* [(help..)1¥)

Postconditions:

- conflicts of type 2 are resolved, i.e. no contradictions between the agents’ wishes exist
anymore

- retracted wishes are marked “canceled” on the blackboard

- the data structure actarray (slot of INFO-AGENT) is preliminary instantiated. This
structure later coordinates and synchronizes the parallel moves.

Description of the method (domain specific features) :

There are two main loops performed by the method: Loop-1 tests the agents whether they
believe they can act. If so, all agents which want to go to place i are stored in the actarray
in a list at place i. Especially not the agent itself is stored in the list, merely information
about it in the form (X Y). Y is the agent’s identifier (name) and X is the exact desired
position. In most times X will first be NIL, but will be specified later to guarantee the
scheduled acting. Loop-2 must coordinate the wishes of the agents. It is obvious that
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conflicts of type 2 only occur if at least one agent ..2sists on its exactly specified position
at the place of the next goal it must reach. Otherwise, if no agent which wants, say, to go
to place i, must obey an exact objective for the position, no problem arises: The agents
can simply be rearranged in each list of actarray accordir.g to their priority.

How does Loop-2 proceed ? For each entry in acrarray, the list is ordered by descending
priority of the agents. If the first entry of each pair in the lists is NIL (no position
specified) nothing remains to do. The agents could act in the new order. Otherwise the
first pair in a list with a specification of the position is selected. The denoted agent can act
(at least it believes s0), so all agents with a higher priority must be inhibited to act. We
use the heuristic rule, that a wish to act with gpecified height at the desired place has a
higher priority that a wish without such a specification. So all the agents which have a
higher priority but no specified position are stopped and will not perform their planned
action. If they would, the agent with the exact specification surely misses its goal. All
stopped agents are deleted from the actarray then and furthermore, their wish at the
blackboard is marked as “caniceled”.

The next agents in the queue are checked then. All of them with a specified position must
also be stopped, because they do not reach their desired position always. This is because
all agents which want to go to the same place must have almost the same position
specification??, if they have got one at all. This follows from the fact that the agents under
consideration believe they can act.

At last all agents either have retracted their wish or a preliminary coordination of those
which still believe they can act is accomplished in actarray.

Function: detect leave_conflicts of method conflict-resolution-1

Parameters: agent (actual parameter SELF), place of next goal, actual list of alternatives
Value: The new list of alternatives. Side-effect: Indication whether a conflict has occurred
Preconditions: like conflict-resolution-1, plus:

- Tested agents believe they can act and are not idle

- There are leave-orders on the agenda

- The leave-subgoals are ordered by priority of the orderer

Postconditions:

- The list of alternatives (return value) is manipulated correctly

- Possible conflicts of type 1 are indicated

Description of the function:

Each leave-order is processed separately. If the forbidden place in the leave-order is just
the place the agent is heading to, a conflict has emerged. The function sets a flag to
indicate that. In the other case, the alternatives must be checked. If the agent which sent

22The same position, or one below, or one above.
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the order to flee has a higher priority than the agent under consideration or there are still
other alternatives, the forbidden place will be removed from the set of alternatives.

Function: plan_*alternatives* of method conflict-resolution-1

see function plan_*alternatives* of function make_new_decision (paragraph creating new
goals).

Acting

Method: synchronize attached to type INFO_AGENT

Parameters: none

Call structure:  synchronize

Preconditions:
the slot actarray is preliminary filled with information atout the schedule cf the agents
which believe they can act in parallel

- no conflicts of type 1 and type 2 exist yet

- the state of agendas and blackboard do not interest anymore

Postconditions:

- The entries in actarray are modified in such a way, that no agent which is in the queue
to go to place X, but still at place Y, would be blocked by another agent in the queue
of place Y, which acts earlier than the first agent

Description of the method:
Synchronize tests whether an agent A which is in a rear position of a queue, momentary
is located at a place P, where other agents want to go. If nothing would be done, at least
the first of the other agents willing to go to place P would block A so that its plans to
move are frustrated. Big-Brother detects these situations and inserts delay-entries (NIL’s)
at the beginning of the list at just that entry of actarray that corresponds to place P. The
number of delay-entries depends on the position of A in the queue and the number of
delays already inserted at entry P of the actarray. More details are omitted, the method is
not complicated, but rather technical.
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Method: cause to_act attached to type INFO_AGENT (i.e. Big-Brother)

Parameters: pause; the degree of slow motion for graphic output

Call structure:  cause_to_act
test_acting_capability
withdrawal
perform_parallel_move
graphics
show_move_up
show_move_horizontal
show_move_down
display_message

update
update_info-agent-slots
update_agent-slots
reset_flags
check_deadlock_condition

Preconditions:

- synchronize has eliminated the major scheduling clashes

- The information up to now about the schedule of the agents which believe they can act
is stored in actarray

Postconditions:

- The blackboard is empty

- The agendas of those agents which really acted contain only the final goal if they did
not reach it within the move

- The agendas of the agents on their final goal place is empty

- The agendas of the other agents, which did not act, remain unchanged

- The move was shown graphically

- The knowledge bases of the agents are updated adequately

- Possible deadlocks after the performed moves are checked

Description of the method (domain specific features) :

The body of the method is an endless loop which must be exited explicitly. In each cycle

the first elements of the lists in the entries of actarray are regarded, because they are the

potential candidates for one parallel move. At the end of the cycle these first elements are

removed.

In cause_to_act the first thing to do is to verify whether the agents which have announced

that they can act and still believe it, really can. Finally in this moment it is clear whether

an agent, which should leave its place to give place for another agent willing to go right

there, actually will leave. Up to now the agents believed they can go, now they are going

to know it exactly.

The function test_acting capability performs these tests and, furthermore, some

sophisticated synchronization tasks. After this the order and the parallelism of one joint

move is fixed. All agents which are at first position of their lists in the respective entries
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of actarray, will act in parallel. If there ©-  NIL at this position, no agent will go to the
corresponding place at this instance of moving.

Then the exact new position of the agents is determined and written at the first position of
the pairs in actarray (see above). This is especially important when an agent flees from
- the goal place of another. There may be a big surprise when the second agent realizes that
it gets a position which it had not foreseen.

A list is built consisting of just the agents which can perform one parallel move.

Then the function perform parallel_move is invoked with this “actlist” as an argument.
This function manages the technical details of the moves, the graphical display and
updates the knowledge bases of the information agent as well as the concerned other
agents.

The loop of acting runs as long as there are still non-NIL entries in the actarray.

In the end the flags of all agents are reset as a basis for a new cycle beginning with the
reflection about new/old goals (create_next goal, see above). The blackboard is cleared.
At last, possible deadlock situations are detected and the reasons therefore are eliminated
(see function check_deadlock_condition for a closer description).

Function: test_acting capability of method cause_to_act

Parameters: info-agent (i.e. Big-Brother)

Value: only side-effects are interesting

Preconditions: see method cause_to_act, plus:

- actarray (slot of info-agent) is not empty

Postconditions:

- only agents which really can act are denoted in actarray

Description of the function (domain specific features) :

Only the first elements of the lists in the entries of actarray are regarded. The proceeding
for each place (each entry in actarray, respectively) is as follows.

The agent represented by the first element of the list under consideration in an entry of
actarray is called “testagent”. The agent on top of the goal place of testagent is
“agent_at_goalplace”. The main work is to do, in case agent_at goalplace exists, i.e. the
goal is occupied, and this agent does not tolerate zestagent.

Now agent_at_goalplace must also be denoted in actarray to let testagent a chance to act.
A search is started.

If an agent_at_goalplace is actually found in actarray, a double-index memorizes its
position: (x y), where x is the index of actarray and y is the position in the current list in
entry x. There are two possibilities:
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y is zero, which implies agent_at_goalplace wants to act in parallel with testagent. That is
fine, the only problem is: agent_at_goalplace itself may not know if it really can act. Thus
it possibly depends on a third agent. The chain of dependencies is recorded in a data
structure. If the last agent in that chain fails to keep on acting, all others must reject to act,
too.

If y is not zero, things become harder. agent_at_goalplace will act, but unfortunately later
than testagent. Then we use a tricky heuristic: We know that agent_at_goalplace is not
blocked and that restagent would tolerate it (because this does not hold vice versa).
testagent and agent_at_goalplace can in fact act in parallel, namely if agent_at_goalplace
goes to testagent’s former place. This is possible because the agent under testagent will
surely tolerate agent_at goalplace. Later agent_at_goalplace may pursue its genuine
subgoal. We call this heuristic the concept of “acting pairs”, because two agents join to
make a deal with advantages for both.

Now to the case agent_at_goalplace must leave (from testagent’s point of view) but has
no ambitions to act. Then intentions to act of testagent must be frustrated, and so all the
other agents which perhaps depend on testagent’s leaving.

Another basic situation emerges when agent_at_goalplace tolerates testagent. This seems
to be harmless and not worth to be regarded. But what to do if agent_at_goalplace wants
to act later than testagent ? testagent cannot move, agent_at_goalplace would surely be
blocked. testagent also cannot be delayed (as in synchronize) anymore, because ail
dependencies of delays would be confused. We preliminary have chosen the safest way:
testagent resigns and cancels its ambitions to act.

Function: perform parallel move of method cause_to_act

Parameters: info-agent (i.e. Big-Brother); actlist: list of parallel acting agents; pause

Value: only side-effects are interesting

Preconditions:

- Exact positions of the goal places of the moving agents are calculated and enscribed in
the parameter actlist.

Postconditions:

- One parallel move (all agents that could act contemporary) was displayed on the output
window

- The knowledge bases of the respective agents are updated accordingly

Description of the function:

Despite of all tests to ensure a “perfect” schedule of the moving agents there are still rare

configurations, where mutual influences and effects of action might produce forbidden
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moves. To avoid exhaustive and cumbersome in esrigations, a last check is performed at
the beginning of perform_parallel move: Can the agent really, really, really act ? If not, it
is retracted from actlist, no more fuss.

Then the functions graphics and update are called. We will not discuss them further in
details here (for graphics see Appendix (6)). update not only changes the knowledge
bases of the agents which act and that of Big-Brother. It must also take under
consideration the knowledge of those agents which had been under the moved agents and
of those which are now under them. The information about the upper neighbours must be
updated.

Function: check_deadlock_condition of method cause_to_act

Parameters: info-agent (i.e. Big-Brother)

Value: only side-effects are interesting

Preconditions:

- All moves are performed, displayed and the knowledge bases of the agents are
updated correctly

- Especially: Agents which acted have at most their personal goals at their agenda, the
agendas of the other agents remain unchanged

Postconditions:

- Unless all agents are at their final goals at least one agent is active and attempts to
reach a goal in the next reflection/acting cycle

Description of the function:

A special kind of deadlock may occur, if the agents have performed their moves. We call

it “goal deadlock”. A goal deadlock demands several contextual factors:

- All agents have either an empty agenda or (goal.. ) is the only entry

- Not all agents have reached their goals

- No agent can reach its goal within the next move, so no one realizes the necessity to
send another agent off

All agents will stay inactive, according to the paradigm of eco-problem solving: I will do

nothing unless I am forced to.”

This situation is detected by Big-Brother, it will intervene and force the agent with the

highest priority of the ones which did not reach their goal yet, to become active.
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4.5.3. Heuristics

In this chapter we want to point out the special heuristics employed in TOHPAR and
interpret them from a more abstract point of view. The heuristics are an important part of
the procedural knowledge of the agents. They may roughly be divided into two main
groups, where each group coi sists of two subgroups. The main groups are:

- Planning the next action of each agent

- Handling of conflicts
In the following the heuristics have got a number. This number is only used for identifi-

cation, it has no meaning for the actual run of TOHPAR.

Planning the next action
This means pursuing the way to the goal and evolving suitable strategies to find good

candidates for the next move.

1.

Modifying and preparing the current knowledge

Heuristic 1 (rule-1; method create_next_goal)
If you have some identical orders from different senders, act in favor of the sender

with the highest priority.

Heuristic 2 (rule-2; method create_next_goal)
If a former chosen but not yet performed action is suddenly forbidden, it must be

discarded at once.

Heuristic 3 (rule-3; method create_next_goal)
If a possible alternative is suddenly forbidden, it also must be discarded immediately.

Heuristic 4 (rule-4; method create_next_goal)
To provide a basis for a new and unbiased decision of the next action, all prior
decisions must be retracted and joint with the rest of alternatives.

Heuristic 5 (plan_*leave*; method create_next_goal)
If all alternatives are forbidden, ignore the sender has the lowest priority if this

alternative is achievable. Senders with higher priority will not be hindered.
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2. Making the decision what to do nex:

Heuristic 6 (plan_*alternatives*, plan_*next_goal*; method create_next_goal)
If your personal goal is reached or at least attainable, pursue it and forget all the other
subgoals.

Heuristic 7 (find - / select_heuristically_best_alternative; method create_next_goal,
conflict-resolution-1)

To select one from several alternatives build disjunct sets of decreasing priority.
These sets must be subsets of the current set of alternatives. Then take the two sets
which are not empty and have the highest priority. Choose one of both, where the
weighted likelihood for the better alternative is 5:1.

From the chosen set select one alternative with an appropriate selection function.

Heuristic 8 (plan_*next_goal*; method create_next_goal))
If there is still only one alternative and nothing new has evolved, keep on pursuing

this alternative. May be it works this time.

onflict handlin

Conflicts are pretty frequent phenomena in parailel scenarios. The hard task is to detect
them. Once detected, an appropriate means to eliminate them should be not far away.

1. Conflicts concerning the decisions about the next action to perform

Heuristic 9 (methods conflict-resolution-1, conflict-resolution-2)

Conflicts with forbidden goals are resolved in negotiations, whereas conflicts
emerging from clashing subgoals are solved by appropriate retracting of wishes
(decisions) to act.

Heunstic 10 (detect_leave_conflicts; method conflict-resolution-1)

If a forbidden alternative is equal to the newest subgoal, a conflict (of type 1, see
above) has emerged. Otherwise taboos which occur during negotiations are only
obeyed if either alternatives would be left or the sender has a higher priority than the
receiver of the taboo.
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Heuristic 11 (method conflict-resolution-2)
Wishes with full specification of the goal have a higher priority than those with only a
partial specification.

2. Conflicts emerging from scheduling clashes

Heuristic 12 (method synchronize)
If an action causes a blockage of a potential future actor, these action must be delayed
appropriately. The actions must be performed at least in parallel.

Heuristic 13 (test_acting capability; method cause_to_act)

If an action cannot be performed because another future actor is an obstacle, try to
build “acting pairs”. Cause the obstacle first to make an intermediate action to give
place for yourself under the premise that the other agent can later perform its planned
action without problems.

Heuristic 14 (test_acting_capability; method cause_to_act)
If an action cannot be performed because the actor would block a future actor
|(synchronization effects may have been compensated), the action is cancelled.

Heuristic 15 (check_deadlock_condition; method cause_to_act)
If no agent wants to do something, the one with the highest priority of those which

have not reached their goals yet, is forced to become active.

4.5.4. Benchmarks

TOHPAR gives no options to choose different heuristics. So the results are preliminary
presented solely with a comparison to the result of the best sequential heuristics of
TOHSEQ (A more abstract comparison of the two scenarios is made in chapter 4.6.).

The implementation of the parallel scenario produces no deterministic behaviour. If an
agent has more than one alternative and cannot decide the very best, it will choose its next
goal at random. Each alternative has an identical likelihood. But a decision among
alternatives, which do not differ from a local point of view, may convey global
consequences. So the results may differ significantly.

The results are given in Figure 4.20 as follows: We always have n=10 agents, the num-
ber of places varies (first diagram x-axis, second diagram y-axis). The first ten bars in the
upper diagram (the total number of moves) represent ten ordered test results, the 11th bar
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the average of them, and the 12th bar represents ihe result of the best sequential heuristic.
The second diagram reveals time measures, a minimum time and a maximum time for
each configuration are presented.
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Figure 4.20 : Benchmark results for TOHPAR
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To make hard statistic statements, a mu!timde of tests would be necessary. Then we
suppose that a Gaussian distribution would emerge.

What is already significant at the results presented here, that TOHPAR achieves its best
results when there are many agents in relation to few places. The more places the
configuration gets, the worse become the results compared to the best results of
TOHSEQ.

Summary of the Test Results

It is very impressive that the distributed implementations produce such good results.
Compared with the information about the effort of traditional search (cf. capter 4.2.),
where, for instance, in a scenario with n=10 agents and m=4 places 410 different states
potentially must be traversed and a search tree for “brute force” breadth first search
comprises about 2050 expanded nodes. If we really would proceed in this way, the
“agents” would perform 2050 moves until they reach the goal state. In this perspective the
results ranging from 50 to 229 moves for the parameters above are indescribably better.
And consider the amount of time which would be necessary for 2050 moves, which is a
number almost beyond our conception. The time results of a few seconds (see above)

hence also show the feasibility of the distributed approach.

The results must also be seen in the light that only very simple local heuristics were used
to facilitate the decisions of the agents. These coarse “rules of thumb” suffice to come
very close to the optimum and also generate satisfying solutions were no optimum is
known at all. This is a promising experience in order to cope with large search spaces
where no global strategies are possible. From another point of view, from the local and
distributed perspective, certain problems may become manageable.
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4.6. Comparison of Sequential And Parallel Version

The parallel version TOHPAR is rmuch more complicated than the sequential version

TOHSEQ. Do the results substantiate the efforts ? At a first glance this does not seem to

be so. The results of TOHPAR are pretty often even worse compared to the best heuris-

tics of TOHSEQ. We will now try to explain this apparently strange behaviour and then

argue why the parallel version is of principal importance after all.

TOHPAR provides a non-deterministic behaviour. The problems going along with that

and with the parallelism (cf. chapter 4.8.) have a larger impact on the result, if the

problem must be solved almost sequential (“many places, few agents™). Then a wrong or

short-sighted local decision can hardly be compensated by effective parallel moves,

because these are not often possible.

So the restriction to sequential execution of actions becomes an advantage and, on the

other hand, the amount of freedom lying in decisions and possible parallel moves grows

to a major drawback.

A observer of the parallel scenario who is unfamiliar with the principles of the behaviour

of the agents will perhaps be disappointed of the average amount of parailelism in

TOHPAR. He watches the proceeding and wonders why many agents which have

performed an action often remain idle a long time, whereas only a few really act. They

argue that these idle agents could better have rearranged in parallel so that, for instance,

more places become free and other agents with a higher priority may go t'.ere.

This is a good idea, but it cannot be executed within the paradigms we presumed for
multi-agent scenarios.

First, the knowledge of the agents is restricted. They only know their personal situation,
the wishes and orders of the other agents. But to recognize that it is, €.g. convenient to
build an intermediate stack to clear as much places as possible demands a huge portion of
global view and global problem solving strategies. Also planning more steps into the
future could support a more rational behaviour.

Second, the agents are rather passive than busy per se. This is an intrinsic issue of the
strategy of eco-problem solving we adopted for our scenario. If the agents are not
blocked, but cannot reach their desired goal, they do nothing unless they are ordered to
go away. They simply wait either for a kick or that their goal becomes attainable. But
when they receive an order to flee, this radically changes. They become active until this
order is fulfilled. Blocked agents also begin to do something, and that is to send
messages to order their upper neighbour to go away. So the central message type “go
away but avoid...” causes agents to become active when their genuine goals are out of
reach. But after the agent has sent off all obstacles and performed its move, it will stay
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idle until either its lower neighbour wants to act or 2nother agent tries to occupy the first
agent’s location.

The parallel scenario TOHPAR is worth the effort put in it. Many procedures merely have
the duty to provide the pseudo-parallelism. Thus in some sense we make a huge effort in
creating effects (e.g. parallel interferences) where we must elaborate more issues to tame
them again (negotiation, synchronization). But just these effects enrich the study of
TOHPAR. They naturally cannot occur in the sequential setting. In detail, we are
confronted with:

- Incompatibilities of concurrent decisions

- Interferences by parallel acting

- The demand for negotiation

- Conflict-solving strategies

- The possibility to ask for help

All these items either are not relevant in TOHSEQ or do simply not emerge. But natural
multi-agent scenarios heavily cope with these aspects. Thus TOHPAR may provide a
basis for further work in DAI planning concerning the behaviour or more natural Multi-
Agent worlds.

The sequential version cannot achieve this. Its relevance was to get a first feeling for the
scenario to be modelled and to find some elementary heuristics. Also this objective was

accomplished.
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4.7. A Model For The Agents’ Behaviour

In this chapter we want to provide a more formal model of the agents’ behaviour in the
parallel realization TOHPAR. We use the means of a non-deterministic finite automaton
to reveal the changes of the inner states of the agents which act in the scenario.
The agents use four flags in their knowledge base to control their behaviour and to show
in which inner state they are. Despite of the explanation of the meaning of the flags in
“General System Design” (see chapter 4.5.2.), they were not explicitly mentioned when
describing the procedural knowledge of the agents (“The Modules Of The System”).
Figure 4.21 shows the graph of the automaton. As usual, nodes represent states and
edges represent changes of states. There are four types of edges, corresponding to the
execution of four main modules of TOHPAR:

®: create_next_goal @: inform_other_agents

®: conflict-resolution-1 @: cause_to_act
The other methods between @ and @ do not change the states anymore, they are omitted
for the sake of a comprehensible notation. Also the elimination of *“goal conflicts” after
performing the parallel moves does not have an explicit corresponding edge. It causes the
effect of a way via edge @ to state 0 and then via @ to state 8.
The states got a running number by interpreting the four flags as a four bit integer (“+”
means 1, “~” means 0; the first flag is the min-bit). The states 6,7,14, and 15 cannot
occur because the conflict-flag and the wait-flag are never set simultaneously. 2
The traversal of the graph allows sequences of edges in the form [® [@ ®1+r®]*, where
*,+,[.] are the usual meta-symbols. These possible sequences correspond to the general
system design. @ - @ is the overall “reflecting/acting” loop, lasting until each agent has
reached its goal. @,® is the negotiation cycle, where conflicts must be resolved.
It is very obvious when agents are really involved in negotiations and when they are only
waiting for others to finish them. Changes of states following @- or @-edges indicate
there is a new decision born or a decision must be corrected. On the other hand @,®-
edges going back to the same state show: This agent does not join the negotiations at the
the moment, it is idle. There are two cases: “idle-" : The agent waits for a complete new
loop of the scenario, because it cannot act in the current cycle. “idle+” : The agent waits
for the other agents which may act in parallel with it. It believes that it can act. In this
situation a very special change of state, marked with a “*” at the respective edges, may
take place. An agent believes it can act, but another agent frustrates this believe by
changing its decision. This is the case when a corrected decision blocks the wishes of
other agents. These other agents are then back in negotiations again. The edge marked

23 An agent cannot be waiting when it is involved in a conflict. The conflict has to be resolved at once.
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Figure 4.21 : The Graph of the Automaton Model
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with a “*” represents the only change of state (internal knowledge) which is not induced
by the agent itself but by another one.

Much could be said about the implicit information lying in the graph. But this would
likely become a boring repetition of the exhaustive descriptions above. After all the model
provides a concentrated and informative overview about the possible behaviour of each
individual agent.
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4.8. Open Problems

The benchmark results prove the potential capabilities of the parallel version TOHPAR,
but also the current handicaps (cf. chapter 4.4.4. and 4.5.4. for detailed benchmarks).
Two major research areas still have to be tackled, the heuristics and the problem of
parallelism per se.

For the heuristics, exhaustive validation tests must be conducted. Each heuristic must
possibly be refined or changed. The next step would be to parametrize the heuristics and
provide the agents with the feasibility of learning. They could memorize which heuristic
worked well in what special situation or vary the utilization of heuristics when a solution
does not come nearer over a series of cycles.

Parallelism conveys several classes of problems. First, an adequate simulation
environment must be installed. Although there has been much effort put in TOHPAR to
provide pseudo-parallelism, it cannot be as flexible and natural as a system with real
parallel processes. Especially the static system design with the sequence of the module
executions inhibits many interesting effects: Asynchronism, critical races of messages,
temporal dependencies. On the other hand the realization in TOHPAR lets many agents
spend much time in waiting for others to negotiations or actions. Simple delays where the
agents would do absolute nothing, could otherwise be possibly used for estimating and
evaluating future actions, or helping others by, say, extensive computations.

Another issue is the prediction of the effects of parallel acting. In fact there is still the
possibility of everlasting loops of actions. Because the agents only have a restricted
world view, one single decision may appear optimal, whereas a collection of decisions
during a parallel move need not be beneficial for all. Goals of one agent may be frustrated
by moves of other agents. If these interferences occur frequently, a loop may emerge
which cannot be exited. This problem is hard to handle.

One solution, which was already tested with good results, is the probabilistic selection of
an alternative. We do not use always the same decision criteria, but allow some
exceptions from the - normally - best choice. The best choice gets the weight 5:1 with
respect to the next good choice. But if there is only one choice, this idea cannot work.
Bookkeeping procedures to detect loops in behaviour are another means. But this would
bring an enourmous overhead of data to store. Also the search for actions already
performed in the past, will last longer from move to move. So this “brute force” method
seems to be inappropriate.

A formalism to detect and eliminate such loops should be developed. It could be leaning
on related work on deadlocks in operating systems [Ne86].
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5. The Towers of Hanoi in the General DAI Framework

5.1. Embedding In DAI Terminology and Classification

The scenario of the Towers of Hanoi shall be characterized now in the light of the overall
DAI terminology. First of all, it must be mentioned that the implementation of TOHPAR
was made rather straightforward and the whole project is surely still a prototype.
Therefore a classification must strictly distinguish between general aspects and special
ToH features of the system. We want to point out the general DAI aspects in the
following.

The kind of problem solving fits perfectly in Ferber’s paradigm of eco-problem solving
([Fe90], see also chapter 3.6.). The agents proceed in pursuing their goals, thereby
sending other agents as obstacles off. These agents obey the order and leave their place;
after finding an alternative to move, they go on with their own goals. Due to the local
decisions and to some aspects of non-deterministic choice, the visible behaviour
resembles sometimes a natural population of dumb individuals like ants.

The eco-metaphor implies in some sense that the agents tend to be more re-active than
active in their world. They act only when they can reach their goal in one step or when
they are sent off by other agents. Their decisions comprise no difficult planning in
advance, only the actual situation of the scenario is regarded and perhaps one possible
next step of other agents is taken into consideration. Though each agent has a small and
restricted knowledge base, it is more appropriate to characterize the ToH-agents as
behaviour-based (i.e. reactive) than as knowledge-based.

Embedded in the general characterization of eco-problem solving is the proceeding to
determine the next move of each agent. This is done by heuristical planning, where the
heuristics are strictly local and employed from the agent’s individual point of view.
Because planning and execution are steadily interweaved, i.e. after one planning step
follows (at most) one action, the ToH scenario is an example for distributed planning,
where planners and actors are identical.

The agents behave cooperative to a considerable extent, benevolence would be an almost
too weak classification. In fact, when an agent sends another one off, a temporary
master-slave relationship is established. The agent, which is sent off (the slave) must
obey the order of its master. After it has done this (or while doing this), the slave may
build up dependencies to other agents where it is then the master.

The communication is performed either by direct message passing (writing on one other’s
agenda) or by broadcasting via a blackboard. The messages are formalized and are
implicitly processed according to their types. There is no explicit communication
protocol.
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Negotiations are performed by fixed rules and priority relations. They occur in certain

conflict situations and can be always resolved.

The whole actual situation in the scenario is known by the agents. Thus there does not

exist any uncertainty about the environment. Only the intentions of other agents are not

transparent at all. They only announce one single next step in the moment they believe

they can act. Thus a certain amou~t of uncertainty about the inner status of other agent

remains, the “why does an agent act like that” is normally unknown to others. More

knowledge of the other agents’ intentions would supply more constraints for an agent’s

next decision. Up to now three main types of constraints exist:

- physical constraints: an agent cannot reside somewhere in the air, according to the law
of gravitation it needs permanent support (except it is just acting)

- general laws/rules of the scenario: an agent must not go to a place where it is not
tolerated (for ToH: where a smaller agent is already located)

- transient constraints: temporary restrictions to move to certain places (for ToH: “go
away, but do not go to X” implies place X is forbidden for the next move)

At last, some words about the system conception. The scenario is implemented in a
synchronous manner, i.e. all the problems with asynchronism like message delays,
message crossing, inconsistent states, etc. do not occur. A global blackboard and a global
‘model of the environment is managed by a single informatior agent, to whom all
“normal” agents have access. Furthermore all agents have individual agendas to handle
the local decisions. The system thus is a blackboard/agenda system.

In [Hu87] eight dimensions to classify DAI systems are presented. We apply this char-
acterization also to the TOHPAR system. Though it cannot be objective and may further
be confusing in some aspects, it gives a coarse overview of some features of TOHPAR
with respect to other systems. The “a”-mark indicates the circa-position of TOHPAR.

Dimension Spectrum of Values

System Model Individual. .. ...Committee. .. ...Society
Grain ﬁnc... ...Medium. .. ...Coarse
System scale Small... Meaum . ...Large
Agent Dynamism Fixed... ... Programmable... ... Teachable... Autodidactﬁ
Agent Autonomy Controll:d. . ...Interdependent... ...Independent
Agent Resources Restricted. .. 4 ...Ample
Agent Interaction Simple. .. 4 ...Complex
Result Formation By Synthesis... 4 ...By Decomposition

- not relevant -
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5.2. Relations To Other Scenarios and Further Work

The Towers of Hanoi scenario may be a nice setting to demonstrate the capabilities and

foundations of multi-agent problem solving and distributed planning. But after all, it is

only a toy example, applications of practical relevance seem to be far away. We will now

inrestigate which steps are necessary to come to real world scenarios.

One central condition for problems which can be adequately modelled in the paradigm of
eco-problem solving like the ToH problem is that all components of the scenario must be

known in advance. All parts have determined positions, attributes and perhaps a priority

value. Furthermore, the “goal” of the system must be individually, consistently, and

simply decomposable to each concerned part.24 When each part is at its goal place, the

overall goal is fulfilled. Presuming these preconditions and an adapted version of the

heuristics presented so far, the parts of the problem become the active agents, which will

pursue their own goals without central control and thus at last attain the overall system

goal.

At a first glance, these preconditions seem to be very restrictive demands. But it is

astonishing how large the class of problems is, which can be handled. Arrangement-,

sorting-, and assembly-problems. All have in common that the components have an exact

initial state (position, attributes) and a well-defined goal (normally the position). The way

from start to goal is difficult and relevant because of large search spaces, insufficient

global knowledge and heuristics (see chapter 4.2.).

But how to achieve the modelling of such problems ? First of all, the heuristics employed

in the ToH scenario have to be thoroughly investigated and generalized. Also the relevant
attributes have to be abstracted.

A first step would be a Blocks World scenario. A wider variety of agents has to be
represented, different “skills” and different attributes must be regarded. But the Blocks
World is not too far away from the Towers of Hanoi. A straightforward implementation
can be achieved soon. But then a generalization is absolutely necessary. It could end in a
prototype of a simple multi-agent shell to provide a framework for problems like those
mentioned above.

The results gained should put forward the implementation of real world scenarios.
Examples are (cf. chapter 2.2.) a shunting station and a loading yard of a transport
agency. In both settings all important parts are modelled as autonomous agents. This will
prove the feasibility of the multi-agent approach to more complicate scenarios.

There is a good hope that the new paradigm of eco-problem solving might pass the
border of toy applications to really relevant problems.

247This is not possible for puzzles like “tangramm”, where the goal decomposition is the genuine problem
and the way from start to the decomposed goal is trivial.
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6. Conclusion

We have introduced some central concepts of Distributed Artificial Intelligence and
implemented a Tower of Hanoi scenario in the eco-problem solving metaphor. The
aspects of this implementation were exhaustively outlined.

The ToH scenario was only a first step to get experience in multi-agent systems, insight
into the problems of parallelism, and an understanding of the capabilities of local
heuristics. This step was successful. It was shown that rather simple local heuristics can
produce a considerably good global result.

The most important next step is to distinguish between special issues which are tailored to
the ToH setting and general ideas which are usable for more universal multi-agent
settings. The long-term goal is to construct a multi-agent shell or workbench where
several different scenarios can be modelled and tested.

It must not be forgotten that certain serious problems of multi-agent interaction are not
treated in the ToH implementation: Asynchronism is avoided. so very hard problems
concerning time and consistency simply cannot occur. The subgoais do not interact, 50 a
solution can always be found. But what is in the opposite case ?

To find answers to questions like these and to provide a test environment is the goal of a
new project of the German Research Center on Al (DFKI). It was outlined in the
proposal for a multi-agent workbench, RATMAN ([BiiMii90], see also chapter 2.8.). In
‘the end « wide variety of different multi-agent systems will be able to be modelled with
RATMAN. The results and the expertise gained in various simulations will guide the
further work.

To better understand the potential of a society of agents, an interdisciplinary approach
seems to be urgent. Researches from various disciplines should engage in concerted
studies. Social scientists, linguists, cognitive scientists, psychologists, philosophers, and
biologists may bring together their knowledge in order to find the foundations why, for
instance, human societies function as well as they actually do.

But it is doubtful whether human societies should really be the goal of modelling multi-
agent communities. I have the feeling that this is not desirable at all. Why should we
simulate humans, as long as we have real human experts ? This question may sound
heretical, but it is meant as follows: It may be not an appropriate (even not a possible)
way to take the position that agents must be made more and more “intelligent”, so that at
last, the society of agents resembles a society of humans with respect to certain problem
configurations. Perhaps the unbounded enhancement of individual expertise concerning
problem domains will come soon to a limit, where no progress is achievable anymore. As
seen in chapter 3.6. the power of the overall system decreases when the agents become
locally too intelligent. A possible consequence is that it is useless that agents augment
their expert knowledge if their “social knowledge” does not increase. Social knowledge
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comprises, for instance, the will and the ability to reach a quick and good compromise. It
is easy to imagine endless discussions of human experts, say surgeons about the
explanation of seldom symptoms, when the opinions differ. Such a system is not
efficient.

I propose to restrict on problems where complex global strategies can be broken up into
simple local strategies (heuristics). This could put forward a new Al paradigm, resem-
bling Minsky’s society of mind [Mi86]. Then a complex system like the human would be
completely built up by simple local processes, which are by far not exact, but heavily
communicative in order to reach quite a good global solutionZ: the human behaviour.
But, as mentioned above, a copy of the human (a “humunculus”) should not be the goal
- of DAI research, nor a copy of the human’s societies. Surely there is a lot to learn from a
collection of such “meat-machines”, this may be an impetus for research in the next
years.

DATI research has now to prove that the ambitious goal of realizing the first real world
scenarios and thus gaining practical relevance can be attained

25Concerning the average case...
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Appendix: Implementation

We do not go too deep into technical details. The two versions TOHSEQ and TOHPAR
are implemented without language hacks or the utilization of special machine features.
This should make it easy to transfer both systems to other environments. Only the aspects
concerning graphic output require some caution. Here the special programming language
has facilitated the implementation considerably.

(1) Details of TOHSEQ

The flow diagrams in chapter 4.4.2.2. which point out the “concrete realization” of
TOHSEQ raveal most of its implementation. Because we used object-oriented program-
ming features, especially in the paradigm of sequential message passing, the concrete
realization can be regarded as corresponding to the implementation. In other words, the
flow diagrams are translated straightforward onto the machine. Tnis seem to be obvious
and rather natural, but in the paraliel version TOHPAR this will be no longer the case.

We have defined the tuple AGENT in a “defstruct-form” with some additional entries:

(defstruct (agent :named)
name ; identifier of each agent: integer 1....

place ; actual place (tower): integer 1,...

position ; actual position (height) in tower: integer 1....
goal place ; final goal place: analog “place”

goal position ; final goal position: analog “position™
forbidden place ; place forbidden for next move 2 :analog “place”

blocker) ~; “upper neighbour” of agent : instance of AGENT

TOHSEQ is started with the call of the top-level function hanoi::

(hanoi <aumber of agents; integer 1,...; default 3>

<number of places; integer 3,...; default 3>

¢ from <starting place; integer 1,...,no of places: default 1>
t 0 <goal place; integer 1,...,no of places: default 2>
heuristic <choose heuristic (cf. 4.4.3.); integer 1,...,7; default 1>
graphics <request graphic output; ¥nil; default t>
statistics <request statistic evaluation; t/nil; default nil>
pause <‘slow motion” of the moves (delay in sec.); default 0,3>)

28The heuristics of TOHSEQ mainly operate in the method go_away but_avoid which decides where to go
when an agent is sent off by another one. Only heuristic 7 draws wider Circles (cf. chapter 4.4.3.). Because
of the possible reflection and correction of an agent’s intention, it must memorize where the one wanted to
go which previously sent him off. The entry “forbidden_place” fulfills this need and is reset to zero when
an agent really has performed an action.
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(2) Details of TOHPAR

The step from the implementation !~vel to the conceptional level in TOHPAR provides a
higher abstraction level compared to the sequential version. Whereas the sending of a
message in TOHSEQ really could be accomplished by a simple message passing
mechanism and thus the whole paradigm was realized straightforward, we now
rigorously separate “message passing” on the conceptual level and “message passing” in
the implementation.

The overview in Figure A.1 gives only a coarse overview of the gap between conception

and implementation of the parallel scenario.

Conceptional View Implementation Comments
agents Instantiated Instantiated Similar to
tupel AGENT defstruct object TOHSEQ
. messages: lists with
Otlt?:?gm;t]lgr:)frgr;lm a special format No isomorphism
messa- | . extefnal mediator agendas, blackboards: betgvecn message
ges e im et lists of messages passing and « alling
a:gzr:gx:ss :rl g&ﬁc message passing: a method like in
blackboards appcndtlg%i;rtxsessages TOHSEQ
Units of scheduling .
. . Realized by the LISP
tﬁgcc;i;néntg’ dggasnotg:g_ features defmethod On the conceptual
ﬂr:loe(i thine. Strictly spoken and send. Methods level the term
s & y 5P ’|  may call further method is unknown
transparent at the bmethods
conceptual level Subme
T Fixed scheduling The interferences
acting, Noa};rrlp{auog toh algorithms settled of parallelism are
schedy-|  Paratensm. tac by the framework of simulated as
ling agent Ca{: frytoact hhe call-structure of the thoroughly as
cach ume methods. possible

Figure A.1 : Some aspects of TOHPAR
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The agents - conceptionally regarded as mathematical tuples - are implemented like

follows:

(defstruct (agent :named)

name ; identificr of each agent: integer 1,...

place ; momentary place (tower): integer 1,...

position ; momentary position (height) in tower: integer 1,...
blocker ; “‘upper neighbour” of agent : instance of class AGENT
agenda . list of next goals, alternatives, orders to flee,...
act-flag ; indicates inner status: ¥nil (explanation see above)
conflict-flag ; analog to act-flag

wait-flag ; analog to act-flag

~ go awgy-—flagl ~; analog to act-flag

(defstruct (info-agent :named)
blackboard ; list of entries in a fixed format, information for all agents
number of agents ; parameter from the function call
number_ of places ; paramcter from the function call

agentarray ; array 0..number_of_agents - 1 of agent
piacearray ; array O..number_of_places - 1 of list (of ager.s)
actarravy) ; array 0..number_of places - 1 of list (of list)

The top-level function “hanoi-parallel” is called by the user with the following arguments:

(hanoi-parallel
<number of agents; integer 1,...; default 3>
<number of places; integer 3,...; default 3>
from <stariing placc; integer 1,...,no of places: default 1>
t o <goal place; intcger 1,....no of places: dcfault 2>
: statistics <request siatistic evaluation; t¢/nil; default nil>
pause <“slow motion” of the moves (delay in sec.); default 0,3>)

The graphic display is obligatory, heuristics cannot be chosen any longer - the best will
always be employed.

(3) Parallelism is Simulated in TOHPAR

An ideal parallel scenario (cf. Figure A.2) with no restrictions behaves completely asyn-
chronous and has no global states. Temporal aspects are fundamental. To model and to
formalize this likely chaotic behaviour would be a hard task, even on machines which

offer massive parallelism.
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O
O

Figure A.2 : Parallel Exchange of Information

In TOHPAR we are mainly constrained by a one-processor machine, so we must
simulate the parallelism. This “pseudo-parallelism” is achieved under several strict
presumptions.

Perfect synchronism

Different agents which perform the same part of action need exactly the same amount of
time. Agents which do not act in the moment delay themselves for the time the others act.
This implies that it is impossible that one agent overtakes an other.

A mediator

The information agent Big-Brother recognizes possible clashes when the agents after all
try to act. It synchronizes and takes care for the maximum amount of parallelism.

Fixed scheduling for all agents

This ensures a very limited interaction and interference between the agents. When agents
do not get in conflicts with their actions, the order of acting is not substantial.

Two aspects of parallelism in the scenario shall be investigated. The “fundamental
parallelism” and the visible parallel performing of moves.

The fundamental parallelism concerns the whole proceeding. The point here is the simu-
lation of an almost parallel behaviour in all steps of problem solving. We achieve this by
cutting up the scenario-model into the modules presented in chapter 4.5.2. Each of these
modules is executed by each agent in the order Agent ‘1°, Agent ‘2°, ..., Agent ‘n’. This
can be regarded as a special kind of a fixed “round robin” scheduling [Ne86]. For exam-
ple: After Big-Brother has initialized the scenario, Agent ‘1’ creates its new goal, then
Agent ‘2’, then Agent ‘3’ and so forth. After Agent ‘n” has created its new goal, the next
module (inform_other_agents) is invoked from Agent ‘1’ again.27 These real sequential

27Incidentally, this provides global states: From the parallel point of view the module the system is in for
the moment represents the state, or scen from the rcal implementation, which of the agents is just operating.
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sub-actions of the agents are rega:¢- ~ .ad conceptualized as completely parallel. All
agents create their new goals, all agents inform the others about their new intentions,...
But to make this approach sound, the sequential evaluation may by no means produce
results different to those which would have been produced by parallel processing. How
can we achieve this demand ?
The modules were formed in such a way that a strict separation between internal and
external processing is promoted. This changes turn in tumn, if one module is processed
internally by all agents, the next will be processed externally.
Figure A.3 shows this symbolized. At the right margin the respective modules are de-
noted, the graphics depict the abstract ToH world. Bold arrows indicate how the modules
are possibly traversed. The exchange of information (message passing) is represented by
thin arrows. If an arrow points to the same agent where it started, it works only
“internal”. Arrows pointing to the blackboard symbolize “writing” and, vice versa, those
which start at the blackboard mean “reading”.
“Internal” means entire working on the agent’s own agenda. No messages are posted to
other agents, nothing causes changing influence from the environment. It is quite obvious
that a sequential internal processing must produce the same results as a theoretical parallel
one. ,
When agents proceed externally, things become harder. They send messages to other
agents. The order (and thus the sequence) does not matter, because the agents receive all
what comes in without evaluating it. Evaluation follows later in the ne <t internal step.
They write messages on the blackboard. Also the order is not substantial, sequential
processing produces the same results as parallelism.
Hence the strict separation of external proceeding is the foundation of the simulation of
parallel behaviour.
At a first glance all problems concerning the simulation of parallelism seem to be solved.
But a closer look to the negotiation cycle (especially conflict-resolution-1) reveals certain
problems:
- When agents change their decision, the time they do it can be very important for other

agents which depend on these agents in any way.
- When agents ask for help or generate new orders to cause others to flee, the order may
influence succeeding agents in the sequence.

These influences and effects must be excluded! The strict separation of internai and
external proceeding is a solid base, but not sufficient. Additionally, certain testing
routines must be built into the procedural knowledge of the agents. For instance, it must
be checked whether agents, which are concerned by a changed decision eventually must
be torn back into negotiations again. Or it must be ensured that really all agents recognize
all changes, thus certain routines are evaluated several times.
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Blackboard

internal create_next_goal
~ T 3 &8

Agent 1 Agent 2 Agentn

external inform_other_agents

Agent 1 Agent 2 Agentn
Blackboard e
. r_
internal conflict-resolution-1
" 5 8B
Agent 1 Agent2 Agentn

J

Synchronisation & Acting

Figure A.3 : The exchange between internal and external behaviour of the agents
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The other aspect of parallelism comprises the visible simultaneous acting (moving) of the
agents. This is the part of TOHPAR where the user is directly confronted with
parallelism. Here the module graphics is, strictly spoken, cut up further. If every agent,
which is in the set of the joint actors would proceed graphics solely, a illusion of
parallelism could not be constructed. We use another way: graphics is called with a list of
agent-names and for each element of the list, a substep is performed and displayed:

1. All agents (disks) in the list are lifted (really: one is lifted after the next).

2. All agents of the list move to their new places (again, really one after ...) and
analogously for the move down. The speed of computation evokes the illusion of
parallelism.

For further information about graphics see chapter (6) in this appendix.

(4) The Implementation Language

TOHPAR and TOHSEQ are implemented in KK-LISP28 [KK89], which is mainly based

on Common LISP.

KK-LISP consists of the Common LISP kernel and some additional features like module

oriented trace and check facilities. Features which cannot be easily implemented in other

LISP dialects are intentionally excluded. Especially things like coroutines and

multitasking are not supported. This is a main drawback when implementing parallel

scenarios. Therefore parallelism must be simulated in KK-LISP. On the other hand

portability to other LISP dialects or even other languages increases.

KK-LISP recognizes special declaration in both interpreted and compiled code and

eliminates thus this potential source of incompatibility. Interpreted programs return

identical values with respect to their compiled equivalents. KK-LISP consists of a rich
-amount of program and control constructs to assist the writing of a compact and readable

code.

Some differences to Common LISP are:

- a more powerful, but Common LISP incompatible defstruct form.

- the window system

- additional iteration functions

- additional functions in the field of list processing

The efficiency of compiled KK-LISP code is only restricted by the underlying LISP

implementation.

28K K-LISP is an acronym for "Karlsruhe & Kaiserslautern LISP”,
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(5) Machines

The two versions of the ToH scenario were implemented on a Symbolics 3640 work-
station [Sy86a]. This is a LISP machine with some special architecture features:

- tagged architecture

- multiple caches

- hardware stack management

- pipelined instruction cycles

- parallel processing (but no parallel LISP features, unfortunately)

- hardware assisted garbage collection
The Symbolics software environment is called “Genera” and provides comfortable
programming tools like mouse-sensitive parts of the screen, menus, and a window
system. Several windows for special use are predefined. There are, for instance, editor,
file system, LISP interpreter, terminal emulation, debugging tools, and a mail system. All
may be arbitrarily selected and left.

(6) Graphics

We exploit the features of the window system of the Symbolics software environment
Genera 7.1 [Sy86b].

The function tv:make-window to generate the static window is in the package “tv”.
To invoke the graphic output, several messages can be send to the created window
object. From KK-LISP the function sys:send therefore must be employed, send
isolated works only for defstruct objects. Following methods of the window-object are

involved:
:draw-rectangle : lets the “agents” appear or vanish
:draw-line : draws the ground and the places
:set~-cursorpos : output of textual information
:clear-rest-of~line : dto.
:string-out : dto.

The principle of the graphical output is like follows:
1.) Initialization
Draw the agents at their start positions, draw the ground and the “places” (sticks).
2.) Parallel move
a. - let all moving agents vanish on their old place
- draw all moving agents “in the air” just above their old place

- pause
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b. - let all moving agents vanish
- draw all moving agents “in the air” just above their goal place
- pause
c. - let all moving agents vanish
- draw all moving agents on their goals
- ready
The three substeps of a., b., and c. must be performed very fast to give the illusion of
movement and parallelism.

What parameters do influence the shape of the output-window ? First, there are static
parameters implemented as global values. They determine the outer form (size and
position) of the window and will never be changed (The values denote the number of

pixels).
*height of window* 700 --> size of window
*breadth of window* 1000 --> dto.
*upper_margin* 300 --> partition of window
*lower margin¥* 75 --> dto.

Dynamic parameters are computed at run time because they depend on the number of
agents and places (Their values are numbers of pixels, too). They take care for a
convenient pictorial representation of the output window, e.g. the ratio breadth/height of
the “agents” must be tolerable. Furthermore, the exact positions of each agent have to be
computed pretty fast.

distance_of places --> the gap between the sticks
height of agents --> self-explaining

dif of breadth --> difference in length between adjacent agents
min breadth of agents --> self-explaining, arbitrary fix value (here: 10)

The breadth (also in pixels) of each agent is stored in a slot of the class AGENT having
the same name.

The dynamic parameters are computed as follows:

distance_of_places [*breadth_of_window*/no_of_places]
height_of_agents = [(*height_of_window* - *upper_margin* - *lower_margin*)/
no_of_agents]

dif_of_breadth [(distance_of_places - min_breadth_of agents) /

(no_of_agents - 1)]
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