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Abstract

In everyday life, we are confronted with a growing amount of digital content that
is integrated into our surroundings. Visual elements, such as digital advertising
or information boards, change our perception of the environment and make it

increasingly difficult to perceive personally meaningful information.

In this work, we investigate how visual augmentations of the environment affect
our visual and haptic perception of reality and explore how visual attention
can be directed as subtly as possible toward personally relevant information in

real-world environments.

We present a framework to evaluate visual stimuli for gaze guidance in instru-
mented environments and explore stimuli suitable for gaze guidance in real-
world settings using it. Moreover, we explore the potential of using overlays
displayed in Optical See-through Augmented Reality glasses to guide visual
attention using subtle visual cue stimuli.

Additionally, we introduce a framework to investigate perceptual changes in
physical objects interacted with that may result from overlaying them with dig-
ital augmentations. We investigate the extent to which the overlying virtual
model can differ from the underlying physical object without significantly af-
fecting the feeling of presence, the usability, and the performance. We provide
results in terms of shape and size differences and demonstrate the influence of

environmental lighting conditions.
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Zusammenfassung

Téaglich werden wir mit einer wachsenden Anzahl digitaler Inhalte in unserer
Umgebung konfrontiert. Visuelle Elemente, wie digitale Werbung oder Infor-
mationstafeln, verdndern unsere Wahrnehmung der Umwelt und erschweren es

zunehmend, personlich bedeutsame Informationen wahrzunehmen.

In dieser Arbeit untersuchen wir, wie visuelle Erweiterungen der Umgebung
unsere visuelle und haptische Wahrnehmung der Realitdt beeinflussen und wie
der Blick mdoglichst subtil auf personlich relevante Informationen in realen Umge-

bungen gelenkt werden kann.

Wir stellen ein Framework vor, um visuelle Stimuli fiir die Blickrichtungslenkung
in instrumentierten Umgebungen zu evaluieren und erforschen damit geeignete
Stimuli zur Lenkung der visuellen Aufmerksamkeit in realen Umgebungen.
Dariiber hinaus untersuchen wir das Potenzial der Verwendung von Overlays
in Optical See-through Augmented Reality Brillen, um den Blick durch subtile
visuelle Reize zu lenken.

Ebenso fithren wir ein Framework ein, um Wahrnehmungsverdnderungen bei
physikalischen Objekten zu untersuchen, die sich aus der Uberlagerung mit
digitalen Erweiterungen ergeben kénnen. Wir untersuchen, inwieweit sich das
iiberlagernde virtuelle Modell vom darunterliegenden physikalischen Objekt un-
terscheiden kann, ohne das Gefiihl der Prasenz, die Benutzerfreundlichkeit sowie
die Leistung signifikant zu beeintrachtigen. Wir liefern Ergebnisse in Bezug auf
Form- und Grofienunterschiede und zeigen den Einfluss der Umgebungsbeleuch-
tung auf.
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Chapter 1

Introduction

This chapter first explains the motivation for this thesis by identifying the prob-
lems to be investigated along with possible solutions. Then, the research ques-
tions and the approach to answer these questions are presented. In addition, the
contributions of the thesis are described and its structure is explained.

1.1 Problem Statement and Motivation

In the following, we address the problems triggered by the multitude of visual
information in our environment, which we are already confronted with and
which will become even more critical in the future. Furthermore, we address
potential technical solutions to be investigated, which are the motivation for the

research conducted in this thesis.

1.1.1 Perception in an Augmented World

In our daily lives, we are constantly surrounded by multitudes of visual infor-
mation. Besides posters or information signs, more and more digital displays
are integrated into the environment, and these are designed to try to attract our
attention. In addition to large monitors and information boards, there are also
more and more small systems, such as digital price tags, which, as Mark Weiser
already predicted in 1991, integrate themselves almost invisibly into our environ-

ment [158]. Especially in complex environments, like supermarkets and airports,
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Figure 1.1: Digital advertising in Tokyo causing visual information overload.!

or in big cities, we are flooded with a huge amount of information (see Figure 1.1).
The human is not able to process all visual information in such situations, which
inevitably leads to ignoring much of the information presented [16, 26, 117]. This
can lead to truly important information being overlooked, while many things that
are unimportant in the current situation are processed. This results unavoidably

in overstraining, especially in stressful situations.

In an ideal world without information overload, each person would be presented
only with information that is of interest to him or her at the moment, and only
as much as he or she can consume without stress. However, such a highly
personalized system would inhibit our further development, as we would never
be confronted with new ideas, e.g. new products via advertising. In addition,
interests of external groups, such as advertisers, must be taken into account. A
world without information overload is therefore not desirable and would also be
impossible or very difficult to implement in many situations. In a supermarket,
for example, we are inevitably confronted with product information on the
packages, but it is impossible to imagine doing without it here. The same is true
for other sources of information that are firmly integrated into our daily lives.

!Source: https://authory.com/WilsondaSilva/Information-Overload (last ac-
cessed: 2023-08-15)
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What is needed, therefore, are suitable approaches and strategies to help people

locate the most important information for them in the environment.

In this work, we investigate to what extent visual augmentations in the environ-
ment can be used to direct the visual attention of individuals to information that
is relevant to them. In particular, possibilities are considered that allow for a
subtle and less disturbing directing of attention instead of further flooding the
user with visual information via additional obvious presentations, e.g. arrows or

red borders.

1.1.2 Controlling Perception through Visual Augmentations

Some studies have already been conducted in related work that mainly used
computer screens to test whether gentle guidance of gaze direction, e.g. by
saliency modulation [37, 47, 111, 112, 151], blur [50, 101] or by subtle visual
cues [6, 109, 110, 138] is possible. Research on the use of subtle visual stimuli in
the real world or in real-world environments is limited [14, 43, 45] . However,
if a system for everyday assistance is to be created on this basis, it is essential
to investigate this in more detail. We have therefore conducted studies on the
visual guidance of attention by subtle cue stimuli using projected real-sized

environments and an instrumented environment.

In densely populated public spaces, it is not practical to use visual stimuli in
the environment to direct attention. Such stimuli are visible to everyone in
the vicinity, making it difficult to ensure that only the desired person responds
to the stimulus. There is also a risk that personal information about the user
could be revealed to others. For example, highlighting the product a person is
looking for in a supermarket would compromise their privacy. In such crowded
public spaces, where instrumented environments are not suitable for directing
the attention of individuals, smartphones or Augmented Reality (AR) glasses
can be used to draw the user’s attention as gently as possible to the products of
interest. In this regard, viewing digital content on a private device provides better
protection of private information and ensures that other people’s perception is
not flooded with meaningless information. We therefore investigate whether and
which methods can be used to guide gaze direction by displaying subtle visual
cues in AR glasses. However, the visual augmentation of reality, e.g., with the
help of AR glasses, can also influence the haptic perception of real objects with
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which one interacts, which is why more detailed investigations are needed in this

area as well.

1.1.3 Perception of Augmented Physical Objects

When reality is superimposed with virtual content, the physical environment
must also be taken into account. For example, by overlaying physical items, the
visual perception of these items changes. At the same time, the visual overlay
can also have an impact on the haptic perception. For example, if the physical
object is overlaid with a completely different virtual object, it would likely result

in a misperception when trying to grasp the object.

Especially in the field of Tangible Augmented Reality (TAR), where physical
objects are used to manipulate virtual content, the influence of the visual aug-
mentations on the visual-haptic perception of the physical objects plays a crucial
role. AR glasses, which are experiencing growing interest and increased use,
enable this form of natural interaction. One notable advantage of AR glasses is
that they offer a hands-free experience that doesn’t require holding additional
devices, such as a smartphone, to interact with virtual content. With Optical See-
through AR (OST AR) glasses, the virtual content overlaid on the environment is
somewhat transparent, so that the physical objects behind it remain visible to a

certain degree. This is likely to influence the perception of the environment.

When a physical object serves as a substitute for interacting with virtual content
through overlaying it with its associated virtual representation, the physical
object is referred to as a proxy object. This approach avoids direct interaction
with the virtual content. Instead, one can intuitively grab and move a physical
counterpart in order to interact with the virtual content. A simple example would
be the use of a wooden figure as a proxy object to control a virtual game figure on
a virtual game board. It is reasonable to assume that such a proxy object used to
interact with virtual content would ideally be an exact visual replica of the virtual
object. However, given the large number of possible applications, it would not
be feasible to create and store suitable objects for every use case. Therefore, it
is necessary to investigate to what extent the physical object which is used for

interaction can differ from its virtual counterpart.

Some research exists on how the appearance of virtual objects affects the per-
ception of underlying proxy objects in Virtual Reality (VR) [9, 21, 133] and in
Video See-through AR (VST AR) [79, 85]. There is little research related to proxy
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interaction in OST AR [15, 55]. To our knowledge, it has not yet been investigated
how the visualization of virtual objects on top of physical proxy objects affects
the visual and haptic perception of these objects in OST AR.

We therefore investigate to what extent it is possible to use a physical object for
interaction that is different from the virtual model and that can ideally represent
a variety of virtual objects in OST AR. Using a different physical proxy object
for interaction leads to visual discrepancies between the virtual and physical
object in size, shape, and texture. We determine whether a deviation in size and
shape is feasible without significant drawbacks for the usability, performance,

and sense of presence.

When determining possible deviations, the environmental lighting has to be taken
into account, since the illumination level influences the perception of contrast
and color of the virtual overlay [27, 32, 33, 34]. Therefore, we also investigate
the influence of illumination on possible differences between the physical proxy

object and its virtual overlay.

1.2 Research Questions

This thesis explores the following main research question, to which we would
like to contribute:

How can the visual-haptic perception of reality be influenced by

digital augmentations?

We divide this question into the following sub-questions, which we address in
this thesis:

RQ1 How can a person’s gaze direction be influenced by a digitally augmented
reality?

RQ2 How can we test which actuators and sensors are suitable for directing

visual attention?

RQ3 How do digital extensions of reality in the form of overlays on real 3D

objects influence the visual-haptic perception of these objects?

RQ4 How can we test how much virtual overlays can differ from their physical

3D counterparts used for interaction?
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With RQ1 we investigate to what extent digital augmentations of the real world
can direct people’s visual attention. We want to find out which visual cues are
suitable for directing visual attention to specific objects. We also investigate
which sensors are suitable for determining gaze direction. Furthermore, we
explore how visual attention can be directed as subtly as possible and how this
can be done in crowded environments.

With RQ2 we want to answer how it is possible to determine suitable sensors and
actuators for gaze guidance. Here we investigate which approach can be used to
determine which actuators or cue stimuli are suitable for directing attention to
predefined locations and which sensors are suitable for gaze direction detection
in real instrumented environments.

With RQ3 we investigate how digital extensions of reality in the form of overlays
on real 3D objects influence the visual-haptic perception of these objects. Here,
we determine how much the virtual objects can differ in size and shape from their
physical counterparts that are interacted with, without seriously affecting user
acceptance. In addition, we investigate the influence of environmental lighting
on the perception of virtual objects in OST AR.

With RQ4 we want to determine what approach can be used to test how much
virtual overlays can differ from the physical 3D objects used for interaction. We
also want to determine how evaluations in the form of questionnaires can be

carried out in OST AR without disrupting the AR experience.

1.3 Methods and Approach

In order to answer the research questions stated above, we proceeded as follows.
After an extensive literature review, we identified questions that we wanted
to answer with experimental studies. In order to conduct these studies, two
frameworks had to be developed first. The first framework we needed was to
display visual stimuli in the environment and measure people’s response to
the stimuli in terms of changes in gaze direction (see Section 5.1). The second
framework we required was to allow virtual overlays in OST AR to be placed
precisely onto real objects and to be able to interact with them (see Section 5.2).
After conceptualization, the two frameworks were implemented prototypically
so that we could perform the studies. Every study was carefully designed and
hypotheses were formulated (see Chapters 3 and 4). The prototypical framework
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was then tailored to suit the specific requirements of each study. Participants were
recruited in advance for the experiments, which all took place in a laboratory
setting. During the studies, the participants had to complete various question-
naires and several measurements were taken. After completion, the results were

thoroughly analyzed to gain valuable insights.

1.4 Contributions to the Field

This thesis makes several contributions to different areas of Human-Computer
Interaction (HCI).

It contributes to the field of (Subtle) Gaze Guidance by showing that it is possible
to subtly guide gaze in real and real-sized environments. Various visual cues for
directing visual attention in real-world environments were investigated, and both
static and adaptive visualization approaches were explored. To our knowledge,
we are the first to investigate different approaches for subtle visual attention
guidance directly in OST AR, making an important contribution to the fields of

(Subtle) Gaze Guidance and Optical See-through Augmented Reality.

In addition, this work contributes to the areas of Proxy Interaction, Tangible Aug-
mented Reality, and Optical See-through Augmented Reality by demonstrating
how visual augmentations superimposed on physical objects affect the visual
and haptic perception of these objects in OST AR. To our knowledge, there has
been no previous research in OST AR exploring these issues. This work provides
insights into the extent to which the virtual overlay can differ in size and shape
from the underlying physical object without significantly worsening usability,

performance, and the feeling of presence.

This thesis also makes several technical contributions achieved by the two frame-
works developed during the dissertation period. The framework for adaptive
guidance of visual attention in real-world environments allows other researchers
to investigate suitable visual stimuli for gaze guidance and suitable sensors for
gaze direction measurement, and to evaluate different visualization methods
appropriate for their use cases. The framework for proxy interaction in OST AR
enables investigations into the influence of the visual overlay superimposed on
a physical object on visual and haptic perception when interacting with it. This
allows other researchers to also investigate proxy interactions in OST AR, e.g.
with respect to possible differences in the material or texture. The specifications
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Perception of Visual Cues

Figure 1.2: Presentation of the structure of the thesis. Two main topics were
investigated, the perception of visual cues and the perception of AR proxy objects.
A framework was implemented for each of the two topics, which forms the basis
for the studies conducted.

of the frameworks assist other researchers in implementing the frameworks for
their own purposes, adapted to the available hardware and software for tracking
gaze and objects and for visualizing the digital augmentations.

1.5 Thesis Outline

The structure of the remainder of this dissertation is as follows (see also Fig-
ure 1.2): In Chapter 2, the fundamentals on which this thesis is based are ex-
plained. Furthermore, related work is presented and the importance of the
research of this thesis is highlighted. Chapter 3 presents our research on gaze
direction guidance using visual cue stimuli. This chapter also provides answers
to research question RQ1. Subsequently, in Chapter 4 we describe our investiga-
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tions on the perception of proxy objects in OST AR and show how they answer
research question RQ3. Chapter 5 explains the frameworks we developed in de-
tail. This chapter provides answers to research questions RQ2 and RQ4. Finally,
Chapter 6 summarizes our main contributions and possible future work that can
be built upon this thesis.
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Chapter 1. Introduction




Chapter 2
Background and Related Work

This chapter serves to provide a basic understanding of the concepts that are
important for understanding this thesis. Additionally, we present relevant work
that is closely related to the thesis. First, we explain in detail how visual percep-
tion works and how visual attention can be directed to predefined objects and
locations. We then present related work in the field of gaze guidance, where stud-
ies on the guidance of visual attention have been conducted. Next, we address
the foundations of AR and haptic perception. Finally, we present related work
in the field of proxy interactions, where studies have been conducted on proxy
interaction in VR, VST AR, and OST AR.

2.1 Visual Perception

To control what information people should focus on, it is important to understand
how human visual perception works. We therefore first give an overview of the
anatomical properties of the visual system. We then explain visual attention and

the role it plays in the perception process, and show how it can be directed.

21.1 Anatomy of Vision

Visual perception is the end result of many complex processes. In addition to
the eye, nerves, synapses and the brain are also involved in this process. Only

11
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Figure 2.1: The human eye with the cornea, lens, optic nerve, retina, and fovea
(left). Adapted from [30]. The central human retina (macula) with an idealized
view of its blood vessels and the optic disc (OD) (right). The macula is subdivided
into the central-most foveola, surrounded by the fovea, parafovea and wider
perifovea. Adapted from [54].

through the interaction of all processes is a visual impression created, which is

why we present the individual processes in more detail below.

The Human Eye The human eye is the basis for perceiving objects in the envi-
ronment. Figure 2.1 (left) represents a simplified cross-section of this complex
sense organ. The light rays reflected from objects in the environment strike the
human eye. They are then projected through the lens at the front of the eye onto
the back of the eye, creating an image of the environment on the retina [42, 105].

The retina is divided into different areas. The area in the center of the retina
is called the foveola. Around this area are the foveal area, the parafoveal area,
and the perifoveal area [54, 81] (see Figure 2.1, right). All of these areas contain

millions of different receptors, which exist in varying amounts in each area.

Functioning of the Receptors Receptors are light-sensitive photoreceptors that
process and transmit light information to the human brain [42, 105]. When
the light hits the retina of the eye, the receptors located there are stimulated. A
chemical process is triggered by which the light energy is converted into electrical
energy. This conversion is called transduction [42]. The resulting electrical energy
is then transported from the receptors via the optic nerve, which begins at the
back of the eye, through complex neural pathways to the brain.
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Figure 2.2: Distribution of rods and cones on the retina [96].

Information Processing in the Brain The processing of visual information
takes place in the brain in the so-called occipital lobe. The electrical energy
created by the arrival of the light rays on the retina is transmitted via the nerve
pathways to this brain region, where it is finally processed. Only after processing
in the brain is the visual process complete and the person perceives an image of
his or her surroundings. Just because the gaze or the attention is directed to a
certain object, that does not mean that this object is also perceived. Only by his
of her knowledge can the human being find a connection to what is looked at,

recognize what it is about and carry out a suitable action.

Peripheral and Foveal Vision Humans can only see in detail and sharpness in
the center of their gaze. Towards the edge, the details and sharpness decrease
significantly [42, 105]. This is due to the different distribution of receptor types
on the retina. In the center, the foveal area, there are exclusively so-called cones,
which are responsible for high detail resolution and color representation [96].
This allows the human eye to see in detail and sharpness in the center of its gaze.
Outside the fovea are mainly the so-called rods (see Figure 2.2). This type of
receptor does not have high detail resolution and cannot perceive colors, but
is only sensitive to brightness values. To obtain a detailed and sharp image
of a section of their environment, humans must therefore look directly at that

section [42].



14 Chapter 2. Background and Related Work

Perception of Colors and Visual Resolution in the Periphery How we per-
ceive the color of objects in our environment depends on the wavelengths of light
that are reflected from the objects into our eyes [28, 42]. The color we see depends
on how the objects selectively reflect some wavelengths (selective reflection). The
color of transparent objects such as glass and liquids is generated by selective
transmission, because only some wavelengths can pass through the transparent
objects [28].

The cones in the retina are specialized for color vision, because they contain light-
sensitive photopigments. According to a well-known color theory, the trichro-
matic (three-colored) theory, there are three different types of receptors [28]. The
first are sensitive to short wavelengths and respond predominantly to blue per-
ceived stimuli. Receptors of the second type are sensitive to medium-wavelength
light, which is reflected from yellow-green objects, for example. And the third
type of receptors is most sensitive to long wavelengths reflected from orange-red
visual stimuli [28]. Most stimuli activate two or three of the above receptor types,
and we perceive color based on the relative stimulation strength of the receptor
types. Despite the limited number of cone types, we can distinguish millions of

colors in this way.

Figure 2.2 shows that there are significantly more cones in the foveal area than
in the peripheral area. Many studies have investigated the extent to which color
perception is possible in the periphery. The results show that the areas for color
perception differ for individual colors. Overall, results vary with respect to color
ranges in studies from 48° to 56° for blue, from 33° to 45° for red, and from 24° to
35° for green [78].

Many studies have also been conducted to determine the visual resolution in
the periphery. The visual acuity at a distance from 0° to 30° from the fixation
point was investigated here. Various shapes or Landolt rings were used in
the experiments [75]. In all of them, visual acuity was found to decrease with
increasing distance from the fixation point. However, Kerr [75] has shown that

acuity in the periphery does not decrease as rapidly as previously thought.

Field of View Another limitation in the visual perception of the environment
is the limited human field of view (FOV). Human beings can only view a small
section of their environment at any given time [42]. Figure 2.3 illustrates the FOV,
which extends horizontally over a maximum range of 200°. The vertical range
covers a total of about 135°, of which 80° belong to the lower part and 55° belong
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Figure 2.3: [llustration of the human visual field. Central visual field, near, middle
and far peripheral vision are from 0° to 8°, 8° to 30°, 30° to 60° and beyond 60°
respectively. Adapted from [139].

to the upper part of the FOV [105]. Thus, changes in the viewing direction are
necessary to be able to perceive the surroundings completely.

2.1.2 Visual Attention

To overcome the limitation of the FOV, it is necessary for humans to make use of
eye and head movements. Since they are able to see sharply only in the center of
their vision, it is necessary for them to direct their gaze to a specific stimulus [42,
105]. The process of focusing on a specific object while blocking out (not paying
attention to) other stimuli in the environment is called attention. William James,
the first professor of psychology at Harvard, wrote an entire chapter on visual
attention in his 1890 book Principles of Psychology [60]. His statements were
based on personal observations and not on experiments. According to James,
we are confronted with many sensory impressions. He said that we focus only
on certain things that we want to perceive and exclude others, so that we can
perceive only a fraction of all experiences. Many of his statements have been
confirmed in various studies over time.

There are different varieties of attention [160]. If one concentrates on a certain
object even though there are many distractors, one speaks of focused attention.

During visual scanning of the environment, people have the ability to pay atten-
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tion selectively to certain stimuli, which is called selective attention. The process of
moving attention from one object to the next is called attention switch. If someone
is able to process two tasks truly simultaneously, one speaks of divided atten-
tion. Whether, and to what extent, tasks can be processed in parallel depends
on the perceptual load required to process the individual tasks. A high-load
task requires more of the person’s total available perceptual capacity, making
distractions by other stimuli less likely [87, 88]. However, the “fuel” will never
be completely used up, so it will always be possible to respond to unexpected
dangerous emergencies [160].

Many different visual stimuli simultaneously affect the human being. If, however,
he or she is supposed to look at only one of them intensively, the orientation
of attention plays a significant role. This is often influenced by the objective of
the respective person (top-down process) [3, 42]. For example, humans direct
their attention and gaze to a door handle when they have the goal of opening the
associated door. Thus, attention is directed to an object in order to achieve the
observer’s goal. However, the focus of attention and gaze is not always guided by
a conscious decision. In addition to the conscious decision to take a closer look at
and process a certain area, there are also unconscious processes that lead a person
to take a closer look at a certain area and process it in detail. Such a bottom-
up process occurs, for example, by capturing attention through salient visual
features in the scene, such as color, orientation, motion, and depth [80]. Koch
and Ullman [80] have combined all of these features into a single topographically
oriented map. This so-called saliency map shows how strongly individual regions
in a scene stand out from their surrounding areas and thus attract attention.

Since the peripheral area of the eye functions similarly to an alarm system, new,
potentially interesting and relevant stimuli occurring in the periphery are noticed
by the visual system and targeted as the next fixation goals. This function is
performed by the transient cells, which are strongly represented in the periphery.
These cells react very strongly to movements. This includes, for example, sud-
denly appearing objects [3]. Visual peripheral stimuli, e.g. in the form of flashing
lights, therefore involuntarily attract the attention of humans.

If we want someone to perceive something specific in the environment, his or her
attention must first be directed to it. We distinguish between overt and covert
attention shifts. Overt attention shifts involve a movement of the eyes, head, or
body to shift the focus to an object of interest [122, 160]. In a covert attention shift,
on the other hand, there is no physical movement that can be easily measured.
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Instead, there is a change of mental focus on an object already in the FOV, which
one might otherwise not even have noticed. The phenomenon of overlooking an
object that is prominent in the visual field is known as inattentional blindness [103].
Another way a lack of attention can affect perception is change blindness [125, 126].
This is the difficulty of recognizing differences in scenes that are obvious when
one knows where they are. If an observer is looking somewhere else at the time of
the change, or if the object that is changing is obscured at the time of the change,
changes usually remain unnoticed. This must be taken into account in studies on

attention control.

2.1.3 Directing Attention using Visual Cues

The first investigations into whether visual attention can be directed by visual
cue stimuli were conducted very early on by John Jonides [63]. He found through
experiments that peripheral visual cue stimuli automatically attract a person’s
attention. Jonides conducted his series of experiments on a computer. One exper-
imental run included several identically structured tasks in which participants
were asked to press a specific key on the keyboard depending on the target
stimulus presented. The procedure for the tasks with peripheral cues was such
that the participants first had to fixate a point in the center of the screen. This
was then hidden and instead a cue in the form of an arrow was displayed in the
periphery for a short moment. This was followed by the display of the actual
task, which consisted of a visual search task [143]. Here, up to eight letters were
arranged in a circle and the participants had to determine whether an “L” or
an “"R” could be identified among the letters. If they found an “L”, they had to
press the left arrow key on the keyboard as quickly as possible, and if they found
an “R”, they had to press the right arrow key. A distinction was made between
valid and non-valid test conditions. In the valid experimental conditions, the
position of the cue stimulus corresponded to the position of the searched target,
i.e., the “R” or “L”; in the non-valid experimental conditions, the cue stimulus
was displayed at the position of a different letter. Among other things, the time
taken by the participants to solve the search task was measured.

John Jonides found that a valid test set-up results in faster reaction times than
a non-valid test set-up. This can be attributed to the fact that in the case of a
valid test condition, attention was already directed to the location of the target
stimulus beforehand by the cue stimulus. In this way, the task was made easier
for the participant and his or her performance improved. Peripheral exogenous



18 Chapter 2. Background and Related Work

cue stimuli thus automatically attract a person’s attention, even under high levels
of cognitive load. This fundamental property can be used for the purpose of gaze

direction control.

2.1.4 Eye Tracking for Measuring Gaze Behavior

Eye tracking can be used to check whether attention could be directed to an object
for a longer period of time, i.e. whether a shift of gaze direction has occurred.
Eye tracking makes it possible to recognize the direction of the user’s gaze and
thus also to identify gaze shifts. In this way, it can be precisely determined
whether a presented cue has directed the gaze direction. There are different eye
tracking methods. Today, the use of video-based eye trackers is the most common
method for determining gaze direction with a high degree of accuracy. Here,
the position of the corneal reflection of an infrared light relative to the pupil is
measured. This method is used for head-mounted eye trackers as well as for eye
trackers embedded in the environment and allows tracking of the eyes in real
time [17]. Combining images of the eye with images of the FOV makes it possible
to determine what someone is looking at. During a specific task, an eye tracker
can therefore be used to determine where, how and in what order the gaze is
directed. Due to the anatomy of the eye, we can only see a small part of our
visual field very sharply, so we tend to move our eyes to what we are processing.
Due to this so-called eye-mind link [64], eye tracking represents a suitable tool

for the investigation of visual attention [17].

There is a wide range of video-based eye trackers that differ from each other in
many ways. The selection of the appropriate eye tracker should therefore be
adapted to the task. Besides the distinction between stationary, portable or head-
mounted eye trackers, there are also differences in the freedom of movement.
While some allow head movements, others depend on the head being held in a
fixed position, e.g. with the help of a chin rest. Additionally, eye trackers differ in
their sampling rate, which is measured in Hertz (Hz). The fastest commercial eye
trackers can measure the eye position up to 2000 times per second (2000 Hz) while
some eye tracking glasses, for example, only manage 50 measurements per second
(50 Hz). Again, the actual task plays a big role in the selection. For example, if
the task is only to determine what someone is looking at, an inexpensive eye
tracker with 50 Hz may already be sufficient [17]. Eye trackers record the position
data of the eyes in x and y coordinates, which must be analyzed later on. For



2.1. Visual Perception 19

Fixation

Saccade

Saccade

Fixation

Figure 2.4: Illustration of fixations and saccades. The eye jitters around the area
the human is focusing on. These micromovements are abstracted to fixations. A
saccade occurs when the focus switches from one area of interest to the next [83].

this purpose, it is possible to use standard software or to carry out the analyses
oneself. To do this, it is important to know what types of eye movements exist.

Eye movements are divided into fixations and saccades. In a fixation, the eyes
are fixed on a visual target and are perceiving visual information. The fixations
are usually very short, because it is necessary to move the eyes regularly to get
a lot of high quality information from the complete environment. The length
of a single fixation depends on a variety of factors. In addition to the type of
visual stimulus, the target and the difficulty of the task as well as the experience
and attention of the person play a significant role. In general, the duration of a
fixation is about 180-330 milliseconds [17].

If someone focuses on something of interest, the eye jitters around the area of
interest. When the eye movement changes rapidly from one fixation point to the
next, this is called a saccade (see Figure 2.4). During a saccade, no visual input
is received, so that one is virtually blind during this period, which is known as
saccadic suppression [108]. The length of a saccade also depends on the task and is
between 30 and 50 milliseconds [17]. A typical length of a saccade is between 2°,
e.g. for reading, and 5°, e.g. for scanning the environment [157]. This information

is of significant use when manually evaluating eye tracking raw data.

The accuracy of the data depends not only on the eye tracker used but also on
how precisely the system has been calibrated. A calibration to the respective
user is essential in order to be able to make correct statements about where
someone has looked. In this process, the user usually has to look at different
known points in the target environment one after the other. The positions of the
center of the pupil(s) when looking at the respective points in the environment
are used to calculate the calibration. The calibration is validated again in a test
run afterwards to ensure that it was successful [17].
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2.1.5 Summary

The aspects of visual perception presented in this section demonstrate the funda-
mentals of why and in what way the direction of human gaze can be specifically
controlled. In addition to the biological aspects that are necessary to perceive
an image of the environment, the psychological aspects also play an important
role. In the foveal visual field, colors and details can be recognized, while the
peripheral visual field is mainly used for orientation. In addition, the latter also
reacts like an alarm system to visual stimuli. This property can be used to direct
the person’s gaze to certain objects. Eye trackers can be used to measure the
direction of gaze and thus check whether directing attention was successful.

2.2 Gaze Direction

There are basically two ways to direct the user’s gaze to a particular object using
visual means. One can either use obvious visual stimuli that are clearly perceived
(overt gaze direction), or one can try to subtly direct the gaze direction so that
the visual stimuli are not perceived at all, or at least as little as possible (subtle
gaze direction) [45]. We first briefly address the issue of obvious gaze guidance.
Subsequently, we deal intensively with the issue of subtle gaze guidance, since
our goal is to minimize stimulus overload and not to overwhelm the subjects

with further obvious stimuli.

2.2.1 Overt Gaze Direction

Overt gaze direction refers to the use of obvious visual cues to direct the user’s
gaze. These stimuli include, for example, colored arrows and highlight boxes,
which may also move or flash. These stimuli are all clearly visible to the human
eye. Overt gaze direction is used a lot in the area of AR assistance systems, where
obvious cues are used to point out the next work step or the appropriate tool, for
example. In the following, some methods for directing attention with obvious

visual cue stimuli are presented as examples.

Seeliger et al. [132] used a simulated industrial assembly task to investigate the
effect of different overt visual cue stimuli in AR with HMDs. They examined a
total of 8 different stimuli designed to assist participants in assembling screws

with nuts and washers. As techniques they used different types of arrows,
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Figure 2.5: Experimental conditions investigated by Seeliger et al. [132]. Visual
cues displayed for targets within the FOV (top) and displayed for targets outside
the FOV (bottom).

highlighting boxes, halos and wedges. In addition, there were two baseline
conditions where a sheet of paper specified which parts from which boxes were
needed for assembly (see Figure 2.5). A distinction was made between stimuli
pointing to targets within the FOV and stimuli pointing to targets outside the FOV.
The cue stimuli were either simultaneous or sequential. A total of 12 participants
took part in the study, whose eye movements were recorded using the built-in
eye tracking camera of the HoloLens 22. The results of the conducted study
showed that the visual stimuli changed the participants” attention. The dynamic
stimuli directed attention to the targets better than the static visual stimuli. With
these, participants focused more on the stimulus itself than on the actual target.
The simultaneous stimuli produced the same effect.

Another approach to directing attention using obvious visual cue stimuli was
explored by Biocca et al. [13]. They used attention funnels, which were designed
to direct participants’ visual attention to the target objects they were looking
for (see Figure 2.6). In their study, in which fourteen students participated, the
participants had to search for selected objects that were located on tables around
them. For each run, participants had to search for and retrieve one selected object.
They were supported by the displayed attention funnels, visual highlighting in
the form of a 3D bounding box, or verbal descriptions of the object. Among other

things, the search time, the error rate, and the mental workload were measured.

https://www.microsoft .com/de-de/hololens (last accessed: 2023-08-15)


https://www.microsoft.com/de-de/hololens

22 Chapter 2. Background and Related Work

Figure 2.6: Attention funnels directing the gaze of the user to the red target
objects [13].

Biocca et al. [13] found in their study that the attention funnel leads to faster
search and retrieval times than the comparative conditions and significantly
reduces the mental workload compared to the other conditions. However, the
use of attention funnels also leads to visual clutter; hence they are not suitable

for every purpose.

Khan et al. [76] used spotlights to direct attention on wall-sized displays. In their
study with 12 participants, they showed that the performance of a target search
task supported by spotlights was significantly better than when only the cursor
to be searched was displayed. They obtained the same result when they tested
on a standard desktop PC monitor.

Smith et al. [135] investigated an approach to directing attention in immersive
360° environments. They made the environment appear yellow-green when the
subject’s gaze was no longer on the selected point-of-interest (POI) and displayed
everything normally again once the gaze was within 20° of the POL. In this way,
they attempted to draw participants” gaze back to the POI. The results of the
study showed that while this appeared to work quite well, the method did not
lead to a significant improvement in overall gaze performance over the condition

without image modulation.

Since in the case of overt gaze guidance the visual stimuli are clearly visible to
the participants, guiding the direction of gaze works in most cases. However,
the obvious cues can be perceived as very distracting, especially in crowded or
visually cluttered environments, which is why more and more research is being
done in the area of more subtle methods for directing gaze.
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Figure 2.7: Visualization of several modulation thresholds used by Veas et al.
from zero modulation (left) to full modulation (right) [151].

2.2.2 Subtle Gaze Direction

In contrast to the obvious stimuli, there is the possibility of directing the gaze
through subtle visual stimuli. The methods used for this purpose should be
perceived by the viewers as little as possible or not at all and therefore should not
interfere with the execution of the task at hand. There are two variants of Subtle
Gaze Direction that can be distinguished. In the first variant, mostly area-wide
changes are made to the viewed image or video material in order to increase the
salience at the areas of interest and thus to draw attention to these locations. In
the second variant, visual cues in the peripheral vision are used to direct the gaze
to areas of interest. As soon as there is a change in the direction of gaze to the
target region, the stimuli are usually suppressed so that they cannot be perceived
in the foveal view. For this purpose, the phenomenon of saccade suppression is
additionally exploited, i.e., the stimulus is blanked out during a saccade so that
this sudden image change is not perceived.

Gaze Guidance Through Subtle, Area-wide Image Modifications

Over the years, a number of methods have been developed to artificially increase
the saliency of areas of interest by modifying the image, thus subtly directing the
eye to these areas. Well-known methods include color adjustments to the image
and the elimination of distracting regions.

Veas et al. [151] have increased visual salience of interesting areas in videos to
draw attention to these areas. To do this, they use the Saliency Modulation
Technique introduced by Mendez et al. [112]. In this algorithm, visual saliency
is adjusted based on lightness, red-green and blue-yellow color contrasts. In
their studies, the participants had to watch original and modulated videos (see
Figure 2.7). The analysis of the recorded eye tracking data showed that the
participants looked more often and longer at the areas of interest in the modulated
video material, in which the areas of interest had an increased saliency. This also
had a positive effect on participants’ recall of objects within these areas.
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Figure 2.8: Sample image of the experiment by Hata et al. with no blur a) and
maximum blur c) and the corresponding heatmaps b) and d). The white circle in
d) indicates the unblurred region [50].

In addition to the Saliency Modulation Technique presented by Mendez et
al. [112] that Veas et al. [151] used in their study, a number of other methods have
been developed to modify the saliency maps of images. There are techniques
that only adjust the color of the objects that should be in focus [107] as well as
techniques similar to the Saliency Modulation Technique [112] that additionally
make changes to the saturation, illumination and sharpness of the object of inter-
est [47,111, 163]. Hagiwara et al. [47] and Mechrez et al. [111] additionally made
changes to the background to bring the areas of interest to the forefront. Gatys
et al. [37] used convolutional neural networks to manipulate saliency maps and
Yokomi et al. [164] used gradual brightness modulation on the areas of interest to

direct gaze to these areas.

In addition to adjusting the color, saturation, illumination, and sharpness of
images to direct attention to areas of interest, methods were also developed to
remove distracting salient features. Hata et al. [50], for example, developed a
system for adaptive subtle gaze direction in which parts of images were blurred
to draw attention to the non-modulated areas, which have higher saliency due
to the better resolution. They gradually increased the blurring until the gaze
pointed in the desired direction and then slowly reduced the blurring again
so that the modulation was as unnoticeable as possible. The eye tracking data
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Figure 2.9: Example of the luminance modulation. Original image (middle).
Image with white color values mixed in (left) and with black color values mixed
in (right). Adapted from [6].

recorded during the study showed a clear focus on the non-modulated image
areas (see Figure 2.8). The blurring was not perceived by the study participants.

In contrast to Hata et al. [50], Lukashova-Sanz and Wahl [101] used blurring to
attenuate only individual image regions containing distracting salient features
in the image. They conducted an experiment in VR to see if their method could
improve visual search performance in VR. The most salient areas were slightly
blurred and the intensity of the blur was adjusted to the salience in the respective
area. The participants’ task was to find a Gabor Cross that was displayed at a
pseudo-random position with a low saliency. Lukashova-Sanz and Wahl [101]
found that blur can lead to a faster location of the provided targets. In addition,
the use of blur reduced the rate of total failure by about 40%.

Fried et al. [31] took a different approach than Hata et al. [50] to eliminate the
interfering image areas. Instead of blurring, they used inpainting to remove the
disturbing salient features in the image.

Gaze Guidance Through Subtle Visual Cues

Bailey et al. [6] were among the first to try to direct human’s gaze direction
without them being obviously aware of it. Their method, which they call “Subtle
Gaze Direction”, forms the basis for many other studies, so it is explained in
detail below.

In the Subtle Gaze Direction (SGD) method, Bailey et al. [6] used the attentiveness
of peripheral vision to control the direction of subjects” gaze. As peripheral
stimuli, they used circular changes in brightness or color at the target points in
the image by alternately mixing black and white or red and blue color values
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Figure 2.10: Gaze distribution for an unmodulated (middle) and modulated
image (right). The white crosses mark the modulated regions. Adapted from [6].

among the pixels of the original image. The color change took place at a frequency
of 10 Hz. They determined the necessary color intensity of the cues based on a
preliminary study. Figure 2.9 shows an example of how the changes in brightness
at an area of interest looked. The study took place in front of a 20 inch computer
monitor. The participants sat at a distance of 75 cm from the monitor, so that a
visual FOV on the monitor of approx. 30° x 24° was given. The cue stimuli had a
size of 0.76° of the visual view, which corresponds to about 1 cm on the screen.
The change in brightness of the circles decreased outward to avoid creating sharp
edges between the original image and the cue. For this purpose a Gaussian falloff
function [165] was used. To ensure that the cue stimuli were never visible in the
FOV, they were masked out as soon as gaze moved in the direction of the area
of interest. A change in gaze was interpreted as goal-directed if the angle of the
vector of the current saccade and the angle of the vector to the target were less
than or equal to 10°. Blocking out the stimulus occurred during the saccade so
that the change would go as unnoticed as possible. Participants were shown
40 different images in succession for 8 seconds each. In between, a white cross
was displayed in the center of the screen on a black background. For half of the
participants, the images were unchanged; for the other half, cues were displayed
at preselected locations that were not visually prominent. The results of Bailey
et al. showed that the gaze was guided by the modulations, but that it did not
always reach the target region. Figure 2.10 visualizes the fixation points of the
group with and without stimulus influence on an example image. Here it can
be seen that the subjects of the test group more often fixated image locations
where cues were shown. Bailey et al. also found with their study that luminance
modulation (black-white) worked better than warm-cool modulation (red-blue),
which is why they used luminance modulation exclusively for their subsequent
studies [109, 110, 138].
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In follow-up studies, McNamara et al. found that SGD can be successfully used
to improve search task perfomance [109], as well as to contribute to a better
understanding of narrative art [110]. Here, they use the SGD method to navigate
the viewer through different scenes presented in a single image. The results
showed that the participants who received the cue stimuli named fewer scenes in
the wrong order than the group that did not receive cue stimuli and the fixations
were also much better aligned to the individual scenes. Sridharan et al. [138]

found that the use of SGD can also improve mammography training.

While Bailey et al. [6], McNamara et al. [109, 110], and Sridharan et al. [138] tested
SGD exclusively on a computer screen, Booth et al. [14] conducted investigations
in a real-world environment. For this purpose, they placed various objects on
a table standing in front of the participants and projected cue stimuli onto the
objects using a projector. According to Bailey et al. [6] they used luminance
modulation by alternately projecting a proportion of white and black onto the
target object. The modulation was performed at a frequency of 10 Hz. As with
SGD, a Gaussian falloff was used to soften the edge of the stimulus. The size of
the cue stimuli ranged from 2 to 4 centimeters, depending on the distance of the
objects from the projector. Participants were shown different object sequences.
During one object sequence, visual cues were displayed on the individual objects
one after the other. At the end, it was investigated to what extent the scanpaths
recorded with the eye tracker matched those given by the cue stimuli. The results
showed that more than one error occurred in the viewing order in only 18% of
all trials. Booth et al. thus demonstrated that by projecting cue stimuli onto real
objects, the viewing order of these objects can be manipulated.

Waldin et al. [155], like Bailey et al. [6] used color changes in the image to direct
the subjects” gaze to the areas of interest. Their so-called “Flicker Observer Effect”
was created by changing the pixel values at the areas of interest back and forth
between the original pixel values and black. The flicker region was round and the
flicker was softened toward the edges by using a dithering mask for the flicker.
Waldin et al., in contrast to Bailey et al., use a high frequency flicker that should
only be visible in peripheral view but not in foveal view. Ideal intensity values
and size of the stimulus were determined in preliminary studies. The task of
the participants of the study was to recognize several characters in a cluttered
image. An image from the series “Where’s Waldo” was used for this purpose.
The regions where the target characters were located were modulated. The
results of the study showed that the participants were able to find the characters
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within a few seconds, which is significantly faster than when this is done without
support. Thus, the Flicker Observer Effect has a positive influence on search task
performance. However, Waldin et al. also found that the flickering was noticed
by the participants. In the foveal FOV, the flicker was rated as acceptable by
the participants, but in the peripheral FOV it was rated as distracting, so that it
cannot be classified as subtle in this area.

Dorr et al. [22] presented two other techniques to subtly guide gaze direction
using peripheral cue stimuli. They displayed small red squares and looming
patterns in videos at a distance of 12° to the gaze direction. These were displayed
250 ms before the estimated next saccade. The stimuli were faded out after 120ms
or when the subjects made a saccade. The study took place on a 22 inch display
at a distance of 50 cm, so that a FOV of about 44° x 33° was spanned. The red
rectangle had a size of 1° x 1° and its luminance was proportional to local spatial
contrast. Using the looming pattern, a square of 2° size was enlarged with an
increasing factor of 1 to 3 over a period of 60ms. This was intended to mimic
the visual expansion of an approaching object, thus stimulating the visual alarm
system. Dorr et al. concluded that it seems possible to direct a person’s scan path.
The stimuli used to guide the gaze path were recognized by the participants.
Unlike the red square, which was perceived as a red dot, the looming pattern
was classified merely as a video artifact.

In a study, Grogorick et al. [43, 44] implemented and tested a variety of the above
methods for directing attention in VR and in a custom-built dome projection
environment. Besides the original SGD method of Bailey et al. [6], they used
the magnification stimulus proposed by Dorr et al. [22]. They used the looming
pattern in its original version with enlarged rectangles, as well as implementing
a variation thereof with circles whose magnification factor decreased towards the
edge based on a Gaussian filter to avoid sharp edges between the stimulus and
the environment. A variation of the method with red rectangles as cue stimuli as
presented by Dorr et al. [22] was also implemented. Instead of rectangles, this
method was implemented with red circles. In addition to the aforementioned
methods using cue stimuli in the periphery, Grogorick et al. [43, 44] also used
areal spatial filtering as proposed by Hata et al. [50], i.e., they reduced the image
sharpness in the non-target regions to direct the line of sight to the targets.
Figure 2.11 presents an overview of the visual cues used in the experiment. The
analysis of the recorded gaze data for the individual methods revealed that the
target region received almost no attention without the use of gaze guidance. All
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Figure 2.11: Study design of Grogorick et al. Current viewpoint marked with
circle and target area marked with rectangle (top). Visual cues examined in
the study (bottom). Different states of SGD and SpatialBlur are shown side by
side [44].

other methods were able to significantly increase attention at the area of interest.
The temporal performance was comparable for the ColorDot, ZoomRect and
ZoomCircle methods and showed significant improvements. Only spatial blur

performed comparatively worse in terms of time.

In contrast to the previously explained approaches, Lu et al. [99] developed
an approach based on increasing the contrast between a virtual target and the
surrounding region to point to the target. The virtual targets were black crosses
displayed on white squares with varying transparency (see Figure 2.12). The
study took place on a computer screen, but served as a simulation for AR appli-
cations. The black cross was randomly displayed at eight different predefined
positions, both in images and videos, and participants had to find it as quickly
as possible. The results showed a significant reduction in error rates and per-
formance compared to the condition in which participants had to solve the task
without the white squares being displayed. A follow-up study of Lu et al. [100]
with video see-through head-mounted displays yielded similar results.
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Figure 2.12: Different contrast levels investigated by Lu et al. from zero (left) to
maximum (right). Adapted from [99].

2.2.3 Summary

This section shows that there are already many different approaches to directing
visual attention, both obvious and subtle. While the obvious methods work with
an explicit highlighting of the target objects, e.g. in the form of arrows or frames,
the subtle methods try to ensure that the user ideally does not even notice that his
attention is being directed. This has the advantage that people are not bothered
by even more visual overload, since there is already enough visual information
affecting us.

Most subtle methods have been studied on computer screens or in VR. Only a
few experiments that are closer to reality have been conducted so far. Augmented
Reality studies could only be found in the field of VST AR with smartphones or
head-mounted displays, but not in the field of OST AR, where subjects see reality
enriched with virtual objects. However, as AR with AR glasses becomes more
and more popular, it is important to take a closer look at this.

2.3 Augmented Reality

The term Augmented Reality refers to the computer-aided extension of reality by
virtual elements. By overlaying reality with, for example, texts, images, videos, or
3D objects, a connection is created between the real and virtual world [5, 11, 149].
The technology is already used a lot in areas such as medical applications [150],
education [19], and architectural and urban design [137]. The three key principles
of AR as defined by Azuma [5] are that it: (1) combines real and virtual, (2) is
interactive in real-time and (3) is registered in 3D. The first AR application that
fulfilled these key principles was developed by Sutherland [140] already in 1965.
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Figure 2.13: The Reality-Virtuality Continuum by Milgram and Colquhoun [113].

There are two forms of AR: VST AR and OST AR. In VST AR, the overlays are
superimposed on a reproduction of reality, such as a video stream, in real time [7].
Smartphones and tablets, but also Video See-through Head Mounted Displays
(VST HMDs), are suitable for this purpose. In OST AR, on the other hand, the
real world is augmented with digital content [120]. This is mostly done with the
help of semi-transparent displays, such as in AR glasses. In Section 2.3.2, the
functionality as well as the advantages and challenges of OST AR are presented
in detail.

Milgram and Colquhoun [113] published a taxonomy in 1999 into which all
types of real and virtual environments can be classified. Figure 2.13 shows a
diagram of the so-called Reality-Virtuality Continuum, whose idea had already
been originated by Milgram and Kishino [114] in 1994. It extends from the real
environment without any augmentation, through AR and through Augmented
Virtuality, where the digital world is augmented with real-world objects, to the
pure virtual environment. The middle range of the continuum is called Mixed
Reality and encompasses both AR and Augmented Virtuality.

The systems developed in this thesis use augmentations of reality exclusively,
so they are located in the left-middle range of the reality-virtuality continuum.
In the studies presented in Chapter 4, TAR is used, which is described in more

detail below.

2.3.1 Tangible Augmented Reality

When physical props are used to manipulate or rearrange virtual content in AR,
this is called TAR. By coupling digital information with physical objects [59],
manipulations of virtual objects can be faster [10] and more accurate [144]. By
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Figure 2.14: The TAR controller applications Magic Paddle [74] (left) and Magic-
Cup [73] (right).

using physical props, TAR enables intuitive and natural interaction [12] and
opens up multiple new use cases [20].

The concept of TAR, which combines the visualization capabilities of AR with the
intuitive physical manipulation offered by Tangible User Interfaces, was defined
by Billinghurst et al. [12] in 2008. Prominent works that have used tangibles in AR
to interact with virtual objects include the Magic Paddle [74] and the MagicCup [73].
The Magic Paddle, which was developed by Kawashima et al., is a physical paddle
that serves as a controller to manipulate virtual objects, such as picking them
up, moving them, or deleting them (see Figure 2.14, left). The MagicCup is a
similar controller developed by Kato et al. in the context of cityplanning. It is a
transparent, upside-down cup that is placed over the virtual object to select it.
Afterwards, the selected virtual object can be picked up and manipulated on the
tabletop (see Figure 2.14, right).

In addition to using physical controllers for interaction, there are also applications
that allow more direct interaction with virtual objects. One example is the Cubical
User Interface developed by Lee et al. [94]. It consists of two tangible cubes,
which have magnets on the sides and buttons on the corners. On all sides of
the cubes there are additional optical markers. By tracking the markers, the
cubes can be overlaid with virtual objects and serve as a two-handed interface
to build models from virtual parts (see Figure 2.15, left). In Choi’s research [20],
TAR was used for product usability assessment. In his study, interaction with
a simplified prototype of a space heater overlaid in VST AR was compared to
interaction with the real device and interaction with a pure AR representation
(see Figure 2.15, middle). The TAR representation outperformed the pure AR
representation. Lee and Park [95] also used TAR to prototype product designs.
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Figure 2.15: Example TAR applications: Cubical User Interface [94] (left), TAR for
product usability assessment [20] (middle), and Augmented Foam [95] (right).

Their application Augmented Foam allows designers to create a mock-up prototype
from foam. Using fiducial markers placed on the mock-up, a detailed visual
overlay is displayed on the tangible object and designers can explore it intuitively
(see Figure 2.15, right).

A drawback of the system presented above is that there are dropouts in the AR
visualization when covering the markers with the hands. Other TAR applications
try to minimize this drawback by combining optical marker tracking with other
methods. Diiwel et al. [23], for example, use multiple tangible cubes to build a
composing object from them. In addition to optical markers, they use embedded
computing to determine which cubes are connected to each other on which side.
Through this, it is sufficient that only a single marker on a single cube is detected
to display the composed virtual objects at the correct position. Bozgeyikli and
Bozgeyikli [15] used a combination of the optical markers and the electromagnetic
tracking of the controller of the Magic Leap 1 AR glasses® to place the virtual
object as precisely as possible at the position of the tangible prop. The tangible
prop consisted of a cube with image markers on each side and the Magic Leap 1
controller inside.

If no completely precise position of the virtual object is required for the ap-
plication, tracking can also be done exclusively with the help of appropriate
controllers/trackers, such as the Magic Leap 1 controller [129] or the HTC VIVE
tracker?, as in the TAR application by Englmeier et al. [25].

Especially when both hands are free for interaction, which is the case when AR
headsets are used, a variety of novel use cases can be implemented. In most
applications for AR headsets, interaction is still done through controllers, hand
gestures or speech [18, 98, 118] and the applications are mostly used exclusively

*https://www.magicleap.com/mll-devices (last accessed: 2023-08-15)
*https://www.vive.com/de/accessory/tracker3/ (last accessed: 2023-08-15)


https://www.magicleap.com/ml1-devices
https://www.vive.com/de/accessory/tracker3/
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Figure 2.16: Visuo-haptic Reality-Virtuality Continuum developed by Jeon and
Choi. Adapted from [61].

to display 3D objects, such as in construction [57]. By using physical proxy objects
to interact with the virtual content, 3D visualizations can not only be displayed,
but also, for example, new composite objects can be created together. Examples
of this are the creation and modification of buildings, or jointly touchable city
planning in TAR. In AR games, the gaming experience could be made even more

realistic by using tangible objects, e.g. in the form of touchable game figures [56].

Jeon and Choi have developed a taxonomy in which they have added the haptic
dimension to the Reality-Virtuality Continuum of Milgram et al. [113, 114]. In
their so-called Visuo-haptic Reality-Virtuality Continuum, one axis describes vir-
tuality in vision while the other axis represents virtuality in touch. The axes
are each divided into three sections, so that there are a total of nine possible
combinations (see Figure 2.16). The continuum of Jeon and Choi ranges from
pure real environments without a synthetic stimulus (vR-hR) to pure virtual
environments with pure virtual haptic sensations (vV-hV). Tangible Augmented
Reality in this context belongs to the left center at vMR-hR, because here real
objects are interacted with in the visual Mixed Reality.
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2.3.2 Optical See-through Augmented Reality

The use of OST AR offers many advantages, but there are also special characteris-
tics that must be taken into account when developing applications for OST AR
HMDs. Whether VST AR or OST AR is better suited for an application always
depends on the specific use case. Neither technique is perfectly suited for every
imaginable use case. A major advantage of OST AR glasses is that the transparent
display allows an almost unobstructed view of the real world, unlike VST AR
where the virtual content is superimposed on a video stream [7, 120]. Therefore,
OST AR is particularly suited for critical applications where a live view of reality
is essential, or for applications where multiple people are working collaboratively,
as line-of-sight communication is possible.

A special feature of current OST AR HMD:s is that due to the technology used,
the virtual objects are always slightly transparent and let real-world objects
shine through. This is why findings from the areas of VST AR and VR cannot
be transferred directly to OST AR and new investigations must be carried out
specifically for this area. Additionally, ambient lighting has an effect on view-
ing in OST AR HMDs because in the additive lighting model used in current
OST AR HMDs, the light emitted from the display is added to the existing light
from the physical environment [32]. Gabbard et al. [32, 33, 34] have shown that
background, text drawing style, and interaction have an impact on the readability
of AR content. In their studies, they use OST AR systems to evaluate a number

of different text drawing styles on different natural backgrounds.

The background also affects how much ambient light hits the OST AR system [34],
which also has an impact on the legibility of the text. Erickson et al. [27] deter-
mined the impact of environmental lighting conditions on the contrast of AR
content. In their study, they measured the amount of light entering the eye under
6 different ambient illuminance levels, ranging from less than 1 lz (lux) to over
20000 Iz, covering both indoor and outdoor lighting conditions. The results show
a significant decrease in perceived contrast with increasing illuminance, such

that it is almost completely eliminated in bright outdoor environments.

2.3.3 Summary

In this section the basics of AR were described. In particular, TAR and OST AR
were presented, which we used in our studies. Augmented Reality offers a
good possibility to enrich reality with additional virtual information. If the
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virtual content is also to be interacted with, physical tangibles are well suited
for this purpose, as they enable a more intuitive interaction. By using OST AR
glasses, both hands are free for interaction and the user can still interact with the
outside world through the transparent display. The display of virtual content in
the OST AR glasses has specific characteristics and changes depending on the
environmental lighting. Accordingly, results of studies conducted in VR or VST
AR cannot be transferred directly to OST AR. Instead, specific investigations are

needed that also take the characteristics of this technology into account.

2.4 Haptic Perception

In order to be able to evaluate how interaction with objects in OST AR is perceived,
it is necessary to understand how haptic perception works. In the following, we
first illustrate the anatomy of the somatosensory system and explain the process
of object identification by haptic exploration. Then we describe the intersensory
intersection of haptic and visual perception. At the end we summarize the most

important aspects.

24.1 Anatomy of the Somatosensory System

Haptic perception is considered to be a combination of cues provided by tactile
(cutaneous) and kinesthetic (proprioceptive) receptors during active touch or
manipulation of objects [41, 92]. Kinesthetic receptors include mechanoreceptors,
which are located in muscles, tendons, and joints. They enable the perception of
movements of the body and limbs. Cutaneous receptors include mechanorecep-
tors that respond to pressure or deformation of the skin and thermoreceptors that
respond to thermal stimuli of the skin. They enable the perception of touch, vi-
bration, tickle, and pain [41, 42]. Cutaneous receptors are located throughout the
body in the skin, which is the largest sensory organ of the human body [41, 51].

The skin consists of two major layers, the epidermis and the dermis, in which the
ends of the mechanoreceptor units are located. Close to the surface of the skin,
near the epidermis, are the Merkel receptor and the Meissner corpuscle. Deeper
in the skin are the Ruffini organ and the Pacinian corpuscle (see Figure 2.17).
The Merkel receptor and the Ruffini organ adapt slowly and send a continuous
response to sustained skin deformation. This enables the perception of shape and
texture (Merkel receptor) as well as the perception of stretching of the skin [42, 51].
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Figure 2.17: Layer of the skin with four different mechanoreceptors. Adapted
from [42].

The Meissner corpuscle and the Pacinian corpuscle, on the other hand, adapt
rapidly and react to the appearance and sometimes also to the end of a skin
deformation. This allows the Meissner corpuscle to control e.g. handgrip or
the perception of movement on the skin. The Pacinian corpuscle enables the
perception of vibration or fine textures when the finger is swiped over it [42, 51].

The accuracy of tactile perception varies strongly across the body surface and is
strongest at the fingertips and weakest at the back. For fingertips, spatial acuity
decreases with age, researchers found [40, 152].

2.4.2 Haptic Exploration of Objects

Haptic perception is a very complex process. Various systems are needed to
identify an object [42]. The sensory system is responsible for recognizing touch
and temperature as well as positions and movements of fingers and hands. The
motor system is needed to enable movement of the fingers and hands. And
finally, the cognitve system is used to interpret the sensory information [42].
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When all these processes work together to actively detect an object, this is called
active touch. In contrast, passive touch is when touch stimuli are applied to the
skin, e.g., when something is pressed against it [42, 51, 92].

Research has shown that people are able to recognize very familiar objects within
one to two seconds [77]. For identification they mostly use a number of dis-
tincitve movements, which have been named by Lederman and Klatzky [90, 92]
as Exploratory Procedures. Exploratory Procedures are various hand movements
that are executed to determine a specific property of an object [41]. For example,
contour following and enclosure are used to accurately determine the shape of

an object [42, 92], or pressure is used to determine the hardness [41, 92].

2.4.3 Intersensory Interaction

When we interact with an object, we use our senses to gather information about
the object’s geometric properties, such as shape, size, orientation, and curvature
as well as its material properties, such as temperature, compliance, texture,
and weight [159]. Both vision and touch contribute to our perception of these
properties. Studies have shown that texture information of objects can also be
perceived through audition. Auditory cues, such as the sound of fingers rubbing
against a surface, can provide valuable information about the roughness of a
surface [89, 91].

The brain integrates information from multiple sensory modalities to come up
with the most accurate estimate of an object’s properties. This integration is
based on the relative reliability of each sensory cue, with more reliable cues
being assigned a greater weight [53]. The relative weighting of vision and touch
additionally varies depending on the specific task being performed.

In laboratory situations, vision mostly dominates over touch [39, 127]. However,
under certain conditions, touch showed a dominant role over vision [46, 93].
When geometric properties are assessed, vision tends to be weighted more heavily
than touch. However, when material properties such as roughness are assessed,

touch provides a more accurate assessment than vision [92].

An example experiment demonstrating the so-called Visual Dominance Effect,
that is, the tendency of vision to dominate other senses in the perception of spatial
and physical information [123], is the rubber hand illusion. In this experiment,
a participant’s real hand is hidden from view while a rubber hand is placed in
front of them. The experimenter simultaneously strokes the participant’s hidden
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hand and the rubber hand with a paintbrush, creating the illusion that the rubber
hand is actually a part of their own body. Through this, participants experience
a change in their physical self-awareness as they begin to integrate the rubber
hand into their body schema [49]. The rubber hand illusion and other studies of
visual dominance illustrate the complex relationship between vision and touch

in our perception of the body and the environment.

2.4.4 Summary

In this section, we have presented an overview of haptic perception, which is
provided by tactile and kinesthetic cues. It is a complex process involving a
variety of different receptors under our skin that respond to both continuous and
on/off stimuli. By combining different hand movements during active touch, we
are able to recognize objects and their properties. However, not only does haptic
perception play a decisive role in determining object properties, but also visual
perception, which often predominates in our overall perception. This must be
taken into account when designing studies in which properties of objects need to

be identified and evaluated.

2.5 Proxy Interaction

Physical proxy objects are very suitable for interacting with virtual content
because they provide a very intuitive interaction with the virtual objects [12]
(see Section 2.3.1). In the past, little research has been done regarding the ac-
ceptable level of difference between physical and virtual objects to ensure a
satisfactory user experience. In the following section, we discuss relevant studies
that have examined the extent to which a proxy object can deviate from its virtual
representation in VR, VST AR, and OST AR. We also present different ways of

tracking objects in space, which is necessary for conducting studies.

2.5.1 Proxies in Virtual Reality

Most research regarding proxy interactions and possible size differences between
physical and virtual objects has been carried out in VR. Simeone et al. [133] inves-
tigated how large the discrepancy between a physical proxy and virtual element
in VR can be without breaking the VR illusion. In their first study, participants
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Figure 2.18: Virtual substitutions of the mug (left) and physical props (right) used
in the study of Simeone et al. [133].

interacted with various objects in VR. The room, which was set up like a living
room in reality, represented a medieval courtyard in VR. For each virtual object
in VR, there was a physical counterpart in the living room that could be touched
and manipulated. The participants” task was to interact with a mug, which
was substituted in different ways in VR: a matching virtual replica, a virtual
model with aesthetic differences, a model where a part was added or omitted,
a functionally different model and a virtual model with categorical differences,
where there is no longer a connection between physical and virtual object (see
Figure 2.18, left). They found that differences in shape and perceived temperature
make the object seem significantly less credible than an exact replica. The same
applied to substitutions with smaller virtual objects, while they found no signifi-
cant difference in believability for larger virtual representations. In their second
study, several tangible objects were mapped onto a virtual lightsaber with which
participants were asked to hit floating spheres. Participants interacted with a
flashlight, an umbrella, and a toy lightsaber (see Figure 2.18, right). The flashlight
was reported to be the least tiring and received the highest rating for the feeling
of wielding a real lightsaber. It was also most preferred by participants because
of its light weight. The authors conclude that significant differences between the
physical object and the virtual substitute in the parts that are interacted with the
most have the strongest negative effects on believability.

De Tinguy et al. [21] investigated how similar virtual and physical objects must
be in order to feel the same. They considered variations in width, local orientation
and local curvature. Their study consisted of three parts, in which a certain object
had to be touched each time (see Figure 2.19, left). Only the virtual overlay
changed based on one of the three features (see Figure 2.19, right). To ensure that
participants touched the physical object even if it had a different size, they used a
warping effect to redirect the virtual finger position in VR. The largest possible

discrepancies that remained unnoticed by the users were determined in terms of
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Figure 2.19: Study setup of the experiment by de Tinguy et al. [21]. Tangible
objects (left). Virtual objects with varying width, varying orientations and varying
curvatures (right). Adapted from [21].
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local curvature. Differences were only detected at a discrepancy of 66.66%. For
orientation, no differences were detected up to a discrepancy of 43.8%. According
to the study’s findings, it is also possible to change the width of objects by up to

5.75% in VR without the user noticing any difference.

Bergstrom et al. [9] also discovered that it is possible to use smaller and larger
physical objects as proxies for interacting with virtual objects without the size
difference being noticed in VR. Similar to de Tinguy et al. they use a method to
manipulate the position of fingers, which they called Resized Grasping. These and
similar methods are only possible in purely virtual environments and cannot be

transferred to AR, where users see their own real hands.

Based on the results of previous studies, Nilsson et al. [119] established three
criteria that a proxy object must meet in order to be successfully used in VR:
(1) sufficient similarity, (2) complete co-location, (3) compelling contact forces.
Physical objects to be used for interaction in VR should be as similar as possible
to the virtual object being controlled in terms of haptic properties, such as shape,
size, and weight. In addition, it is important that the proxy object is co-located
with its virtual counterpart. Furthermore, appropriate stimuli should be provided
when forces in VE are applied to an object that the user is holding. How important
the individual criteria are always depends heavily on the VR application. There
are use cases that require very high precision and for which compliance with the
criteria is therefore very important. Other use cases, however, also allow small
deviations, e.g. in the case of entertainment applications [119].
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Figure 2.20: Physical props used in the study of Kobeisse and Holmquist [79].

2.5.2 Proxies in Video See-through Augmented Reality

In VST AR, there are also already initial investigations into possible differences
between physical proxy objects and their virtual representations. Kwon et al. [85]
conducted two experiments using a VST HMD to investigate the effects of shape
and size differences between virtual objects and physical props in TAR. Three
physical objects were used in the experiments: a flat cuboid, a cube, and a larger
cuboid that were each overlaid with three different virtual objects: a floppy disk
and two different-sized cosmetic boxes. The participants had to observe the
objects and match a given orientation as quickly as possible. The results showed
that performance was better when the virtual object matched the physical object.
Measures of user perception and manipulability also indicated higher realism
and better perception of physicality when shape and size matched. However, it
remained unclear whether the observed results were primarily influenced by size
or shape. To remove this uncertainty, an additional experiment was conducted
using the same props but varying the size of the virtual objects while keeping
the shape constant. However, they found no significant performance differences
among the five different size conditions. Based on these findings, the researchers
concluded that the observed results in the main study were primarily influenced

by the shape differences rather than the variations in size.

Kobeisse and Holmquist [79] explored the design possibilities of using generic
objects as substitutes for historical artifacts within the context of cultural heritage
in VST AR. In the user study conducted for the paper, participants interacted with
a virtual 3D model of a Bronze Age urn using four different interfaces: a touch
screen, a flat AR marker, a generic wooden cylinder, and a 3D-printed replica of
the digital artifact (see Figure 2.20). The findings show that the 3D-printed replica,
which closely resembles the physical object, offers the most realistic method of
interaction. However, the study also suggests that using a generic object like the
wooden cylinder can provide a more immersive experience when compared to

the touch screen and flat AR marker. Overall, the results indicate that tangible
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Figure 2.21: Virtually overlaid everyday proxy objects determined by the algo-
rithm of Hettiarchichi and Wigdor [55] (right). Scene without overlays (left).

interfaces enhance engagement and offer a more authentic experience compared

to traditional observation without tactile interaction.

2.5.3 Proxies in Optical See-through Augmented Reality

In OST AR, very few studies on proxy interactions have been performed so
far. Hettiarachchi and Wigdor [55] introduced a system called Annexing Reality,
which matches ordinary objects as tangible interfaces to virtual objects. They
used a Kinect camera® to analyze the objects in the physical environment and
the OST AR HMD Meta 1° to overlay the virtual objects onto the identified
physical objects. Physical objects were selected as tangible interfaces if they
were similar in shape and size to the virtual object. To ensure an even better
match, the size of the virtual objects was subsequently adjusted to that of the
physical objects (see Figure 2.21). By identifying matching proxy objects in the
environment, their approach enables users to experience TAR without requiring
specialized props for each application. The authors evaluated their Annexing
Reality graphical tool in a developer study in which experts rated it as easy to
learn and use. Similarly, Szemenyei and Vajda [141, 142] developed algorithms
that enable automatic matching of everyday physical objects with virtual objects.
In both the system of Hettiarachchi and Wigdor [55] and the system of Szemenyei
and Vajda [141, 142], the matching process primarily focuses on the shape of the
objects. Hettiarachchi and Wigdor’s system even automatically resizes the virtual

object to fit the physical object, which is not feasible in many use cases.

*https://www.vrnerds.de/kinect-v2/ (last accessed: 2023-08-15)
®https://developers.shopware.com/blog/2015/05/04/unboxing-meta—
augmented-reality-glasses/ (last accessed: 2023-08-15)


https://www.vrnerds.de/kinect-v2/
https://developers.shopware.com/blog/2015/05/04/unboxing-meta-augmented-reality-glasses/
https://developers.shopware.com/blog/2015/05/04/unboxing-meta-augmented-reality-glasses/
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2.5.4 Object Tracking

In order to conduct studies on the interaction with physical proxy objects in
OST AR, it is necessary to know exactly where the physical object is located in
space at all times in order to be able to overlay it with the appropriate virtual
content. The position of objects in space can be determined using object tracking

systems, which can be either sensor-based or vision-based [97].

Sensor-based tracking methods use specific sensors to track objects in the en-
vironment. Known sensor-based tracking methods used for object tracking
include GNSS (Global Navigation Satellite System), IMU (Inertial Measure-
ment Unit), RFID (Radio Frequency Identification), BLE (Bluetooth Low Energy),
Ultrasonic, LIDAR (Light Detection and Ranging) and magnetic tracking sys-
tems [82, 97, 156, 162]. Tracking using GNSS requires portable GNSS units to
be installed on the objects to be tracked. By measuring the distances between
the GNSS receiver and at least four satellites with known positions, the receiver
is able to calculate its own position [97]. IMU-based tracking systems use a
variety of sensors to measure the linear and rotational movements of an object,
enabling them to estimate the position and orientation of objects in space [97].
RFID systems determine the position of objects by using specific readers to detect
the RFID tags attached to the objects [97]. In BLE systems, small devices (beacons)
are attached to objects or placed in the environment and regularly emit signals. If
the signals are detected by a device, its position can be estimated [97]. Ultrasonic
systems emit sound waves and measure the time until the reflected waves return.
If there are several ultrasonic sensors that determine the distance to objects, the
position of objects can be detected and tracked [82]. LIDAR-based tracking works
in a similar way. Instead of sound waves, laser pulses are emitted and the time
until the reflected light returns is measured. The returning laser points can be
analyzed to determine the position and structure of objects in space. In magnetic
tracking, magnetic field sensors measure the magnetic field around an object and
can thereby detect the position and movement of objects in space [156, 162].

Vision-based object tracking systems use cameras or visual sensors to track objects.
The visual data captured by the cameras is analyzed and interpreted by computer
vision algorithms to recognize and track the objects. Methods used for vision-
based object recognition include marker-based tracking, feature-based tracking,
and object recognition and tracking [1, 124, 136, 145]. In marker-based tracking,
predefined markers are applied to the objects to be tracked. These markers can
be fiducial markers, such as QR codes, or colored patterns, which are tracked
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by the system and used to determine the position and rotation of the respective
object [1, 124, 145]. In feature-based tracking, specific visual features of objects,
such as corners, edges, texture, or distinctive points, are tracked to determine
the position and orientation of objects [1, 124, 136, 145]. Object recognition and

tracking uses machine learning approaches to recognize and track objects [136].

Both sensor-based and vision-based tracking have their advantages and disadvan-
tages, so there are approaches that combine the two to achieve even more accurate
results. One example is SLAM (Simultaneous Localization and Mapping), which
combines information from camera images with, e.g., depth information or sen-
sor information from IMUs. The system not only determines the position of the

object in space, but also simultaneously creates a map of the surroundings [4].

The choice of the appropriate system must depend on the requirements of the
application, the spatial conditions and the objects to be tracked. Sensor-based
tracking systems are often used when tracking with vision-based systems is
difficult. This is the case, for example, when objects are occluded or when poor
lighting conditions are present. When choosing the tracking method, whether the
objects are to be tracked in a fixed environment or in dynamic scenarios, also plays
a significant role. Stationary object tracking systems are suitable for controlled
environments. These are permanently installed and focused on a specific area,
and hence they usually have a high level of accuracy. If the system is to be used
in different environments, for example, which requires easy movement of the
system, mobile object tracking systems are more suitable. It must be considered
individually for each application which requirements are relevant and the choice
of the system must be adapted accordingly.

2.5.5 Summary

In this section, we have presented the relevant work investigating feasible dif-
ferences between physical proxy objects and their virtual representations in VR,
VST AR, and OST AR. Only a few studies on shape and size differences have
been conducted in VR and VST AR so far. The studies in VR have investigated
whether or to what degree the physical object can differ from the virtual one
without the difference being noticed. For studies in OST AR, however, it is of
greater importance to what degree the difference is tolerated, because due to the
technology, the overlays are always a bit transparent, so that one always sees
the physical object in the background to a certain degree. In the studies in VR,
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also finger redirection techniques were used in order to improve the realism and
accuracy of interactions, which is not possible in OST AR, where one sees the
real hand instead of a virtual hand. Thus, not all results from VR can be directly
transferred to OST AR. What can be assumed based on the results of the studies
in VR and VST AR is that the best results are achieved when the physical object is
a replica of the virtual object. Additionally, it can be assumed that the criterion of
complete co-location established by Nilsson et al. [119] is also applicable to OST
AR. For the studies in OST AR, where we want to investigate how differences in
size and shape between virtual and physical object affect perception, it is impor-
tant that the virtual object is displayed at the exact position where the physical
object is located in space. In this section, we have presented several methods that
can be used to track objects in space. In order to display the virtual object at the
exact position, highly accurate tracking is required, which can be provided by a
professional stationary motion tracking system.



Chapter 3
Understanding the Perception of
Visual Cues for Gaze Guidance

In this chapter, we explore how people can be pointed to relevant content as
subtly as possible in real-world environments. We first present a study that
investigates the distance from the current line of sight at which different objects
are detected and how close the objects must be to the fixation point to be able
to see detailed information (see Section 3.1). We then present different studies
in which we investigated how well certain visual stimuli are suited to direct
attention. We conducted one study in a real-sized projected environment (see
Section 3.2.1), two studies in an instrumented environment (see Section 3.2.2),
and one study in Augmented Reality (see Section 3.2.3).

The two studies in the instrumented environment were conducted as part of a
Software Campus project funded by the German Federal Ministry of Education
and Research.

3.1 Peripheral Perception of Visual Cues

As mentioned in Section 2.1.1, numerous studies have already been performed
on perception in the periphery. Using novel methods, we wanted to specifically
investigate how limited perception is in the FOV with respect to different objects.
For this purpose, we investigated in a study how close the different objects have

47
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to be to the visual fixation point in order to be able to perceive them at all and
how close they have to be in order to be able to identify their details perfectly.

Hypotheses

The focus of the study conducted was to show that the appearance of an object
has an influence on the detection of the object in the periphery. Furthermore,
we wanted to check whether an object needs to be closer to the fixation point
in order to make a detailed statement about it, rather than just perceiving it.
We also wanted to investigate to what extent the level of detail of the object
or the difficulty of the recognition task has an influence on the angle from the
fixation point from which it can be recognized in detail and the task can be solved.

Therefore, we formulated the following hypotheses:

H1: The appearance of an object affects the angle from which it can be seen or

recognized in detail.

H2: The recognition of object details is possible only at shorter distances to the
fixation point, compared to the distances required for just perceiving the

object.

H3: The difficulty of the task influences the angle from which it can be solved.

Study Task

We conducted a study to test the above hypotheses. The task in the study was
to notice objects displayed in the FOV and to identify their details. While the
participants fixated a cross in the center of the TV screen with their eyes, objects
from eight different directions were presented one after the other (see Figure 3.1).
These objects gradually approached the fixation point until they were identified
by the participants. A total of six different object types were tested, for which
participants had to indicate when they saw them and when they could identify
their details correctly. The object recognition tasks were divided into peripheral
and foveal tasks. Foveal tasks included detailed objects that we assumed could

only be correctly identified in the foveal area.
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Figure 3.1: Illustration of the study task on the TV screen: Objects appearing from
eight different positions while the participant fixates on the cross in the middle.

Participants

12 student volunteers participated in our study. All participants had normal
vision, which we checked with Landolt ring vision tests’” [116] and color vision
tests® before each study run.

Study Setup

The study was conducted on a 55 inch TV with a screen width of 110 cm and a
screen height of 61.5 cm. The subjects” heads were fixed at a distance of 25 cm
centrally in front of the TV using a chin rest. The display thus covered approxi-
mately 65.6° of the horizontal visual FOV in each direction and approximately
52.4° of the vertical visual FOV in each direction.

Participants had to fixate a cross shown in the center of the display throughout
the study. In order to check that the participants adhered to this, the eye positions
were recorded with the help of a Pupil Pro eye tracker [72] and if the participants
(accidentally) looked away, the trial was interrupted until the focus was back on

"https://www.onlinesehtests.de/sehtest-kreise-landolt-ringe.php (last ac-
cessed: 2023-08-15)

8https://web.archive.orqg/web/20201208160704/http://www.dfisica.ubi.pt/
~hgil/p.v.2/Ishihara/Ishihara.24.Plate.TEST.Book.pdf (last accessed: 2023-08-
15)


https://www.onlinesehtests.de/sehtest-kreise-landolt-ringe.php
https://web.archive.org/web/20201208160704/http://www.dfisica.ubi.pt/~hgil/p.v.2/Ishihara/Ishihara.24.Plate.TEST.Book.pdf
https://web.archive.org/web/20201208160704/http://www.dfisica.ubi.pt/~hgil/p.v.2/Ishihara/Ishihara.24.Plate.TEST.Book.pdf
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the cross. To ensure that the eye tracker provided meaningful positional data, a
calibration was performed with each participant at the beginning.

Design and Procedure

The study was designed as a within-subjects experiment. The order of the tasks
was counterbalanced by a Williams design Latin square of size three [161] for
both the three foveal and the three peripheral tasks.

The order of the positions from which the objects approached was randomly
determined. For the peripheral tasks, the initial display of the objects was as far
away from the fixation point as possible and then got closer and closer to it. As
soon as the participants could see the object in their periphery, they confirmed
this with a left mouse click. As soon as the corresponding detail question could
be answered, e.g., how many edges the presented object had, the left mouse
button was pressed again. In the case of foveal tasks, the objects were initially
displayed at a shorter distance from the fixation point, since the focus here was on
completing the task, and it could be assumed that the objects had to be located in
the foveal area in order to answer the questions correctly. The size of the objects
that were superimposed corresponded to 2° of the field of vision in each case. A
very light gray (#F6F6F6) was chosen as the background color.

Peripheral Tasks The peripheral tasks included the correct recognition of Lan-
dolt rings, the recognition of basic colored shapes, and the recognition of a

pulsating circle (see Figure 3.2, left).

For the Landolt rings, participants had to press the mouse button as soon as
they saw them and then again as soon as they could name in which direction the
opening of the ring was pointing. In the case of the colored objects, the first step
also involved naming the moment when the objects were seen. Next, participants
were asked to click once they could name the color of the object and a third time
when they could also name the shape. The choice of shape (rectangle, circle or
triangle) as well as the choice of color (red, green or blue) was randomized. The
flashing circles were medium gray (#CCCCCC) and thus had a relatively low
contrast to the background color. Here, participants were instructed to click as
soon as they could perceive the presence of a circle and indicate one of the 8
directions from which it appeared.
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Peripheral Tasks Foveal Tasks

Landolt rings C 0 Dot count ‘ ‘
Colored primitives . A p-q test

Blinking circle Edge count

Figure 3.2: Illustration of the peripheral (left) and foveal tasks (right). The
displayed objects are only examples for each type of task.

Foveal Tasks The foveal tasks included a task in which small dots had to be
counted on a circle, a p-q test, and a task in which the number of edges of a
polygon had to be named (see Figure 3.2, right). For each circle, one to five small
circles were shown with a low color contrast to make the task as difficult as
possible. The participants had to click the left mouse button when recognizing
the correct number of small circles. In the p-q task, the task was to recognize
whether the object displayed was a p or a q. The letters were randomly rotated
and the user had to click as soon as he or she recognized whether the object was
apora q. In the third task, medium gray polygons were displayed that were
randomly rotated and had 7 to 10 edges. The number of edges was intentionally
chosen so high that close looking or counting was required. Participants clicked
as soon as they could name the number of edges.

Results

Figure 3.3 shows the distances at which the different object types were seen
(blue), the distance from which the color could be correctly recognized (red; only
colored primitive shapes) and the distances at which the associated task(s) could
be answered correctly (green). The objects were mostly seen directly as soon as
they appeared at the edge of the display area. Only the flashing gray dot and
the p’s and q’s were seen a little later. As soon as the flashing dot was seen,
the correct direction could be named by the participants. The openings of the
Landolt rings, the basic shapes and the p’s or q’s could only be named at smaller
distances to the fixation point. For counting the points or corners, the objects
even had to be in the immediate vicinity of the fixation point.
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Landolt rings Colored primitives Blinking circle

Peripheral tasks

Foveal tasks

Dot count p-q test Edge count

Figure 3.3: Visualization of the distances from which the objects were seen (blue),
the color was correctly recognized (red; only colored primitives) or the details
were correctly recognized (green). Darker lines represent average values.

On average, Landolt rings were seen from an angle of 50.4° to the fixation point,
and the side of the opening was correctly detected from 28.8°. The colored primi-
tives were seen on average from 53.3°, from about 50.2° their color was correctly
recognized, and from 39.8° additionally their shape was correctly detected. The
flashing circle was seen from 45°. The direction in which it was seen could be
correctly named at 43.8° on average. The correct counting of points was only
possible from an angle of 4.4°. The differentiation of rotated p’s and q’s could
be done from 21.1° and the correct