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1. INTRODUCTION 

The call for participation for the symposium on Machine Learning of 
Natural Language and Ontology noted that the papers on this topic, over 
the last thirty years, have tended to take drastically different practical and 
theoretical approaches, and have drawn in varying degrees on fields 
outside Computer Science and Artificial Intelligence. Contributions should 
thus be made as generally relevant to the topic of machine learning of 
natural language and ontology as possible, and the potential contributor or 
participant should seek to make this relevance clear to the quite broad 
audience which will be approaching the area from many different 
backgrounds and perspectives. 

The following seeks to expand on the perceived extent of the field, to 
clarify and encourage the possibility for participation from those with 
potentially relevant research, and to indicate some of the areas in which 
research is, can be or should be focussed. Researchers who have not been 
active in Machine Learning of Natural Language, but can make 
contributions in one (or more) of these areas should also contact the author 
or another member of the symposium committee. 

Our descriptions are intended to be totally independent of application, 
whether Database Retrieval, Machine Translation, Modelling (Linguistic, 
Psychological or Neurological), or Robotic Speech and Vision systems. 

The symposium will address all aspects of the relationship between 
Machine Learning and Natural Language. We not only expect input from 
researchers in Computer Science and Artificial futelligence (Machine 
Learning, Natural Language, Robotics, Vision, Neural Nets, Parallelism, 
etc.) but wish particularly to encourage relevant contributions from other 
fields (Linguistics, Psycholinguistics, Philosophy, Neurology, Mathematics, 
etc.) 

Note that contributions should clearly indicate assumed background in the 
introduction - where appropriate we will seek to allow a limited amount of 
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extra time for session chairmen or presenters to present essential tutorial 
material, and/or space for the same in the working papers of the 
symposium. We intend to avoid holding parallel sessions, as we feel all 
contributions should have relevance to all participants. Thus talks should 
be presented at a level accessible to all participants. Full working papers 
will be required by 1st February and advice and instructions concerning 
preparation will be given upon acceptance of your paper. 

Specific areas of interest mentioned in the call will now be reviewed and 
elaborated, clarifying the intentions and goals behind the headings. 
Representative or exhaustive references will be included under each major 
heading. Notification of errors and omissions will be welcomed. The 
purpose of this document is to stimulate interaction and expand our 
perceptions of the field, and here 'our' includes most definitely the author 
and the rest of the committee. 

Note that the last of the six major headings, System Development, 
represents the practical outworking of our field and aims to be exhaustive, 
and where possible comparative. The preceding sections refer to work 
which has proven useful, or has been proposed as useful, in relation to this 
ultimate aim of building an effective system. Emphasis is on the roots of 
these other fields rather than the modern breadth they all encompass. 

2. TRADITIONAL APPROACHES 

2.1 Applicability of traditional machine learning. 

Here we particularly have in mind work in concept learning - clearly 
related to semantics potentially to syntax and pragmatics - and on the role 
of teacher and critic, including automatic generation of examples, implicit 
criticism, unsupervised learning etc. Application of traditional techniques 
to facits of language are fundamental in that they are immediately 
accessible and connect with a considerable body of previous work. 

2.2 ,Applicability of traditional parsing techniques. 

Some approaches are based on traditional theories from linguistics and 
elsewhere. Learnability provides a very practical test for a linguistic 
theory. A good approach to parsing should relate to a good approach to 
learning syntax. Many approaches however are based on non-linguistic 
traditions, notably neural nets. Contributions connecting different 
disciplinary approaches, and showing the relationship with traditional 
approaches are especially solicited. 

2.3 Goals and Issues 

GOAL:	 Theories of language (grammar, semantics, representation) and 
learning (reasoning, understanding cognition) which allow 
effective language learning and use. 
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ISSUE:	 Will traditional approaches to language and learning be 
effective in some combination? Or will language learning 
require !lead to new theories of language and learning? 

2.4 References 

The traditional natural language work has been based in varying degrees on linguistic theories and 
models. Machine learning has largely been focussed on concept learning, heuristic evaluation with 
signature tables, information theoretic discrimination learning, etc. This bibliography summarizes the 
roots of both natural language and machine learning work. The many modern texts are not referenced, 
but could be referred to for up-to-date detail. 

AngIuin, Dana and Cad H. Smith, "Inductive Inference: Theories and Methods," Computing Surveys, 
vot. 15, no. 3, pp. 238-269, September 1983. 

Catania, A. C. and S. Hamad, The Selection of Behavior. The Operant Behaviorism of B. F. Skiner: 
Comments and Consequences., Cambridge University Press, New York NY, 1988. 

Chomsky. Noam, Aspects of the Theory of Syntax, MIT Press, Cambridge MA, 1965. 
Cohen, Brian L., A Theory of Structural Concept Formation and Pattern Recognition, Ph.D. Thesis, 

University of NSW, Sydney NSW Australia. 1978. 
Derwing, Bruce L., Transfonnational Grammar as a Theory of Language Acquisition, Cambridge 

University Press, Cambridge UK. 1973. 
Fisher, D. H., "Knowledge Acquisition via Incremental Conceptual Oustering," Machine Learning, vot. 

2, pp. 139-172, 1987. 
Forsyth, R. and R. Rada, Machine Learning: Applications in Expert Systems and Infonnation Retrieval, 

Ellis Horwood, Chichester, 1986. 
Halliday, M. A. K., "Language Structure and Language Function," in New Horizons in Linguistics, ed. 

J. Lyons, Penguin, Hannondsworth, Middlesex UK, 1970. 
Halliday, M. A. K. and R. Hasan, Cohesion in English, Longman, London UK, 1976. 
Haussler, D., "Learning conjunctive concepts in structural domains," Machine Learning, vot. 4, pp. 

7-40, 1989. 
Helmbold, D., R. Sloan, and M. K. Wannuth, "Learning nested differences of intersection-closed 

concept classes," Machine Learning, pp. 165-196, 1990. Also available as UCSC-CRL-8919, Comp. 
Res. Lab., Univ. California Santa Cruz 

Hunt, E. B., 1. Marin, and P.l. Stone, Experiments in induction, Academic Press, New York NY.
 
lackendoff, Ray, Semantics and Cognition, MIT Press, Cambridge MA, 1983.
 
Kay, M., "Parsing in Unification Grammar," in Natural Language Parsing, ed. Dowty, Karttunen and
 

Zwicky, 1985. 
Korf, Richard E., Learning to Solve Problems by Searching for Macro-Operators, Pitman, Boston MA, 

1985. 
Laird, 1. E., P. S. Rosenbloom, and A. Newell, "Chunking in SOAR: The Anatomy of a General Learning 

Mechanism," Machine Learning, vot. 1, pp. 11-46, 1986. 
LangIey, P., "Learning search strategies through discrimination," Int'l Jnl of Man-Machine Studies, 

vot. 18, pp. 513-541, 1983. 
LangIey, P., "A general theory for discrimination learning," in Production System Models of Learning 

and Development, ed. D. KIahr, P. LangIey and R. Neches, 1987. 
Lenat, D. B., "The Nature of Heuristics," Artificial Intelligence, vot. 19, no. 2, pp. 189-249. 

1982. 
Lenat, D. B., "Theory Fonnation by Heuristic Search; The Nature of Heuristic IT: Background and 

Examples," Artificial Intelligence, vot. 21, no. 1, pp. 31-59, 1983. 
Lenat, D. B., "EURISKO: A Program That Learns New Heuristics and Domain Concepts; The Nature of 

Heuristics and Domain Concepts," Artificial Intelligence, vot. 21, no. 1, pp. 61-99, 1983. 
Marcus, M., A Theory of Syntactic Recognition for Natural Language, MIT Press, Cambridge MA, 1980. 
Michalski, R. S. and J. B. Larson, "Selection of the most representative training examples and 

incremental generation of VLl hypotheses: the underlying methodology and description of 
programs ESEL and AQ11," 867, University of Dlinois, 1978. 

Michalski, R. S., I. Mozetic, 1. Hong, and N. Lavrac, ''The multi-purpose incremental learning system 
AQ15 and its testing application in three medical domains.," Proc. AAAI-86, Philadelphia PA, 
1986. 
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Mitchell, T. M., "Generalization as search," Artificial Intelligence, vol. 18, pp. 203-226, 1982. 
The version space technique. 

Muggleton, S. and W. Buntine, "Machine invention of first-order predicates by inverting resolution," 
Proc. 5th Int'l Conf. on Machine Learning, pp. 339-352, Morgan Kauffman, San Mateo CA, 1988. 

Pereira, Femando C. N. and David H. D. Warren, "Definite clause grammars for language analysis - a 
survey of the fonnalism and a comparison with augmented transition networlcs," Artificial 
Intelligence, vol. 13, no. 3, pp. 231-278, 1980. 

Pike, Kenneth L., Phonemics, Summer Institute of Linguistics, Santa Ana CA, 1947. 
Pike, Kenneth L., Language in Relation to a Unified Theory of the Structure of Human Behavior, 

Mouton, The Hague, Holland, 1954/1967. 
Pike, Kenneth L. and E. G. Pike, Grammatical Analysis, Summer Institute of Linguistics (and 

University of Texas at Arlington), Dallas, Texas, 1977. 
Popper, K. R., The Logic of Scientific Discovery, Hutcbinson, London UK, 1959. 
Quinlan, J. R., "Discovering roles by induction from large collections of examples," in Expert 

Systems in the Microelectronic Age, ed. D. Micbie, 1979. 
Quinlan, J. R., "Induction of decision trees," Machine Learning, vol. 1, pp. 81-106, 1986. 
Riesbeck, Cbristopher K., "Failure-driven Reminding for Incremental Learning," 7th International 

Joint Conference on Artificial Intelligence, pp. 115-120, 1981. 
Samuel, A. L., "Some studies in machine learning using the game of checkers," IBM Jour. R & D, vol. 

3, pp. 211-229, 1959. Reprinted in Feigenbaum and Feldman, 'Computers and Thought', McGraw
Hill (1963). 

Samuel, A. L., "Some studies in machine learning using the game of checkers IT - recent progress," 
IBM Jour. R & D, vol. 11, no. 6, pp. 601-617, 1967. 

Sammut, Oaude, Learning Concepts by Perfonning Experiments, Pb.D. Thesis, University of NSW, Sydney 
NSW Australia, 1981. 

Sammut, Oaude and R. Banerji, "Learning concepts by asking questions," in Machine Learning: an 
Artificial Intelligence Approach, ed R. S. Michalski, J. G. Carbonell and T. M. Mitchell, vol. 
2, 1986. 

Scbank, Roger C., "Conceptual Dependency: A Theory of Natural Language Understanding," Cognitive 
Psychology, vol. 3, no. 4, pp. 552 - 631, 1972. 

Schank, Roger C., Conceptual Infonnation Processing, North Holland, 1975. 
Shapiro, E., "A general incremental algorithm that infers theories from facts," Proc. 7th UCAI, pp. 

446-451, 1981. 
Sbapiro, A., "The role of structured induction in expert systems," Pb.D. Dissertation, University of 

Edinburgh, 1983. 
Schubert, L. K., "Problems with Parts," 6th International Joint Conference on AI, pp. 778-784, 1979. 
Skinner, B. F., Verbal Behaviour, Appleton-Century-Crofts, New York: NY,1957. 
Skinner, B. F., ''The Phylogeny and Ontogeny of Behaviour," in Contemporary Issues in Developmental 

Psychology, ed. E. Endler, L. Boulter, and H. Osser, pp. 62-77, Holt, Rbinehart and Winston, 
New York, 1968. Reprinted from Science, 1966, Vo1153, pp 1205-1213. 

Vanderslice, R., "The Prosodic Component: Lacuna in Transfonnational Theory," P-3874, Rand 
Corporation, Santa Monica CA, November 1968. 

Winston, P. H., "Learning structural descriptions from examples," in The Psychology of Computer 
Vision, McGraw-Hill, 1975. 

Woods, W. A., "Transition Network: Grammars for Natural Language Analysis," CACM, vot. 13, pp. 591
606,1970. 

3. COMPLEXITY THEORY 

3.1 Formal results on learning and language constraints. 

Results and proposals based on complexity theory have been driving 
forces in some schools of linguistics and psycholingustics - notably the 
contributions of Gold and Chomsky. New approaches, algorithms and 
claims need to be considered in the light of such results, and appropriate 
new analyses should be developed. 
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3.2 Development of effective classifications of language. 

Part of the problem with formal theory is the lack of evidence that the 
theoretical classification of language relates to the actual human languages 
and cognitive restrictions. Some basic assumptions are clearly suspect or 
at least oversimplications. Do we need to develop new ways of formally 
characterizing language in terms of the restrictions and heuristics which 
shape human learning of language? 

3.3 Goals and Issues 

GOAL:	 Theoretical analysis is need to determine and characterize the 
relation between supervision level, computational constraints, 
formal language class and base level knowledge. 

ISSUE:	 The positive effect of negative constraints on the 
computational capacity has been neglected. Such constraints 
effectively define new subclasses of languages learnable by a 
given algorithm. The languages humans encounter are not 
arbitrary but are shaped by our algorithms, limitations and 
environmental (including supervisory) conditions, being 
limited to what can be learned (or, stronger still, invented) 
under these conditions. 

3.4 References 

Rigourous mathematical analysis is an important source of criticism for Cognitive Science research. 
Publication of results can shape the whole future of a field, firmly closing off former paths of attack, 
and opening up others. Unfortunately, the effect has not always been positive. In some noteworthy 
cases, the wider Cognitive Science community has taken a result at face value, applied it far outside the 
applicable conditions (spelled out by the original author), and interpreted it without commonsense 
reflection on and reinterpretation of the natural world correlates of the analyzed system. This list 
includes a number of such examples. It pays to consider these results first hand! 

AngIuin, Dana, "Inference of reversible languages," J. ACM, vol. 29, pp. 741-765, 1990. 
AngIuin, Dana, "Negative Results for Equivalence Queriest Machine Learning, vol. 5, pp. 121-150, 

1990. 
Board, RaymoOO and Leonard Pitt, "On the Necessity of Occam Algorithms," Proc. 2200 ACM Symp. on 

Theory of Computing, pp. 929-965, September 1989. Also available as UIUCDCS-R-89-1544, Dept of 
Comp. Sci., Univ. lllinois at Urbana-Champaign 

Chomsky, Noam, "Formal Properties of Grammars," in Handbook of Mathematical Psychology, ed R. A. 
Luce, R. R. Bush and E. Galanter, vol. IT, pp. 323-418, Wiley, New York, 1963. 

Chomsky, Noam and George A. Miller, "Introduction to the Fonnal Analysis of Natural Languages," in 
Handbook of Mathematical Psychology, ed. R. A. Luce, R. R. Bush and E. Galanter, vol. IT, pp. 
269-321, Wiley, New York, 1963. 

Davis, M., Computability and unsolvability, McGraw-Hill, Manchester UK, 1958. 
Gold, E. M., "Language Identification in the Limit," Infonnation and Control, vol. 10, pp. 447-474, 

1967. 
Hamburger, Henry and Ken Wexler, "A Mathematical Theory of Learning Transfonnational Grammar," J. 

Mathematical Psychology, vol. 12, pp. 137-177, 1975. 
Miller, George A., "Human Memory and the Storage of Infonnation," IRE Trans. on Info. Theory, vol. 

IT-2, no. 3, pp. 129-137, September 1956. 
Miller, George A. and Noam Chomsky, "Finitary Models of Language Users," in Handbook of Mathematical 

Psychology, ed. R. A. Luce, R. R. Bush and E. Galanter, vol. n, pp. 419-491, Wiley, New York, 
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1963. 
Minsky, M. and S. Papert, Perceptrons, MIT Press, 1969. 
Perrault, C. Raymond, "On the Mathematical Properties of Linguistic Theories," Computational 

Linguistics, voI. 10, DO. 3, pp. 165-176, 1984. 
Pinker, S., "Formal models of language learning," Cognition, voI. 7, pp. 217-283,1979. 
Pitt, L. and L. G. Valiant, "Computational limitations on learning from examples," J. ACM, vol. 35, 

pp. 965-984. 
Postal, Paul M. and D. Terence Langendoen, "English and the Oass of Context-Free Languages," 

Computational Linguistics, vot. 10, no. 3, pp. 177-181, 1984. 
Pullum, G. K. and G. Gazdar, "Natural Languages and Context-Free Languages," Linguistics and 

Philosophy, vot. 4, pp. 471-504, 1982. 
Pullum, G. K., "On Two Recent Attempts to Show that English is Not a CFL," Computational 

Linguistics, vot. 10, no. 3, pp. 182-185, 1984. 
Valiant, L. G., "A Theory of the Learnable," Communications of the ACM, vot. 27, no. 11, pp. 1134

1142,1984. 
Wexler, Kenneth and Peter W. Culicover, Formal Principles of Language Acquisition, MIT Press, 

Cambridge MA, 1980. 
Yngve, Victor H., ''The Depth Hypothesis," Proc. Symposia in App. Math., vot. XII, pp. 130 - 138, 

Amer. Mathl Soc., 1961. 

4. COGNITIVE SCIENCE 

4.1 Psychological results on language and restrictions. 

This is seen as an important aspect of the symposium, with the hope that 
old and new results and critiques from Psycholinguistics will inspire those 
who are looking for solutions to problems and ideas they can implement 
It is not necessary that the particpant has himself worked on learning 
programs, but the relevance of his work to such efforts should be made 
clear. 

4.2 Linguistic results on the nature of natural language. 

Similar considerations apply here. Comparative advice about linguistic 
theories or formalisms, with critical evaluation on the basis of 
computability, are particularly encouraged. Implementers who have 
adopted a particular linguistic heritage are particularly asked to comment 
on the reasons for the choice plus the appropriateness in retrospect. 

4.3 Goals and Issues 

GOALS:	 To provide the empirical evidence for the roles of innate 
knowledge and specific and general learning mechanisms, as 
well as for environmental conditions including parents and 
other human supervisors and critics plus the physical laws and 
feedback deriving from physiological constraints. 

ISSUE: How much is (necessarily) innate? From how minimal a base 
state can learning be effective in bootstrapping? 

ISSUE: How much supervision, teaching and criticism is necessary for 
effective learning? To what extent can a reactive environment 
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substitute? What cognitive constraints shape our languages? 

4.4 References 

The emergence of Cognitive Science in the 80s as the interdisciplinary counterpart of Artificial 
Intelligence represents a huge increase in interest in the potential interdisciplinary contributions to 
understanding and modeling intelligence, learning and language. This is reflected here in only token 
form, allowing the reference to the older expositions which preempted the universalist approach and the 
debates which ensued and lead directly to the recognition of Cognitive Science. The linguistic and 
philosophical traditions have been to a greater or lesser extent reflected in the last section; whilst the 
new age neural developments are reflected in the next section to the extent that they are treated at all. 
This leaves, in the main, Psycholinguistics. 

AndeISon, John R. and G. H. Bower, Human Associative Memory, Winston, Washington, 1973.
 
AndeISon, John R., Language, Memory, and Thought, Lawrence Erlbaum Associates, Hillsdale NJ,1976.
 
AndeISon, John R., The Architecture of Cognition, Harvard UniveISity, Cambridge MA, 1983.
 
Anzai, Y. and H. A. Simon, "The theory of learning by doing," Psychology Review, vo!. 86, pp. 124


140. 
Bickerton, Derek, "Creole Languages," Scientific American, vo!. 219, no. 1, pp. 108-115, July 1983. 
Brown, Roger and UISula Bellugu, "Three Processes in the Child's Acquisition of Syntax," in 

Contemporary Issues in Developmental Psychology, 00. E. Endler, L. Boulter, and H. Osser, pp. 
411-425, Holt, Rhinehart and Winston, New York, 1968. Reprinted from Harvard. Educational 
Review, 1964, Vol 34, pp 133-151. 

Brown, Roger, Psycholinguistics, Free Press, New York NY, 1970. Including: The Child's Grammar from 
I to Ill, The FlISt Sentences of Child and Chimpanzee, The 'Tip of the Tongue' Phenomenon 

Brown, Roger, A FlISt Language: the early stages, AlIen and Unwin, London UK, 1973. 
Cofer, C. N. and B. S. Musgrave, Verbal B'ehavior and Learning: Problems and Processes, McGraw-Hill, 

New York NY, 1963. Including Roger Brown and Colin Fraser on The Acquisition of Syntax 
Derrick, J., The Child's Acquisition of Language, National Foundation for Education Research, 

Windsor, Berkshire, UK, 1977. 
Fletcher, P. and M. Gannan, Language Acquisition: Studies in First Language Development, Cambridge 

UniveISity Press, Cambridge UK,1979. Contributions by Melissa Bowerman (The Acquisition of 
Complex Sentences), Bruce L. Derwing (Language Acquisition: Studies in FlISt Language 
Development), Eve V. aark, (Building a Vocabulary: Words for Objects, Actions and Relations), 
William J. Baker, (Recent Research on the Acquisition of English Motphology), Robert Grieve 
and RObert Hoogenraad (FiISt Words), Patrick Griffiths (Speech Acts and Early Sentences), 
Michael P. Maratsos (Learning How and When to Use Pronouns and Determiners) 

Fodor, Janet Dean, "Constraints on gaps: is the parser a significant influence?," Linguistics, vo!. 
21, no. 1, pp. 9-35, 1984. 

Fodor, Jeery A., The Language of Thought, 1975. 
Fraser, D., U. Bellugi, and R. Brown, "Control of Grammar in Imitation, Comprehension, and 

Production," Journal of Verbal Learning and Verbal Behaviour, vo!. 2, pp. 121-135, 1963. 
Gentner, D., "Some interesting differences between nouns and verbs," Cognition and Brain Theory, 

vo!. 4, pp. 155-184, 1982. 
Howell, Peter and Stuart Rosen, "Natural auditory sensitivities as universal determiners of phonemic 

contrasts," Linguistics, vol. 21, no. I, pp. 205-235, 1984. 
Hubel, D. H., "The Brain (Introduction to Special Issue)," ScL Amer., vo!. 241, no. 3, pp. 38-47, 

September 1979. 
Hubel, D. H. and T. N. Wiesel, "Brain Mechanisms of Vision," Sci. Amer., vo!. 241, no. 3, pp. 130

145, September 1979. 
Huey, E. B., The Psychology and Pedagogy of Reading, MIT Press, Cambridge MA, 1908/1968. 
Huttenlocher, Janellen, Patricia Smiley, and Rosalind Charney, "Emergence of Action Categories in 

the Child: Evidence from Verb Meanings," Psychologial Review, vol. 90, no. 1, pp. 72-93, 1983. 
Jakobovits, L. A., Foreign Language Learning, Newbury House, Rowley, Massachusetts, 1970. 
Klopf, A. Harry, The Hedonistic Neuron: A Theory of Memory, Learning and Intelligence, Hemisphere, 

WASHINGTON DC, 1982. 
Kuczaj, Stan A., Crib Speech and Language Play, Springer-Veriag, New York NY, 1983. 
Lakoff, George and Mark Johnson, Metaphors we live By, University of Chicago Press, 1980. 
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Lenneberg, Eric H., Biological Foundations of Language, Wiley, New York, 1967. 
Lindblom, Bjom, Peter MacNeilage, and Michael Studdert-Kennedy, "Self-organizing processes and the 

explanation of phonological universals," Linguistics, vo!. 21, no. 1, pp. 181-203, 1984. 
MacWhinney, B., Mechanisms of Language Acquisition, Lawrence Erlbaum Associates, Hillsdale NJ. 

Includes: E. aark: (The principle of contrast: A constraint on language acquisition), P. 
Langley & J. Carbonell (Language Acquisition and Machine Learning), B. MacWbinney & J. Sokolov 
(Acquiring syntax lexically), S. Pinker (The bootstrapping problem in language acquisition). 

Miller, George A, "The magical number seven, plus or minus two: Some limits on our capacity for 
processing infonnation.," Psycho!. Rev., vo!. 63, pp. 81-97, 1956. Republished. in George A 
Miller (1967), 'The Psychology of Communication.'. 

Miller, George A. and Susan M. Ervin, "The Development of Grammar in Oilld Language," in Acquisition 
of Language, ed. U. Bellugi and R. Brown, Society for Research in Child Development Monographs, 
1965. 

Miller, George A, The Psychology of Communication, Allen Lane: Penguin Press, London, 1967. 
Moore, Timothy E., Cognitive Development and the Acquisition of Language, Academic Press, New York 

NY, 1973. Includes: Melissa Bowennan (Stmctural Relationships in Children's Utterances: 
Syntax or Semantic?), Eve V. aark: (What's in a Word? On the Child's Acquisition of Semantics 
in his First Language), Herbert H. aark: (Space, Time, Semantics, and the Child), Susan 
Ervin-Tripp (Some Strategies for the F'trst Years), Gary M. Olson (Developmental Changes in 
Memory and the Acquisition of Language) and H. Sinclair-deZwart (Language Acquisition and 
Cognitive Development) 

Nelson, K., "Concept, Word and Sentence," Psych. Rev., vo!. 8, pp. 267-285, 1974. 
Newell, A and H. Simon, Human Problem Solving, Prentice-Hall, Englewood Cliffs NJ, 1972. 
Oller, D. Kimbrough, "Simplification as the Goal of Phonological Processes in Oilld Speech," 

Language Learning, vo!. 24, no. 2, pp. 299-303, 1974. 
Oller,Jr, John W., "Language as Intelligence," Language Learning, vo!. 31, no. 2, pp. 465-492, 1981. 
Perrault, C. Raymond, "On the Mathematical Properties of Linguistic Theories," Computational 

Linguistics, vo!. 10, no. 3, pp. 165-176, 1984. 
Piaget, Jean, The Language and Thought of the Child, Humanities Press, New York, 1926/1959. 

Companion to and precursor of 'Judgement and Reasoning in the Child'. F'trst of a dozen books on 
language and reasoning 'chez l'enfant'. 

Piatelli-Palmarini, M., Language and Learning: The Debate between Jean Piaget and Noam Chomsky, 
Routledge and Kegan Paul, London, England, 1979. 

Pike, Kenneth L., Language in Relation to a Unified Theory of the Stmcture of Human Behavior, 
Mouton, The Hague, Holland, 1954/1967. 

Pinker, Steven, "Concept, Word, and Sentence: Interrelations in Acquisition and Development," 
Cognition, vo!. 7, pp. 217-183, 1979. 

Riegel, K. F., ''The Language Acquisition Process: A Reinterpretation of Selected Research 
Findings," in Life-Span Developmental Psychology: Research and Theory, ed. P. B. Baltes, pp. 
357-399, 1970. 

Slobin, Dan I., "hnitation and Grammatical Development in Children," in Contemporary Issues in 
Developmental Psychology, ed. E. Endler, L. Boulter, and H. Osser, pp. 437-443, Holt, Rhinehart 
and Winston, New York, 1968. 

Slobin, Dan I., The Ontogenesis of Language, Academic Press, New York, 1971. Includes: Martin D. S. 
Braine (On Two Types of Models of the Internalization of Grammars), David McNeill (The 
Capacity for the Ontogenesis of Grammar), David S. Palenno (On Learning to Talk: Are 
Principles Derived from the Learning Labomtory Applicable? 

Sloman, Aaron and Monica Croucher, "Why Robots will have Emotions," 7th International Joint 
Conference on Artificial Intelligence, pp. 197-202, 1981. 

Smith, F. L. and George A Miller, The Genesis of Language: A Psycholinguistic Approach, MIT Press, 
Cambridge, Massachusetts, 1966. Includes: Jerry A Fodor (How to Learn to Talk: Some Simple 
Ways), Eric H. Lenneberg (The Natural History of Language), David McNeill (Developmental 
Psycholinguistics), Dan I. Slobin (Acquisition of Russian as a Native Language) 

Suppes, Patrick, "The Semantics of Children's Language," American Psychologist, pp. 103-114, 1974. 
Vetter, H. J. and R. W. Howell, "Theories of Language Acquisition," Jnl of Psycholinguistic Res., 

vo!. 1, no. 1, pp. 31-64, 1971. 
Viberg, Ake, "The verbs of perception: a typological study," Linguistics, vo!. 21, no. 1, pp. 123

162,1984. 
Widerstrom, Anne, "Mothers' Language and Infant SensoriMotor Development: Is there a Relationship," 



9 Goals. Issues and Directions in Machine Learning of Natural Language and Ontology 

Language Learning, vol. 32, no. 1, pp. 145-166, 1982. 

5. PARALLEL NETWORKS 

5.1 Neural models ofparsing and learning. 

There is a separate symposium on "Connectionist Natural Language 
Processing". For information contact Charles Dolan: cpd@aic.hrl.hac.com 
and consider which forum is most appropriate to your interests and 
research. Both committees are open to the idea of a joint session. If you 
apply to participate in both, please let us know, and do be aware of the 
impossibility of participating in both. 

In relation to this symposium, we would be particularly interested in 
presentations EITHER with conclusions concerning the advantages of 
neural approaches over conventional machine learning OR with deep 
modelling of neurolinguistic processes. 

5.2 Parallel models ofparsing and learning. 

Implementations on parallel hardware are of interest, as are parallel or 
parallelized algorithms and theoretical contributions on the role, 
parallelism, backtracking etc. in language and learning processes. 

5.3 Goals and Issues 

GOAL:	 Neural investigations need to determine and characterize the 
nature and role of the human (animal) wetware, as well as 
stretching the limits of neural inspired models. 

ISSUE:	 What are the limits of genetic determination, boundary 
conditions and self-organzational determination? 

ISSUE:	 Neural simulations to date tend to be passive recognizers 
reacting to the sensory-motor input. Does there exist some 
sort of active learning which is different, which is not just a 
feedback control system, but capable of initiating behaviour? 

ISSUE:	 How does all of this relate to language? Is language just a 
consequence of our neural capacities in combination? Or are 
language specific neural level mechanisms to be found? 

5.4 References 

This very short list points to both the old school and the new age of associative and neural networks, as 
well as th~ only parallel language learning proposals 1 am aware of 

Amari, S. and M. A. Arbib, Competition and Cooperation in Neural Nets, Springer-Verlag, Berlin GDR, 
1982. 

Chamiak, E. and E. Santos, itA connectionist context-free parser which is not context-free, but then 
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it is not really connectionist either," Proc. 9th Conf. of the Cog. Sci. Soc., pp. 70-77, 
Seattle WA, July 1987. 

Gigley, H. M., "Artificial Intelligence meets Brain Theory: An Integrated Approach to Simulation 
Modelling of Natural Language Processing," Proceedings of the Sixth European Meeting on 
Cybernetics and Systems Research, North-Holland, 1982. 

Gigley, H. M., Neurolinguistically Constrained Simulation of Sentence Comprehension: Integrating 
Artificial Intelligence and Brain Theory, Ph.D. 1besis, University of Massachusetts, Amherst 
Massachusetts, 1982. 

Gigley, H. M., "From HOPE en l'ESPERANCE: On the Role of Computational Neurolinguistics in Cross
Language Studies," Proceedings of Coling84, pp. 452-456, Association for Computational 
Linguistics, 2-6 July 1984. 

Grossberg, S., "Contour Enhancement, Short Term Memory, and Constancies in Reverberating Neural 
Netwodcs," Stud. App. Math., voI. LII, no. 3, pp. 213-257, 1973. 

Grossberg, S., "Adaptive Pattern Oassification and Universal Recoding: I. Parallel Development and 
Coding of Neural Features," BioI. Cyb., voI. 23, pp. 121-134, 1976. Sequel: n. Feedback, 
Expectation, Olfaction, illusions (pp. 187-202) 

Grossberg, S., "On the Development of Feature Detectors in the Visual Cortex with Applications to 
Learning and Reaction-Diffusion Systems," BioI. Cyb., voI. 21, pp. 145-159, 1976. 

Hebb, D. 0., Organization and Behaviour, Wiley, New York, 1949. 
Hinton, G. E., "Representing part-whole hierarchies in connectionist networks," Proc. 10th Conf. of 

the Cog. Sci. Soc., pp. 48-54, Montreal, 1988. 
Jain, Sanjay and Arun Sharma, "Language Learning by a 'Team'," Proc. ICALP'9O, 1990. 
Kohonen, T., "A Simple Paradigm for the Self-Organized Formation of Structured Feature Maps," in 

Competition and Cooperation in Neural Nets, ed. S. Amari and M. A. Arbib, pp. 248-266, 
Springer-Verlag, 1982. 

Kohonen, T., "Self-Organized Formation of Topologically Correct Feature Maps," BioI. Cyb., voI. 43, 
pp. 59-69, 1982. 

Kohonen, T., "Analysis of a Simple Self-Organizing Process," BioI. Cyb., voI. 44, pp. 135-140, 1982. 
Longuet-Higgios, H. C., David J. Willshaw, and O. P. Buneman, "Theories of Associative Recall," Qdy 

Revs Biophysics, voI. 3, no. 2, pp. 223-244, 1970. 
Pollack, J. B., "Cascade back-propogation on dynamic connectionist networks," Proc. 9th Mtg of Cog. 

Sci. Soc., Seattle WA, 1987. 
Powers, David M. W., "Neurolinguistics and Psycholinguistics as a Basis for Computer Acquisition of 

Natural Language," SIGART, no. 84, pp. 29-34, June 1983. Also DCS Report 8301, Dept of 
Computer Science, University of NSW, Australia (Abstract: AusL Postgrad. Research Conf., Feb. 
1983). . 

Sutton, R. S. and A. G. Barto, "Towatds a Modern Theory of Adaptive Networks: Expectation and 
Prediction," Psych. Rev., voI. 88, no. 2, pp. 135-170, 1981. 

Uhr, Leonard, Pattern Recognition, Learning, and Thought: Computer-Programmed Models of Higher 
Mental Processes, Prentice-HaIl, Englewood Cliffs NJ, 1973. 
Pretty good for its time, but rather dated now. Somewhat negative on the Perceptroo/Self
Organization question. 

Walz, D. L. and J. B. Pollack, "Massively parallel parsing," Cognitive Science, voI. 9, pp. 51-74, 
1985. 

6. SYMBOL GROUNDING 

6.1 Grounding ofNatural Language Systems. 

Where is the border between syntax and semantics? When can a system 
be said to know something as opposed to just churning out a pat response? 
Does learning provide an answer to these old chesnuts? How far can you 
get with an ungrounded system? 
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6.2 Interaction between Modalities and Learning of Ontology. 

We particularly solicit contributions in which aspects of language are 
learnt and used in a context, where language input and output are 
supplemented by (or indeed supplement) other forms of interaction 
between the language system and the envirnoment in which it is 
embedded. The system could be a robot, simulated or actual; the 
environment could be provided by a vision system; or we could have a 
humbler interface to a database, an operating system or other application. 

6.3 Goals and Issues 

FALSE ISSUE: What is the difference between a chinese room and a 
chinese in a room? (Complexion?!) 

NOTE:	 NONE = Turing = Outside room = Black Box 
MIND = Searle = Inside room = Glass Box 
SKIN - Harnard = Essence = Colored Box 

Turing says that intelligence and thought is totally captured in language 
and can be totally expressed and communicated through arbitrary symbols. 

Searle says that intelligence and thought is totally equivalent to mind
 
and can't be totally expressed and communicated through any symbols.
 

Hamard says that intelligence and thought is equivalent to human-ness 
and can't be totally expressed and communicated through any symbols, 
but can be expressed and communicated through the right set of ' symbols' 
(which must include icons, the intrinsic countetpart of symbols). 

ULTIMATE GOAL: To have language used effectively by the computer 
for the purpose we intend. 

REAL ISSUE: When are we just translating from one language to 
another? When are we doing more: understanding, 
communicating, intending? Where does a computer derive its 
motivation from? Its programmer? Where do we derive our 
motivation from? 

TOY SUB GOAL: To provide a toy environment in which the above is 
achieved. 

REAL SUB	 GOAL: To achieve this in an actual application environment. 

CRUCIAL	 ISSUE: How similar a sensory-motor environment and 
perceptual interface to ours is needed to allow learning of 
language? And what criterion do we learn to? 

6.4 References 

The Cognitive Science and Theoretical Approaches literature is relevant background, the work listed 
here faces directly the question of the individual in relation to his world and his representation thereof. 
Explicit reference to Searle and Turing are avoided here as irrelevant, but you can't explore far before 
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falling over the ubiquitous Chinese Room. 

Block, H. D., J. Moulton, and G. M. Robinson, "Natural Language Acquisition by a Robot," Int. J.
 
Man-Mach, Stud., vot 7, pp. 571-608, 1975.
 

Brewster, E. Thomas and Elizabeth S. Brewster, Language Acquisition Made Practical: Field Methods
 
for Language Leamers, Lingua House, Colorado Springs, 1976.
 

Carbonell, J. G. and G. Hood, "The World Mode1ers Project: Objectives and simulator architecture,"
 
in Machine Learning: a Guide to Current Research, Kluwer, Boston MA, 1986.
 

Dennet, D. C., "Intentional systems in cognitive ethology," Behavioral and Brain Sciences, vot 6,
 
pp. 343-90, 1983.
 

Fodor, Jerry, Psychosemantics, MIT Press, Cambridge MA, 1987.
 
Gibson, J. J., An ecological approach to visual perception, Houghton Miftlin, Boston MA, 1979.
 
Halliday, M. A. K., Learning How to Mean, Edward Amold, London UK, 1975.
 
Hamad, Stevan, "Metaphor and mental duality," in Language, mind and brain, ed. T. Simon and R.
 

Scholes, Lawrence Erlbaum, Hillsdale NJ, 1982.
 
Hamad, Stevan, Qltegorical perception: The groundwork of Cognition, Cambridge University Press, New
 

York NY, 1987.
 
Hayes, P. J., "The Naive Physics Manifesto," in Expert Systems in the Micro-electronics Age, ed. D.
 

Michie, pp. 242-270, Edinburgh U.P., Edinburgh, Scotland., 1979.
 
Hume, David, Creating Interactive Worlds with Multiple Actors, B.Sc. Honours Thesis, Electrical 

Engineering and Computer Science, University of New South Wales, Sydney, AUSTRALIA, November 
1984. (Supervisors: David M. W. Powers, Graham B. McMahon.). 

Jolley, J. L., The Fabric of Knowledge: a study of the relations between ideas, Duckworth, London 
UK, 1973. (Interesting but requires many grains of salt.)
 

Lakoff, George and Mark Johnson, Metaphors we Live By, University of Chicago Press, 1980.
 
Lenat, D. and R. V. Guha, ''The world according to CYC," ACA-AI-300-88, MCC, 3500 West Balcones
 

Center Drive, Austin TX. To be published by Addison-Wes1ey in expanded form as "Building large 
knowledge based systems". 

Lenneberg, Eric H., "Understanding Language without Ability to Speak: A Case Report," in
 
Contemporary Issues in Developmental Psychology, ed. E. Endler, L. Boulter, and H. Osser, pp.
 
403-411, Holt, Rhinehart and Wmston, New York, 1968. Reprinted from Journal of Abnonnal and
 
Social Psychology, 1962, Vol 65, pp 419-425.
 

Lemer, E. J., "Computers That See," moo Computer, vot 17, no. 10, pp. 28-33, October 1980. 
Lettvin, J. Y., H. R. Maturana, W. S. McCulloch, and W. H. Pitts, "What the Frog's Eye Tells the
 

Frog's Brain," Proceedings of the Institute of Radio Engineers, vot 47, DO. 11, pp. 1940-1951,
 
November 1959.
 

Marshall, John C., "Language Acquisition in a Biological Frame of Reference," in Language
 
Acquisition: Studies in First Language Development, ed. P. foletcher and M. Gannan, pp. 437-453,
 
Cambridge University Press, Cambridge UK,1979.
 

McCarthy, J., L. D. Eamest, D. R. Reddy, and P. J. Vicens, "A Computer with Hands, Eyes, and Ears," 
AFIPS Cool. Proc. Fall JCC 1968, vol. 33:1, pp. 329-338, 1968. 

Newell, A, "Physical Symbol Systems," Cognitive Science, vol. 4, pp. 135-83, 1980. 
. Piaget, Jean, The Child's Conception of the World, Kegan Paul, Trench, Tmber and Co., London UK, 

1929. 
Piaget, Jean, The Constmction of Reality in the Child, Basic Books, New York, 1954. Original 

Title: 'La Constmction du Reel chez I'Enfant. 
Powers, David M. W., "Robot Intelligence," Electronics Today International (Australia), pp. 15-18, 

December 1983.
 
Pribram, K. H., Languages of the Brain, Prentice-Hall' Engiewood Cliffs, NJ, 1971.
 
Pustejovsky, James, "On the acquisition of lexical entries: The perceptual origin of thematic
 

relations," Proc. 25th Ann. Mtg of the Association for Computational Linguistics, pp. 172-178, 
1987. 

Pylyshyn, Z. W., The robot's dilemma: The frame problem in artificial intelligence, Ablex, Norwood 
NJ,1987. 

Reeker, Larry, "The intetp1ay of semantic and surface structure acquisition," in Recent Advances in 
the Psychology of Language, ed. R. Campbell and P. Smith, vol. 2, pp. 71-90, Plenum Press, 
1978. . 

Sammut, Oaude and David Hume, "Learning concepts in a complex robot world," in Machine Learning: a 
Guide to Current Research, Kluwer, Boston MA, 1986. 
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Shepard, R. N. and L. A. Cooper, Mental images and their traDSfonnations, MIT Press, Cambridge MA, 
1982. 

Sloman, Aaron and Monica Croucher, "Why Robots will have Emotions," 7th International Joint 
Conference on Artificial Intelligence, pp. 197-202, 1981. 

Tanz, Cbristine, Studies in the Acquisition of Deictic Tenns, Cambridge University Press, Cambridge 
UK,1980. 

TUIbayne, C. M., The Myth of Metaphor, University of South Carolina Press, Columbia, South Carolina, 
1971. 2nd Bd. 

Wales, Roger, "Deixis," in Language Acquisition: Studies in First Language Development, 00. P. 
Fletcher and M. Garman, pp. 241-260, Cambridge University Press, Cambridge UK,1979. 

Widerstrom, Anne, "Mothers' Language and Infant SensoriMotor Development: Is there a Relationship," 
Language Learning, vot 32, no. l,pp~ 145-166, 1982. 

7. SYSTEM DEVELOPMENT 

7.1 Computable hypotheses and heuristics for language learning. 

Proposals of how to build a language learning system will be received 
with interest, as will more limited argument about the significance of 
various hypotheses, heuristics or methodologies for language learning 
implementations. 

7.2 Experimental language learning systems and their rationale. 

Reports on successfully implemented language learning systems will be 
received with amazement! Characterizations of what can be learnt by the 
system, or any precursor thereof, should be included, along with 
explanations of the methodology used. 

7.3 Goals and Issues 

GOAL:	 The HAL of 2001, or Bridging the Communication Gap? 

ISSUE:	 Most systems, and natural language learning experiments, are 
in danger of just translating from one representation to 
another. While this is appropriate for specific applications 
(database, machine translation, etc.), there is little merit in 
learning a one to one correspondence, or somethings close to 
it. Implementors need to make clear they are doing more than 
that. 

ISSUE:	 Humans learn their language in parallel with their ontology! 
That is humans have to learn about their world too! A 
language learning system which cannot learn about its world 
is not adaptable, and has impaired language learning 
capability. 

ISSUE:	 Most systems, and natural language learning experiments, start 
with simple examples of sentences (and/or meanings) and 
work up (if they're lucky) to complicated examples. Children 
learn primarily from full blown adult conversation. There is 
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relatively little (machine readable) graded material. There is 
little advantage in constructing examples by rule. Learning is 
only possible of "what we almost already know". To use 
material which is beyond this "next grade" level, we need 
"filtering" - heuristic elimination of unprocessable input. 

ISSUE: Some "field" systems provide mechanisms for accommodating 
to overly complex or new input, and optimizing to user 
variation and development But the "too hard basket" is 
discarded. This, however, is precisely where learning systems 
should focus their effort, what is beyond the range of 
"acceptable" but nonetheless still· "understandable". The 
excess baggage is never gratuitous! 

ISSUE: What is the relationship between learning for recognition and 
learning for production? Children's generation capability 
seems to lag their understanding. Computers often reverse 
this trend! 

ISSUE: Performance related learning is a factor in language learning, 
and a precursor to other aspects of language learning. But 
what role does it have and how can perfonnance related 
developments in specialized domains incorporate into HALs. 

ISSUE: Organization and consolidation have not been problems in 
some toy systems or specifically applied adaptive contexts. 
But in general, learning to associate similar things, classify 
and consolidate, can create problems in relation to memory. 
Programmers don't like to throw anything away. (It can 
involve implementational difficulties anyway.) People don't 
remember everything(?). And they certainly don't remember 
everything with the same ease or for the same time. Clutter 
can be a problem. The frame problem is really a special 
manifestation of this. 

METRICS 1: Who provides the examples? (Teacher) 
2: Who corrects the examples? (Critic) 
3: Who evaluates the grammar? (Cheat) 
4: How is meaning represented externally? (Examples) 
5: How is meaning represented internally? (Knowledge) 
6: What is the function of the system? (Interaction) 
7: What aspects of grammar are learnt? (phoneme to Book) 
8: What aspects of semantics are learnt? (Noun to Article) 
9: What aspects of ontology are learnt? (Robot or Database) 

These are the metrics I have used in relation to the systems below. A 
comprehensive tabulation on the basis of such a list of metrics does not 
yet exist - I could fill it in off the top of my head, but a more considered 
analysis would actually be in order. One day, ... 
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