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Abstract 

We present a new approach for solving certain infinite sets of first order unification problems 

represented by term schemes. Within the framework of second order equationallogic solving such 

scheme unification problems amounts exactly to solving (variable-) restricted unification problems. 

A method known for solving first order restricted unification problems is generalized to the second 

order case. Essentially this is achieved by transforming a restricted unification problem into an 

unrestricted one, solving the latter and retransforming the solutions obtained. The results on second 

order restricted unification are then used to solve the original problem, namely to decide the 

solvability of scheme unification problems and - in the positive case - to compute the corresponding 

most general unifiers. Finally the results are applied to provide sufficient conditions for a property 

of "repeated unifiability" which in turn is crucial for the analysis of divergence of completion 

procedures for term rewriting systems. Although the study of divergent completion behaviour was 

the starting point for the work presented, the results obtained are not only applicable to divergence 

analysis but may be useful for other applications, too. 
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1 Introduction 

Knuth-Bendix like completion procedures for term rewriting systems provide a very powerful 

means for automating equational reasoning. But one of the main drawbacks of such methods up to 

now is their potential nontermination (div,ergence) on certain inputs, i.e. the completion procedure 

when given an inital set of equations and a term reduction ordering runs forever producing infinitely 

many rewrite rules. Let us give a simple example to illustrate some of the problems encountered in 

the analysis of divergent completion behaviour. For A: f(h(u),v) = f(u,h(v», Bo: f(w,a) = wand 

Co: f(w,g(w» = w completion with input {A, Bo} and {A, Co} respectively and an appropiate 

reduction ordering produces the following infinite sequence of rewrite rules: 

A f(h(u),v) ~ f(u,h(v» A f(h(u),v) ~ f(u,h(v» 

Bo f(w,a) ~ w Co f(w,g(w» ~ w 

B l f(w,h(a)) ~ hew) Cl f(w,h(g(h(w»» ~ hew) 

B2 f(w,h(h(a») ~ h(h(w» C2 f(w,h(h(g(h(h(w»»» ~ h(h(w» 

The reason for divergence obviously comes from the fact that any left hand side ~ of Bn and en 

respectively is unifiable with the left hand side I of A yielding via critical pair construction 

~+l ~ r + l · Now, why are all those (infinitely many) In indeed unifiable with I? One might n

conjecture that this "repeated unifiablity" of I with every ~ is due to the fact that I is unifiable with 

any instance of the "term scheme" f(w,X) resp. f(w,Y(w». In order to give a formal definition of 

this kind of unification problems and to provide solutions for them we have to make precise the 

notions "term scheme" and "unification of term schemes", This will be done in the framework of 

second order equationallogic. 

In chapter 2 basic notions and definitions for second order term languages are given. 

Unification problems as mentioned and solution methods are dealt with in chapter 3. The link 

between the theoretical results and and the application to divergence analysis including some 

examples are sketched in chapter 4. 

1 Introduction

Knuth-Bendix like completion procedures for term rewriting systems provide a very powerful
means for automating equational reasoning. But one of the main drawbacks of such methods up to
now is their potential nonterrnination (divergence) on certain inputs, i..-e. the completion procedure
when given an inital set of equations and a term reduction ordering runs forever producing infinitely
many rewrite rules. Let us give a simple example to illustrate some of the problems encountered in
the analysis of divergent completion behaviour. For A:  f(h(u),v) = f(u,h(v)), B0: f(w,a) = w and
C0: f(w,g(w)) = w completion with input {A, B0} and {A, CO} respectively and an appropiate
reduction ordering produces the following infinite sequence of rewrite rules:

A f(h(u),v) —-> f(u,h(v)) A f(h(u),v) —> f(u,h(v))
B0 f(w,a) —> W C0 f(w,g(w)) ——> w
B1 f(w.h(a)) -> h(W) C1 f(w,h(g(h(W)))) —> MW)
32  f(W‚h(h(a))) —> h(h(W)) C2 f(W‚h(h(g(h(h(W))))))  “> h(h(W))

B1n f(w,h“(.a)) + h“(W) Cn f(W‚hn(g(h“(W)))) —> hn(W)

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

The reason for divergence obviously comes from the fact that any left hand side 1,1 of En and CH
respecfively i s  unifiable with the left hand side 1 of A yielding via critical pair construction
1“+1 —a rn+1 .  Now, why are all those (infinitely many) ln indeed unifiable with 1? One might
conjecture that this "repeated unifiablity" of 1 with every 111 is due to the fact that l is  unifiable with

any instance of the "term scheme" f(w,X) resp. f(w,Y(w)). In order to give a formal definition of

this kind of unification problems and to provide solutions for them we have to make precise the
notions "term scheme" and "unification of term schemes". This will be done in the framework of
second order equational logic.

In chapter 2 basic notions and definitions for second order term languages are given.
Unification problems as mentioned and solution methods are dealt with in chapter 3. The link

between the theoretical results and and the application to divergence analysis including some

examples are sketched in chapter 4.
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2 Second Order Term Languages 

The basic definitions, notions and lemmas about second order term languages are essentially taken 

from [Hu76] and [SnGa88]. Moreover we assume familiarity with the basic notions and results of 

A-calculus (cf.[Hu76]). 

Definition 2.1 (second order terms) 
For all i~O let ~ be a denumerable set of distinct (function) variables of arity i with ~ (] ~=0 

for i;t:j. The set of all variables is defined as 0/ = U i~ 'Vi. Let C with C(] 0/ = 0 be a finite or 

denumerable set of distinct (function) constants together with their respective arity (denoted ar( ... )). 

We use X,Y,Z,... for denoting variables, x,y,z,... for variables of arity 0, f,g,h, ... for function 

constants and A,B,C,... for denoting variables or constants. The set of restricted second order 

terms 'T= 'T(Co/) is the smallest set satisfying 

(i) A E o/u C, areA) =0 ~ A E 'L and 

(ii) A E o/u C, areA) > 0, tl, ... ,tar(A) E 'T~ A(tl,... ,tar(A» E 'T. 

70:={ tE'TIV(t)s 0/01is the subset of first order terms of 'T, where the set Vet) of variables of a term t 

is defined by V(A(tl' ... ,tar(A) := U i: 1•... ,ar(A)V(ti) U ({A}n'0. In order to get general second 

order terms (Le. functional objects, too) we complete 'T into .Tby introducing bound variables as 

follows. :I is the smallest set containing 'T that satisfies the closure property 'ttE'T 'tXE~:AX.tEX 

As usual we abbreviate a term of the form AX1....AXn.t as AX1.•.x .1. In fact, as pointed out in n
[Hu76], :Imay be regarded as the restriction of the language of extensional normal forms of typed 

A-calculus (with one base type) to second order tenns. The defmition of Vet) is recursively extended 

for.T by defining V(AX.t) := V(t)\{x}, which describes the set of free variables of 1. By V(M) 

with Ms 'Twe mean U teM Vet). In the following terms are always compared modulo 

a-conversion (e.g. renaming of bound variables) which greatly simplifies the presentation. 

Furthermore w.l.o.g. we assume that for any term under consideration the set of free variables is 

distinct from the set of all bound variables. By 11 [A] := AX1.. ,xar(A).A(x1.. ,xar(A» we denote the 

extensional normal form of A E 0/ U C (i.e. the normal form of A under the converse of the 

Tl-reduction rule in A-calculus). The top symbol of a term t E 'T is denoted by top(t). 

Definition 2.2 (second order substitutions, cf. [Hu76], [SnGa88]) 

A (second order) substitution 6 is a finite set of (type respecting) variable assignments, Le. pairs 

\(X,t) with t E :Ialso denoted X~t. It may be considered to be a total function 6:'l!~:I by defining 

6 (X):=Tl [X], if there is no pair X~t in 6. The domain of a substitution 6 is D(6) := 

I({ Xe 0/ 16 (X)=l:Tl [X]), the set of introduced variables is I(G) := U XeD(G}(6 ,X), where 

(6,X) := Vet) for (XH) E 6, X E D(G). The application of substitutions to terms yielding again 

erms is recursively defined by (denoting the extension also by G) 

(i) 6(A(tl' ,tar(A»:= A(6(t1), ... ,6(tar(A») for A E CU 0/\D(6), 

(ii) 6(X(tl' ,tar(X»:= <pet) for X e 0/(1 D(6), X~Axl".xar(x).t E 6 and the substitution 

2 Second Order Term Languages

The basic definitions, notions and lemmas about second order term languages are essentially taken

from [Hu76] and [SnGaSS]. Moreover we assume familiarity with the basic notions and results of

A—calculus (cf.[Hu76]).

Definition 2.1 (second order  terms)

For all i.>_0 let ’Vi be a denumerable set of distinct (function) variables of arity i with ‘Vi (\ ’iQ)

for iatj. The set of all variables is defined as ‘V= UizOq/i' Let C with Cm ‘V = @ be a finite or
denumerable set of distinct (function) constants together with their respective arity (denoted ar(. . .)).
We use X,Y,Z,... for denoting variables, x,y,z,... for variables of arity O, f,g,h,... for function
constants and A,B‚C,... for denoting variables or constants. The set of restricted second order
terms '1”= T(C‚'V) is the smallest set satisfying

(i) AE  ‘VU C, aI (A)=O=>Ae T„and
(ii) A € rVU C, ar(A) > 0, t 1 ’ ° ‘ ° ° t a r (A)€  T:} A( t1"“ ’ t a I (A) )  € “I

‘I0:={te rIlV(t)=5 rV0} is the subset of first order terms of ‘1: where the set V(t) of variables of a term t

is  defined by V(A(t1,...,taI(A))) := Ui=1,___,ar(A)V(ti) U ( {A}n‘V). In order to get general second
order terms (i.e. functional objects, too) we complete ?" into 2"by introducing bound variables as
follows. 1“ is the smallest set containing ‘1‘ that satisfies the closure property Vt€_‘1_' Vxe  1/01f;

As usual we abbreviate a term of the form Axl... .lxn.t  as Ax]...xn.t. In fact, as pointed out in
[Hu7 6], 2‘ may be regarded as the restriction of the language of extensional normal forms of typed

l—calculus (with one base type) to second order terms. The definition of V(t) is recursively extended
for g“ by defining V(kxx) := V(t)\{x}, which describes the set of free variables of t. By V(M)
with M ; T we mean Utah/[V(t) In the following terms are always compared modulo
cat-conversion (e.g. renaming of bound variables) which greatly simplifies the presentation.
Furthermore w.l.o. g. we assume that for any term under consideration the set of free variables is
distinct from the set of all bound variables. By 71 [A] := 1x1”.xaI(A).A(x1...xar(A)) we denote the
extensional normal form of A e ‘VU C (i.e. the normal form of A under the converse of the
n —reduction rule in A-calculus). The top symbol of a term t e ‘1‘ is denoted by top(t).

Definition 2.2 (second order substitutions, cf. [Hu76],  [SnGa88])
A (second order) substitution 6 is a finite set of (type respecting) variable assignments, i.e. pairs
(X,t) with t e 2' also denoted X<—~t. It may be considered to be a total function 6 : ‘V—>_‘Z by defining
\ 6 (X ) :=T1  [X], if there is  no pair X<—t in 6 .  The domain  of a substitution 6 is  D(6 )  :=
i {XE’VI6 (X)¢n  [X]}, the set of introduced variables is  1 (6 )  := UX€D(6)I(6,X), where

(6 ,X) :=  V(t) for (Xe-t) E 6 ,  X e D(6). The application of substitutions to terms yielding again

erms is recursively defined by (denoting the extension also by 6 )
(i) 6(A(t1,...,taI(A)) :=  A(6(t1),...,6(taI(A))) for A e CU rV \D(6 ) ,

(ii) 6(X(t1,...,tar(x)) := £130) for X e ‘Vn D(6),X<—-Ax1...xar(x).t€ 6 and the substitution
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cp := (Xi~6 (ti)11 ~i~ar(X)} and 

(iii)	 G(AX.t) := AX.G(t), where the bound variable x is supposed not to be in D(6), which is 

implicitely satisfied since we work modulo renaming of bound variables (note that G (X) = 

6(11 [Xl) iff X Ef D(6». 

By SUB:=SUB(.'I) we denote the set of all (second order) substitutions, by SUB('To) the 

subset of all first order substitutions, Le. substitutions G with D(G ),1(6) So/D' Equality for 

substitutions is defined by 6 =6' iff D(6) = D(G') and V'XeD(G): G(X) = 6'(X). By id we 

denote the identity substitution (D(id) = 0). The composition of substitutions is defined by 

cpG := {X~cp(6(X»IXED(6),CP(6(X»*11[X]}u (X~cp(X)IXED(cp)\D(G)}. The restriction ofa 

substitution 6 to a (finite) set V of variables is defined as 

61y := {(X~t)E6IXEVnD(6)}. Equality of substitutions restricted to a (finite) set of 

variables V is defined by 6 =y cp iff 6 1V = cplV. 

A substitution 6 is idempotent iff GG = 6.It It is a renaming substitution away from 

V s o/iff (1) V' X e D(6): 6 (X) = 11 [V] for some Y e o/\V and (2) V' X,Y E D(6): 

6(X) = 6(Y) ~ X = Y. It is a W-renaming for W s 0/ iff (1') V' X E W: 

6(X) = 11 [V] for some Y eo/and (2') V' X,Y e W: G(X) = 6(Y) ~ X = Y. And G is 

said to be strict iffV' Xe D(6), 6(X) = AUl' ... ,U (X).t: (ul' ... ,u (X)} ~ Vet). For M~ 'Iar ar


we denote the set {cp(t)lteM} by cp(M).
 

Definition 2.3 (preorderings on terms and substitutions) 

The preordering ~ on terms is defined by s ~ tiff 3 6 e SUB: t = 6(S). For s ~ t we also say 

that t is an instance of s or s is more general than 1. Analogously (and abusing notation) ~ for 

substitutions is defined by 6 ~ cp iff:3 l E SUB: cp = 1'6. We say that 6 is more general than cp 

on V ~ 0/ (written 6 ~V cp) iff:3 l' E SUB: cp =v l' 6. The preordering ~y induces an 

equivalence relation =yon SUB via 6 =y cp iff 6 ~ cp and cp $y 6. 

Lemma 2.4 (some elementary properties of SUbstitutions, cf. [Hu76]) 

The following properties hold for all t E .x 6, <p ,g E SUB, V,W S 'v. 

(1)	 V' X e 0/: 6(X) = <p(X) ~ V se .'I: 6(S) = <pes) 

(2)	 Vet) s W ~ 6(t) = 6Iw(t) 

(3)	 D(G) n Vet) =0 ~ 6(t) =t 

(4)	 (cp6)(t) = <p(6(t» 

(5)	 (g<p)6 = g(<p6) 

(6)	 V s W ~ [6 ~w <p ~ 6 $y cp ] 

(7) 6 =y <p ~ g6 =y g<p. 

Proof: see [Hu76]. 

• 
The next lemma will be useful in subsequent proofs. 

(p := {xi<—6 (ti)|1£iSaI(X)} and
(iii) 6(Ax.t) :=  Ax.6(t),  where the bound variable x is supposed not to be in D(6) ,  which is

implicitely satisfied since we work modulo renaming of bound variables (note that 6 (X) =
602 [X]) iff X € D(6)) .

By SUB:=SUB(_‘I) we denote the set of all (second order) substitutions, by SUB(‘1‘0) the

subset of all first order substitutions, i .e .  substitutions 6 with D(6 ) , I (6 )  S rV0. Equali ty for

substitutions is  defined by 6 = 6 '  iff D(6)  = D(6' )  and VXED(6) :  6 (X)  = 6'(X). By id  we

denote the identity substitution (D(id) = @). The composition of substitutions is defined by
cpo :=  {X<—<p (6 (X))|X€D(6),Q)(6(X))'#T1[X]} u {X<—cp(X)—lXeD—(cp)\D(6)}. The restriction of a
subs t i t u t i on  6 t o  a ( f in i t e )  se t  V of  va r i ab l e s  i s  def ined  as
6 |V  :=  {(X<—t)-e6IXeVnD(6)}. Equality of substitutions restricted to a (finite) set of

variables V is defined by 6 =V @ iff 6IV = cpllv.
A substitution 6 i s  idempoten t  iff 66  = 6.It It is a renaming substitution away from
V 9 (WE (1) V X e D(6 ) :  6 (X)  = n [Y]  for some Y e ‘VW and (2) V X,Y & D(6 ) :
6(X)  = 6(Y)  => X = Y. It i s  a W-renaming for W E ‘V iff (1') V X e W:
6(X)  = Q[Y] for some Y e ’Vand (2') V X,Y e W: 6 (X)  = 6(Y) ==> X = Y. And 6 is

said to be strict i ffV X e D(6) ,  6 (X)  = Au1,...,uar(x).t: {u1,...,uar(x)} Q V(t). For ME- 1:

we denote the set {<p(t)lteM} by q)(M).

Definition 2.3 (preorderings on terms and substitutions)
The pre'ordering 5 on terms is  defined by s S t  iff El 6 e SUB: t = 6(5). For 5 _<_t we also say

that t is an instance of s or s is more general than t. Analogously (and abusing notation) 5 for

substitutions is defined by 6 S. cp iff 3 T E SUB: (p = T6.  We say that 6 is more general than (p

on Vs  V(written 6 SV cp) iffEl T e SUB: cp =v  T6 .  The preordering SV induces an
equivalence relation ""—"V on SUB via 6 EV cp iff 6 SV (p and (p SV 6.

Lemma 2.4 (some elementary properties of substi tutions,  cf. [Hu76])
The following pr0perties hold for all t e  _‘1_; 6‚(p,9 e SUB,  V,W ; ’VE

(1) V Xe rV :6 ( ) s i )=cp (X)  @ V se  1:6(s)=cp(s)
(2) V(t) 9 W => 6(t) = 6|w(t)
(3) D(6) n V(t) = @ => 6(t)  = t

(4) (<96)(t) = <p(6(t))
(5) (sole =9(<p6)
(6) Vf.—“W => [6  swtp=>6sv tp ]

(‘7) 6 ==c => 96 =V9<p.
Proof: see [Hu76].

The next lemma will be useful in subsequent proofs.
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Lemma 2.5 

For all 6, ep e SUB we have 

(a)	 1(6) () D(6) = 0 =} 6 is idempotent. 

(b)	 D(6) () D(ep) = I(ep) () (D(6) u D(ep» = 0 =} ep6 = (ep6)ep. 

(c)	 D(6) () D(ep) =D(6) () I(ep) =D(ep) (\ 1(6) = 0 =} ep6 =6ep. 

(d) D(6) () D(ep) =D(6) () I(ep) =0 =} ep6 =(ep6)ID(6)ep. 

Proof: 

(a)	 Let 6 with 1(6) () D(6) = 0 be given. If X Et D(6) then we have 6(X) = 11. [X] implying 

6 (6 (X) = 6(11. [X]) = 6 (X) else 6(6 (X» = 6 (X) because of 1(6) () D(6) =0. 
(b)	 Let 6,cp e SUB satisfy the assumptions. If Xe D(6) then ep(X) =11. [X] which implies 

(ep6)(ep(X» = (ep6)(X). If X E D(ep) then X Et D(6) implies ep (6 (X» = ep(X) = ep(ep(X» 

since ep is idempotent by (a). Moreover I(ep) () D(6) = 0 implies ep(X) = 6(ep(X) yielding 

together (ep6)(X) = ep(6(X» =ep(X) = ep(ep(X» =ep(6(ep(X»)) = «ep6)ep)(X). The case 

X Et D(6) U D(ep) is trivial. 

(c) and (d): Again by an easy case analysis for X E 'V. 

• 
Note that the condition 1(6) () D(6) =0 is equivalent to idempotency of 6 in the first order case but 

is only sufficient in general here (example: 6 =: {X~Au.x(a)}). 

3	 Unification of Term Schemes and Restricted Unification 

We now come back to our original problem and make precise the notions of term schemes and 

scheme unification. In order to solve scheme unification problems we then generalize the notion of 

(variable-) restricted unification (cf. [Sz82], [Bii86]) to the second order case, develop solution 

methods for them and finally show that scheme unification problems may be solved as a special 

case in this more general framework. 

Definition 3.1 (term scheme, scheme unification) 

A term scheme is any term s E 'Twith its variables partitioned into a set of ordinary first order 

variables and a set of (possibly second order) scheme variables. A scheme unification problem 

(SUP) is represented by a finite set E of (unordered) pairs of term schemes where the role of any 

variable occurring in E is fixed, either as an ordinary variable or as a scheme variable. Thus, we 

may denote the SUP by <EIW >where W is the set of ordinary variables of E and Wc := V(E)\W 

the set of scheme variables of E. Solving the SUP <E/W > consists in deciding whether every first 

order unification problem <'!feE) >with'!f E SUB, D('!f) ~ Wc, I('!f) () W =0 is solvable, and if so, 

in computing the unifiers (see Def. 3.2) for all these problems. 

Lemma 2.5
For all 6 ,  (|) € SUB we have

(a) 1(6) n D(6) == @ => 6 is  idempotent .

(b) D(6)  fiDÜP)  = ICP) fi (D(6) UD( (P) )  = @ =? GPÖ =(<Pö)<P.
(C) D(6)  (\ D(<P) = D(6)  fl I(<P) = D69) 0 1(6) = @ => (P6 = 6Q) .

(d) D(6) tcp) =D(6)n1(<p) =0 => cps =(®6)ID(6)(P.
Proof:  „.

(a) Let 6 with 1(6) m D(6)  = @ be given. If X et D(6)  then we have 6 (X)  = n [X] implying

6(6(X))  = 661 [X]) : 6(X) else 6 (6(X))  = 6(X) because of 1(6) n D(6)  = Q).

(b) Let 6,<p e SUB satisfy the assumptions. If X e D(6 )  then (MX) = T2[X] which implies

(cpsxwxn = WGXX). If Xe D(cp) then x e D(6) implies <p<6 (X)) = (D(X) = @600)
since (p is idempotent by (a). Moreover 1((p) n D(6) = @ implies (p(X) = 6(<p (X)) yielding

together (CPGXX)  = @(6 (X)) = (D(X)  = (WP (X)) = ®(6(<P(X))) = ((<P6)<P)(X)- The case
X et D(6 )  U D(q)) is trivial.

(c) and ((1): Again by an easy case analysis for X e ‘V.

Note that the condition 1(6) n D(6) = ® is equivalent to idempotency of 6 in the first order case but
is only sufficient in general here (example: 6 = {X<—Au.X(a) }).

3 Unification of Term Schemes and Restricted Unification

We now come back to our original problem and make precise the notions of term schemes and
scheme unification. In order to solve scheme unification problems we then generalize the notion of
(variable—) restricted unification (cf. [Sz82] ,  [Bü86]) to the second order case, develop solution

methods for them and finally show that scheme unification problems may be solved as a special
case in this more general framework.

Definition 3.1 (term scheme, scheme unificat ion)
A term scheme is any term 3 E ‘Z‘ with its variables partitioned into a set of ordinary first order
variables and a set of (possibly second order) scheme variables. A scheme unification problem
(SUP) is represented by a finite set E of (unordered) pairs of term schemes where the role of any
variable occurring in E i s  fixed, either as an ordinary variable or as  a scheme variable. Thus, we

may denote the SUP by <E/W > where W i s  the set of ordinary variables of E and Wc := V(E)\W
the set of scheme variables of E .  Solving the SUP <E/W > consists in deciding whether every first
order unification problem <\._|I(E) > with qt 6 SUB, D041); W", 104!) n W = @ is solvable, and if so,
in computing the unifiers (see Def. 3.2) for all these problems.
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In order to be able to handle scheme unification problems, we first deal now with so-called 

restricted unification problems. Let us start with a generalized definition of (second order) 

unification problems following [GaSn88] but forbidding certain variables to be instantiated. 

Definition 3.2 (variable-restricted unification) 

A (variable-) restricted unification problem (RUP) is a finite set E of (unordered) term 

pairs (si,ti) together with a set of variables W <; V(E) := U i(V(s) u V(ti», also denoted by 

<E!W> = <sl=tl' ... ,sn=tjW>. A solution or (variable-) restricted unifier of <E/W> is any 

substition 6 with D(6) (1 V(E) <; Wand 6(S) = 6(9 for i=l, ... ,n. The set of all solutions of 

<E!W> is denoted by U(E/W). Since 6 E U(EIW) iff 61W E U(EIW) we are in most cases 

interested in Uw(EIW):= {6EU(E/W)ID(6)<;W}, the set of all solutions of U(EIW) with their 

domain restricted to the relevant variables. We say <E/W> is solvable iff U(EIW):;{: 0. Two 

terms sand t are said to be W-unifiable for W <; V(s) U V(t) iff <s=t!W> is solvable. 

Choosing W=V(E) we get the ordinary unification problem (UP) <EN(E) >for (second order) 

terms, simply denoted <E >. Intuitively W describes the set of variables substitution is restricted to 

whereas WC := V(E)\W contains the protected variables where substitution is not allowed. 

Second order unification is in general undecidable as shown in [G081], but of course the set of 

unifiers for a given problem is recursively enumerable. Next we give some basic definitions that are 

important for finite descriptions of unifier sets. These de'finitions are a straightforward 

generalization for RUP's of the ones given in [SnGa88] for ordinary UP's. 

Definition 3.3 (complete/minimal set of unifiers, most general unifier) 

Given a RUP <EIW >, a set S of substitutions and a finite set of additional "protected" variables V 

with V (1 Wc =0, we say that 

S is a complete set of unifiers (csu) for <E/W> away from V iff 

(i) 'V 6 E S: D(6) <: Wand 1(6) (1 (D(6) U V)=0, 

(ii) S <; U(E/W), and 

(iii) 'V cp E U (E/W) 3 6 E S: 6 ~V(E) cp. 
S is a complete minimal set of unifiers (cmsu) for <E!W> away from V iff additionally 

(iv) 'V 6,6' E S, 6 :;{: 6': 6 ~V(E) 6' holds. 

6 is a most general unifier (mgu) of <EIW > away from V iff {6} is a csu of <E/W > away 

from V. 

The set V of "protected" variables may be used to separate new variables which are introduced by 

a csu of a given problem from the variables of the context where the problem was extracted from. 

Indeed, in contrast to first order unification, it is in general necessary for higher order unification to 

introduce new (free) variables in order to describe csu's. When V is not significant we drop it. 

For any solvable RUP <EIW> a csu clearly exists but may not be finite. Mgu's do not always 

In order to be able to handle scheme unification problems, we first deal now with so—called
restricted unification problems. Let us start with a generalized definition of (second order)
unification problems following [GaSn8 8] but forbidding certain variables to be instantiated.

Definition 3.2 (variable-restricted unification)
A (variable-) restricted unification problem (RUP) is  a finite set E of (unordered) term
pairs (si,ti) together with a set of variables W E V(E) := Ui(V(si)  U V(ti)), also denoted by
<E/W > = <31=t1,...‚sn=tn/W>. A solution or (variable-) restricted unifier of <E/W> is any
substition 6 with D(6) (\ V(E) 9. W and 6(si) = 6(ti) for i=1,...,n. The set of all solutions of
<E/W> is denoted by U(E/W).  Since 6 e U(E/W) iff o lw  e U(E/W) we are in  most cases
interested in Uw(E/W) :=  {66U(E/W)ID(6)§W}, the set of all solutions of U(E/W) with their
domain restricted to the relevant variables. We say <E/W > is solvable iff U(E/W) at @. Two
terms 3 and t are said to be W-unifiable for W E V(s) U V(t) iff < s=t/W > is solvable.

Choosing W=V(E) we get the ordinary unification problem (UP) <E/V(E) > for (second order)
terms, simply denoted <E>. Intuitively W describes the set of variables substitution is  restricted to
whereas WC := V(E)\W contains the protected variables where substitution is not allowed.
Second order unification is in general undecidable as shown in [G081], but of course the set of
unifiers for a given problem is  recursively enumerable. Next we give some basic definitions that are
important for finite descriptions of unifier sets. These definitions are a straightforward
generalization for RUP’s of the ones given in [SnGa88] for ordinary UP's.

Definition 3.3 (complete/minimal set of unifiers, most general unifier)
Given a RUP <E/W >, a set S of substitutions and a finite set of additional ”protected” variables V
with V n WC = @, we say that
S is a complete set of unifiers (csu) for <E/W > away from V iff

(i) V 6 € S:  D(6)  <; W and I (6)  n (D(6)  U V)=(Ö,
(ii) S €.; U(E/W), and
(iii) V cp e U(E/W)  3 6 e S: 6 SWE)  cp.

S is  a complete minimal set of unifiers (cmsu) for <E/W > away from V iff additionally
(iv) V 6 ,6 ' 6  S ,  6 ¢6 ' :  6 $V(E)6 '  holds.

6 is a most general unifier (mgu) of <E/W > away from V iff {6} is a 0511 of <E/W> away

from V.

The set V of "protected" variables may be used to separate new variables which are introduced by

a csu of a given problem from the variables of the context where the problem was extracted from.

Indeed, in contrast to first order unification, it is  in general necessary for higher order unification to

introduce new (free) variables in order to describe csu's. When V is not significant we drop it.

For any solvable RUP <E/W > a csu clearly exists but may not be finite. Mgu's do not always
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exist for unifiable second order tenns as well as cmsu's for unifiable third order tenns whereas the 

existence of cmsu's for unifiable second order tenns has been conjectured but not yet been proved. 

If a cmsu exists it is unique up to an isomorphism (see [Hu76]). 

Condition (i) for csu's above is of technical nature only. This is shown by the following 

Lemma 3.4 (ef. [GaSn88]) 

Let a RUP <EIW>, cpeSUB and a set V of "protected" variables with V n WC = 0 be given. If 

cp e U(EIW) then there exists 6 e SUB such that 

(i) D(6) ~ Wand 1(6) n (D(6) U V)=0, 

(ii) 6 E U(EIW) and 

(iii) 6 =Y(E) cp . 
Proof: (analogous to the proof of Lemma 4.4 in [SnGa88]) 

If6:= cp1w satisfies condition (i) we are done. Otherwise, if l(cp)\WC = {XI' ... ,Xn} then let 

{Y1'" .,Ynl be a set of new variables disjoint from the variables in V, {Xl''' .,Xnl and V(E) with 

corresponding type. Now define the renaming substitutions 91:= {Xi~Tl [YJll~i~n}, 92 := 

{Yi~Tl[Xi] 11~i~n}. With 6 := (91CP)IY(E) we have D(6) ~ W, 1(6) n D(6) = 0 and 

1(6) n V = 0 since V n WC = 0. Thus conditions (i) and (ii) of Def.3.3 are satisfied for 6 

and we have cp ~Y(E) 6. Now 929 1 =Y(E)vI(qJ) id and 6 = (9 1cp )IY(E) imply 

cp =Y(E)vI(qJ) (92(91CP)) = (9291)CP =Y(E) 926 and thus 6 ~Y(E) cp. Therefore we have 

6 ~Y(E) cp and cp ~Y(E) 6. 

• 
This lemma shows that w.l.o.g. we can restrict ourselves to idempotent unifiers 6 with 

1(6) n D(6) = 0 when regarding csu's for a given RUP <EIW>. The following monotonicity 

lemma is straightforward from the definition of solution sets. 

Lemma 3.5 

For any set E of equations and sets W,W' of variables with W ~ W' ~ V(E) the inclusion 

U(E/W) ~ U(EIW') holds. 

Proof: Obvious. 

• 
Definition 3.6 (solved form) 

A RUP <E/W > is in solved fonn iff for all s=t in E the term s is of the fonn Tl [X] with 

X E W ~ 'Vand X does not occur anywhere else in E. For any RUP <EIW> in solved fonn we 

define 6 E := {X~t 111 [X]=tEE} and conversely for 6 ESUB let E
G 

be defined by 

E
G 

:= {Tl [X]=t I (X~t)e6 l. 

The relevance of solved fonns is explained by 

exist for unifiable second order terms as well as cmsu's for unifiable third order terms whereas the
existence of cmsu's for unifiable second order terms has been conjectured but not yet been proved.
If a cmsu exists it is  unique up to an isomorphism (see [Hu76]).

Condition (i) for csu's above is  of technical nature only. This is shown by the following

Lemma 3.4 (cf. [GaSn88])
Let a RUP <E/W >, qJESUB and a set V of "protected" variables with V 0 WC = Q be given. If
q) E U(E/W) then there exists 6 e SUB such that

(i) D(6) 9 W and I(6) n (D(6) U V)=0,
(ii) 6 e U(E/W) and
(iii) 6 EV(E) (D‘

Proof: (analogous to the proof of Lemma 4.4 in [SnGa88])

If 6 :=  cplw satisfies condition (i) we are done. Otherwise, if 1((p)\Wc = {X1, . . . ,Xn} then let

{Y1,.  . .,Yn} be a set of new variables disjoint from the variables in V,  {X1,.  . .,Xn} and V(E) with

corresponding type. Now define the renaming substitutions 91 := {Xie—n [Yi]l1£i5n}, 92 :=
{Yi<—Q[Xi] I lS iSn} .  With 6 := (91(p)IV(E) we have D(6 )  €.: W, 1(6) m D(6 )  = @ and
1(6) n V = 0 since V n W(: = @. Thus conditions (i) and (ii) of Def.3.3 are satisfied for 6

and we have (p SV(E) 6 .  Now 929  1 =V(E)UI(¢) id and 6 = (9 1(p  )|V(E) imp ly
cp =V(E)u I ( cp ) (92 (91 (p ) )  = (9291M) =V(E) 926 and thus 6 SWE) cp. Therefore we have
6 SWE) cp and cp SWE) 6 .

I
This lemma shows that w.l.o.g. we can restrict ourselves to idempotent unifiers 6 with

1(6) n D(6)  = @ when regarding csu's for a given RUP <E/W >. The following monotonicity
lemma is straightforward from the definition of solution sets.

Lemma 3.5
For any set E of equations and sets W,W' of variables with W E W' E V(E) the inclusion
U(E/W) ‘; U(E/W') holds.

Proof: Obvious.

Definition 3.6 (solved form)
A RUP <E/W> is in solved form iff for all s=t in E the term s is of the form n [X] with
X e W E rV and X does not occur anywhere else in E .  For any RUP <E/W > in solved form we
define 6E  :=  {Xe—t I 'Q [X]= teE}  and conversely for 6 ESUB let  E6 be defined by

E6z= {Q[X]=t | (X<-t)66}.

The relevance of solved forms is explained by
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Lemma 3.7 

If <E/W> is a RUP in solved form then the substitution GE is a mgu for <E/W> away from V 

for any Vc;; 0/ with V n V(E) = 0. 
Proof: (analogous to the proof of lemma 4.5 in [SnGa88]) 

By definition of GE condition (i) and (ii) of Def. 3.3 are satisfied, since D(G E) c;; W, 

I(G E) n D(G E) = 0,I(G E) n V = (V(E)\D(G E)) n V c;; V(E) n V = 0 and 

"if Tl[Xl = tEE: GE(Tl [Xl) = GE(X) = t = GE(t). Now, if <p e U(E/W) (w.1.o.g. <p is assumed to 

be idempotent with D(cp) n I(<p) = 0) then we have cp (11 [Xl) = cp (X) = cp (cp (X)) = cp (t) = 

cp(GE(X)) for any Xe D(G E) with X=t e E and <p(X) = CP(I1[X)) =cp(GE(X)) otherwise. 

Thus GE 5 cp and of course also GE 5V(E) cp. 

• 
We will show now that an RUP <E/W >may be transformed into an ordinary (unrestricted) UP 

<E'> such that the solutions of <E/W> can be obtained from the solutions of <E'> by an inverse 

transformation. The transformation function involved interprets the forbidden variables in Wc as 

distinct new constants of corresponding arity. To be precise, for WC = {Xl'" .,Xnl let Ci be a new 

constant with ar(X) = ar(Ci) for every i, 15i5n. Defining C* := Cl:) {Ci I15i5n}, 'Vl' := '/Awe, 

the set of transformed terms becomes 'I* := '1(C*, 0/1') and 'I* := '1fC*,0/*) respectively. The 

transformation function cP::;[-7 'I* is defined by homomorphic extension of cP: 0/-7 'I*, 

CP(X) := 11 [Cil for Xi e Wc and iP(X) := Tl [Xl else. It may also be extended to substitutions that 

leave the variables of Wc unchanged: With SUB*(.1l:= {GESUB(1) ID(G)nWe=0} we get 

iP s : SUB*(.1l-7SUB(2!.) defined by CPs(6) := {Xf-iP(G(X))IXeD(6)l = (iP6)ID(6)" It is easily 

verified that iP,cP are bijections with cP·1,cpS-1 defined by cp-10.. ul'0 .. um.A(t1, ... tn)):=s 
AUl' ... u .A'(iP·1(t1), ... ,cp-1( tn)) with A':= Xi if A = Ci and A' := A else, and iP S-1(G*) :=m
{XH fl-1(6*(X))IXED(6*)} (note that cp.l is not a substitution!). Moreover we have the following 

simple properties: 

Lemma 3.8
 

For all 6, 61' 6 2 E SUB*(.1l, 6*,61*,62 * E SUB('I*), tE:I and t* E 'I* it holds:
 

(a)	 CP(6(t)) = 4>s(6)(4>(t)) 

(b)	 iP-1(G*(t*)) = iP S·1(6*)(cp·1(t*)) 

(c)	 cp5(G 2G1) = cP S(G 2)cpS(G 1) 

(d) cpS·1(6 2*G 1*) = iPS·1(G2*)iPS·1(61*)' 

Proof: 
(a)	 Follows from Lemma 2.5 (b), which is applicable because of D(iP) n D(6) = 0, l(cP) = 0 = 

l(cP) n (D(6) U D(cp)). 

(b)	 Let 6* E SUB~.> t* E fJ.* be given. Since iP and CPs are bijections it suffices to show for t* 

= cp(t) that cp(cp.l(6*(CP(t))) = 4>(4)S-1(6*)(41·1(41(t)))) which is equivalent to G*(iP(t) = 

Lemma 3.7
If <E/W > is a RUP in solved form then the substitution 6 B is a mgu for < E/W > away from V
for any V E ‘V with V (\ V(E) = @.

Proof: (analogous to the proof of lemma 4.5 in [SnGa88])
By  definition of 6B  condition (i) and (ii) of Def. 3 .3  are satisfied, since D(6E) 9 W,
I(.6 E)  (\ D(6  E)  = @, I(6 E)  n V = (V(E)\D(6E)) m V g V(E) n V = Q and
V r1[X] = t e E :  6E(T2 [X]) = 6E(X) = t = 6E(t). Now, if q) e U(E/W) (w.l .o.g.  (p is  assumed to

be idempotent with D((p) n I((p) = @) then we have (p(r1[X]) : cp(X) = <p(cp (X)) = <p(t) =

cp(65(X)) for any X e D(6E) with X = t e E and rp(X) = cp(n[X]) = (D(6E(X)) otherwise.

Thus 6E  _<_ (p and of course also 6E  SWE) (p.

We will show now that an RUP <E/W > may be transformed into an ordinary (unrestricted) UP
<E'> such that the solutions of <E/W > can be obtained from the solutions of <E'> by an inverse
transformation. The transformation function involved interprets the forbidden variables in WC as
distinct new constants of corresponding arity. To be precise, for W0 = { XP .  . .,Xn} let Ci be a new

constant with ar(Xi) = ar(Ci) for every i, ISiSn. Defining C“ := C U {CiIISiSn}, “V“ := ’VKWC,

the set of transformed terms becomes ‘1‘" := ‘1(C“,‘V*) and 521 := ZlCi‘JV’“) respectively. The
transformation function ©: 1—) 1"; is  defined by homomorphic extension of CD: 'V——> 1’5,
©(Xi) :=  n [Ci] for Xi 6 WC and c13(X) :=  T1 [X] else. It may also be extended to substitutions that

leave the variables of Wc unchanged: With SUB*(2)_ := {oeSUB(2)  |D(6 )nW°=®} we get

435: SUB*(g_1—->SUB(‘I_*_) defined by fbs(6) := {XHI3 (6 (X))|XeD(6)} = (€136)ID(6). I t  is  easily

verified that @, CDS are bijections with @‘1, $84  defined by c I ! ‘1 (}Ku1 , . . . um.A( t1 , . . . t n ) )  :=
Au1,...um.A'(¢IJ'1(t1),...,CIJ'1( tn)) with A' :=  Xi if A = Ci and A' := A else, and c I J s ' 1 (6  *) :=

{Xé—CIJ‘1(6*(X))|XED(6*)} (note that CD4 is not a substitution!). Moreover we have the following
simple properties :

Lemma 3.8
For all 6 ,  61, (52 e SUB*(1)‚ 6* ,  61*‚ 62* e SUB(‘1_*)_,te {I and t* e 113 it holds:

(a) c“6(0) = CI°s(6)(‘1°(t))

(b) cIJ'1(6"‘(t"‘)) = ‘135'1(6*)(¢‘1(t*))
(C) Cps(6261)  = q’S(62 )q°S(61 )

(d) ®S'1(62*61*) = CIJS'1(62*)CIDS"1(61*).

Proof:
(a) Follows from Lemma 2.5 (b), which is  applicable because of DG?) (\ D(6) = 0,  mp) = (Z) =

ICP) (\ (D(6)  U D(@)).
(b) Let 6*  E SUBL’L“), t* e :1: be given. Since @ and CDS are bijections it suffices to show for t*

= cMt) that €IJ(CI>'1(6"‘(‘13(t))) = ®(®S'1(6*)(®'1(C13(t)))) which is equivalent to 6"‘(CIJ (t) =
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4' (4' 5-1(6 *)(t». Using (a) and again Lemma 2.5 (b) we get 4> (4' 5-1(6 *)(t» = 

4J S(4J S-1(6*)(4>(t))) = 6*(4)(t)). 

(c)	 Let 6 l' 6 2 € SUB *(.1).>. t* € 'I* with t* = 41 (t) be given. Then usmg (a) we get 

(4J 5(6 26 1»(t*) = (4's(6261»(~(t» =4'«6 26 1)(t» = 41 (6 2(6 1(t») =~5(62)(~(61(t») = 

~S(62)(~5(61)(4'(t») = (41 5(6 2)4's(6 1»(t*). 

(d)	 Follows easily from (c). 

• 
With 4>(E) := {4'(s)4(t)ls=tEE} the connection between the solution sets of the RUP <E/W> and
 

the transformed (unrestricted) UP <41 (E) >is captured by
 

Lemma 3.9 (correspondence between solution sets)
 

The properties of substitutions to be a (most general) solution and of solution sets to be complete
 

(and minimal) are preserved under the transformation 41, i.e. for all 6 E SUB*(1l, Q ~ SUB*(1l
 

the following properties hold:
 

(a)	 6 E U(E/W) ~ 4>S(6) E U(4I(E» 

(b)	 Q is a csu for <EIW> {=} 41 (Q) is a csu for <41(E) >s
(c)	 Q is a cmsu for <E/W> {=} 41 s(Q) is a cmsu for <41(E» 

(d) 6 is a mgu for <E/W> {=} 4IS(6) is a mgu for <41(E». 

Proof: 

(a)	 Let 6 e U(EIW) be given. Then, for all t =l' E E, 6(t) =6 (t') implies 4I(6(t» = 41 (6 (t'» which 

is equivalent to ~s(6)(~(t» = 4I s(6)(41(t'» yielding 41 s(6) E U(41(E». Conversely, for 6* E 

U(4I(E» we have for all 4I(t) =~(t') E 41 (E) that 6*(~(t» =6*(4)(1')) implying ~-1(6*(4I(t ») 

= 41-1(6*(41 (t'») which is equivalent to 4>s-1(6*)(tll-1(4>(t») = 4>S-1(6*)(4>-1(4>(t')). Thus we 

get ~5-1(6*) E U(EIW). 

(b)	 Let Q~ SUB*(1l be a csu for <E/W>, 6* E U(4)(E)). For 6 := 4>S-1(6*) E U(E/W) we know 

that there exists lJf E Q, T E SUB*(.1l with TlJf =V(E) 6 which implies 4l s(TlJf) =w 4>5(6) = 
6*. Using Lemma 3.8 (c) we get ~s(T)4>s(lJJ) =w 6* with 4>s(lJf) E 4>s(Q). The inverse 

direction is analogous. 

(c)	 follows from the property CD 1 ~(E) 'P2 {=} ~S(CP1) ~41s(CD2) (<PI' <P2 E SUB*(1l) and 

(d)	 is a consequence of (b). 

• 
In the following we are mainly interested in RUP's, where only the forbidden variables may be of 

second order. In this case the transformed problem clearly is a first order one. Solving an 

unrestricted UP <E> with E ~ P, V(E) ~ 'Voover Iis essentially the same as solving it over 'IQ, 
i.e. as an ordinary first order UP over first order terms. This is obvious considering the following 

solution preserving and terminating set 1(of transformation rules for such UP's over:I where the 

symbol FAIL is to denote unsolvability (cf. [GaSn87], [GaSn88], [MaM082]): 

@(¢S‘1(6*)(t)) .  Using (a) and again Lemma 2.5 (b) we get c I= I (¢ i - IS ‘1 (6" ‘ ) ( t ) )  =
c1350513s‘1('i'3°“)(‘1‘(t))) = 6*(‘I°(t)).

(0) Let 61 ,  62  e SUB*(_‘1_‘)4 t* e 11: with t* = c13( t )  be given. Then us ing  (a)  we get

(CPS(6261))(I*) = (®s(6261))(®(t)) = cM6 
261) ( t ) )  = ®(62(61(t))) = cI>S(<52)(f13(f51(t))) =

CI-“s(62)(‘133(<‘31)(‘1°(t))) = (@S(62)@s(61))(t*).
(d) Follows easily from (c).

With cI>(E) := {®(s)=€13(t)|s=teE} the connection between the solution sets of the RUP <E/W > and

the transformed (unrestricted) UP < (I) (E) > is captured by

Lemma 3.9 (correSpondence between solution sets)
The properties of substitutions to be a (most general) solution and of solution sets to be complete
(and minimal) are preserved under the transformation CP, i.e. for all 6 € SUB*(_1’1 , Q E SUB*(_1)
the following properties hold:

(a) 6 e U(E/W) (=> CDS(6) e U(dJ(E))
(b) Q is a csu for <E/W> <=} ®S(Q) is a csu for <¢(E)>

(c) Q is a cmsu for <E/W> ¢=> c133(Q) is a cmsu for <¢I(E)>

(d) 6 is a mgu for <E/W> <=> tbs(6)  is amgu for <CIJ(E)>.
Proof:
(a) Let 6 & U(E/W) be given. Then, for all t = t' e E ,  6(t) = 6(t') implies ®(6 (t)) = tM6 (t')) which

is  equivalent to CPS(6)(¢D(t))  = CIJS(6)(fIJ (t')) yielding 438(6) 6 U(CD(E)). Conversely, for 6*  e
U(CIJ(E)) we have for all cIJ( t )  = cI’(t') & dB(E) that (5*(‘1J (t )) = 6*(®(t‘)) implying 613‘1(6*(f13(t )))
= cIJ‘1((5*(f13(t'))) which is equivalent to @S‘1(6*)(¢I‘1(¢(t))) = ®5'1(6 *)(CIJ'1(CI>(t'))). Thus we
get ¢S‘I(6*) e U(E/W).

(b) Let Q Q SUB*(_11 be a csu for <E/W>, 6*  e U(CP(E)). For6 := cIJS‘I(6”‘) e U(E/W) we know
that there exists I}! E Q, T € SUB*(_‘1_1 with T 111 EWE) 6 which implies (138(1‘141) EW c133(6) =
6* .  Using Lemma 3.8 (c) we get 6133(1‘ )CPSOJJ) EW 6*  with @3011) e cIJS(Q). The inverse
direction is analogous.

(c) follows from the property (p1 @@p => CIJS(<_pl) SWCIJSs) ((1)1,t e SUB*(_1‘)_) and
(d) is a consequence of (b).

I
In the following we are mainly interested in RUP's, where only the forbidden variables may be of
second order. In this case the transformed problem clearly is  a first order one. Solving an
unrestricted UP <E> with E E ’12, V(E) E ’Vo‘over _‘1‘ is essentially the same as  solving it over ‘16,
i.e. as an ordinary first order UP over first order terms. This is obvious considering the following
solution preserving and terminating set Ref transformation rules for such UP's over _‘Z_‘ where the
symbol FAIL is to denote unsolvability (cf. [GaSn87], [GaSn88], [MaM082]):
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(1)	 Deletion of trivial pairs 
{s=s}uE~E 

(2)	 Term decomposition 

{ f(sl" .. ,sn) = f(t1,· .. ,t ) } U E ~ {si = ti 119~ } u E n
(3)	 Variable elimination 

{x=t} uE ~ {x=t} UG(E), ifxe V(E),xE! V(t),G = {XH} 

(4)	 Clash 

{f(sl, ... ,sm)==g(tl' ... ,tn)}uE ~FAIL, iff;t:g 

(5)	 Occur check 

{x =t} u E ~ FAIL, if x ;t: t, x E Vet) 

Using the rules (1)-(3) any solvable UP <E> can be transformed into an equivalent UP <E' >which 

is in solved fonn and thus describes an mgu for <E'> as well as for <E> (see [GaSn87]). Rules (4) 

and (5) are needed to detect unsolvability. The rule system 1(may be looked upon as an abstract 

fonnulation of a big class of unification algorithms since it is tenninating but does not fix the control 

structure for rule application (note that in the above presentation there is an additional source of 

nondeterminism because pairs s==t are considered as unordered multisets). Moreover it provides a 

very useful computational proof technique as we will see later on. 

Using Lemma 3.9 (d) we can deduce that any RUP <E!W>, E ~ efi, with W ~ 'Vo is either 

unsolvable or possesses a mgu (which is unique up to =V(Efequivalence) and may be computed by 

any of the well-known algorithms for first order unification (see figure). 

4'
 
<EIW > ------------------> <4'(E»
 

I	 I 

I	 I first order unification 

I 4'-1 

4' -1 (E') <-------------------­ E' in solved form 

4'S-l(G E,) mgu for GE, mgu for 

<4'-l(E')IW> and <EIW> <E'> and <4'(E» 

The explicit translation steps using 4', 4>-1 may be avoided by freezing the forbidden variables from 

Wc within the first order unification process. 

We have seen that, if an RUP <EIW> with W ~ % is solvable, then it has an mgu which is 

unique (up to =V(Efequivalence). It is possible that <E> is solvable, but not <E!W>. The next 

result shows that if <EIW> with V(E) ~ % is solvable the resulting mgu is also most general for the 

unrestricted UP <E >whereas this property cannot be generalized to arbitrary second order RUP's. 

10

(1 )  Deletion of trivial pairs
{ s = s } U E -—> E

‚(Z) Term decomposition
[f(sl, . . . ,sn) =f(t1,...,tn) ] UE ——> { s i=  til ISiSn } UE

(3 )  Variable elimination
{x=t}UE——> {x= t}U6(E) ,  ifxEV(E),XdEV(t),6={x<-—t}

(4 )  Clash
{ f(sl,...,sm) = g(t1,...,tn) } UE _) FAIL, i f f¢  g

(5 )  Occur check
{xz t }  uE—> FAIL, i fx¢ t , e ( t )

Using the rules (1)—(3) any solvable UP <E> can be transformed into an equivalent UP <E'> which

is in solved form and thus describes an mgu for <E‘ > as well as for <E> (see [GaSn87]). Rules (4)
and (5 ) are needed to detect unsolvability. The rule system Kmay be looked upon as an abstract
formulation of a big class of unification algorithms since it is terminating but does not fix the control
structure for rule application (note that in the above presentation there is  an additional source of
nondeterminism because pairs s=t are considered as unordered multisets). Moreover it provides a
very useful computational proof technique as we will see later on.

Using Lemma 3.9  (d) we can deduce that any RUP <E/W >, E g 72, with W E 'V0 is  either

unsolvable or possesses a mgu (which is unique up to EV(E)-equivalence) and may be computed by
any of the well-known algorithms for first order unification (see figure).

< E/VV > @ > < @ (E) >
| |
| I first order unification

| 1134 |
CIJ'1(E’) < E' in solved form
CIJ 

S‘1 (6E . )  mgu for 6 E. mgu for
<CD'1(E')/W> and <E/W> <E’> and <¢(E)>

The explicit translation steps using (I), @‘1 may be avoided by freezing the forbidden variables from

Wc within the first order unification process.

We have seen that, if an RUP <E/W > with W ;. (V0 is solvable, then it has an mgu which is

unique (up to EV(E)-equivalence). It is possible that <E> is solvable, but not <E/W >. The next
result shows that if <E/W > with V(E) ; ‘VO is solvable the resulting mgu is also most general for the

unrestricted UP <E > whereas this property cannot be generalized to arbitrary second order RUP’s.
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Lemma 3.10
 

Let <E/W >, E ~ rfl be given.
 

(a)	 IfV(E) ~ % and 6 is a mgu for <E/W> then 6 is also a mgu for <E>. 

(b) If V(E) $ % and S is a csu for <E!W> then S is not necessarily a csu for <E>. 

Proof: 

(a)	 Let 6 be a mgu for <E!W> obtained by transfonnation of <epeE»~ into solved fonn <E') using 

(rules (1)-(3) of) ~ <ep(E»~;' <E'>, 6 = epS-1(6E,). Any step El ~(i) E2 using rule (i), 

1sis3, in this derivation may be translated into a step ep-1(E1) ~(i) ep-1(E2). For i = 1,2 this is 

obvious. For the variable elimination rule 

{x=t*}uE* ~(3) {x=t*}u6*(E*), ifxEV(E*),xElV(t*),6*={XH*} 

we have 

ep-1(X) =x El V(ep-1(t*)) <: V(t*), x E V(ep-1(E*» 

implying 

{ x =ep-1(t*) } u ep-1(E*) ~(3) {x =ep-1(t*) } U 6 (ep-1(E*» 

with 6 := {xr ep-1(t*)}. Using 6 = epS-1(6*), t* = ep(t) and Lemma 3.8 (b) we get 

6 (ep-1(E*» = epS-1(6*)(4J-1(E*) = 4J-1(6*(E*» 

and thus 

ep-1( {x = t* } u E*) ~(3) ep-1( { x =t *} U 6*(E*) ) 

as desired. From <epeE»~ ~'1(* <E'> and < ep-1(ep(E»> ~'1(* <ep-1(E')> we finally deduce that 

<ep-1(E')> is also in solved fonn yielding the mgu epS-1(6E,) = 6 for the unrestricted UP <E> 

(note that this result could also be proved without the rule system 2(using only reasoning about 

first order substitutions and renamings). 

(b)	 Consider the following counterexample: For E: X(y) = X(a), X E 'VI' It may easily be verified 

that {6 p 6 2 } with 6 1 := lyra}, 6 2 := {XrAU.Z} is a csu for <E> such that 6 1 and 6 2 are 

incomparable w.r.t. sV(E)' For W = {y}, Wc = {X}, 6 1 is a mgu for <E/W>. For W = 

{X}, Wc = {y}, 6 2 is again a mgu for <EIW>, but neither {61} nor {52} is a csu for the 

unrestricted UP <E >. 

• 
If the RUP <E/W > with E ~ rfl, W ~ % is solvable, say with mgu 6, then the instantiated problem 

<llf(E)IW> is solvable, too, for every substitution llf that leaves the variables from W untouched and 

does not introduce any such variable. Moreover, in the case of a strict llf the resulting mgu may be 

computed from 6 and llf without explicitely unifying again. This is detailed by 

Theorem 3.11 (solutions for instantiated RUP's) 

Let <E/W> with E ~ cr2, W ~ V(E), W ~ % be a solvable RUP and 6 be a mgu for it 

(w.Lo.g.let 1(6) <: V(E». Assume further that \If is a substitution with D(llf) ~ V(E)\W, I(llf) (I 

W =0. Then (llf6)ID(G) is a solution for the RUP <\jf(E)/W> which is most general for strict \jf. 

Proof: Let <EIW>. 6 and \jf satisfy the assumptions. By ~'l(,V' V ~ 'Vwe denote the reduction 

I elation defined by the transfonnation system '1{, where the variables from V are frozen i.e. 
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Lemma 3.10
Let <E/W>, E ; '12 be given.

(a) If V(E) E ‘VO and 6 is a mgu for <E/W > then 6 is  also a mgu for <E>.

(b) If V(E) $ {Vo and S is a csu for <E/W> then S is not necessarily a csu for <E>.

Proof:
(a) Let 6 be a mgu for <E/W > obtained by transformation of <CIJ(E) > into solved form <E'> using

(rules (l)-(3) of) ß <CIB(E)> egg <E'>, 6 = cI-‘ts'1(6E.). Any step E1 —>(i) E2 using rule (i),

l$i.<_3, in this derivation may be translated into a step ®'1(E1) —>(i) <13'1(E2). For i  = 1,2 this is

obvious. For the variable elimination rule

{x  = t* } U E* _}(3) [x  = t *}  U 6*(E*), i f x  e V(E*), x¢  V(t*), 6*  = {xe—t*}

we have
c13'1(x) = x et V(‘b'1(t*)) ; V(t*)‚ x <=. V(¢"1(E*))

implying
{ x = ©“1(t*) } u CIJ'1(E°‘°) —>(3) { x = l ib-10*)  } u 6(cIr1(E*))

with 6 := {xe— t i t ' 1 ( t " ‘ )} .  Using 6 = @S'1(6*), t* = c13(t) and Lemma 3.8 (b) we get
6(‘P‘1(E*)) = cI?s'1(€'>"‘)(‘13‘1(E”‘) = c3"1(6”‘(E"‘))

and thus
¢ '1 ({x  = t* } U E*)  —>(3) c I i ' 1 ({x  = t *}  U6*(E*) )

as desired. From <CIJ(E)> a ;  <E'> and < £13402!J (E))> a;  <CIT1(E')> we finally deduce that
<CD'1(E‘) > is also in solved form yielding the mgu CPS‘1(6E.) = 6 for the unrestricted UP <E>
(note that this result could also be proved without the rule system Rusing only reasoning about
first order substitutions and renamings).

(b) Consider the following counterexample: For E: X(y) = X(a)‚ X € ’Vl. It may easily be verified
that {61, 62} with 61  :=  {ya} ,  62 :=  {Xe—Aux} is a csu for <E> such that 61  and 62  are
incomparable w.r.t. SWE)‘  For W = {y}, WC = {X},  61  is  a mgu for <E/W>. For W =
{X}, Wc = {y}, 62  is again a mgu for <E/W>, but neither {61} nor {62} is  a csu for the
unrestricted UP < E>.

I
If the RUP <E/W > with E 9. ‘12, W E ‘VO is solvable, say with mgu 6 , then the instantiated problem
<\y(E)/W > is  solvable, too, for every substitution 1;! that leaves the variables from W untouched and
does not introduce any such variable. Moreover, in the case of a strict 1y the resulting mgu may be
computed from 6 and 11! without explicitely unifying again. This is  detailed by

Theorem 3 .11  (solutions for instantiated RUP's)

Let <E/W> with E 9 72, W s.: V(E), W 9. 'V0 be a solvable RUP and 6 be a mgu for it
(w.l.o.g. let 1(6) €.: V(E)). Assume further that q! is  a substitution with DW!) 9. V(E)\W, IOJJ) n
W = @. Then (w6)ID(6) is a solution for the RUP <1tr(E)/W> which is most general for strict q! .

Proof: Let <E/W >, 6 and IJI satisfy the assumptions. By —> V ; ‘Vwe denote the reductionKV’
{elation defined by the transformation system Qi, where the variables from V are frozen, i.e.
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considered as distinct new constants. Analogously -7(i),V denotes one (~V)-step using rule (i), 

1::;i::;3. W.l.o.g. we assume further that the mgu G for <E/W > has been constructed by 

transformation of <E/W> into solved form E' using!R,; E -72{,P* E', P := V(E)\W, G = GE,. We 

will show now that for strict"lJf this derivation can be translated into a derivation "lJf(E) -72{,Q* "lJf(E') 

with Q:= V(lJf(E»\W. The conditions D("lJf) s; V(E)\W and I("lJf) (l W = 0 imply then that <"lJf(E') >is 

in solved form, too. Thus, G1jI(E') = ("lJfG )'D(6) is a mgu for <'Jf(E)jW > as required. So, let us 

consider an arbitrary step El -72{,P Ez within the derivation E -7~p E'. Translation will yield 

lJf(El) -72{,Q+ lJf(Ez) according to the following cases. 

(1)	 {s =s } U El -7(l),P El obviously implies { \jf(s) =\jf(s) } U 'Jf(El) -7(l),Q 'Jf(El). 

(2)	 {f(sl'" .,sn) = f(tl" .. ,tn) } U El -7(2),P { si = ti I 19$n } U El : 

If f is not among the frozen variables from P =V(E)\W interpreted as new constants then we 

have lJf( { f(sl'" .,sn) =f(tl'" .,tn) } U El) -7(2),Q lJf( { Si = ti I 19sn } u El ). Otherwise 

lJf (f(sl" .. ,sn» = \jf (f(tl" .. ,tn» can be simplified using -72{,Q by repeated application of 

decomposition (2) and deletion of trivial problems (1) until only the pairs lJf(s) = "lJf(ti ), lsisn 

are left. Note that the si' ti do not disappear because lJf is strict. Thus we get 

lJf( { f(sl'" .,sn) = f(tl ,· oo,tn) } U El) -7~Q+ lJf( { Si = ti Ilsi$n } u El ). 

(3)	 {x =t } U El -7(3),P { X =t } u qJ(El) with x E V(E1)\P, x 4 Vet), qJ = {x~t}: 

From the fact that no new variables are introduced by rule application and the assumptions 

about Wand lJf we deduce x E V(El)\P c; V(E)\P = W, x E V('Jf(El»\Q, x = lJf(x) 4 V(\jf(t». 

This implies lJf({x = t} u El) -7(3),Q 'Jf({x = t}) u qJ'('Jf(E1» with x E V("lJf(E1»\Q, x 4 

V(\jf(t», <p' := {XH!f(t»}. Since <p'(lJf(El» =(lJfCP)'O(qJ)(lJf(El» =\jf(qJ(El» using Lemma 2.5 

(d) we can conclude \jf({x =t} u El) -7(3),Q "lJf({x =t} u qJ(El» as desired. 

Note that (lJfG)IO(6) E U(1JI(E)jW) also holds for every (not necessarily strict) 'Jf with 

D("lJf) c; V(E)\W, I(lJf) (J W =0 because of Lemma 2.5 (d). 

• 
The strictness assumption for lJf in the above proof is necessary to ensure that the solution (1JIG)IO(G)
 

of <lJf(E)/W> is most general (cf. case (2) in the proof). Take for example E: f(u,x(u» =f(v,x(a»,
 

W = {u,v} and lJf = {X~AZ.W}. Here G := {u~a,v~a } is a mgu for <E/W> but
 

(lJfG)IO(6) = G E U(lJf(E)/W) is not most general. Indeed we get lJf(E): f(u,w) = f(v,w), which has
 

as mgu l := {u~v} such that l < G, Le. l S G, but G ~ '(.
 

Theorem 3.11 essentially provides a characterization of a whole class of RUP's as described by
 

Corollary 3.12 

For E c; P, W c; V(E), Wc; % the RUP <E/W> is solvable iff <lJf(E)/W> is solvable for every 

lJf with D(lJf) s; V(E)\W and I(lJf) (l W = 0, and if so, for any such lJf which is strict the mgu 

for <\jf(E)/W > may be computed from the mgu for <E!W >as described in Theorem 3.11. 

Proof: The only-if-direction is provided by theorem 3.11 and for the if-direction we simply choose 

the identitiy substitution for lJf • 

•
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considered as distinct new constants. Analogously —->(i),v denotes one (ELV)—step using rule (i),
15153. W.l.o.g. we assume further that the mgu 6 for < E/W > has been constructed by
transformation of <E/W > into solved form E '  using :R; E am,“ E ' ,  P :=  V(E)\W, 6 = 6B" We

will show now that for strict \}! this derivation can be translated into a derivation 141(E) —-)RQ* ME)

with Q :=  V(qJ(E))\W. The conditions Day) 9. V(E)\W and 10,11) n W = @ imply then that < q;(E') > is

in solved form, too. Thus, 6111(E') = (1416)ID(6) is a mgu for <ry(E)/W > as required. So, let us
consider an arbitrary step E1 am, E2 within the derivation E _)”, E'. Translation will yield
141(E1) 939+ 141(E2) according to the following cases.
(1) { s =s ] U E1 -—>(1),P E1 obviously implies { 111(8) =w(s)  } U 111031) ——>(1)’Q MEI).
(2) [ f(s1,...,sn) = f(t1,...,tn) } UE1 —>(2).P { si==til15i_<_n } UE1 :

If f is  not among the frozen variables from P = V(E)\W interpreted as new constants then we
have u!( { f(sl,...,sn) = f(t1,...,tn) } UEl )  —‘)(2),Q 111( { s].[ = til ISiSn } U E1 ). Otherwise
rp(f(sl,...,sn)) = rp(f(tl,...,tn)) can be simplified using —>%Q by repeated application of
decomposition (2) and deletion of trivial problems (1)  until only the pairs 111(si) = 141(ti), ISiSn

are left. Note that the si, t].l do not disappear because qr is strict. Thus we get
W { f(sl,...,sn) = f(t1,...,tn) }UE1)  '_>R‚Q+ ur( { si =ti  ! 1_<_i$n } UE1 ).

(3) { x = t } U E1 6(3)?  { x = t } U <p(E1)with xe  V(E1)\P, x & V(t), (p = {xet}:
From the fact that no new variables are introduced by rule application and the assumptions
about W and 1]! we deduce x & V(E1)\P 6.2 V(E)\P = W, x € V(qJ(E1))\Q, x = wot) et V(qx(t)).
This implies rp({x = t} U El)  —+(3),Q ur({x = t}) U cp'(qr(E1)) with x e V(rp(E1))\Q, x et

vom», qr := {xenon}. Since vocal» = WNWW,» = v(<p(E1)) using Lemma 2.5
(d) we can conclude 141({x = t} U El )  —->(3),Q qJ({x = t} U <p(E1)) as desired.

Note that (1)16)ID(6) e U(1,|J (E)/W) also holds for every (not necessarily strict) 1;! with

D041) 9 V(E)\W, Kw) n W = Q5 because of Lemma 2.5 (d).
l

The strictness assumption for 141 in the above proof is necessary to ensure that the solution Malmö)
of <ry(E)/W > is most general (cf. case (2) in the proof). Take for example E :  f(u,X(u)) = f(v,X(a)),

W = {u,v} and 1p = {Xe-k z.w}. Here 6 := {ue—a,v<—a } is  a mgu for < E/W > but

(1116)ID(6) == 6 E U(ry(E)/W) is not most general. Indeed we get ME): f(u,w) = f(v,w), which has

as mgu T := {u<—v} such that T <6 ,  i.e. T 56 ,  bu tö  $ T.
Theorem 3.11 essentially provides a characterization of a whole class of RUP's as described by

Corollary 3.12
For E g r19-, W ; V(E), W 9:. 'Vo the RUP <E/W > is solvable iff <qJ(E)/W > is solvable for every
q! with D(q1)c_= V(E)\W and 1011) m W = @, and if so,  for any such I]! which i s  strict the mgu

for <rp(E)/W > may be computed from the mgu for <E/W> as described in Theorem 3.11.

Proof: The only-if—direction is  provided by theorem 3.11 and for the if-direction we simply choose

the identitiy substitution for 11!.
I
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We now come back to our original problem of solving scheme unification problems (SUP's, see 

Def. 3.1), i.e. to decide for given <E/W > with W ~ V(E), W ~ 'Vo' whether all first order 

(unrestricted) UP's <\JJ(E) >with D(ljJ) ~ V(E)\W (I 'Voand I(ljJ) (I W = 0 are solvable, and if so, to 

compute the corresponding mgu's. The following result shows how to do that. Essentially it is a 

stronger version of corollary 3.12 stating that under slightly stronger preconditions concerning the 

underlying signature the "if-direction" remains true, when ljJ is restricted to first order substitutions 

(i.e., I(ljJ) ~ 'Vo)' 

Theorem 3.13 (solving scheme unification problems) 

Let E c;; '1(C, '02, W ~ V(E), W ~ 'Vobe given. Assume further that the underlying signature 

contains at least one function constant of arity ~ 1 and another one of arity ;C 2. Then the RUP 

<EIW > is solvable iff the SUP <EIW > is solvable, i.e. <ljJ(E) > is solvable for every lp with 

D(ljJ) ~ V(E)\W, I(lp) (l W = 0 and I(ljJ) ~ 'Vo, and if so, for any such ljJ which is strict the 

mgu for <ljJ(E) > may be computed from the mgu G for <EIW> as (ljJG)ID(G)' 

Proof: The interesting if-direction is again proved by considering 2\:-derivations to construct 

mgu's. Assume <EIW> is unsolvable but <ljJ(E» is solvable for every ljJ with D(ljJ) ~ V(E)\W, 

I(lp) (I W =0 and I(ljJ) ~ 'Vo' Using the same notations as in the proof of Theorem 3.11 we 

construct from a derivation E ~ ~p* E' ~ ~p FAIL with P := V(E)\W another derivation 

ljJ(E) -7~Q* ljJ(E') -7~Q FAIL for some strict ljJ with D(ljJ) ~ V(E)\W, I('¥) (l W = 0 and 

I(ljJ) c.;;;; % contradicting the assumption that <ljJ(E) > is solvable for every such ljJ. Obviously the 

last step of the first derivation must be an application of clash (4) or occur ckeck (5) rule. Thus we 

have the following two cases: 

(a)	 E ~ ~P * E' -7 (4),P FAIL with El = { f(sp ... ,sm) = g(tp ... ,t ) } u E", f * g : n 

Now, depending on whether f,g E C, we choose any strict lp with D(lp) c;; V(E)\W, I(lp) (l W = 0 
and I(ljJ) c;; 'Vo and construct a derivation ljJ(E) ~ ~Q* ljJ(E') ~ (4),Q FAIL with ljJ(E') = 

{f('¥(sl)" .. ,ljJ(Sm» = g(ljJ(t1),···,'¥(t »} U lJI(E"), f * g, Q := V(ljJ(E»\W as in theorem 3.11 n

Again we have four subcases: 

(i)	 For f,g E Cwe can choose any such ljJ. 

(ii)	 For f E C, gEl: C, g a frozen variable corresponding to X E Q, we choose a strict '¥ with ,¥(X) 

= AuI' ... ,uar(X).t, f * top(t) E c. 
(iii) The case g E C, f El: Cis symmetric to (ii). 

(iv)	 For f El: c, gEl: c, f and g corresponding to frozen variables X E Qand YE Qrespectively, we 

choose a strict ljJ with ljJ(X) = AuI'".,uar(X)'s, ljJ(Y) = AU1" .. ,uar(y).t, top(s) * top(t), 

top(s),top(t) E C. 

Note that for the cases (ii)-(iv) the assumption that there exist at least one function constant of arity 

~ 1 and another one of arity ~ 2 is essential for constructing a strict ljJ with the required properties. 

(b) E ~ !l{.P* El ~ (4),P FAIL with El ={x =t} u E, x * t, x E Vet) : 

In this case any strict lJI with D(ljJ) c;; V(E)\W, I(ljJ) (I W =0 and I(lJI) c.;;;; % is sufficient to construct 

a derivation lJI(E) ~~Q* ljJ(E') ~(4),Q FAIL, since x"#- t, x E Vet) implies x "#-ljJ(t), x E V(ljJ(t» for 
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We now come back to our original problem of solving scheme unification problems (SUP's, see
Def. 3 .1) ,  i .e.  to decide for given < E/W > with W E V(E),  W €.; ’VO, whether all first order

(unrestricted) UP's <1)r(E) > with D(1)!) E V(E)\W n ‘VO and 1(1)!) n W = @ are solvable, and if so, to

compute the corresponding mgu's. The following result shows how to do that. Essentially it is a

stronger version of corollary 3.12 stating that under slightly stronger preconditions concerning the
underlying signature the "if—direction" remains true, when 1)! is  restricted to first order substitutions

(i.e.,I(1)!)s v0).

Theorem 3.13 (solving scheme unification problems)

Let E „€; 7(C,‘V)2, W 9 V(E), W ‘; 'VO be given. Assume further that the underlying signature
contains at least one function constant of arity 2 1 and another one of arity .2 2. Then the RUP
<E/W > is solvable iff the SUP <E/W > is solvable, i.e. <1)!(E) > is solvable for every 1)! with
D(1)!) L=. V(E)\W, 1(1)!) 0 W = @ and 1(1)!) <; ’V , and if so, for any such 1)! which i s  strict the

mgu for <1)!(E) > may be computed from the mgu 6 for <E/W > as Malmö).
Proof: The interesting if—direction i s  again proved by considering LIL—derivations to construct
mgu's. Assume <E/W > is unsolvable but <1)!(E)> is solvable for every 1)! with D(1)!) E V(E)\W,
1(1)!) n W = 0 and 1(1)!) (3 rVO. Using the same notations as in the proof of Theorem 3.11 we
construct from a derivation E am? E' ">913 FAIL with P :=  V(E)\W another derivation
1)!(E) —>£’Q* 1)!(E‘) ‘3’c FAIL for some strict 1)! with D(1)!) E V(E)\W, 1(1)!) n W = @ and
1(1)!) c_: rV0 contradicting the assumption that <1)!(E) > is solvable for every such 1)!. Obviously the
last step of the first derivation must be an application of clash (4) or occur ckeck (5) rule. Thus we
have the following two cases:
(a) E —> 913* E '  ——>(4),P FAIL with E '  = { f(s1,.. .‚sm) : g(t1‚... ,tn) } U E"  , f at g :
Now, depending on whether f,g E C, we choose any strict 1)! with D(1)!)§ V(E)\W, 1(1)!) m W = @
and 1(1)!) 9 ’V0 and construct a derivation 1)!(E) -—> %Q* 1)! (E') _) (4),Q FAIL with 1)!(E‘) =
{f(1)!(s1),...,1)!(sm)) = g(1)!(t1),...,1)!(tn))} U 1)!(E") , f i  g, Q :=  V(1)!(E))\W as in theorem 3.11
Again we have four subcases:
(i) For f, g e C we can choose any such 1)!.
(ii) For f € C, g & C, g a frozen variable corresponding to X e Q, we choose a strict 1)! with 1)!(X)

= lu1,...,uar(x).t, f # top(t) E C.
(iii) The case g G C, f € C is symmetric to (ii).
(iv) For f (i C, g €! C, f and g corresponding to frozen variables X e Q and Y € Q respectively , we

choose a strict 1)! with 1)!(X) = lul , . . . ,uar(x) .s ,  1)!(Y) = Äu1,...,uar(Y).t, top(s) # top(t),
t0p(s)‚t0p(t) e C.

Note that for the cases (ii)- (iv) the assumption that there exist at least one function constant of arity

2 1 and another one of arity „>. 2 is essential for constructing a strict 1)! with the required properties.
(b) E ——>&P* E '  —>(4),P FAIL with E '  = {x = t }  u E, x at t, x € V(t) :
In this case any strict 1)! with D(1)!) E V(E)\W, I(1)!) n W = @ and 1(1)!) 9 ‘VO is sufficient to construct
a derivation 1)!(E) —>R‚Q* 1)!(E') “)(4),Q FAIL, since x # t, x e V(t) implies x at 1)!(t), x e V(1)!(t)) for
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strict lJf. 

• 
In order to illustrate this result we consider the second example of the introduction. Here we have 

the SUP <E/W>, E := {f(h(u),v)=f(w,Y(w»}, W := {u,v,w} with only one (unary) scheme 

variable, namely Y. Solving this problem with the techniques described amounts to solving the 

RUP <EIW> which yields a mgu 6 :={w~h(u),v~Y(h(u»}. Now, take for instance the strict 

substitution '!f := {Y~Ax.f(y,h(x»}. Then ('!f6 )ID(G) = {w~h(u),v~f(y,h(h(u»)} is a mgu for 

<'!f(E) >= <f(h(u),v)=f(w,f(y,h(w»». 

The preconditions concerning the signature in the above theorem are really necessary in general 

for the validity of the "if-direction". Consider the following counterexamples: 

(a)	 C contains only function constants of arity 0 or 1: 

For E: X(X(v,w),X(w,v» = X(u,u), W := {u}, the RUP <EIW> is unsolvable, because we 

have (4l(E)} ~1<P* (u = X(v,w), v =w} ~(4),P FAIL. But for every lJf with D(lJf) <; V(E)\W, 

I(lJf) n W = 0, I('!f) <; % the UP <'!f(E» is solvable. For '!f(X) = J...yz.t we know that t cannot 

contain both y and z because of the restricted signature. By an easy case analysis for t we can 

prove now that <'!feE) >is always solvable. For example, if y E Vet), then y is the only variable 

occurring in t (moreover it occurs only once). Thus, with the notation t == t[y] we get 

lJf(E): t[t[\jf(v)]] = t[u], which, transformed into solved form, yields E': u = t[lJf(v)]. 

(b)	 C contains one function constant f of arity greater or equal 2 and all others 
have arity 0: 

For X with ar(X) = ar(f) and E: X(X(y, ... ,y), ... ,X(y, ... ,y» = 

X(f(zl'.",zar(f», ... ,f(zl' ... ,zar(f»)' W := {y, zl'""zar(f)} one may prove by case analysis 

analogous to (a) that the RUP <E/W > again is unsolvable but for every lJf with the 

corresponding conditions <'!feE»~ is solvable. 

Let us conclude this chapter with some historical remarks. The idea of freezing certain variables in 

unification problems, i.e. considering them as distinct new constants, has already been used in the 

pioneering work of Huet ([Hu76]) in order to compute complete independent sets of preunifiers for 

semi-unification problems in typed A-calculus. From a logical point of view restricted unification 

problems may be represented by formulae of the form 

(*) V X3 y.. : SI = t1 A ••• A Sn =t ' n 

where the variables of the Si' ti are partitioned into the disjunct variable sets X and Y.. • Solving (*) 

as a restricted unification problem amounts to looking for values for the existentially quantified 

variables Y.. that make the formulae valid, whereas the universally quantified variables have to be left 

untouched (cf. [Bi.i861, [C088]). Within this logical framework it becomes obvious that considering 

the universally quantified variables as distinct new constants essentially is an application of the 

"Theorem on Constants" (cf. [Sh73]). This fundamental result, roughly spoken, states that 

universally quantified variables in logical formulae may be equivalently replaced by distinct new 
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strict uI.

In order to illustrate this result we consider the second example of the introduction. Here we have
the SUP <E/W>‚ E := {f(h(u),v)=f(w,Y(w))}, W := {u,v,w} with only one (unary) scheme
variable, namely Y. Solving this problem with the techniques described amounts to solving the
RUP <E/W > which yields a mgu 6 :={w<-—h.(u),ve-Y(h(u))}. Now, take for instance the strict
substitution ur :=  {Y<—Äx.f(y,h(x))}. Then (11!6)|D(6) = {we—h(u),Vé—f(y,h(h(u)))} is  a mgu for

“MB) > = < f(h(U)‚V)=f(W‚f(yah(W))) >.
The preconditions concerning the signature in the above theorem are really necessary in general

for the validity of the "if-direction”. Consider the following counterexamples:
(a) C contains only function constants of ar i ty 0 or 1:

For E :  X(X(v,w),X(w,v)) = X(u,u), W := {u}, the RUP <E/W > is unsolvable, because we
have [CID (E)} __}KP* {u = X(v,w), v = w} €“)? FAIL. But for every 1;} with D(1;I ) €; V(E)\W,
1011) n W = Q), 10409 (V0 the UP <qJ(E)> is solvable. For \}!(X) = Äyz.t we know that t cannot
contain both y and 2 because of the restricted signature. By an easy case analysis for t we can
prove now that <1p(E) > i s  always solvable. For example, if y e V(t), then y is the only variable
occurring in  t (moreover i t  occurs only once).  Thus,  with the notation t = t[y] we get

ME): t[t[\p(v)]] = t[u], which, transformed into solved form, yields E': u = t[rp(v)].
(b) C contains one function constant f of arity greater or  equal  2 and all others

have ari ty 0:
For  X wi th  a r (X)  = a r ( f )  and  E :  X(X(y , . . . , y ) , . . . ,X(y , . . . , y ) )  =

X(f(z1, . . . ‚zar(f)) , .„‚f(z1,„„Zum», W :=  {y ,  21,...,zaI(D} one may prove by case analysis

analogous to (a) that the RUP <E/W> again i s  unsolvable but for every 1y with the

corresponding conditions <1p(E)> is solvable.

Let us conclude this chapter with some historical remarks. The idea of freezing certain variables in

unification problems, i.e. considering them as distinct new constants, has already been used in the
pioneering work of Huet ([Hu76]) in order to compute complete independent sets of preunifiers for

semi—unification problems in typed A—calculus. From a logical point of view restricted unification

problems may be represented by formulae of the form

(*) Vgäyzs f t l  A A snz tn ,
where the variables of the si, ti are partitioned into the disjunct variable sets 5 and y . Solving (*)
as a restricted unification problem amounts to looking for values for the existentially quantified

variables y that make the formulae valid, whereas the universally quantified variables have to be left

untouched (cf. [Bü86l, [C088]). Within this logical framework it becomes obvious that considering

the universally quantified variables as distinct new constants essentially is an application of the

"Theorem on Constants" (cf. [Sh73]). This fundamental result, roughly spoken, states that

universally quantified variables in logical formulae may be equivalently replaced by distinct new
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constants. In our context we do not only have the equivalence between (*) and 

(**) :3 ~ : 4'(Sl) = 4'(t1) A ••• A 4'(sn) = 4'(tn) , 

i.e. equivalence concerning solvability, but also the correspondence between solutions as follows: 

6 solves V x:3 ~: A·_1 s· = t.
1- , ... ,n 1 1 

~ V X: Ai=l, ... ,n 6(S) = 6(t)
 

~ A i=l, ,n 4'(6(si)) = 4'(6(ti»
 
~ Ai=l, ,n 4'S(6)(4' (s) = 4'S(6)(4'(t) (using lemma 2.5 (d»
 

~ 4'S(6) solves 3 y..: A i=l, ... ,n 4'(s) = 4'(.t).
 

4. Applications to Divergence of Completion 

The previous results are applied now to provide a method for establishing the solvability of an 

infinite sequence of UP's (constructed recursively) and for computing the corresponding mgu's. 

Essentially this is achieved by identifying all these UP's as special instances of a certain SUP, 

which is known to be solvable. For a better understanding of the following theorem which is a little 

bit technical because of its generality, we will first explain the scenario it is aimed for and the 

notations used. We are interested in repeated critical pair constructions where one of the rules 

involved is always fixed. In this rule A with variable set W 1 the terms sand t are (sub)terms of the 

left and right hand side respectively. If for a second rule B : 10 ~ r the left hand side 10 (or a o o 
subterm of it) may be represented as lJfo(M), Le. as a certain instance of a term scheme M with 

scheme variable set W22' then theorem 4.1 states sufficient conditions for a property of repeated 

unifiability, i.e. for repeatedly constructing critical pairs starting from A and Bo' 

Theorem 4.1 (a criterion for repeated unifiability)
 

Let s,t e ~,M e er be given with Yes) u Vet) £ W 1 £ 0/0' V(M) =: W21 l:J W22 £ W2 £ 'V, W21 £
 

0/0' W1 n W2 = 0 and W:= yes) UW21 . Assume further that the RUP <s=M/W> is solvable, say 

with mgu 6, such that 1(6) ~ Yes) u V(M) and 6(t) == 11 (6 (t» = lJf(M) where 

(i) 11 is a renaming substitution for V(6(t»\W22 away from W22, and 

(ii) lJf is a strict substitution with D(lJf) £ W22 and I(lJf) n (W1 U W2) £ W22 . 

Then for every strict lJfo satisfying P(lJfo) with 

P('r):= [D('r) ~ V(T(M» ~ % A I(t) n (W1 u W2 u I(lJf» ~W22 A W22 ] 

the UP <s= lJfo(M) >is solvable with mgu (lJfo6)ID(G) such that (lJfo6)ID(G)(t) == lJf 1(M) for some strict 

lJf 1 again satisfying P(lJf 1)' 

Proof: Let s, t, M, Wl' W2, W21 , W22, 6,11 and lJf satisfy the assumptions and let lJfo be any 

strict substitution satisfying P('lJIo)' Since the RUP <s=M/W> is solvable with mgu 6, Theorem 

3.13 implies that the UP <s= lJfo(M) > is solvable with mgu (lJf06)ID(G)' From Vet) n D(lJfo) = 0 we 

get (lJfo6)ID(G)(t) = (Wo6)(t). And from 6(t) == (116)(t) = lJf(M) and P(Wo) we deduce (W06)(t) == 

(lJf0116)(t) = (lJfolJf)(M). Choosing lJfl' :=lJfolJf now, we are almost done, because the strictness of 
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constants. In our context we do not only have the equivalence between (*) and

(**) 3 x : cM81) = @(t l )  A A than) == Chun) ,

i.e. equivalence concerning solvability, but also the correspondence between solutions as follows:
6 solves V x3  y :  Ai=1‚ . . . ‚ n  Si  = i

V 353 Ai=1  ..... n6(si) : 6(ti)
Ai==1,...,n MMS?) = W609)
A i=1‚...‚n '213 S((:3)(<13(si)) = cIJS(6)(EIJ(ti)) (using lemma 2.5 (d))

noo9=®qtIII
III

II

cE1565) solves 3 y :  Ai=1

4. Applications to Divergence of Completion

The previous results are applied now to provide a method for establishing the solvability of an
infinite sequence of UPS (constructed recursively) and for computing the corresponding mgu’s.
Essentially this i s  achieved by identifying all these UP's as special instances of a certain SUP,
which is known to be solvable. For a better understanding of the following theorem which is a little
bit technical because of its generality, we will first explain the scenario it i s  aimed for and the
notations used. We are interested in repeated critical pair constructions where one of the rules
involved is always fixed. In this rule A with variable set W1 the terms 3 and t are (sub)terms of the
left and right hand side respectively. If for a second rule B0: 10 —9 r0 the left hand side 10 (or a
subterm of it) may be represented as 1110(M), i.e. as a certain instance of a term scheme M with
scheme variable set W22, then theorem 4.1 states sufficient conditions for a pr0perty of repeated
unifiability, i.e. for repeatedly constructing critical pairs starting from A and BO.

Theorem 4.1 (a  criterion for repeated unifiability)
Let S,t e %, Me  ‘1‘ be given with V(s) U V(t) 9 W19 ‘V, V(M) =:  W21 u W22 s W2 g rV, W219;
rV0,. W1 (\ W2 = Q5 and W := V(s) U W21. Assume further that the RUP < s=M/W > is  solvable, say
with mgu 6 ,  such that I(6) .C. V(s) U V(M) and 6(t)  E 'n (6 (t)) = ul(M) where

(i) 11 is  a renaming substitution for V(o' (t))\W22 away from W22, and

(ii) 111 is  a strict substitution with D011); W22 and 104!) n (W1 U W2) E W22 .
Then for every strict 1410 satisfying P0110) with

P('r) :=  [D( ' r )  ; W22 A V(T(M)) E ‘VO A ICE) n (W1 U WZU 1011)) <; W22]
the UP < s: 1p0(M)> i s  solvable with mgu (momma—3) such that (14106)ID(6)(t) E 1111(M) for some strict

1}! 1 again satisfying P(IJI1).
Proof: Let s, t, M, WI, W2, W21‚ W22, 6 ,  ’JT and I]! satisfy the assumptions and let Wo be any
strict substitution satisfying P0110). Since the RUP < s=M/W > is solvable with mgu 6 ,  Theorem

3.13 implies that the UP < s= 1;!0(M) > is  solvable with mgu (w06)lD(6). From V(t) m D(\jJO) = @ we
get (w06)lD(6)(t) = (w06)(t). And from 6(t)  E (116)(t) = 1y(M) and P0410) we deduce (11106)(t) 5

(1110116)“) = (wowXM). Choosing 1111' := 1410141 now, we are almost done, because the strictness of
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w1' and the properties D(\jf1') c:; W22• V(\jf1'(M» c:; % and J(W1') n (W1u Wz) c:; W22 are 

inherited from the corresponding properties oflJfo and lJf. In order to establish I(lJf 1) n I(W) c:; W22 

we have to replace the (first order) variables from (J(W1') n I(\jf»\W22 by new ones, say with the 

renaming substitution TI o' thus yielding ('lfoG)ID(G)(t) == 'lf1'(M) = (TIo'lfo\jf)(M) == ('lfoTIo\jf)(M) = 

('lfo(TIo'lf)'D(ljI)(M). For \jf1 := 'lfo(TI olJf)ID(ljI) all required conditions are satisfied now, as it can be 

easily verified. 

• 
Note that for given s, t and M in the above theorem the existence of TI and \jf with the required 

properties is decidable because second order matching is decidable (cf. [Hu76]). 

Before concluding let us give an idea of how to apply the above criterion to divergence 

analysis. A more detailed and extended investigation of divergence phenomena of completion 

procedures is the subject of a forthcoming paper ([Gr88]). 

We will take up again the examples of the introduction to illustrate the methodology. In the 

first example completion with input A: f(h(u),v) = f(u,h(v» and Bo: f(w,a) = w runs forever 

producing an infinite sequence of rules Bn: f(w,hn(a» -7 hn(w). Using the notations of theorem 4.1 

and choosing 

M:= f(w,X), s = f(h(u),v), t = f(u,h(v», 

W1 := Yes) = Vet), W21 := {w}, W22 := {X}, W := V(M) and W:= {u,v,w}z 
we get 

G := mgu(s=M!W) = {Wf- h(u),vf-X}. 

This yields 

G(t) = f(u,h(X» == (TIG)(t) ='If(M) 

with 

Furthermore we have 

and, using theorem 4.1, 

Go := mgu(s=\jfo(M) = ('lfOG)'D(G) = {Wf- h(u),vf-a} 

yielding the critical pair 

(Go(t),Go(ro»' Go(t) = f(u,h(a», Go(ro) = h(u). 

Renaming with TI and orientation leads to B1: l1-7r1 with 

11 = f(w,h(a» = (TIGo)(t) = (TI6o)IY(t)(t) = ('JIoW)(M) = 'JIl (M), 'JIl := Wo'JI = (Xf-h(a)} 

and 

r}= hew) = (TIGo)(ro) = (TIGo)IY(rO)(ro)' 

Renaming again in order to establish I('lf 1) n I('lf) c:; W22 is not necessary for the next step, i.e. a 

new application of theorem 4.1 using W1 instead of lJfo' Indeed, since there are no new variables 

introduced here in the unification process, we can easily verify by induction that Bn has the general 

form 
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1411' and the properties D(1]Jl') 9 W22, V(Ip 1 ' (M) )  9 ‘VO and 10411') m (W1 U Wz) ‘5 W22 are
inherited from the corresponding properties of 190 and qr. In order to establish Kurl) m 10;!) Q W22
We have to replace the (first order) variables from (I(1p1') (31011)»s by new ones, say with the
renaming substitution 110, thus yielding (w06)ID(6)(t) a w1'(M) = (1T OqIXM) E (111011 0\;IXM) ==
(%(11 GW)'D(14;))(M)° For 1411 := 141001 Mm) all required conditions are satisfied now, as it can be
easily verified.

I
Note that for given 5, t and M in the above theorem the existence of 'n and 111 with the required

properties is decidable because second order matching is  decidable (cf. [Hu76]).

Before concluding let us give an idea of how to apply the above criterion to divergence
analysis. A more detailed and extended investigation of divergence phenomena of completion
procedures is the subject of a forthcoming paper ([Gr88]).

We will take up again the examples of the introduction to illustrate the methodology. In the
first example completion with input A: f(h(u),v) = f(u,h(v)) and B0: f(w,a) = w runs forever
producing an infinite sequence of rules Bn: f(w,hn(a)) —a hn(w). Using the notations of theorem 4.1
and choosing

M:: f(w,X), s = f(h(u),v), t = f(u,h(v)),
W1 := V(s) = V(t), W21 := {w}, W22 := {X}, W2 := WM) and W := {u,v,w}

we get
6 := mgu(s=M/W) = {we— h(u),v<—-X}.

This yields
6( t )  = f(u‚h(X)) E (116)“) = WM)

with
'n :=: {us—whirl :={X<—h(X)}.

Furthermore we have
10 = w0(M) with 1110 := {X<—a}

and, using theorem 4.1,
60  := mgu(s=w0(M)) = (woöflmö) = {we h(u)‚V<—a}

yielding the critical pair

(6 o(t)‚60(r0))‚  
60(t)  = f(u‚h(a))‚ 60(r0) = 11(11)-

Renaming with 11 and orientation leads to B1: 11—>r1 with
11 = f(w‚h(a)) = (1T 60)( t )  = (flöoflvmfi) = (WOWXM) = 1111(M),11I1 := w = {Xe-MED}

and
r l :  h(w) = (1160)(1‘0) = (1160)lv(r0)(r0).

Renaming again in order to establish I(1111) 010,109 W22 is not necessary for the next step, i.e. a

new application of theorem 4.1 using 1411 instead of wo. Indeed, since there are no  new variables
introduced here in the unification process, we can easily verify by induction that B,n has the general

form

(WOWXM) —> (1160)|V(,0)n(r0)
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with 

and 

yielding 

In the second example of the introduction completion with input A: f(h(u),v) = f(u,h(v» and Co: 

f(w,g(w» = w diverges producing Cn: f(w,hn(g(hn(w»» ~ hn(w), n~O. Choosing s, t, Wl' W21 

as above and M := f(w,Y(w», W22 :={Y}, W 2 := V(M) = {w,Y} we get 6 := mgu(s=M/W) = 

{Wf- h(u),vf-Y(h(u»}. Thus we have 6(t) = f(u,h(Y(h(u»))) == (116)(t) = f(w,h(Y(h(w»»::::: \Jf(M) 

with 11 := {uf-w}, 1lf :={Yf-Az.h(Y(h(z»)}. Since 10 = Wo(M) with Wo := {Yf-AZ.g(Z)} repeated 

application of theorem 4.1 as above results in the general form for Cn 
C : {Yf-Az.hn(g(hn(z»)} f(w,Y(w» ~ {w -7 hn(w)} w. 

n 

Finally, in order to demonstrate the generality of the framework presented, let us give a more 

complicated famous example of divergent completion behaviour, namely associativity and 

idempotency. Starting from A: f(f(u,v),w) = f(u,f(v,w» and Bo: f(x,x) = x completion diverges 

producing 

A f(f(u,v),w) -7 f(u,f(v,w» 

Bo f(x,x) -7 x 

B 1 f(x,f(xo,f(x,x ») ~ f(x,x ) CP(A,£,B )o o o
B ' f(x,f(x,x »-7 f(x,x ) CP(Bo',l,A)I o o
B2 f(x,f(xl'f(x ,f(x,f(xl'x »») -7 f(x,f(xl'x » CP(A,£,B I )o o o
B2' f(x,f(xl'f(x,f(xl'xo»))) ~ f(x,f(xl'x » CP(BI',l,A)o

Bn+1 : f(x,f(xn,·· .f(xo,f(x,f(xn,· .. ,f(xl'xo)'·')))' ..» -7 f(x,f(xn, ,f(x1,xO)" .» CP(A,£,B )n
Bn+1': f(x,f(xn,... ,f(xl'f(xJ(xn,.·. J(xl'xo)"')))"')) -7 f(xJ(xn, ,f(xl'xo)" .» CP(Bn',l,A) 

The notion CP(D,o,E) in the right column indicates that the corresponding rule stems from the 

critical pair obtained by superposition of rule D into rule E at position o. Here we have (among 

others) two infinite sequences of rules generated and moreover the example is still more complicated 

since there are new variables introduced in any generated rule. Identifying the left hand side 

10 := la' := f(x,x) of Ba =: Ba' as ljf o(M) with 

M:= f(x,Y(x», Wo:= {Yf-Ay·y}, W:= {u,v,w,x}, W22 := {V}, 

we can proceed as above and get 

6 := mgu(s=M/W) = {x~f(u,v),wf-Y(f(u,v»}, 

6(t) = f(u,f(v,Y(f(u,v») = (116)(t) ::::: f(xJ(z,Y(f(x,z»» ::::: ljf(M) 
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With

vovn= {X621} {X<-h(X)}“= {Xea} {Xt-h“(X)} = {X<-h“(a)}
and

(”Höoflvüo)“ = (  {u<—w} {W<— h(u),v<—a} ”M“ = {W‘- MW)“1 = {W<— h“(W)}

yielding
Bn :  {Xe-hn(a)} f(w,X) -> {we— hn(w)} w.

In the second example of the introduction completion with input A :  f(h(u),v) = f(u,h(v)) and C0:

f(w,g(w)) = w diverges producing Cn: f(w,hn(g(hn(w)))) _; hn(w), n20. Choosing s,  t, WI,  W21
as above and M := f(w,Y(w)), W22 :={Y}, W2 :=  V(M) = {w,Y} we get 6 :=  mgu(s=M/W) =
{w<— h(u),v<—Y(h(u))}. Thus we have 6(t) = f(u,h(Y(h(u)))) & (116)(t) = f(w,h(Y(h(w)))) = MM)
with '” :=: {ué—w}, Ip :={Y<—-—Az.h(Y(h(z)))}. Since 10 = wO(M) with Wo := {Ye—Äz.g(z)} repeated
application of theorem 4.1 as above results in the general form for C1,1

Cn:  {Ye—Az.hn(g(hn(z)))} f(w,Y(w)) -+ {w —» hn(w)} w.

Finally, in order to demonstrate the generality of the framework presented, let us give a more
complicated famous example of divergent completion behaviour, namely associativity and
idempotency. Starting from A: f(f(u,v),w) = f(u,f(v,w)) and B0: f(x,x) = x completion diverges
producing
A : f(f(u,v),w) + f(u,f(v‚w))

B0 : f(x,x) —> x

B1  : f(x,f(x0,f(x,x0))) —> f(x,x0) CP(A,€,BO)

Bl '  : f(x,f(x,x0)) —> f(x,x0) CP(B0',1,A)

B2 : f (X , f (X1 , f (X0 , f (X , f (X1 ,XO)) ) ) )  '“) f (x s f (x19x0) )  CP(A98  9B1)

B2' : f(x,f(x1,f(x‚f(x1‚x0)))) —> f(x,f(x1,x0)) CP(BI ' ,1,A)

BH“:  f(x,f(xn,...f(x0,f(x,f(xn,...,f(x1,x0)...)))...)) —> f(x,f(xn,...,f(x1,x0).„)) CP(A,€,Bn)

Bn+1‘: f(x,f(xn,...,f(x1,f(x,f(xn,...,f(x1,x0). . . ) ) ) . . . »  —-> f(x‚f(xn‚. ..,f(x1,x0). . . ) )  CP(Bn' , l ,A)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

The notion CP(D,o,E) in the right column indicates that the corresponding rule stems from the
critical pair obtained by superposition of rule D into rule E at position 0. Here we have (among
others) two infinite sequences of rules generated and moreover the example is still more complicated
since there are new variables introduced in any generated rule. Identifying the left hand side
10 :=  10' :=  f(x,x) of  B0 = :  BO' as  1410(M) with

M :=  f(x,Y(x)), Ufo :=  {Y<—Äy.y}, W :=  {u,v,w,x},  W22 :=  {Y} ,

we can proceed as above and get
6 := mgu(s=M/W ) = {Xe-f(u,v),w<-—Y(f(u,v))},

6(t) = f(u,f(v,Y(f(u,v))) E (116)(t) = f(x,f(z,Y(f(x,z)))) = \}!(M)
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with 

'lJI := (Y(-Ay.f(z,Y(f(y,z»)} 

and 

11 := {u(-x,v(-z}. 

This yields 

with 

6 0(t) = f(u,f(v,f(u,v»)), 6 0(rO) = f(u,v). 

After renaming with 1T we get 

11(60(t» = f(x,f(z,f(x,z))) = Wl'(M), Wl':= WoW,
 

11(60(ro» = f(x,z).
 

Renaming again with 11 0 := {z(-xo} in order to establish I('lf1) n I('lf) c; W22 = {Y} leads to
 

Bl:lc~rl' 

and 

r1 := f(x,xo) = (1101T60)IY(rQ)(ro)' 

By induction and taking into account reduction of critical pairs to normal forms (here: using (A» we 

can see that Bn+1: In+l ~ rn+1 has the general form 

In+1 =1Jfn+1(M), rn+1 ='( n+1(ro) 
with 

and 

In an analogous manner we may infer for CP(Bn',l,A) the general form B +1': In+l' --7 rn+1',n
In+l' = <p(M), rn+1' = 9(ro) 

with 

and 

Note that the above considerations do not only explain divergent completion behaviour for 

associativity CA) andidempotency (Bo)' but cover a whole class of cases, namely any starting set 

{A,B*} of equations, where B* may be represented as 1Jf*(f(x,Y(x») --7 x for some lJf* having the 

same properties as 1Jf0' e.g. 1Jf* := {Y(-A u.f(u,u)}. Moreover in the process of establishing the 

repeated possibility of constructing new critical pairs we get as a by-product the formation rule 

describing their regularity. This information essentially is represented by the scheme M and the 

corresponding (second order) substitution \jf . 

A straightforward extension of the ideas presented is to schematize the right hand side of 

18

with
111 == {Yé-Äy.f(z‚Y(f(y‚Z)))}

and

'H := {ue—x,v<-—z}.
This yields

60  :=  mgu(s=10) = (grooflmm = {xe—f(u,v)‚w<—f(u‚v)}
with

600) = f(u‚f(v‚f(u‚V)))‚ 6000) = f(u,v)-

After renaming with 11 we get

"(60(t)) = f(x,f(z,f(x‚z))) = “HTML W1. :=  “10111,
11(60(r0)) = f(x,z).

Renaming again with 110 := {Zé-XO} in order to establish 10111) n 1041) 9. W22 = {Y} leads to
B1:11—->r1‚ '

11 :: f(x,f(x0,f(x,x0))) = Wo(fl0w)‘ß(w)(M) = W1(M)‚  1111 :: Wocno‘yflnw)

and

r1 :=  f(x,x0) =(110fl60)lv(r0)(r0).

By induction and taking into account reduction of critical pairs to normal forms (here: using (A)) we
can see that Bfl+1: 1n+1 —> rn+1 has the general form

1n+1 : wn+1(M)’  rm+1 : Tn+1(f0)

with

urn+1 = [Y<—Äy.f(xn,. . .,f(x0,f(y,f(xn,. . .,f(x1,x0). . .))). . .)}
and

Tn+1 = {x<—f(x,f(xn,f(xn_1,...f(x1,x0)...)))}.

‚ __ - )  r IIn an analogous manner we may infer for CP(Bn'‚1,A) the general form B " 1 n+1 ,n+1 ° n+1
ln+1'  = (NM)! rn+1' = 9(1'0)

with

cp := {Y e ly.f(y,f(xn,...,f(x1,f(y,f(xn,...f(x1,x0)...)))...))}
and

9 := {x <— f(x,f(xn,„.,f(x1,x0)„.))}.

Note that the above considerations do not only explain divergent completion behaviour for

associativity (A) and'idempotency (B0), but cover a whole class of cases, namely any starting set
{A,B*} of equations, where B* may be represented as 1y*(f(x,Y(x))) -> x for some qfi“ having the
same properties as \}IO, e.g. 111* := {Ye—ku.f(u,u)}. Moreover in the process of establishing the
repeated possibility of constructing new critical pairs we get as a by-product the formation rule

describing their regularity. This information essentially is represented by the scheme M and the

corresponding (second order) substitution 1]! .
A straightforward extension of the ideas presented is  to schematize the right hand side ofm



19 

rules too, i.e. to take into account rule schemes like 

f(x,Y(x)) --7 Y(x) 

or 

f(x,Y(x)) --7 Z(x) 

(in the latter example one has to be careful about the introduction of extra-variables on the right hand 

side via scheme instanciation). 

The approach may also be used to develop techniques for avoiding divergence of completion 

or, alternatively, deduce finite representations of resulting infinite rewrite systems. For instance, 

using string notation for unary function symbols, the infinite system of the second example of the 

introduction may be represented by 

A: f(hu,v) --7 f(u,hv) 

and 

Cs : f(w,SgSw) --7 Sw, S E {h}*. 

All these topics as well as a comparison with related work on divergence of completion procedures 

(e.g. [Ki85], [Ki87], [HePr86], [He88]) will be treated in [Gr88]. 

5. Conclusion 

We have presented a new approach for solving certain infinite sets of first order unification 

problems represented by term schemes. Within the framework of second order equationallogic we 

have shown how to solve such problems via (variable-) restricted second order unification. For that 

purpose a transformational solution technique known for first order restricted unification has been 

generalized to the second order case. We conjecture that most of the results obtained can be 

extended to general higher order logic, too. 

As a first application of the theoretical results it has been demonstrated how to use them for 

analyzing divergence phenomena of completion procedures. We think that the approach presented 

provides a well-suited and general basis for attacking the divergence problem. 

Moreover, it might be interesting to investigate a generalization of the approach to solving 

infinite systems of equations modulo an underlying theory. 

Acknowledgements: I would like to thank J. Avenhaus, HJ. Btirckert , K. Madlener, W. Nutt and 

iM. Schmidl-Schauss for fruitful <liscussions aud useful hints OIl earlier drafts of this paper. 
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rules too, i.e. to take into account rule schemes like
f(x,Y(X)) —> Y(X)

or
f(x,Y(x)) -—> Z(x)

(in the latter example one has to be careful about the introduction of extra—variables on the right hand

side via scheme instanciation).
The approach may also be used to develop techniques for avoiding divergence of completion

or, alternatively, deduce finite representations of resulting infinite rewrite systems. For instance,
using string notation for unary function symbols, the infinite system of the second example of the
introduction may be represented by

A : f(hu,v) + f(u,hv)

and
CS : f(w,SgSw) ~—> Sw, S e {h}*.

All these topics as well as a comparison with related work on divergence of completion procedures
(e. g. [Ki85], [Ki87], [HePr86], [He88]) will be treated in [Gr88].

5. Conclusion

We have presented a new approach for solving certain infinite sets of first order unification
problems represented by term schemes. Within the framework of second order equational logic we
have shown how to solve such problems via (variable-) restricted second order unification. For that
purpose a transformational solution technique known for first order restricted unification has been
generalized to the second order case. We conjecture that most of the results obtained can be
extended to general higher order logic, too.

As a first application of the theoretical results it has been demonstrated how to use them for
analyzing divergence phenomena of completion procedures. We think that the approach presented
provides a well-suited and general basis for attacking the divergence problem.

. Moreover, it might be interesting to investigate a generalization of the approach to solving
infinite systems of equations modulo an underlying theory.

Acknowledgements :  I would like to thank J. Avenhaus, H.]. Biirckert , K. Madlener, W. Nutt and

1M. Schmidt-Schauss for fruitful discussions and useful hints on earlier drafts of this paper.
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