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Abstract i

Abstract

One of the main disadvantages of computer generated proofs of mathematical
theorems is often their complexity and incomprehensibility. This is even more of a
problem for the presentation of inferences drawn by automated reasoning components
in other Al systems. Proof transformation procedures have been designed in order to
state these proofs in a formalism that is more familiar to a human mathematician. But
usually the essential idea of a proof is still not easily visible.

We describe a procedure to transform proofs represented as abstract refutation
graphs into natural deduction proofs with a special emphasis on an “intelligent”
selection of inference rules. In particular the frequent use of proofs by contradiction is
avoided. During this process topological properties of the refutation graphs can be
successfully exploited in order to obtain well-structured proofs. This is accomplished
by dividing a large proof into a set of hierarchically arranged subproofs which are
more easily comprehensible. This may be achieved by formulating lemmata that are
then applied more than once in the subsequent proof, but also by simply inserting
subgoals or by breaking up a substantial part of a proof into a case analysis.
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1 Introduction

Artificial Intelligence and especially Knowledge-Based Systems have had an
increasing success in recent years. Such systems are now capable of doing more and
more tasks for which intelligence of some sort is deemed necessary. To obtain better
performance and to cope with their increasing complexity most systems felt the need
to incorporate some form of automated inferencing system, which today form a
crucial part of almost all Knowledge-Based Systems.

At the same time Automated Deduction Systems have gone through a
surprisingly fast enhancement by employing specialized datastructures, better search
strategies, and reasoning algorithms highly adapted to the special field they were
designed for. In this context one has to name all the different unification algorithms
and strategies for searching a proof which no longer “construct” a proof in single and
rather simple steps, but reduce the proof to a small number of highly concentrated
macro-steps. Modern automated theorem proving has even put away with inter-
mediate proof steps altogether and tries to detect sufficient conditions for a proof by
showing certain properties of specialized graph or matrix structures.

With the increasing strength of Automated Deduction Systems the length and
complexity of computer generated proofs has also reached a degree where they
become almost impossible to understand. To add to their incomprehensibility, almost
every research group uses its own format and style of stating a proof. It may be given
as a pure Resolution Proof, but when the proof is not actually found in distinct single
steps, the result may be as complex as an abstract graph or a matrix with some
additional conditions imposed on it such as acyclicity or the “spanning” property.
This has led to a state where only specialists, and sometimes only specialists in the
very method of automated reasoning, are capable to understand and check a proof
found by an automated deduction system.

If this has been an obstacle for mathematicians to accept automatic help, when
proving technical lemmata, or trying to find proofs interactively, it has even more
hindered the explanation of results in other knowledge based systems. Expert
systems for instance depend heavily on the quality of their “explanation component”
if they want to be accepted for practical use. For the communication of “cooperating
agents” or robots it might be sufficient to exchange information in a low-level
language, but whenever contact to a human being must be made, the need of easily
understandable and clearly structured arguments becomes apparent.
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Therefore it is necessary to be able to represent proofs in a more abstract and
better structured way. Ideally one would like the proof to be given in natural
language, with a large variety of inference rules. As a preliminary step in this
direction it seems to be useful to transform the computer generated proof into a proof
in a natural deduction system which, although still a system of formal logic, has been
devised to approximate as much as possible an intuitive form of reasoning. With this
purpose in mind Stanislaw Jaskowski [Ja34] and Gerhard Gentzen [Ge35] invented
calculi of natural deduction whose inference rules, as Dag Prawitz formulates in
[Pr65],

correspond closely to procedures common in intuitive
reasoning, and when informal proofs — such as are
encountered in mathematics for example — are formalized
within these systems, the main structure of the informal
proaf can often be preserved.

Proof Transformation is an old problem of logic, but it has been neglected in a
quest for automatically finding proofs. The problem of how to search for a proof
became so prevalent that the original incentive for formal arguments, that is to
convince someone else of the correctness of a proposition, became almost forgotten.
The main aspects of proof transformation used to be theoretical in nature, but now
stylistic aspects should begin to play a more important role. Peter Andrews was the
first to take up these issues again, when he proposed a method to transform matrix
proofs into natural deduction proofs [An80].

The transformation of proofs into a natural deduction formulation has solved
some of the problems, see [An80], [Mi83], or [Li86], but by and large the increasing
length and complexity of the transformed proofs adds to their incomprehensibility
rather than to reduce it. It is therefore paramount to be able to state the proofs in a
hierarchically structured way, as mathematicians do, formulating subgoals and
lemmata. It should also be avoided to overload the proofs with a large number of
trivial steps that hide the interesting ideas of the proof.

We aim to simplify and transform proofs that are found automatically into that
subset of natural language a mathematician might use. This shall be done in several
steps.

The figure on the next page shows the different tasks that need to be performed
when an automated deduction system tries to find a proof. Starting from an informal
description of the problem or the theorem to prove, a formal (first order) formulation
of the problem is generated. It is here where classical theorem provers begin their job,
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most of them transforming the formulae into a normal form before proving them. The
output is a proof in a format that is best suited for the computer, a resolution proof for
instance or a refutation graph, but not necessarily for a human.

Natural Language,
Informal Problem Description

1st Order Logic

Automatic
Theorem
Prover

Resolution Proof
Refutation Graph

Structured Natural
Deduction Proof

Structured Natural
Deduction Graph

( Natural Language )

Now proof transformation comes into the picture. The proof can then be
rewritten in a natural deduction calculus. But if one is not careful to lay open the
internal structure of the proof during this process, the resulting natural deduction
proof is often not easier to understand than the original. Therefore, at the same time,
the proof has to be reorganized and presented in a structured form using inference
rules of natural deduction. From this intermediate representation where the infor-
mation has been made explicit of how different parts of the proof are logically
connected, one can then start to generate a proof in natural language.
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In this thesis we want to examine the transformation step from refutation graphs
into structured natural deduction proofs and further on into natural deduction graphs;
these are the steps marked with bold arrows in the figure above. The thesis is
organized in three main chapters.

In chapter 2 the formal basis for this work is defined, especially the different
calculi and proof representations, as resolution proofs, refutation graphs, and as
natural deduction proofs. Then some important properties of clause graphs, and more
specifically of deduction and refutation graphs are developed. Finally the system of
natural deduction, that has been chosen by Gerhard Gentzen for its simplicity and
systematic use of the connectives, is extended by some further rules with the objec-
tive of allowing shorter proofs by avoiding long series of trivial proof steps.

Chapter 3 contains the basic system of proof transformation with a special
emphasis on an “intelligent” selection of inference rules. In particular, we try to avoid
proofs by contradiction, and the need to break up the formulae into single literals in
the resulting natural deduction derivations.

The task of finding the underlying proof structure is presented in chapter 4. This
can be accomplished by the elegant expedient of exploiting topological properties of
the refutation graphs in order to come up with a well-organized proof. Structure can
be imposed upon the proofs by introducing lemmata, both to avoid duplication of
parts of the proof and to arrange a larger proof in a sequence of subgoals easier to
understand. Another means of structuring proofs is its division into several disjoint
parts by employing a case analysis. This constitutes very often the only possibility to
prove an existentially quantified formula without having to fall back on a proof by

contradiction.
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2 Logical Calculi and Proof

Representations:
Resolution, Clause Graphs,
Natural Deduction Systems

In this chapter we will define the logic and introduce all the basic definitions for
the logical calculi used in this thesis. Everything is standard first order predicate
logic, and we need resolution and a natural deduction system based on Gerhard
Gentzen’s calculus NK [Ge35]. Additionally, as our actual starting point of the proof
transformation will not be a resolution proof, but rather the result of a graph-based
theorem prover, we must introduce the representation of proofs as graphs, i.e. as
so-called refutation graphs.

2.1 General Definitions

This section contains the basic definitions of the underlying logic. There are no
important differences from the usual way of defining these concepts; similar
definitions can for instance be found in [Ga86] or in [Lo78].

2.1-1 Definition: (signature, terms)

We define a signature F as the union of the sets of constant symbols Fyp, and the
sets F, of n-ary function symbols (n =1, 2, ...); all the F, are finite. Let V be a
countable set of variable symbols. Then the set T of terms is the smallest set with

i V,FocT
(i) iffePFpandty, ty, ..., t, €T, then ftity...t, € T.

V(1) is the set of variables occurring in a term t. A term containing no variables is
called a ground term. T, is the set of ail ground terms. V(o) is an abbreviation for the
set of variables occurring in an arbitrary object o, and the same convention is
similarly used for Fp, F, T, and Ty;.

2.1-2 Definition: (substitutions)

A substitution is a mapping 6: V— T with finite domain V:={ve V| 6(v)#v};
o(V) is called the codomain of ¢. A substitution ¢ with domain {x;,xs,...,x,} and
codomain {tj,ts,...,t,} is represented as {xi—tj,...,Xp~t,}. A substitution is
extended to a mapping T—T by the usual homomorphism on terms. The application
of a substitution to any other object containing terms is defined analogously.
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A substitution G is idempotent if 6o 6=0. This is equivalent to the requirement
that none of the variables of its domain occurs in any of the terms of its codomain, cf.
[He87]. In this thesis all substitutions will be idempotent. If a substitution maps into
Ty, itis called a ground substitution, if it is a bijection and maps into V it is called a
renaming.

Let s,teT. A matcher from s to t is a substitution B with us=t. A unifier of s
and t is a substitution s with os = ot. If a unifier for s and t exists, then the two terms
are said to be unifiable.

2.1-3 Definition: (formulae)

We introduce the set P=\_ <, P, consisting of finite sets of n-ary predicate
symbols (n=0, 1, ...). There are two special zero-place predicate symbols, TRUE
(written T) and FALSE (written L ). The objects of the form Pt;ty...t, with Pe Py,
and ty,t2,...,t, € T constitute the set A of atoms.

To construct the formulae of First Order Predicate Logic, we use the following

additional signs:
(a) Unary connective negation sign

(b) Binary connectives conjunction sign
disjunction sign
implication sign
universal quantifier
existential quantifier

opening parenthesis

(¢) Quantifiers

(d) Structuring Signs

VALu<u<>J

closing parenthesis

The set @ of formulae of First Order Predicate Logic is now defined as the
smallest set with:

@ Acd
(i) If A,Be®, then (AAB), (AvVB), and (A=B) are all in P.
(i) HAed® and xeV, then —A, (¥x A), and (Ix A) are all in P,

(A<B) is used as an abbreviation for (A=B)A(B=>A). Furthermore we write
(Vx1,X3,...,X,A) as an abbreviation for (Vx1(Vx;...(Vx,A))...) and similarly for the
existential quantifier. If M={M,M»,...,M,} is a finite set of formulae, we write
(AM) or (N\1<i<nM)) instead of (MiIA(Man...A(Mp))...) and likewise (VM) or
(V1<i<aM) instead of (Mjv(Mav... v(Mp))...).



Logical Calculi and Proof Representations 7

Parentheses are only used to indicate the range of the connectives, as in
((=A) A (Bv()). The outermost parentheses will be omitted most of the time, and we
adopt the usual convention to define a binding order of the connectives. We assume
that — binds more strongly than A and v, these in turn bind more strongly than =
and <>, and the quantifiers V and 3 are the weakest. Parentheses may be omitted
according to this binding hierarchy, so that the above formula could be written as
—AA(BVO).

2.1-4 Definition: (rank of formulae)
We can now inductively define the rank r of a formula Fe @:
(1) if Ae A, thenr(A) =1(—A) =0.

(i) if F,Ge @, then r(FAG) =r1(FvG) = 1 + max@(F), r(G)),
1(VxF) =r1@xF) =1 + «F),
r(—=F) =1+1(),if Fg A, and
r(F=G) = 3 + max(@(F), r(G)).

The implication is treated differently from the other connectives in order to make
subsequent proofs easier. This definition ensures that the rank of an implication can
be decreased by rewriting it as a disjunction, as r(—FvG) < r(F=G).

2.1-5 Definition: (interpretations)

A variable assignment is a mapping v: V — Tg;; v is extended to a mapping
A — Agy similar to substitutions, cf. definition 2.1-2. An interpretation 3 is a pair
(Sgr, v), where SgrgAgr is a subset of the set of ground atoms and v is a variable
assignment. 3 satisfies an atom A€ A if v(A) € Sgr and falsifies A otherwise. An
interpretation 3 satisfies a compound formula H if

H=(-F) and S does not satisfy F,
H =(FAG) and § satisfies both F and G,
H=(FvG) and S satisfies at least one of F and G,

H=(F=G) and 3 falsifies F or satisfies G,
H = (VxFx) and 3 satisfies Ft for all te Ty, or
H =(3xFx) and 3 satisfies Ft for at least one te Ter;
otherwise 3 falsifies the formula. Any object is satisfiable if there exists an inter-

pretation satisfying it and is unsatisfiable otherwise. An object satisfied by all inter-
pretations is said to be valid and called a tautology.
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A set of objects is satisfied by an interpretation 3 iff 3 satisfies all of its
members. Often 3 is used instead of 3 g, if the variable assignment is of no
importance.

2.2 Formula Occurrences

The task of an automated deduction system is normally described as proving that
a given formula @e ® is a tautology. Most traditional automatic theorem proving
systems take the formula @, negate it, transform it into conjunctive normal form, and
then prove its unsatisfiability. The proof is then stated as a resolution proof or in the
form of a graph, [Sh79], or matrix, [An81] and [Bi81], but often starts directly with
a normalized set of formulae for instance the clausal normal form. As a human proof
usually starts from the formula as it was originally given, it is necessary to be able to
relate the parts of the refutation graph to parts of the original formula.

In order to establish a well-defined connection between the original formula to be
proved and the literal and clause nodes in the proof (when it is represented as a
refutation graph), we need a relation between these literal nodes and the atoms
occurring in the original formula. The following definitions are made in order to
formalize this correspondence.

2.2-1 Definition: (subformulae, formula trees)
For any formula A, we define the set S(A) of subformulae of A as follows:

(o) if A €A, then S(A)={A}.

(B) If A is of the form BAC, BVvC, or B=C, then
S(A)={A}USB)US(C).
B and C are called immediate subformulae of A.

(y) If Ais of the form —B, Vx B, or 3x B, then S(A)={A}US(B).
In this case B is the only immediate subformula of A.

A formula A can be written as a formula tree 1(A), where the leaf nodes are
labeled with an atom and the other nodes are labeled with a connective or quantifier,
in the following way.

(i) IfA €A, then t(A) is the one node tree labeled with A.

(i) If A is of the form B*C, *e { A, v, =}, then the root of 1(A) is
labeled with *, and its two successors are the roots of T(B) and

1(C), respectively.
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(iii) If A is of the form *B, *€ {—, Vx, Jx}, then the root of 1(A) is
labeled with *, and its only successor is the root of T(B).

2.2-2 Definition: (formula occurrences)

A finite sequence ® = <@Q1,y,...,¢> of formulae is called a formula occurrence
of a formula ¢, within a formula ¢;e ®, if every element of ® is an immediate
subformula of its predecessor.  is called an atom occurrence within @y, if in additicn
the last element of ¢ is an atom.

1 is a specialized formula occurrence of w; within a formula ¢, ®; D wy, if
both are formula occurrences within a common formula ¢, and ®; is a subsequence
of w1. Q(w) and Q,(w) denote the sets of formula (atom) occurrences within ¢, that
are specialized formula occurrences of w. Q(<@>) and Q,(<@>) are sometimes
simply written as Q(¢) and €2,(¢).

In most cases there will be no ambiguity as to the first formula of a formula
occurrence ®, but when it is important to indicate this formula, it is done using a
superscript, as in @®. Unlike term access functions, formula occurrences do not make
a distinction between several identical immediate subformulae, as the position in
AAA, AvA, or A=A is unimportant.

2.2-3 Example: (formula occurrences)

Let ¢ = (Vx Px v Qx) = (3x Px) v (3x Qx),
@1 = Vx Px v Qx,
¢11 =Px v Qx,
¢2 = (3x Px) v (Ix Qx).

Q(@) can be viewed as the set of partial paths through the formula tree of ¢:

=
V/\v Q.@)={ <0, 91, 911, Px> <0, 91, 911, Qx>
l <@, ¢z, IxPx, Px> <0, @2, IxQx, Qx>}
. /\ Q (@) = Qa(Q) U (<, @1, 911> <P, Q1> <Q>
/\ 3 5|| <@, P2, IXPx> <@, @3, IxQx> <0, ¢2>)

Px Qx Plx Qx

Note, that the same atom Px may be the last element of different atom occurrences.
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2.3 Resolution
2.3-1 Definition: (literals, clauses)

If A is an atom, then +A and —A are (complementary) literals. The set of all
literals is .. A finite set of literals is called a clause, the number of literals in a clause
C is denoted by ICl, and C is the set of all clauses. The clause without any literals is
called the empty clause and is denoted by O.

Let 3=(Sgr, v) with Sgr CAgr be an interpretation. Then 3 satisfies a literal +A
iff it satisfies A, it satisfies —A iff it falsifies A. A clause C is satisfied by 3 iff 3
satisfies at least one literal in C.

Two literals are unifiable if their signs are equal and their atoms are unifiable.
They are called resolvable whenever their signs are different and their atoms
unifiable.

The cross-product x of two clause sets S and T is the set of clauses consisting of
all the clauses combining the literals of a clause in S with the literals of a clause in T,
SxT={CuDICeS,DeT}. From this definition we can easily derive the
following distributive law needed later on: '

Sx (T UTy) =(SxT)U(SxTy)
2.3-2 Definition: (normal forms)

A formula Fe @ is said to be in Negarion Normal Form (NNF) if it contains no
equivalence or implication signs and all its negation signs appear directly before an
atom. It is in Prenex Normal Form (PNF) if all the quantifiers (together with the
variables they bind) are placed at the beginning of the formula, i.e. before any atom
or connective; the string of quantifiers (together with the variables they bind) is called
the prefix, the quantifier-free rest of the formula is called the matrix. A formula F in
PNF can be transformed into Skolem Normal Form (SNF); all the variables y; bound
by existential quantifiers are replaced by terms fix;...xp,, where the function symbols
t; are distinct Skolem functions and the variables x; are all the universally quantified
variables that are bound before y; in the prefix of F.

A formula Fe @ in Skolem normal form can be transformed into a set of clauses,
the so-called clause form C(F), applying the following definition. Note that the
construction of the clause form is not a function on interpreted formulae, but on the
formulae viewed as strings.

formulae viewed as strings.
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@ C@L)={{L}},if Lis a literal.
(i) CEFAG)=CEF) v C(G)
i) CEFEvG)=C(EF)xCG)

A formula F is unsatisfiable iff its clause form C(F) is unsatisfiable, i.e. if there
exists no interpretation simultaneously satisfying all of the clauses in C(F).

By the construction of the clause form of a formula F, a relation is established
between the atom occurrences within F and the literal occurrences in the clause set
C(F). The distinction between literals and occurrences of literals must be made, since
a literal can be contained in several clauses. This relation will be needed when the
notion of a clause graph is introduced in the next section in order to specify how a
clause graph represents a formula.

2.3-3 Definition: (resolution method)

Two clauses C and D are resolvable if, for a renaming p such that C and pD have
no variables in common, there exists a pair of resolvable literals Le C, KepD. If ¢
unifies the atoms of L and K, then the clause 6(C\L) U c(pD\K) is called a resolvent
of C and D. In the case where C=D the clause C is said to be self-resolvable.

A finite sequence Sg, S1, ..., Sy of clause sets is called a resolution derivation of
S, from Sy if for all i there exist clauses C; and D;, such that C; and D; are resolvable
with resolvent R; and S;;1=3; UR;. A resolution derivation is called a resolution
refutation or a resolution proof if the final clause set S, contains the empty clause. ¢

The resolution method for automated theorem proving relies on the fact that a
clause set S is unsatisfiable if and only if there exists a resolution refutation starting
with S. This means that a formula F is valid if and only if there is a resolution
refutation for the clause set C(—F).

From the beginning of the “age of resolution” in 1965, [Ro65], a major effort
has been to improve on the basic resolution method by developing refinements,
restriction strategies, and better datastructures to ease the search and to cut down the
search space. Of the older restriction strategies, “Unit-Preference” and “Set-of-
Support” [WCR64], [WCR65], “Linear Resolution” [Lo78], “First-Literal-
Resolution” [KH69], and “SL-Resolution” [KK71] must be mentioned. Many of
these refinements are still widely used, but today the most promising procedures are
based on highly adapted datastructures. OTTER, the theorem prover developed at
Argonne National Lab, [McC88], uses standard resolution, but employs a fast
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indexing scheme to find all the possible resolution steps. This system, though
probably the most powerful automatic theorem prover to date, is still in line with the
tradition of classical logic calculi, in that it derives new formulae to finally prove a
theorem or refute its negation.

Modern (automated) theorem proving, however, has altogether put away with the
derivation of new formulae, whether they are clauses or not. Instead, the original set
of formulae, or its clause form, is arranged in a matrix or a graph structure, and
finding a proof amounts to checking certain conditions in this structure. The two
competing approaches are the matrix method by Andrews [An76], [An81], and Bibel
[Bi81], [Bi82] and the connectiongraph method introduced by Kowalski in [Ko75].

Both methods result in an even more abstract notion of a proof than resolution
does, because a proof is no longer viewed as a dynamic process leading from a set of
original formulae to a desired goal formula (or a contradiction). Instead, a proof
consists of a matrix or a graph containing the given set of formulae, which must be
linked in a specific way. In the next section, the notion of a refutation graph will be
introduced as a means to formulate proofs found with the connection graph method.
These graphs are the final result of the “Markgraf Karl Refutation Procedure”,
“MKRP”, a theorem prover developed in Karlsruhe and Kaiserslautern, [MKRP84],
[EO88] or [OS89].

2.4 Clause Graphs and Refutation Graphs

2.4-1 Definition: (clause graph)
A clause graph is a quadruple I" = (N, [N], £,IT), where

(a) N is a finite set. Its members are called the literal nodes of T.

(b) [Nlc 2Niga partition of the set of literal nodes. The members of
[N] are called the clause nodes of I'. Contrary to the standard
definition of a partition, @ < [N] is aliowed. The (unique) clause
node containing Le N is denoted by [L1, and a clause node
consisting of literal nodes L; through L, is denoted by [L; ... L,].

(¢) £:N— L 1s a mapping, which labels the literal nodes with literals,
such that if L, Ke N belong (o different clause nodes, then
VEL) N V(EK) =@,
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(d) The set of polylinks T1 is a partition of a subset of N, such that for
all Ae TI the following polylink condition holds:

(m;) All the literal nodes in one polylink are labeled with literals
whose atoms are unifiable.

(1,) There must be at least one positive and one negative literal
in a polylink.

Literal nodes belonging to no polylink at all are called pure; Ny, is the set of all
pure literal nodes. Each polylink A has two opposite shores, a positive shore ST(A),
and a negative shore S"(A), constituted by the literal nodes with positive and negative
literals, respectively. As a literal node belongs to at most one polylink, it is possible
to use A(N) to denote this polylink; if Ne N;, A(N) = .

These clause graphs, developed by N. Eisinger in [Ei88], are a generaiization ¢f
Kowalski’s connection graphs, [Ko75], and Shostak’s refutation graphs, [Sh76j.
Unlike Eisinger we have no need for any links different from the polylinks defined
above, so that we will often simply use the term link to denote a polylink. Similarly
the term ““‘graph” is used as a synonym for clause graph.

2.4-2 Definition: (interpretation of clause graphs)

An interpretation 3 satisfies a literal node L if it satisfies the literal £1.. I satisfies
a clause node C if it satisfies at least one of the literal nodes L € C. A clause graph I'
is satisfied by 3 if 3 satisfies all of its clause nodes.

A clause graph I'= (N, [N], £,T1) is said to represent a clause set S if for every
clause node C € [N] there is a parent clause CeSanda ground substitution y such
that the restriction of £ to C is a bijection between its literal nodes and the literals of

yC. .

Note that if a clause graph I” representing a clause set S is unsatisfiable there is a
finite unsatisfiable set of instances of clauses in S, hence S itself is unsatisfiable.

2.4-3 Example: (clause graph)

Here is an example of a clause graph. Literal nodes are drawn as boxes with the
appropriate literals inside. It can be seen that the same literal may belong to several
literal nodes. Therefore literal nodes cannot be identified by their literals and the
labelling outside of the boxes is for their identification. The example contains seven
clause nodes, built up by bordering literal nodes. There are four polylinks, {L4, L10,
L16, L11}, {L2, L3, L6, L9}, (L7, L8, L12}, and {L13, L15}. Polylinks are
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drawn as lines with a little dot, which branch on each side to connect the different
literal nodes of the opposite shores. The literal nodes L1, L5, and L.14 are pure.

Li12

L13| +S
L14|-Q L15 L16

It is often necessary to change a given clause graph I" by adding or removing
some of its parts. Since this usually involves several sets of nodes, one has to define
carefully what the resulting graph is to be. Adding a set of polylinks ¥ to a clause
graph I means to change Il by adding a set of links consisting of previously pure
literal nodes; the polylink conditions ®; and =,, cf. 2.4-1 (d), must of course be
obeyed.

Adding a set of literal nodes means adding new pure literal nodes to one of the
existing clause nodes. And to add a set of clause nodes is to insert a new set of pure
literal nodes to I' making up the new clause nodes. Since there is normally no
ambiguity, all of these operations are written using the same + sign.

Similarly, to remove a set of polylinks Z from a clause graph I' means to make
pure all the literal nodes belonging to a link in E, i.e. to add these literal nodes to Np.
Removing a set of literal nodes M ¢ N from I' is to remove them from their respective
clause nodes and to change their polylinks accordingly. The literal nodes are simply
removed from their shores and, if the shore becomes empty, the whole polylink is
removed. Note that if the last literal node in a clause node is removed, then the clause
node is deleted altogether, rather than to keep the empty clause in the graph.

A set of clause nodes is removed by removing it from [N] and all of the literal
nodes from N. Removal of any part of a clause graph is written using the — sign. We
will now give a rigorous definition.
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2.4-4 Definition: (subgraphs)

Let I'=(N,[N],£, IT) be a clause graph, and let D€ [N] be a clause node in I .
Let L be a set of literal nodes not in ', i.e. LNAN =@, and let S be a partition of the
literal nodes in L. For 1<i<n let A;C N, with A;NA;j=© fulfil the polylink
conditions 7t; and 15. Let W={A;, ..., An}. Then

I'+1D :=(NUL, [NMD}u{DUL},£, IT),
where £ is an extension of £ with £’LglL.

r'+S :=@®uUL,[NJUS,£,I),
where £ is an extension of £ with £'LgL.

'+¥ :=@N,[N]LE, [TUY),

Now let MC N be a set of literal nodes, and let T [N] be a set of clause nodes
in I, Furthermore let 2= {©1, ..., ©,} Il be a subset of the links of I'. Then

F-M = (N\M, [N\M], £ |, IT) with
[N\M] = (INNMINT|NeM}D U({TNT\M|Ne M}\{a}) and
IT'= (IM{A(N) |NeM})
U {AMN)\M|NeM, SHAMN)\M) = &, S-(AN)\M) = T}

r-T =@ ,[NNT, £|n', II") with
N '= MU et C, and where IT" is constructed similar to IT by
removing all literal nodes of clause nodes in T.

F-E = (N,[NLE, [I\E)

T" is a subgraph of a clause graph I if it can be obtained from I" by removing
sets of clause nodes and polylinks.

2.4-5 Definition: (separating links)

A walk in a clause graph I is an alternating sequence CyI1,C;...C,I1,C, (n21)
of clause nodes and polylinks such that for every pair of clause nodes C;, C;,; one
contains a literal node of the positive shore of the connecting polylink IT; and the
other contains a literal node of its negative shore. Regarding clause nodes and
polylinks as sets of literal nodes this means for all n either C,_.; N SH(I1,) # @ and
ConSJT)#Bor Cy NS (1) #@ and CNSH(IT) = D.
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A set ¥ of links is separating I" if there exist two clause nodes C and D
connected by a walk in I" which are no longer connected in I'-¥. If ¥ consists of
only a single link A one can also say that A separates I'.

2.4-6 Definition: (deduction and refutation graphs)

A trail in a clause graph I' is a walk where all the links used are distinct. A trail
Jjoins its start and end clause nodes Cg and C,,.

A cycle is a trail joining a clause node to itself. If a clause graph I contains such
a cycle it is called cyclic, otherwise acyclic. It is called connected if each pair of clause
nodes is joined by a trail.

A component of a clause graph I" is a maximal connected subgraph of I.

Let A and IT be polylinks in a clause graph. A is less nested than I, A~I1, if
there exist clause nodes C and D, containing literal nodes of the same shore of A, and
joined by a trail using IT. * is the reflexive and transitive closure of .

A deduction graph is a non-empty, ground, and acyclic clause graph. A
refutation graph is a deduction graph without pure literal nodes. We sometimes speak
of deduction or refutation graphs even if they are not ground, but then the existence
of a global substitution is required that transforms them into ground graphs without
destroying the polylink conditions for any of its links.

A minimal deduction (refutation) graph is one containing no proper subgraph
which is itself a deduction (refutation) graph.

2.4-7 Example: (deduction graphs)

In the above graph, all the literal nodes belong to a link. Only A and © are
separating the graph; they are also maximal links with respect to the nesting order —.
Q is less nested than A (Q—<A), and both 2 and IT are less nested than A. There is no
cycle, since it is not allowed to use a link more than once in a trail, and when a link is
entered, it must be exited via the opposite shore. So the graph constitutes an example
for a (minimal) refutation graph.

/
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The subgraph marked in the above figure, consisting of the clause nodes
[+S +P +R], [-R], and [-Q ~P +R], as well as the links A and Q, is an example of
a deduction graph; obviously there can be no cycle, for there are no additional links,
but the literal nodes marked —Q and +S are pure. The subgraph is also connected.
This property could be destroyed by removing {2}, then there would no longer exist
a trail between [+S +P +R] and [-Q -P +R].

Below the subgraphs are drawn without specifying their internal clause nodes
and links. We will often do so, when the internal structure is unimportant. It is
understood, however, that such subgraphs are connected and that all the links having
a shore outside are indicated in the drawing. In the second case, there is a special
emphasis on the nature of the pure literal nodes of the subgraph.
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2.5 Properties of Deduction and Refutation Graphs

In this section we want to examine some of the properties of clause graphs, and
especially deduction and refutation graphs. Most of the following lemmata have been
proved by Shostak [Sh79] and Eisinger [Ei88], and will be cited here without proof.
Care has been taken, however, to change the presentation of the lemmata to meet our
slightly different definitions. For all the new theorems, which are needed later on for
the proof transformation, proofs will of course be given.

2.5-1 Lemmata: (N. Eisinger)

The following graph theoretic properties of deduction graphs are all proved in
N. Eisinger’s thesis. The numbers 5_6 through 5_16 are Eisinger’s original numbers
for the theorems.

5_6: Inadeduction graph the relation X is a partial ordering.

5_7: Inadeduction graph, if a link ITis *-minimal it is separating.
5_8: If aclause graph is acyclic, then each of its components is acyclic.
5_9: A deduction graph is connected iff it is a minimal deduction graph.

5_10: Each component of a deduction (refutation) graph is a minimal
deduction (refutation) graph.

5_11: Let IT be a link in a deduction graph I'. Then I'-{I1} is a deduction
graph, and if IT is separating, then any two clause nodes intersecting
with different shores of Il belong to different components of I'—{IT}.

5_12: Let IT be a *-minimal link in a deduction graph I'; let I-{I1} have m’,
m*, and m% components containing a negative, a positive, and no
shore of T, respectively, then I' has m0+m'om™* components.

5_13: In a deduction graph with p links, ¢ clause nodes, and m components,
the inequality p<c<p+m holds.

5_14: A deduction graph is minimal iff it has exactly one more clause node
than it has links.

5_15: A deduction graph has exactly two components iff it has exactly two
more clause nodes than it has links.

_16: Let Il be a link in a minimal deduction graph I'. Then I'-{I1} has
exactly two components, each a minimal deduction graph containing
exactly one of the shores of IT. If IT is *-minimal, then each of the two

LA
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An important operation on clause graphs and especially deduction graphs, which
will be needed later on to construct graphs representing subproofs, is to split the
graph by “cutting” a clause node into parts.

2.5-2 Definition: (graph splitting)

A clause graph I'= (N, [N], £,T1) can be split by splitting a clause node Ce [N}
into several disjoint parts leaving the link structure unchanged. With
C=CuCpu...u C, where u denotes the disjoint union, i.e. C;NCj=O fori#j,
the graph changes to I''= (N, (INN{C}U{C1,Ca,...,.Ca}), £,11).

2.5-3 Lemma: (graph splitting)

Let '=(N,[N],£,IT) be a deduction graph and Ce [N] a clause node. If the graph
is split by C=C1u Cau ... u C,, then

(1) all the new clause nodes C; lie in different components of the split graph.
(i) IfT is minimal, there are exactly n resulting components.
(iii) All the components are themselves deduction graphs.

Proof: (i) If for any pair i, j (i# j) C; and C; are in the same component of
the split graph, then there must be a trail joining C; and C;. But since the literal nodes
of C; and C; are in the same clause node in T', this proves that I' contains a cycle,
which is a contradiction to the assumption that I" is a deduction graph.

(ii) Let ¢ be the number of clause nodes in I', and let p be the number of links. As
the deduction graph is minimal, we know that c=p+1 (lemma 5_14). The proof is
now conducted by induction on the number n of splitparts.

Induction base (n=2): After splitting, the deduction graph I has the same
number of links but one additional clause node, therefore c'=p'+2. By lemma 5_15
I must have exactly two components.

Induction step (n—n+1): Splitting a clause node into n+1 parts can be done by
splitting it into n parts, which leads to exactly n components Aj,..., A, in the
resulting deduction graph by induction hypothesis, and then further splitting the
clause node C; into two parts. From (i) we know that C, does not lie in any of the
other components, so splitting it will split A, into two parts without affecting the
other components. Hence the total number of splitparts is n+1.
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(iii) It is easily seen that no cycle can be introduced by the splitting operation, for
no links are added and no literal nodes are joined to new clause nodes. Therefore
splitting a deduction graph always leads to another deduction graph. Additionally, as
no link is removed, no literal node can become pure, and hence the splitparts of
refutation graphs are also refutation graphs. |

It is not the case that splitting a clause node into n parts always increases the
number of components by n-1 as can be seen in the following example, where we
start with four components and the graph resulting from a cut through C still has four
components.

At this point it is necessary to explain how refutation graphs and deduction
graphs represent (refutation) proofs and derivations. Shostak and Eisinger prove that
refutation graphs are always unsatisfiable (cf. theorem 4.1 in [Sh79] or lemma 6.1_1
in [Ei88]), and therefore any clause set represented by a refutation graph must itself
be unsatisfiable. So the existence of a refutation graph can guarantee the unsatis-
fiability of a clause set. Furthermore Eisinger shows how a resolution refutation can
be constructed from a given refutation graph.

As a corollary of Eisinger’s lemma 6.1_6 it is known that every interpretation
satisfying a deduction graph must satisfy one of the pure literal nodes. Again a
resolution derivation of the clause node consisting of the pure literal nodes from the
set of all clause nodes in I" can be constructed. In this sense a deduction graph with
pure literal nodes L, ..., L, represents the derivation of £L;v ... v£L, from the
underlying clause set.

Here we are not so much interested in proofs of the unsatisfiability of clause sets,
but prefer to state the problem in its positive form, i.e. to give a proof of the validity
of a formula F (usually not in clause form ), when a refutation graph representing
C(=F) is known. One important thing to know therefore is a relation between the
literal nodes in the graph and the atom occurrences of the original formula.
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2.5-4 Definition: (clause graph relation)

For a formula F and a clause graph I'=(N, [N], £,II) representing C(F) or
C(—F), a relation A C {(w,, L) | . Q,(F),Le N} is a clause graph relation if it is
compatible with the relation established by the normalization process (cf. 2.3-2) when
the clause form is constructed from the formula. ¢

A is in general not a function, which can easily be seen when one envisages the
process of constructing the clause form of a formula F. It is often useful, however, to
be able to use A as a function to denote the set of literal nodes related to a given
formula occurrence. In this sense we use A as a symbol for one of the two functions
defined by the relation A,

A: Q. (F) — 2N and ' A: N — 2Q4(F)
Al@)={LeNl(w,, L)eA} AL)={w,e Q,(F) | (w,, L) A}

2.5-5 Example: (refutation graph for subgroup criterion)

In this example a refutation graph is given representing a proof of the formula
F = (VuPuiue) A (Vw Peww) A (Vxyz Sx A Sy A Pxiyz = Sz) = (Vv Sv = Siv). This
is a formulation of part of the subgroup criterion, see for instance [De71]:

Let G be a group, SCG; iffor all x,y in S, yLox is also in
S, then for every v in S its inverse is also in S.

In this formulation e represents a constant (the unit element of the group) andia
unary function (the inverse); Pxyz means that x-y=z in the group and Sx stands for
x € S. The constant a is introduced during the skolemization of —F, which leads to a
clause set S={C;,C2,C3,C4,Cs5} with C;={+Puive}, Cy={+Peww]},
C3 = {-Sx,-Sy,-Pxiyz, +Sz}, C4={+Sa}, and C5={-Sia}.

-Sa | - Paiae LSe
/Ho/
[-Se | -Sal- Pe:a|a LSE}—-O-—LSlﬂ

The relation A is obvious in this small example. It can be seen here that A is not a
function as both the literal nodes labeled with +Se and +Sia are related to the atom
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occurrence <F, Ax; A Axy A AX3, Ax3, Sz>1. On the other hand the literal node —Sa
in the same clause node as +Se is related to both <F, Ax; A Axy A Ax3, Ax3, Sx> and
<F, Ax; A Axp A Ax3, Ax3, Sy >.

According to Eisinger in [Ei88], a resolution proof can be generated by
repeatedly choosing a maximal link (with respect to the nesting order *<) and
performing the appropriate resolution step. Starting with link IT the following
resolution proof is constructed:

C3,4 & C3,1: add R1: {-Sx,-Sy,-Pxiyz,-Sy',—Pziy'z',+Sz'}
R1,1 & C4,1: add R2: {-Sy,—Paiyz,-Sy',-Pziy'z',+Sz'}
R2,1 & C4,1: add R3: {-Paiaz,—Sy',-Pziy'z',+Sz'}

R3,2 & C4,1: add R4: {-Paiaz,—Pziaz',+Sz'}

R4,1 & C1,1: add R5: {-Peiaz',+Sz'}

R5,1 & C2,1: add R6: {+Sia)

R6,1 & C5,1: addR7: o

Only the first resolution step is required by Eisinger’s method, all the other steps
can be done in any order, so the refutation graph does not only represent a single
resolution proof but a whole class of resolution proofs differing in the order of the
resolution steps.

At this point we want to prove two technical lemmata regarding clause graphs
and their relation to formulae. In the first lemma below the link structure of the graph
is of no importance, so it can also be seen as a property of clause sets where the
relation A is transcribed in the obvious way.

2.5-6 Lemma: (literal removal)

Let F and G be two formulae in Skolem normal form. Let I” be a clause graph
representing FvG and A a clause graph relation for FvG and I.

Then the graph I constructed from I" by removing all the literal nodes related
only te atom occurrences in (,(<FVG, G>) is a clause graph representing F.

C'=TI- (A(Q(<FVG, G>)N\A(Q(<FVG, F>)))

1 We denote by Ax; the formula Vu Puiue, by Ax, the formula Vw Peww , and by Ax; the

formula Vxyz Sx A Sy A Pxiyz = Sz.
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Proof: The proof is conducted by induction on the rank of the formula G.

If r(G)=0, G is a literal L. and C(G) ={{L}}. Then I represents the clause set
S=C(FvG) =CF)x {{L}} ={CU{L}ICe C(F)}. All the clause nodes in I must
have a parent clause in S. After removing all the literal nodes stemming only from L,
all the clause nodes have a parent in C(F), so r represents F.

If 1(G) = n > 0, we consider first the case where G is a conjunction G1AGj.
Then by definition C(Fv(G1AG2)) = C(F) x C(G1AG2) = C(F) x (C(G1) U C(G2)).
By the law of distributivity this equals (C(F)xC(Gy)) U (C(F)x C(G2))
= C(FvG;) UC(FvGy). Every clause node in I' must have a parent clause in this
clause set. From the graph we must then remove the literal nodes in

AQL(<FVvG,G>)\A(QL(<FVG,F>))

(AQu(<FVG,G,G1>) UAQ<EVG,G,G2>)) \NAQa(<F v G, F>))
(A(QL(<FV G, G, Gi>)\AQu(<FVvG,F>)) U
(AQu<FVG,G,G>)\AQu(<Fv G,F>))).

We can now simply remove A(Q(<Fv G, G, G1>)\A(Q.(<Fv G, F>)) from
the subgraph whose parent clauses are in C(FvGy), as the rest of the graph cannot
contain any of these literal nodes. The resulting clause graph represents C(F) by
induction hypothesis, for r(G1) < r(G). The same argument applies to the removal of
A(Q(<FvG,G,G>)\A(Q,(<F v G, F>)) from the subgraph whose parent clauses
are in C(FvGy).

If G=G;vG, is a disjunction, then C(Fv(G1vG,)) = C(F)xC(G1vGy)
=CEFE)X(C(G)XC(G2)) =(CFEIXC(G))XC(Gy) =CEFEVG)XC(G3). An
argument similar to the previous case allows us to remove
A(Qa(<FVvG,G,G1>)\A(Q,(<F v G,F>)) from the subgraph of I" representing
C(FvG;) before computing the cross-product. The remaining clause graph represents
C(F) x C(G2) = C(FvGy;) by induction hypothesis. From this graph we must remove
A(Q(<FvG,G,G>)\A(L2,(<FVvG,F>)), and another application of the
induction hypothesis leads to a graph representing C(F). u

Previously Shostak [Sh79] has mentioned that there are unsatisfiable ground
clause sets, for which every refutation graph contains at least one of its clauses twice.
But in this case one can always inhibit the duplication of any specific clause.
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2.5-7 Lemma: (choose clause not to duplicate)

For every unsatisfiable ground clause set S containing a clause C, one can
construct a refutation graph I" which contains C only once.

Proof: LetC={L; L, ... L}, and let S=S\{C). Then S;=S'U {[L]} is
also unsatisfiable. For this clause set there exists a refutation graph using [L;] only
once, for otherwise the copies of [L;] could be combined using a branching link. This
holds for all i. We now construct a refutation graph for S by combining all the
refutation graphs for S; so that all the single graphs are only connected via C, which
by construction appears only once. |

2.6 Natural Deduction Proofs

In 1933, Gerhard Gentzen developed a formal system for mathematical proofs
with the intention to describe as closely as possible the actual logical inferences used
in mathematical proofs. To quote from [Ge35]:

der moglichst genau das richtige logische Schlieflen bei
mathematischen Beweisen wiedergibt

The main difference between these natural deduction proofs (NDPs) and proofs
in the earlier axiomatic systems by Frege, Russell, and Hilbert is that inferences are
drawn from assumptions rather than from axioms.

Prawitz describes such systems of natural deduction in [Pr65]:

The inference rules of the systems of natural deduction
correspond closely to procedures common in intuitive
reasoning, and when informal proofs — such as are
encountered in mathematics for example — are formalized
within these systems, the main structure of the informal
proofs can often be preserved.

We use a linearized form of Gentzen’s calculus NK, where the dependencies
between formulae are explicitly included as justifications, and where for every
formula we give the set of assumption formulae it depends on. The actual form of the

proof lines is taken from Andrews [An80], but they differ only in their syntax from
Gentzen's rule system for NK in [Ge35].
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2.6-1 Definition: (Natural Deduction Proof)

A natural deduction proof line consists of
(a) afinite, possibly empty set of formulae, called the assumptions
(b) a single formula, called conclusion
(¢) ajustification.
A proof line with assumptions 4, conclusion F and justification “Rule K" is

written {4 +F Rule R}. Sometimes comments are given to make the proof easier
to read; these comments are then written as if they were proof lines.

A finite sequence S of proof lines is a natural deduction derivation of a formula F
from assumptions 4, if
() Fis the conclusion of the last line of S,
(B) A4is the set of assumptions of this last line, and
(Y) everylinein S is correctly justified by one of the rules given in 2.6-2.
A proof line A={4+F Rule R} within a sequence of proof lines is correctly

justified iff 2+ F matches the lower part of Rule X and there are proof lines before
A in the sequence matching the upper part of Rule K.

A finite sequence S of proof lines is a natural deduction proof of a formula F if it
is a natural deduction derivation of F from an empty set of assumptions.

2.6-2 Rules of the Natural Deduction System:

In the following definition of the rules of the natural deduction calculus the letters
F, G, and H represent formulae and 4 represents a finite set of formulae.

) : _
Assumption Rule (Ass) A4F+ F

This rule introduces a new assumption. For the intuitionistic calculus NI it replaces
the axioms of other calculi. To obtain the full power of classical logic one needs to
add an additional axiomatic rule, the law of the excluded middle;

Tertiam non datur (Axiom): - =
A+ FV_I F

The following rules are introduction and elimination rules for the various logical
connectives. Only the rule of contradiction does not fit into this scheme.
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42+rF BrG

AND-Introduction {(AD:

a,B+FAG
A +FAG A FFAG
_ - . . : ————— -
AND-Elimination (AE) 2cp 2 TS
R - . . 4rF q A+G
- 1LY a2+EvG "% a+FBvG
NOTI . A,F L
T-Introduction (—I): a4t —F
Rule of Double Negati Arook
ule of Double Negation (—E): 4+rF

A+F B +~F
4,8+ L

Rule of Contradiction (Contra):

4a+FvG 8,F+H ¢, G+H
a,B8,c+ H

Rule of Cases (vE):

A +Fc
A +Vx Fx
provided that ¢ does not occur in any of the assumption
formulae in 2, and Fc = {x~c}Fx.

Universal Generalization (VI):

2 +Ft

2 +3x Fx

Existential Generalizatdion (3):

where Ft = (x>t} Fx.
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A +Vx Fx
niversal Instantiation (VE 4+ Ft

where Ft = {x—t}Fx.

A+3x Fx B,Fc+ G
i :
Rule of Choice (dE) 48+ G

provided that Fc = {x—c}Fx and ¢ does neither occur in G,
nor in 3x Fx, nor in any of the assumption formulae in 4.

2.6-3 Example: (Natural Deduction Proof)

As an example let us prove that (Vx —Px) = —(3dy Py). Note that no axiom is
introduced, so this formula is also valid in intuitionistic logic.

(H 1 = Vx—Px Ass
2) 2 - Pa Ass
3) 3 - dyPy Ass
@1  —Pa VE(1)
G L2 - 4 Contra(2,4)
® 1,3 - L 3E(3.5)
7 1 + —dy Py —I(6)
€)) ~  (Vx —Px) = —(3dy Py) =I(7)

The proof lines have numbers, which are used for two purposes:
(a) 1in the justification, to indicate which other lines a given line depends on, and

(b) to abbreviate an assumption formula; a number in the place of an assumption
formula stands for the formula introduced by the assumption rule in the line
with this number.

Note that the reasoning is done exclusively with the conclusion formulae, while
the assumptions are only carried along to emphasize the interdependencies between
the formulae. This is characteristic of Gentzen’s natural deduction system NK,
whereas the calculi of sequents, as for example Gentzen’s LK, also change the
formulae of the antecedent.
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2.7 Derived Natural Deduction Rules

Gentzen chose his original set of natural deduction inference rules for its
systematic introduction and elimination of the logical connectives. It is very cumber-
some, though, to do proofs using only these rules. Therefore, we will introduce a
number of derived rules in this section, which will facilitate some often recurring
proof processes.

A4, +Fy ... A, +F,

Rule of Propositional Calculus (T Ay..., A+ G

provided that F; A...A F, = G is a tautology.

This rule substitutes any reasoning that can entirely be done in propositional
logic. It is, however, not meant to hide complicated proof sequences, but to shorten
many obvious derivations, as for instance in the example below:

2.7-1 Example: (Rule of Propositional Calculus)

In order to prove that (FvG) follows from (—F=G) one would have to go
through the following derivation

(o) 2 - —F=G Rule R

B a ~ Fv—F Axiom
Case 1;

W 4,F - F Ass

@ 4,F - FG vI(Y)
Case 2:

() 4-F - =F Ass

© a,-F+ G =E(a,€)

(M) 2,-F - FvG vI(G)
End of 1.2

% 2  + FBVG VE(B,8,m)

¢



Logical Calculi and Proof Representations 29

The rule below handles negation in connection with quantifiers. Similar to the
rule of propositional calculus it leads to considerably shorter proofs. A natural
deduction proof of —(3x H) from (Vx —H) is shown in example 3.2-2. The other
pairs can be shown to be valid by similar proofs.

) ArF
Negation Rule (Neg): 2cG
where F equals —(Vx H), ~(3x H), Vx —-H, or 3Ix —H,
and Gequals 3Ix—-H, Vx—H, —(3x H), or =(Vx H),

respectively.

Another often recurring proof scheme is the isolation of a universally quantified
formula from a conjunction by means of the A-Elimination followed by a subsequent
instantiation, especially if the axioms of a problem are formulated as the conjunction
of a set of single axiom formulae. Similarly an instantiation of a universally quantified
formula can be coupled to an A-Elimination, mainly if only one of the subterms is
needed in this instance. Therefore we state the rules

4+ FAVxGxAH

AND-Instantiation (AVE):

a + Gt
where Gt = {x—1}Gx.
AND (VAE A4 FVx (FxAGx) A +Vx (FxAGx)
o :
Instantiation (YAE) 4+ Ft an 4+ Gt

where Ft={x~t}Fx and Gt={x-t}Gx.

If a universally quantified formula is part of a disjunction it cannot be instantiated
with the current set of natural deduction rules. Instead, a proof by case analysis has to
be performed even if the desired result would follow from the instantiated disjunction
by simple propositional reasoning. This can be remedied by allowing rule

2+ FvVxGxvH
a4+ FvGtvH

OR-Instantiation (VVE):

where Gt = {x—~t}Gx.
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3 The Transformation of
Refutation Graphs into
Natural Deduction Proofs

The construction of natural deduction proofs (NDPs), by humans and computers
alike, is conducted in single steps. To prove any valid formula F one always starts
with a line {+ F}. Such a line is obviously no proof, because it is not correctly
justified. Now the proof is constructed by deriving subgoals until the proof is
completed. In the intermediate states, called proof outlines by Andrews in [An80],
one may find completed subproofs, but also others that are not yet done. To formalize
the procedure of the search for such a natural deduction proof, we introduce the
notion of Generalized Natural Deduction Proofs.

3.1 Definitions
3.1-1 Definition: (Generalized Natural Deduction Proof)

A finite sequence S of proof lines is called a Generalized Natural Deduction
Proof (GNDP) of a formula F, if

(i) F is the conclusion of the last line of S,
(i) the last line of S has no assumptions, and

(iii) every line is either justified by a rule of the calculus (see 2.4-1), or
it is justified by a proof (possibly in a different calculus) of its
conclusion from its assumptions.

This allows lines not correctly justified within the calculus, but it is assumed that
these lines are “sound”, in the sense that the formula (/\assumptions = conclusion)
is valid. Such lines are called external lines, lines justified within the calculus are
called internal. When no external lines are present in a GNDP, it is a normal NDP.

A GNDP consisting of just one line, which is an external line without
assumptions and with conclusion F, is called the trivial GNDP for F.

3.1-2 Example: (Generalized NDP)

In this example we give one possible generalized NDP for the formula
F = (VuPuiue) A (Vw Peww) A (VXyz SXx A Sy A Pxiyz = Sz) = (Vx S x = Six), with
a constant symbol e and a unary function symbol i. This is a formulation of part of
the subgroup criterion:
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Let G be a group, SCG; if for all x,y in S, y1-x is also in
S, then for every x in S its inverse is also in S.

H 1 F  (VuPuiue) A (VWPeww) A (Vxyz SxA Sy A Pxiyz = Sz)  Ass
Let a be an arbitrary constant

2) 2 + Sa Ass
3 1,2 + Sia T
@4 1 F  Sa = Sia =I(3)
o1 F Vx Sx = Six VI(4)
(6) F (VuPuiue)A(VwPeww)A(Vxyz SxA Sy A Pxiyz = Sz)

= (Vx Sx = Six) =I(5)

For a proof of & see the refutation graph in example 2.5-5.

In the following we always assume that for a refutation graph I proving a
formula ¢ we know a clause graph relation A € Qu(¢) x N establishing a clear
connection between the formula ¢ and the literal nodes of the refutation graph. When
the proof is automatically generated by a computer, this relation has to be computed
during the process of transforming ¢ into clause form and must be maintained
throughout the search for the proof.

Whenever new formulae are introduced during the process of proof transfor-
mation, that are not subformulae of the original formula, one must make sure that its
relation to the literal nodes of I" can be computed. To achieve this, the new formulae
must be anchored in ¢.

3.1-3 Definition: (anchored formulae)

Two formula occurrences 0® and @Y within formulae ¢ and \ share a tail, if the
two sequences coincide in their last m elements, m2>1.

0®= <@, P15 «+es P ¢1’ AR ¢m>
o¥ =<y, vy, ..., Yk, 01, ..., 0>

A formula  is anchored in a formula ¢, if all the atom occurrences within y
share a tail with an atom occurrence within @, i.e. for every w¥e Q,(y) there is a
formula occurrence w®e Q,(¢) such that ¥ and ©® share a tail. An anchorage is
described as a function v: Q,(w)—Q,(9p) that maps atom occurrences to atom
occurrences. ‘
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3.1-4 Definition: (basis of a formula)

The set o) = {M,€ 2,(P) W, D w} of atom occurrences under a common
formula occurrence m e 2(9) is called the atomic closure of .

.. . n . .
A set {0q,...,04] is said to span @ if Q,(@)=J;.; 0(®;). A spanning set is
called a basis of @ if it contains no pair of formula occurrences ;, ®; with ; © w;.

3.1-5 Lemma: (anchored if tails are shared for a basis)

Let ¢ and y be formulae and {0)‘1", co‘;']; Q(y) a basis of y. Then y is
anchored in ¢ if for all (o}v there is a formula occurrence 0):9& (@) which shares a tail
with @, - .
3.1-6 Definition: (Polarization of Clause Nodes)

Given a refutation graph I justifying an external line o of a GNDP with
assumptions Aj;, conclusion F, and a clause graph relation A, relating all the literai
nodes of I" to atom occurrences within @ :=AjA Aga ... AA; = F. Then a clause
node is positively polarized if all of its literal nodes are related to atom occurrences
which are specializations of <@, AjA AsA ... AAp>. Otherwise the clause node is said
to be negatively polarized.

If a refutation graph is drawn and the polarization of its clause nodes must be
emphasized, then a negatively polarized clause node is drawn with a double box as in

[Paf-o—{FalGato]

=Qa

3.2 Basic Set of Transformation Rules

In order to find a natural deduction proof of a formula F, a finite sequence of
generalized NDPs can be constructed whose first element is the trivial GNDP for F,
and whose last element is a natural deduction proof of F. To be able to generate such
a sequence of GNDPs it is necessary to describe the rules by which a GNDP is
constructed from its predecessor in the sequence. In the following example such a
sequence is shown for the NDP of the valid formula (Vx Px = Qx) A Pa = Ty Qy.
This example should shed some light on the nature of the transition rules.
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3.2-1 Example: (Proof Transformation)

We start with the trivial GNDP for the formula to be shown. During this example
it is assumed that the proofs 7, are always known.

GNDP 1:
@) F (VxPx=Qx)APa=3yQy 7]

To prove this implication, we are entitled to assume its left hand side. The proof
of the right hand side together with the deduction rule will then complete the proof. .

GNDP 2:
(H 1 o (VXPx=>Qx)APa Ass
6) 1 o dyQy T,
@ o (VxPx=Qx)APa=3dyQy =1(6)

To show the existence of Qy, a witness must be found.

GNDP 3:
{1 o (VxPx=Qx)APa Ass
(5) 1 F o Qa Tty
6) 1 F o 3yQy 31(5)
(7) F (¥xPx = Qx)APa= 3dyQy =1(6)

Now a subformula containing Q is isolated from an internal formula by applying
propositional rules.

GNDP 4.
(O 1 F (VxPx=Qx)APa Ass
2) 1 F o (VxPx = Qx) AE(1)
$) 1 F  Qa Ty
6) 1 + dyQy 31(5)
) F o (VxPxvQx)APa=3dyQy =I1(6)

The next step is to instantiate the universally quantified formula, such that Qa
appears in it.
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NDP 5:
a1 o (VxPx=Qx)APa
2) 1 F o (VxPx = Qx)
31 F Pa=Qa
61 F Qa
6) 1 F o 3yQy
) F (VxPx = Qx) APa=3dyQy

Now Qa holds, if Pa can be shown.

GNDP 6:
(H 1 F (VxPx= Qx) APa
) 1 F o (VxPx=Qx)
31  Pa=Qa
@1 + Pa
o)1 F  Qa
©) 1 o 3yQy
)] F (VxPx= Qx) APa= 3y Qy

35

Ass
AE(1)
VEQ)

3I5)
=I(6)

Ass
AE(1)
VE(2)
Tg
=E@3,4)
J1(5)
=1(6)

And Pa follows directly from (1) by A-Elimination, which leads to the desired

natural deduction proof.

GNDP 7 (NDP):
1 F (VXPx=>Qx)APa
@1 o (VxPx=Qx)
31 F Pa=Qa
4 1 F Pa
61 F o Qa
©6) 1 o dyQy
@ F o (VxPx= Qx) APa=3yQy

Ass
AE(1)
VE(Q2)
AE(1)
=E@(3,4)
J1(5)
=I(6)

There are three largely different groups of transformation rules. Rules of the first

group, external rules, insert a justification within the calculus for a previously

external line, and insert one or more external lines with different conclusion formulae.

It is in fact a form of backward reasoning, and internal lines are not affected.

Examples for this type are the transitions between GNDP; and GNDP, or between

GNDP, and GNDPs,
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For the second type, mixed rules, both internal and external lines are used to
change the GNDP. This type has been used in the construction of GNDP¢ from
GNDP;s. The conclusion formula of the external line(s) remains unaltered, but the set
of assumption formulae is changed.

Rules of the third group, internal rules, only apply rules of the calculus to
internal lines, deducing further internal lines, but do not affect any external line. This
last type of rules uses axioms or previously proved formulae to derive new ones by
means of forward reasoning. This type of rules induces forward reasoning, either
simply in propositional logic or for instance by computing instances of universally
quantified formulae.

In the following sections we shall give a formal account of these transition rules.
In their description, 4 is a list of assumption formulae, capital letters indicate single
formulae, small Greek letters are used as labels for the lines, the justification Rule R
stands for an arbitrary rule of the natural deduction calculus, and the justifications =,
7', M1, and m, represent proofs of the respective lines. For all these rules one must
make sure that the proofs &', my, or m, can be constructed from 7 or are otherwise
known. How this can be done if the proof is given in form of a refutation graph will
be shown later, when the automatic proof transformation procedure is described.

3.2-2 External Rules

The transformation rules are to be read as follows: the lines on the left hand side
of the arrow ( — ) are replaced by those on the right hand side in the next generalized

NDP of the sequence.
EA:
{ (o) 42 + F T
Y 4 + FAG i — B a F G Ty
@y A4 + FAG Al(a,B)
Evl: (@) 4, —F r —F Ass
® a,-F + G '
® a4 + FvG T — (g) a - —F=G =I(B)
©® a F FVG Tau(y)
E=:
() A4,F F F Ass
Y 24 + F=G6 i — { B A4 F F G '
y A4 F F=G =I(B)
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EV:

@) 2 + VxFx T (o) A + Fc '

{ Let ¢ be an arbitrary constant
_b
B a F VxFx V(o)

¢ must be a “new” constant, not occurring in 4 or Fx.

E3:

() 4 F —Vx—Fx T
B) 2 + 3IxFx T — {

B a + IxFx AG()
E—:

() A4, F + F Ass
¥y 4 + =F 4 —» { B) 4, F oL '

v A + —F =I(B)

All these external rules are sound in the sense that a GNDP is always trans-
formed into a GNDP, i.e. if &t exists, then the resulting proofs =t', &y, and 13 (in any
correct calculus for first order logic) are guaranteed to exist as well.

3.2-3 Mixed Rules

M-Cases: (@) A - FvG Rule %t
We consider separately the cases of ()
Case 1:
B A4 F + F Ass
() 4 + FvG Rule R vy 4F + H o)
— 1 Case 2:
© a r H i ® 4G + G Ass
©® 4,G + H 153
End of cases (1, 2) of (o)
L © 2 F H VE(@,7,€)
M-Choose:
(o) A4 + IxFx Rule N
() 4 + 3IxFx Rule R } B 4Fc |+ Fc Ass
—
® a r+ G T y AaFc + G n'
© 4 F G JE(a,y)

¢ may not occur in 2, Fx, or G.
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3.2-4 Internal Rules

Transformation and Structuring of Computer Generated Proofs

All of these deducing rules use internal lines and add a new internal line to the
generalized proof. Here the new lines are marked with an arrow, “—”, and written

below their parent lines. Rule R can be any rule of the natural deduction calculus.

LL:

IAleft:

IAright:

I=:

et

—A.

oy

|

-1V,

e

1=

for an arbitrary term t.

(o)
B
6%

(o)
B

()
B)

(o)
(B

(o)
B

(o)
(9]

(o)
®

(o)
(&)

(v
B

(o)
®

(o)
(B)

Aa
A
A

-

F
—-F
4

FAG

FAG
G

F=G
_IFVG

—(F A G)
—-F v -G

—F A G

F A =G

—(—=F)
F

ﬁ(‘V!XFX)
Ix(=Fx)

—1(3 XFX)
Vx(—Fx)

VxFx
Ft

Rule R

Rule %'
Contra(a,f3)

Rule R
AE(o)

Rule N
AE(o)

Rule R
Tau(o)

Rule R
Tau()

Rule R
Tau(o)

Rule R
Tau(o)

Rule R
—E(o)

Rule R
Neg(a)

Rule R
Neg(o)

Rule R
VE(o)
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3.2-5 Lemma: (Completeness of the Rule System)

If there exists an ND-derivation of a formula Fe @ from assumptions
A1, Ag, ..., Ay, then there is a finite sequence of GNDPs starting with

(a1) A - Aq Ass

(02) A2 - Ay Ass

(on) A, - A, Ass
() Ay Ag, .o Ay = F 14

and ending with an ND-derivation for F, such that every element in the sequence
is derived from its predecessor by application of one of the transformation rules
above.

Proof: The proof is by induction on the rank of the formula to be derived.

We will first consider the case where r(F) =0; this is the case if F is an atom or
the negation of an atom. In this case we have to use induction on the maximum rank
TI'max Of previously derived (or assumed) formulae that can still be needed in the proof.
If rmax =0, then F must be one of the previously derived (or assumed) formulae, in
which case the proposition holds trivially. Let rax >0 be the rank of the maximal
derived formula Gpax. We must then show that a rule can be applied such that ry
decreases. If Gnax is a conjunction, Ialeft and IAright can be applied and the proof
can be conducted using only the two resulting subformulae with strictly smaller rank.
If Gnhax is a disjunction, M-Cases can be applied, and in both of the resulting
subproofs the disjunction is no longer needed, as one of its parts (with smaller rank)
is an assumption. If the top symbol of Guax is a universal quantifier, IV can be
applied as often as needed (finitely many times), and the proof can be conducted
using only the results obtained. All the results have strictly smaller rank. If the top
symbol of G« 15 an existential quantifier, M-Choose can be applied, thus adding an
extra assumption, but lowering the maximal rank. If Gy,  is the negation of a
negation then I—— removes two negations leading to an equivalent formula of smaller
rank; if Gmax 18 the negation of a composed formula the negation can be moved inside
by the appropriate variant of I leading to an equivalent formula of equal rank that is
not an implication. Finally, if G, is an implication A=B, it can be transformed into
—AvVB; now r(—AvB) = 1+max(r(—A), r(B)) < 2+max(r(A), r(B)) < 3+max(r(A),
1(B)) = r(A=B). This completes the base case of the induction.
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If 1(F) > 0, Then EA, Ev, E=, EV, and E— easily handle the cases where F is a
conjunction, a disjunction, an implication, a universal quantification, or a negation,
respectively. If the top symbol of F is an existential quantifier, E3 followed by E—
does the job, after which L (FALSE) with rank O (a contradiction) has to be shown.

]

The completeness of the rule system for natural deduction proofs is now a simple
special case of lemma 3.2-5, where the set of assumptions is empty. Therefore:

3.2-6 Corollary: (Completeness of the Rule System)

For any valid formula Fe @ there is a finite sequence <gj, g2, ... gn> of GNDPs
starting with the trivial GNDP for F and ending with a natural deduction proof of F,
such that every element in the sequence is derived from its predecessor by application
of one of the transformation rules above.

3.3 Additional Transformation Rules

The procedure to construct natural deduction proofs that is suggested by the
completeness proof in the previous section is actually very similar to the construction
of a tableau proof, see [Sm68]. The resulting proofs suffer from two major stylistic
shortcomings, though. For once, almost all the composed formulae have to be broken
up until the literal level is reached. This problem can be partly solved by avoiding the
division into subgoals whenever it seems possible to derive a composed formula as a
whole. A method to do just that is proposed in section 3.4.

Secondly, the relatively rich choice of inference rules inherent in the original
natural deduction system is much reduced when the search strategy imposed by the
rule system is applied. This is very annoying, because it takes away one of the most
important features of natural deduction and tends to produce too many proofs by
contradiction. The only remedy for that problem seems to be the introduction of
additional transformation rules, allowing a broader choice of rules during the
construction of a proof.

Whenever a negation (of a composed formula) has to be proved, the basic system
of transformation rule forces a proof by contradiction. This is not necessary in most
cases, and can be dealt with by introducing the following transformation rules:
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E——:
B F { @
A F —a b1 —
B)
E—=A:
(o) 4
PB)Aa + ~FAG) = — {
(5))
E—v:
{ (o)
B a - ~(FvG) = —
® 2
E—=: _
{ (o)
B a r =F=06) =« —
B
E_‘IH:
() 4
B) 24 + —3IxFx T — {
® a

-

-

F

ﬂﬁF

—-Fv-G
‘1(F/\G)

—FA=G

FA-G

Vx—Fx
—3xFx

41

Neg(o)

All of these external rules handling negation are sound and can always be used if

applicable.

There are three further rules which can be applied when a disjunction has to be
shown. The first one, Ev2, is a symmetric variant of Ev1. There is nothing to choose

between Ev1 and Ev2, so that the choice can be done entirely for stylistic reasons.

The other two, Evleft and Evright, are obviously not sound, as they proceed to a
stronger proposition. But if the stronger proposition actually holds, the ensuing proof
is much more natural. The same is the case for EJ-constructive.

Ev2: (@ 4,-G + =G
B 4-G r F
® a4 + FvG o —
(g) a + G=F
o A4 + FvG
Evleft:
{ (o)  F
® a2 + FvG T —
B + FvG

Ass
Tcl

=I(p)
Tau(y)

vE(o)
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Evright:

() 4 F G T
B a4 - FvG T —
B a + FvG vE(a)
Ed-constructive:
(o) 4 + Ft '
B) 2 + 3xFx T —
B 2 + IxFx . 3G(w)

If the formula to be shown is the negation of a universal quantification and a
term can be constructed constituting a counterexample, the negation can be moved
inside in combination with rule EJ-constructive; this leads to

E-V:

() 4 F —Ft T’
() 4 + 2VxFx = — { B a F 3x—Fx ()
n 4 + aVxFx Neg(B)

The external rules can be divided into two categories. EA, E=, EV, E——, E—A,
E-v, E—~=, and E—3 are called automatic, because no further information is needed
for their application. The four variations of the rule Ev, as well as Ed, E—V,
Ed-constructive, and E— may only be applied with the permission of the user or with
additional information, for example if the term t in the case of E3-constructive is
explicitly given. These external rules are therefore called user-guided, or proof-
driven, if the transformation is governed by a proof such as a refutation graph
previously established.

M-Unless is useful as a variation of M-Cases if one of the cases is trivial. It is
sound and simply adds an additional assumption.

M-Unless:
() A  FvG Rule N
() 2 + FvG Rule R ® A4, F + F Ass
— @y 4,F - G '
© a + G T € 24  F=G =I(Y)
& a + G Tau(o,€)
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Often it is necessary to prove a theorem using case analysis, assuming a formula
G in one case and its negation —G in the other. This is formalized by

M-Divide: [ () A F Gv -G Axiom
We consider separately the cases of (o)
Case 1:
B 4G + G Ass
& a + F T — T &G *+F T
Case 2:
® 4G + =G Ass
e 4-G r F Ty
End of cases (1, 2) of (o)
L 4 F F vE(0,y,)

M-Divide is obviously sound, and could therefore always be applied, but its
automatic application is hindered by the need to find a suitable formula G. In many
cases, M-Divide can be used instead of M-Cases, when there is no suitable dis-
junction that can be used for a case analysis.

The following rule, M-Inf, formalizes a common type of inference. If it is
possible to prove the left hand side of a (known) implication, then the right hand side
also holds. This rule is, of course, not sound, as there is no reason to believe that F
can always be shown. Therefore it can only be applied when the validity of F (with
assumptions 4) is known before.

M-Inf:

(@) 4 + F=G Rule R } { () 4  F=G Rule R
— B a + F Tt
M a + G n v A F G =E(a,B)

Similar to rule Tau in the Natural Deduction Calculus, one can define a transfor-
mation rule I-Tau combining all possible derivations in propositional logic.

I-Tau: (o)) 2 o Fy Rule %,
. (o) Ay (o F, Rule 9(2
(o) Ay T Rule %,

- @B va + F Tau(aty,...,0,)

provided that F is a consequence of F; through F;, in propositional logic.

For practical purposes rule I-Tau must be further divided into smaller rules.
Three types are possible, namely analytic rules, breaking up formulae, synthetic
rules, constructing formulae from others, and finally converting rules, which
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transform a formula into an equivalent form. A complete list of these rules can be
found in appendix B. Here is just one example of each of the different types.

Inleft: (0 4  FAG Rule R
—- B a + F AE(Q)

Isa: (@ 24 + F Rule %,
B 2 F G Rule %,

- (Y 4.9 F FAG Al(a, B)

IcvAa: (@ 4 L EV(FAG) Rule R
- P a + (EVFHAEVG)  Tau(o)

3.4 A Semiautomatic Proof System

The set of transformation rules defined in the previous section constitutes a proof
system for natural deduction proofs. This means that for any valid formula F, there is
a finite sequence of GNDPs starting with +F and ending with an NDP for F. Every
element in this sequence follows from its predecessor by application of one of the
transition rules (Completeness of the set of transition rules).

This system could be used as a proof checker, the user choosing from a menu of
applicable rules, and the system correctly applying them. However the system can
actually do much more by preselecting a subset of the transformation rules and giving
the user a much smaller choice of rules.

In the previous section, we mentioned the problem that almost all composed
formulae had to be broken up until the literal level is reached. This happens if external
rules are always applied first as suggested by the completeness proof in 3.2-5. To
inhibit this behaviour we introduce the notion of “integral formulae” which should not
normally be separated into subformulae. Then, starting from the trivial GNDP,
external rules are applied — if necessary with the help of the user — until all of the
conclusion formulae of external lines are either literals or suitable subformulae of
internal conclusions. In this way we avoid having to break down the formula to prove
into its literals and to build it up again later. If a complex formula is contained as a
whole in some axiom, then there is hope that a shorter, more comprehensive proof is
available.
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3.4-1 Definition: (integral formulae)

In the context of (generalized) natural deduction proofs, integral formulae of an
external line are defined as follows. We distinguish between strongly integral and
weakly integral formulae:

(a) Any conclusion formula F of an internal line is a strongly integral
formula for an external line &, if it depends only on assumptions
which € also depends on.

(b) Any strongly integral formula is also weakly integral for the same
external line.

(c) IfFis a strongly (weakly) integral formula, then with

F=AAB, A and B are strongly (weakly) integral,

F=A v B, A and B are weakly integral,

F=A =B, B is weakly integral, strongly , if both F and A
are strongly integral,

F = —=(=A), A is strongly (weakly) integral,

F =Vx Ax, At becomes strongly (weakly) integral, if it is known,
that the term t must be inserted for x during the proof,

F =3dxFx Fc becomes strongly (weakly) integral, if it is known,
that c is inserted for x during the proof.

If F = ~(AAB), =(AvB), =-(A=B), or —=3xAx, then —~Av—-B, -AA—B,

AA—B, or Vx—Ax are strongly (weakly) integral, respectively.

In the following, for each of the external lines in a GNDP there are sets of
strongly and weakly integral formulae. External rules must not be applied if the
conclusion of the external line is among its strongly integral formulae, for in this case
it is possible to derive the goal without further breaking up the formula. If the formula
to prove is only weakly integral, then there is no guarantee that a direct proof exists,
but in this case there is a good chance that the proof can be conducted by case
analysis if the goal formula is a subformula of a disjunction, or by an application of
M-Inf if it appears on the right hand side of an implication. Then mixed rules may be
used, and only when no more external or mixed rules can be applied does the system
start using internal rules.
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Now the strategy for a semiautomatic proof system can be described by the
following algorithm:

3.4-2 Algorithm: (basic proof transformation)

1. Start with GNDP = +F. Initialize strongly and weakly integral
formulae for this external line as empty sets.

2. Apply automatic external rules as long as possible, until all of the external
lines conclude in weakly integral formulae. Whenever new assumptions
are added, they become strongly integral formulae for the external line in
case. As always, the complete sets of integral formulae are computed.

If the external line is now integral, go to 4.

3. If possible, ask the user whether any of the user-guided external rules
should be applied. If so, do it and update the sets of integral formulae,
then go to 2.

4. Now apply mixed rules at the user’s discretion until no longer possible.
After every application the sets of integral formulae have to be updated. If
M-Inf was applied, go to 2.

5. Check whether the proof is already completed, in which case the GNDP
is returned as final proof.

6. Let the user choose which of the internal rules shall be applied. Then go
to 4.

3.5 The Automatic Transformation Procedure

Of course, there is no reason why “the user” could not be the computer itself,
which selects the transformation rule according to appropriate heuristics, making use
of the information in a given proof, for instance a previously computed refutation
graph.

The selection between different rules that might be applicable is guided by the
refutation graph representing the proof of the external lines in a GNDP. The
assumptions of such external lines may then be treated as axioms for this particular
proof. In a refutation graph there is a priori no distinction between clause nodes
representing axioms and others representing (negated) theorem parts. In order to
formalize such a distinction we use the notion of polarization of clause nodes defined
in 3.1-6, so that clause nodes are positively polarized, if they stem from an axiom (or
an assumption), and negatively polarized, if they represent a part of the (negated)
theorem.
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In this section we show how a proof represented as a refutation graph can guide
the “search” for a natural deduction proof. In this context, search means to transform
the given, graph-represented proof into the natural deduction calculus, rather than to
find an original proof.

To this end, we use the above rule system and gradually change generalized
NDPs in order to complete the natural deduction proof. To achieve this, all the tasks
formerly done by the user have to be taken over. This includes the choice between
several applicable transformation rules and the update of the deduction graph during
the whole process. The information about the automatically generated proof consists
of a refutation graph, a ground substitution for all the formulae needed, which
contains the information about skolemization and duplication of clauses, and a
relation A between the literal nodes of the refutation graph and the atom occurrences
of the input formulae, indicating where the literal nodes stem from.

In this section, external rules will only be considered applicable if their
conclusions are not integral. The first point of choice in algorithm 3.4-2 comes up,
when rule Ev is applicable. In this case one of its four versions can always be used,
so in order to decide which one, we use information from the graph. Whenever
Ev-left or Ev-right can be applied, that is when one part of the disjunction is directly
provable, then the other part does not appear in the refutation graph, which is a
property easy to check. The choice between Ev1 and Ev2 is only a stylistic one; in
this case there are always two clause nodes in the graph representing the two parts of
the disjunction, so the problem appears to be symmetric. In fact, both Ev1 and Ev2
always work. But the structure of the refutation graph may help to make a good
choice as can be seen in the following example where FvG must be proved:

3.5-1 Example Graph: (disjunctive theorem)

—H1_°_| H1| G
_Fl F O
~Hylo— Ho| G

The above refutation graph represents a proof of Fv G from axiom formulae
HiAH;=F, H; vG, and H; vG. Ev1 and Ev2 allow to choose either -G or —F
as an additional assumption. A good heuristic is to choose the one with a larger
number of literal nodes in its shore, —G in this example, as an additional assumption.
In this way the rest of the proof can be divided into two independent parts, while
choosing —F would lead to a subsequent application of the Rule of Cases. This
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heuristic can also be generalized to cases where the formulae F and G are not literals.
Another heuristic is to use the formula as an assumption that appears in the graph in
several copies.

When an existentially quantified formula is to be proven, one has to consult the
total unifier of the refutation graph. If the variable has been instantiated only once,
that is, no copy of the formula has been needed, then E-Jconstructive can be set to
work. If copies have been made, one way to continue is always to construct a proof
by contradiction starting with an application of E-J. But there are certain cases, when
this is not necessary.

3.5-2 Example Graphs: (existentially quantified theorem)

[-Fa]- o—{—Fb]
—Falo—{Fa] G -o{=G [ Fo }-o{-Fp]

In the upper graph the proof can be done in two cases with Fa and Fb as
assumptions, while in the lower one M-Divide can be applied for G and —G, and so

the refutation graph is cut into two parts. Another possibility in the second case is to
derive Fa v Fb first, and continue as in case one.

More complex situations arise, when a decision about mixed rules has to be
made. After all, it is certainly not useful to divide the proof into cases every time a
disjunction has been derived. And we have seen earlier, that some of these rules may
lead into dead ends when applied incautiously. This is not desired, however, and
large classes of graphs have to be found where an application of such rules is safe
and leads to nice proofs.

In the following section we use the rule M-Inf as an example to show how
certain structural properties of the refutation graph can be sufficient to guarantee the
safety of the application of such rules. The rule M-Inf is repeated below as a
reminder:

M-Inf:

(@) 4 + F=G Rule R } { () 4 - F=G Rule R
— ®) 2 - F T
MmAa + G o vy 4 F G =E(a,B)

Let as assume that we have to decide about the application of M-Inf. The danger
is to apply it, when a proof of F is not known or when F is not provable at all. So we
have to make sure that F is valid and its proof can be constructed from the graph.



Proof Transformation 49

This can be seen from the graph, provided the automatically found proof has used the
formula F = G. The simplest case is when the formulae F and G involved are both
literals.

3.5-3 Example Graphs: (graph condition for M-Inf)

o— oL,

) e IV R Y o oo o——o— Lo

Whenever the graph has the first structure, the rule may be applied. Should the
clause [-F G] be missing in the graph, the rule can obviously not be applied, but
there are also situations, where [-F G] is part of the graph, but F is still not derivable

from axioms, as in the second example graph. In this case one could, for instance,
break up the proof into cases with assumptions L; and L,, but only in the first case
does the proof use the implication F=G.

3.5-4 Example Graphs: (graph condition for M-Inf)

“Filo— - -
| GFo— G -G .
= [ | nEZy

The two refutation graphs above cover the cases, where F is a conjunction or
disjunction. In the first case (F=F;AF,) there must not be a trail between —F; and
-F,, since then the graph would be cyclic, and therefore not a refutation graph. If in
the second case (F=F,VE,) there were no such trail, then the refutation graph would
not be minimal, since any one of the branches could be omitted. This leads to a
situation where either F; or F, can be derived independently as in Evleft or Evright.
If, on the other hand, there is such a trail, then Ev1 or Ev2 can be applied after
M-Inf.

When G=G; vG, is a disjunction and F either literal, conjunction, or dis-
junction, then the following refutation graphs allow an application of M-Inf:
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3.5-5 Example Graphs: (graph condition for M-Inf)

-Gy
-Gt} & L& s Sy G
—F po— --- _F1 R— - _F1 _F2._°._
-Go Go _2 G2 G2

-Go—o—{ G2

As in the first case of 3.5-4 there must not be a trail between —F; and —F, in the
refutation graph in the second of the example graphs; and the last graph is only
minimal if there is such a trail.

The set of examples is completed with the case where G is a conjunction. Again
F may be either literal, conjunction, or disjunction.

3.5-6 Example Graphs: (graph condition for M-Inf)

ﬁ o— G
Golf-< G

SUbgrap e

When F is a disjunction, there are two essentially different possible graphs. They
correspond to the cases of the subsequent applications of different versions of rule
Ev. The first one — subsequent application of Ev-left or Ev-right — is of course
isomorphic to the case, where F is a literal. The second case is the last one illustrated
above; for this graph to become a refutation graph, trails must exist both between
subgraph 1 and subgraph 2 as well as between subgraph 3 and subgraph 4.
Otherwise the graph would not be minimal.
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The cases where F or G are implications can always be seen as one of the
disjunction cases above . And also when F or G are quantified formulae, there is no
essential difference. We will now prove a general condition which guarantees a
successful application of rule M-Inf.

3.5-7 Lemma: (Graph Condition for M-Inf)

Given a GNDP with an internal line {(A) 4+ F= G Rule R} and an externa!
line {(§) 2+G T}, where I is a minimal refutation graph representing a proof of
A 2= G with a clause graph relation A between the atom occurrences of AA=G
and the literal nodes of I

If all the literal nodes in A(KA42=> G, G>) are directly adjacent exclusively to
literal nodes of A(RAA=G,A4,..., F=G>)!, then a refutation graph I repre-
senting a proof of AAZ=> F can be constructed by

'=r- UNE AQa(<AA = G, G>)) AN).

Proof: In order to prove the lemma we must show that the resulting clause
graph is a refutation graph, and that all of its clause nodes represent assumption
formulae or have parent clauses in the clause form of the negation of F.

Let us first assume that (F = G) € 4, then (a subset of) the clause form of F=G
is directly present in the refutation graph I'. No links are added, so no cycle can be
introduced. I cannot be empty, because it still contains at least the literal nodes
A(Q(<ANA=>G,AA4,...,F=G0, F>)), and as any links are deleted (automatically)
only if all of the literal nodes of one shore have been removed, no literal node can
have become pure. Hence the graph I is still a refutation graph.

All the clause nodes stemming from the negation of G have been completely
removed from I, so all the clause nodes in T" have parents in the clause form of 4 or
have been constructed by deleting A(£2,(<F=G,G>)) from the subgraph I'_g.g
representing F=G. Now by lemma 2.5-6, I'_g.g — A(Q.(<—=FVvG, G>)) is a clause
graph representing —F. So I" contains only clause nodes describing the negation of F
or assumption formulae.

If (F=>G)e 4, it must have been previously derived from the assumptions 4.
Therefore the refutation graph I must contain a deduction graph proving F=G as a

1 If AGF=G) is only contained as a deduction graph in I', then AA 2= G,A 4,... F=G>))
means the pure literal nodes of this subgraph.
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subgraph. In this case F=G can be derived first from this deduction graph (as a
subproblem)!, the clause form of F=G will then actually appear in the graph and the
problem is reduced to the first case above. Q.e.d. [ |

For the other proof-driven transformation rules, E3-constructive, E~V, Evleft,
and Evright, the conditions for applicability are easier to check. If a line
{4 +FvGT} is in the GNDP, Evleft can be applied, if A(<FvG, G>) is empty,
and the case of Evright is symmetrical. If a line {2+ dxF I'} is in the GNDP, then
E3-constructive can be applied, if in all the literal nodes in A(GxF) the variable x has
been substituted by the same ground term t. The case of E—V behaves similar.

No graph properties need to be checked before an application of the rules
M-Cases, M-Divide, or M-Unless, for these rules are sound and the refutation graph
required will always exist. But one can give “necessary conditions” for their appli-
cation to be useful. The example graphs below cover only the case, where F, G, and
H are literals, but they can be generalized just as those for rule M-Inf.

M-Cases: [H |a ° o—(Subgraph2)-o

For rule M-Cases the idea is to “cut” through a disjunction Fv G to obtain
refutation graphs for a proof assuming F and G respectively. This is only useful,
however, when the resulting graphs both contain (parts of) the original theorem H, as
in the upper example graph. If one of the resulting graphs does no longer contain
(parts of) H then the subsequent proof can only be completed as a proof by contra-
diction. It is not always necessary that all of A(H) should appear in both resulting
graphs; if for instance H= A v B, then one part might prove A and the other B.

. ~—— ] [l
E-Divide: . K
This rule M-Divide is only a variation of the rule M-Cases, which can be applied
when no suitable disjunction for M-Cases is available. A removal of the link between

G and -G must separate the graph into two components, both of which contain (parts
of) F. This effect could also be reached by introducing the axiom Gv—G and then use

1 Cf. the chapter on proof structuring, especially the transformation rule E-Lemma.
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it for case analysis. Such a rule is also suggested by Frank Pfenning and Daniel
Nesmith in [PN90].

M-Unless:

M-Unless is also a special case of M-Cases, where one of the cases is trivial.
Here a cut through F and G in [F G] leads to the desired linearization of the proof.

The problem of selecting the correct internal rules remains to be dealt with. When
all the external formulae are integral and none of the mixed rules can be applied, then
the task is either to derive the external formulae by forward reasoning, using internal
rules, or to derive new internal lines in order to apply mixed rules later on.

In case of strongly integral formulae one only has to apply I-, IV, or analytic
propositional rules in order to derive the desired formula. When a weakly integral
formula is to be proved, then one starts just as for strongly integral formulae, but
stops when the subformula is reached, where further subformulae become only
weakly integral. This must be a disjunction, an implication, or an existentially
quantified formula, containing the original formula as a subformula. Now the appro-
priate mixed rule must be applied, and then the process has to be repeated.

3.6 Updatihg the Refutation Graph

In the rest of this chapter, the process of updating the refutation graph after each
application of a rule is described. There are essentially five tasks to be done:

1. Update the total substitution.

2. Ensure that the conclusion formula of every proof line is anchored
in the formula F originally to be proved, so that the corresponding
literal nodes can be obtained using A.

3. Update the sets of integral formulae for the external line currently
worked with.

4. Add parts of the refutation graph to the set of positively polarized
clause nodes, when new assumptions are introduced.
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5. Construct refutation graphs for newly created external lines, this
means to remove parts from the graph or to divide it.

For these tasks we will give examples and prove that the graphs resulting from
© task five above have all the necessary properties to prove the new external lines.

The substitution has to be altered whenever one of its components has been used.
This is the case for rule IV, when the component x—t can be removed from the
substitution. Similarly, when E3-constructive or E—V are applied, a component x—t
can be removed. Finally, when EV or M-Choose are used, the component x—c can
be removed, where ¢ is the Skolem constant having been introduced when the
Skolem normal form of the formula to prove was constructed.

The handling of Skolem terms, i.e. terms with a Skolem function depending on
one or more variables, may seem to be a problem, as both transformation rules EV
and M-Choose always introduce Skolem constants. This is not the case, however, as
can be seen for the (axiom) formula Vx3yPxy, which is skolemized to Pxfx with a
Skolem function f. Now rule M-Choose can only be applied after the variable x has
been instantiated by a ground term tg and the formula became JyPtgy. Now the
Skolem constant introduced in the next step, when M-Choose is applied, corresponds
to the Skolem term ft,. So for every ground instantiation of the Skolem term fx there
will be a different Skolem constant in the natural deduction proof.

It is necessary to map the conclusion formula of every proof line to a formula
anchored in the formula F to prove, so that the corresponding literal nodes in the
refutation graph can be localized using A. The anchorage is trivial if only analytic
transformation rules are applied, where the new conclusion formulae are always
immediate subformulae of their predecessors. For synthetic and converting rules,
however, and also for some of the external rules, this is not the case. But an
anchorage can always be obtained; with the help of lemma 3.1-5 it suffices to find a
basis of the new formula that shares a tail with atom occurrences in F.

3.6-1 Example: (anchorage)

As an example we assume that —=(FvG) is transformed into —=F A—G. Now the
two formula occurrences wg = <—FA—G,-F,F> and wg = <-FA-G,—-G,G> form
a basis of =FA—G. They obviously share a tail with <—(FvG),(FvG),F> and
<—(FvG), (FvG), G> which were anchored before in the formula to prove, so that
an anchorage can be constructed. The two formula trees are shown below
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—(FvG) 1 A —FA-G

A\ — /
F G .

New sets of integral formulae must be computed, whenever new assumptions are
introduced or new internal lines are derived with conclusion formulae, which were
not integral before. This is the case for the external rules E=, E—, Ev1, Ev2, and
M-Divide, for the mixed rules M-Cases, M-Unless, and M-Choose, and for rule IV.

The rule E= is an example, where a new assumption is introduced. In this case this
formula and its integral closure is added to the set of integral formulae.

For the other external rules and M-Inf, the set of integral formulae of the parent
line is passed on to its successors. For rule EA for example, the lines {4A+F w1}
and {A4+F m,} inherit the set of integral formulae from {4+ FAG n}. None of
the internal rules computing derivations in propositional logic change the sets of
integral formulae, as these were integral before.

The set of positively polarized literal nodes in the graph must be augmented, if
the rule applied makes an additional assumption, which has previously been a
subformula of the theorem to prove. The most common example is rule E=;
originally all the literal nodes in A(<F=G>) were negatively polarized, but when F is
assumed as an axiom in the proof of G, all of A(<F=>G, F>) becomes positively
polarized. The same has to be done analogously for rules E—, Ev1, and Ev2. One
has to understand, that positively polarized parts represent “axioms”. This neatly
reflects the general idea of natural deduction proofs, where new assumptions are
introduced during the proof process.

The most difficult part of the updating process is the division of the graph, when
the proof can be split into two independent parts. This is the case after an application
of EA, M-Divide, or M-Cases. With literals F and G, a graph might have the
following form before application of EA:
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3.6-2 Example Graph:

subgraphl
-F subgraph3
-G subgraph?2

The refutation graph must now be split into two parts. This is done by dividing
the clause nodes [-F —G] into two clause nodes [-F] and [-G]. The remaining graph
is obviously still a refutation graph, since no literal node becomes pure and no cycle
can be introduced, but the graph is no longer minimal. It can be seen, that its two
components are independent refutation graphs for F and G. If these components have
a non-empty intersection (subgraph 3), then this subgraph must be duplicated. This is
not desirable, however, when it is too large. In this case one should work with the
subgraph first, in order to generate a lemma, which can later be used in both the
proofs of F and G. Lemma generation is dealt with in the next chapter.

3.6-3 Example Graph:

subgraph1

[-Fi]-Gi] [-Gi]-Fo| [-F2[-G2| [-G2[-F|

subgraph2 subgraph2'

The structure of the graph becomes more complex, when F and G are
disjunctions. The cut must now be fourfold, separating —F from —G in four different
clause nodes. Now any of the (four) isomorphic components containing parts of G
together with subgraphl represents a proof of G. To prove F one has a choice of

adopting the component containing subgraph2 or the one containing subgraphZ'. To
add to the complexity, any two subgraphs may intersect.

The structure of the refutation graphs resulting from rule M-Cases or M-Divide is
“dual” to those from EA. This can be seen in the graphs below, where F, G and H are
assumed to be literals.
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3.6-4 Example Graphs: (M-Cases, M-Divide)

subgraphl

-F subgraph3 H
-G

subgraph2

[d]
Ao
'

subgraphl

subgraph2

This time one must cut through the positively polarized clause node [F G], and
the resulting two graph components are both proofs for H, assuming F or G as an
additional assumption. In case of M-Divide one can insert a clause node [G —G] for
the link A between —G and G and properly connect it to the rest of the graph; then it is
possible to continue by cutting through [G —G] and continue with cases G and —G.

We will now rigorously prove that the graphs resulting from the splitting
procedure really are refutation graphs for the formulae in question. To this end we
prove the following lemma:

3.6-5 Lemma: (Splitting the graph)

Let I be a minimal deduction graph representing a formula H=(Fv G) A Hieg;
with clause graph relation A. Then after splitting all the clause nodes corresponding to
FvG@G, the resulting graph has a component I'r representing FAH;es: and a
component I'g representing G A Hyegt.

Proof; Because of the symmetry it is sufficient to prove that one of the
resulting components represents G A Hresr. The proof can be done by induction on the
number n of clause nodes related to Fv G.

If n=1, the graph is split in exactly two components, one of which contains no
F-parts according to lemama 2.5-3. Now lemma 2.5-6 guarantees that this component
represents G A Hyeg:.

If Fv G is represented by n+1 clause nodes Cy, ..., Cp41 in I', we can split the graph
by splitting Cy, ..., C, first. Then by induction hypothesis, there is a component I'g
containing no F-literal-nodes of the clause nodes Cy, ..., C,; I'g could still contain
Ch+1, of course. If this is the case we split Cp4; in I'g into two components, one of
which contains no F-literal-nodes as in the induction base, which completes the
proof. ]
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3.6-6 Corollary: (Splitting theorem)

Let I" be a minimal refutation graph proving FAG from assumptions 4. Then one
of the components resulting from splitting the clause nodes corresponding to FAG is
a minimal refutation graph for 2=F and one is a minimal refutation graph for 4=G.

Proof: I' proves 4= FAG, therefore I” represents ZA(—~Fv—-G). The
previous lemma tells us that, after splitting all the clause nodes corresponding to
—F v —G, there is a component containing no G-parts and a component without any
F-parts. Both these components are minimal (by definition) and refutation graphs (by
Lemma 2.5-1), therefore they prove A=F and 4=G, respectively. |

As suggested by example 3.6-4, splitting is not confined to breaking up the
formula to be proved into several parts. The mechanism is exactly the same, when the
proof is done by case analysis. In this case the splitting has to be done using a
disjunctive assumption (or derived) formula.

3.6-7 Definition: (Distributed Formulae)

Let I” be a clause graph representing a formula H=H; A (Fv G) AHes.. Then
lemma 3.6-5 guarantees the existence of clause graphs I'r and I'g if I is split between
F and G, such that I'r contains no G-parts and I'g no F-parts. The formula H; is said
to be distributed in I" with respect to the disjunction F v G if both I'r and I'g contain
literal nodes corresponding to Hj.

3.6-8 Lemma: (Graph Condition for M-Cases)

Given a GNDP with an internal line {(A) A+ FvG RuleR} and an external line
{(§) 2 +HT}, where I is a minimal refutation graph proving 2=H with a clause
graph relation A.

Then, if H is distributed in I" with respect to Fv G, splitting the graph by
splitting all the clause nodes in A(Q2,(FvG)) between their F- and G-parts, leads to a
component proving 4, F=H and a component 4, G=>H, so that M-Cases can be
applied.

Proof: As in the proof of lemma 3.5-7 we assume that (FvG)e 4,
otherwise Fv G can be derived as a subgoal first. Hence I" represents the formula
Arest A (FvG) A—H. From lemma 3.6-5 we know that splitting leads to components
representing Arest AF A—H and At A GA —H, which are refutation graphs proving
4,F = H and 4,G = H, respectively. u
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3.7 Example

As an example of the automatic proof transformation procedure, we use again a
part of the subgroup criterion (cf. example 2.5-5). The formula to prove is
F =Vu Puiue A Vw Peww A (Vxyz Sx ASy APxiyz = Sz) = (Vv Sv= Siv). In order
1o develop a natural deduction proof of this formula we start with the following

information:
+ arefutation graph I" proving F (repeated below)
+ aclause graph relation A ¢ Q,(F)xN

+ a ground substitution Y mapping the variables in C(—F) to the ground
terms occurring in corresponding clause nodes of the refutation graph.
The variables of the formula VxyzSx A Sy APxiyz= Sz, which is
instantiated twice, are renamed to X1, ¥, Z1, and X3, Y3, Zo.

All of this information, the refutation graph, the clause graph relation, and the
ground substitution has been automatically generated by the theorem prover MKRP,
see [MKRP84] and [Le88]. Below the refutation graph I is repeated:

o3 ¢))
-Sa | - Paiae | +Se|
I1

Q)
[-Se] -Sa]- Peiaia[ +Sia}—o—-Sia

0 QQ

Y={uma, wmia v a,x;~a,y17a, 21~ €, XaP €, Y2 a, Zy+> ia}

A is the relation explained in example 2.5-5.

The transformation process is now started with the trivial GNDP for F
(16) - (VuPuiue A Vw Peww A (Vxyz Sx A Sy A Pxiyz = Sz))
= (Vv Sv = Siv) r
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The first rule to be applied is E=>, which leads to the next GNDP:

M1 +  VuPuiue A VwPeww A (Vxyz Sx A Sy APxiyz = Sz) Ass
(15) 1 - VvSv=Siv r
(16) - (VuPuiue A VW Peww A (Vxyz Sx A Sy A Pxiyz = Sz))

= (Vv Sv = Siv) =I(15)

The new external line is justified by the same refutation graph I', A and y have
also not changed, but now we can compute the set I of integral formulae for the
external line (15) according to definition 3.4-1. With the ground terms for the
instantiations from v, I={VuPuiue AVwPeww A (VxyzSx ASy APxiyz = Sz),
VuPuiue, Paiae, Vw Peww, Peiaia, Vxyz Sx A Sy APxiyz = Sz, Sa APaiae = Se,
Se A Sa A Peiaia = Sia}.

The conclusion of line 15 is not in I, so the next external rule is applied (EV), the
variable v being replaced by the constant a.

1 +  VuPuiue A VwPeww A (Vxyz Sx A Sy A Pxiyz = Sz) Ass
Let a be an arbitrary constant
(14) 1 - Sa=Sia r
(15 1 - Vv Sv=Siv VIi(14)
(16) F  (VuPuive AVwPeww A (Vxyz Sx A Sy A Pxiyz = Sz))
= (Vv Sv = Siv) =I(15)

Again I and A remain unchanged, but now the component v a is removed from
Y. The next step is another application of E=, and the following GNDP is
constructed:

11 F  VuPuiue A VwPeww A (Vxyz Sx A Sy APxiyz = Sz) Ass
Let a be an arbitrary constant

2 2 - Sa Ass
13) 1,2 + Sia r
14) 1 - Sa=Sia =I1(13)
a5 1  VvSv=Siv V1(14)

(16) ~  (VuPuiue AVwPeww A (Vxyz Sx A Sy A Pxiyz = Sz))
= (Vv Sv = Siv) =I(15)

With the introduction of a new assumption the set of integral formulae is
augmented by Sa; but with Sa A Paiae = Se and Se A Sa A Peiaia = Sia being integral,
the formulae Se and Sia become integral as well.
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Up to here only automatic transformation rules were applied. As this is no longer
possible at this stage and the current goal formula is integral, we try to apply one ©/
the mixed rules. With the implication Se A Sa A Peiaia = Sia being an instance of an
assumption formula, M-Inf can be applied after checking the graph condition (3.5-7}.
Here the only link from [Sia] connects to the clause node representing the
implication, so M-Inf may be applied and the GNDP changes to

I 1 -  VuPuiue A Vw Peww A (Vxyz Sx ASy APxiyz=> Sz2) Ass
Let a be an arbitrary constant

@) 2 - Sa Ass
3) 1 -  VxyzSxASyaAPxiyz= Sz AE(1)
4 1 - Se ASaaPeiaia= Sia VE(3)
(12) 1 ~ SeASaAPeiaia T
(13) 1,2 +~ Sia =E®4,12)
(14) 1 - Sa=>Sia =1(13}
(15) 1 - Vv Sv=> Siv VI(14)

(16) +  (VuPuive A Vw Peww A (Vxyz Sx ASy A Pxiyz = Sz))
= (Vv Sv = Siv) =I(15)

Actually, it took three rules to derive this GNDP, IAright and IV were applied in
order to isolate the implication needed for M-Inf. This could be done by using the fact
that (and the reason why) Sia was integral. After this the graph has changed for the
first time, it is no longer a graph proving Sia, but a graph proving Se A Sa A Peiaia:

—Sa|-Paiae | +Se]

+Sa

[[-Se|-Sa|-Peiaia +Peiaia

A is now the restriction of the previous relation to the remaining literal nodes,
and y has shrunk to {ura, wria, X1~ 3, y1» a, z1 e},

Continuing to construct the sequence of GNDPs, rule EA can be applied, after
which the GNDP has three external lines and the refutation part has to be broken up
in order to construct three graphs proving these three lines. One of these graphs is not
needed, however, as the formula Sa already appears as the conclusion of line 2.
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1B

[:Sa}-o{=Sa[-Paie[ +Se}o{Se]

—Peiaialf-o

1 +  VuPuiue A Vw Peww A (VXyz Sx A Sy APxiyz = Sz) Ass
Let a be an arbitrary constant

@) 2 ~ Sa Ass
31 = VxyzSx ASyAPxiyz=>Sz AE(1)
@ 1 ~  Se ASaAPeiaia = Sia VE@®3)
9 1,2 - Se I
(11) 1,2 +~ Peiaia I's
(12) 1,2 +~ SeASaAPeiaia AI(9,2,11)
(13) 1,2 + Sia ‘ =E4,12)
(14) 1 - Sa= Sia =I(13)
15 1 - Vv Sv=Siv VI(14)

(16) ~  (VuPuive AVwPeww A (Vxyz Sx A Sy A Pxiyz = Sz))
= (Vv Sv = Siv) ' =I(15)

This procedure finally ends with a natural deduction proof of F:

(H 1 =  VuPuiue A VwPeww A (Vxyz Sx A Sy A Pxiyz = Sz) Ass
Let a be an arbitrary constant
2) 2 - Sa Ass
31 -  VxyzSxASyAPxiyz= Sz AE(1)
4 1 ~ Se ASa APeiaia=> Sia VEQ@3)
%) 1 ~  VuPuiue ~E(1)
6) 1 -  Paiae VE(5)
(7) 1,2 ~ SaaPaiae : A2, 6)
(8) 1 - SaAPaiae = Se VE@3)
9 1,2 +~ Se =E(,8)
(10) 1 - VwPeww AE(1)
an 1 ~ Peiaia VE(10)
(12) 1,2 + SeASaAPeiaia ~109,2,11)
(13) 1,2 + Sia =E(4,12)
(14) 1 + Sa=>Sia =I(13)
(15 1 - Vv Sv= Siv vI(14) -
(16) i~  (YuPuiue AVWPeww A (Vxyz Sx A Sy A Pxiyz = Sz))

= (Vv Sv = Siv) =I(15)
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4 Discovering the Internal
Structure of a Proof

4.1 Ordering Natural Deduction Proofs

After the transformation process from a refutation graph into a natural deduction
formalism the proof may now be represented as a directed acyclic graph (dag) in the
following way: The nodes are labeled with proof lines of the NDP, incoming edges
represent the proof lines from which the proof line of a node was derived, and
outgoing edges represent steps, for which this line was needed itself. Thus axioms
(or lines justified by the Assumption Rule) have no incoming edges, and the only
node with no outgoing edge represents the theorem. This idea, first used by Chester
in [Ch75] is defined more precisely below.

4.1-1 Definition: (NDPs represented as dags)

A directed acyclic graph (dag) with a set of nodes N, a set of edges E & NxN
and a reachability relation E*C NN, defined as the transitive closure of E, is called a
Natural Deduction Graph (NDG), if there is

(o) a bijection between the set of nodes N and the set of proof lines of
an NDP. Therefore the nodes may be labelled with proof lines, and
one may speak of the node instead of the proof line.

(B) (n1, ny) € E* whenever the proof line of n; appears in the
justification of that in nj. If (ny, np) € E, then the edge is labelled
with the respective rule.

(v) (ny, ny) € E* when
(y1) both n; and n; introduce new assumptions (by rule Ass),
which are removed (by Rules =1, —I, VE, or 3E) in nodes
ny and n3, respectively.
(Y2) n3isused in the derivation of ny, i.e. there is a chain of edges
from n3 to ny.

(8) (ni, ny) € E*, in the case of rule 3E, when

ng= {4 + dx Fx Rule R}
np = { A,Fc + Fc Ass}
ny = { 4,Fc - G Rule R}

ng= {4 G JE(ni,n3)}
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The reachability relation E* defines a partial order on the proof lines, which must
always be obeyed when the proof is written down in a linear form. In the next step
the proof lines will be totally ordered, so that the proof can be stated in sequential
form. This total order may be different from the rather accidental order of the original
NDP.

Both conditions () and (0) ensure that new assumptions are not made before
they are actually needed, or that subproofs are completely nested in the superior
proof. This is sometimes enforced by natural deduction calculi such as Jaskowski’s
box formalism [Ja33].

4.1-2 Definition: (Generalized NDGs)

A dag with nodes N' and edges E' € N'x N' is called a Generalized NDG
(GNDG), if it is an NDG or if it can be derived from an NDG with nodes N and
edges E as follows:

(o) N' must be a partition of N.

(B) There must be an ordering E; on the internal nodes N;e N'
compatible with E*, i.e. (n1,ny) € E* implies (nj, ny) € E; for all
ny,npe Ni.

) E' = {(n},n})13n;en,npen’, with (n;,n)) eE}.

The size of a node n' is the number of original proof lines appearing in it, its rank
is the number of its immediate predecessors {n | (n,n")e E}. ¢

In order to linearize natural deduction proofs, Chester [Ch75] starts with an
NDG and constructs a sequence of GNDGs until the graph is (almost) linear. A new
element in this sequence is obtained by applicatibn of one of the following rules. If
both rules can be applied, rule 1 is always preferred.

Rule 1: Combine nodes n; and ny, if (nj,np) € E, and if for all
ne N (n1, n) €E implies n=n», and (n,ny) €E implies
n=n;. The nodes from ny will be smaller in the internal
order than those from ns.

Rule 2: Combine nodes n; and ny, if (n1,ny) € E, n; contains no
line justified by =], size(n;) < maxsize, and for allne N
(ny,n) € E implies n=n,. In doing so, use nodes with




Internal Proof Structure 65

least rank first. Again the nodes from n; will be smaller
in the internal order than those from nj.

The following two drawings illustrate the situations of the two rules above. In
rule 1 the first node is the only direct reason for the second node, which itself is the
only immediate successor of the first node. This is the case, when the first line of n,
follows directly from the last line of ni. The second rule applies, when all the reasons
for ny are only used in this instance, no assumption is removed (by Rules =1, —I,
vE, or JE), and n; is not too large. Otherwise the last line of n; is considered a

lemma.

Rule 1:

Rule 2:
rank(n,) <rank (n')

size(n,) < maxsize

4.1-3 Example: (Natural Deduction Graph)

As an example we start with the natural deduction proof automatically
constructed in example 3.7 by the basic proof transformation procedure (see
algorithm 3.4-2). Below, the natural deduction graph is shown representing the
dependency relation between the lines of the natural deduction proof. In line 2 a new
(arbitrary) constant ‘a’ is introduced, so all the lines using this constant actually
depend on line 2. The link between (1) and (2) has been introduced in order to fulfill
property () of definition 4.1-1.
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Now rule 1 can be applied several times, combining nodes 6 with 7 and 13
through 16, which leads to the following generalized natural deduction graph.

13—14—15—16 )

No further applications of rule 1 being possible, rule 2 must be set to work.
There are several nodes with only one successor, but only (5) and (10) have a
minimal number of predecessors (one in this case). Therefore we combine (5) and
(10) with their respective successors. After this the direct links from one to (5) and
(10) are no longer needed, as both of the new nodes also depend on (2), viz.

13—14—15—16 )

Rule 1 can still not be applied, and, with only one predecessor, (5-6-7) and
(10-11) are the minimal nodes for rule 2, so that the graph becomes

13—14—15—16 )




Internal Proof Structure 67

Next rule 1 is used to combine (8), (5-6-7-9), and (10-11-12), after which some
further applications of rule 2 result in the following linearized version of the proof:

(12385 67910—11—12—4—13—14—15—16 )

The method of structuring natural deduction proofs described above does not
always lead to nicely structured proofs. Even in this small example there are choice
points where the rules do not suggest a unique continuation, and although the result is
a totally ordered sequence no internal structure has become visible at all. The proof
may be too short for the introduction of a lemma, but it is still sensible to regard line
9, the fact that the unit element e is a member of the subset S, as a natural subgoal.

With Chester’s method, [Ch75], this is difficult to arrive at, as he starts his
transformation process from a given natural deduction proof having no information of
how the proof was found. However, if the information is exploited of how the
original proof was constructed, subgoals and proof structure can be achieved in a
more natural way. Lemmata can either be found during the process of finding the
proof, or later by analyzing the topological structure of the refutation graph.

The new method proposed to find the underlying structure of the proofs by
detecting lemmata and dividing the proof into several cases is developed in the
following sections 4.3 through 4.5, but before we must insert a section on “trivial”
and “obvious” proofs in order to be able to decide whether a subgoal is complicated
enough to make it worth while to be mentioned explicitly in the full proof.

4.2 Trivial Subproofs

In the following sections 4.3 through 4.5, subgraphs of the original refutation
graph will be viewed as deduction graphs representing lemmata in a larger proof.
Obviously, this only makes sense, when the deduction graph in question is complex
enough to warrant the introduction of a lemma. Otherwise it may be better to repeat a
trivial argument instead of using a lemma. It is of course not straightforward to decide
which deduction graph (or lemma) is non-trivial. To make a decision we use a
heuristic approach taking into account several properties of the refutation graph and
its subgraph, the deduction graph proving the lemma.
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It is indeed not easy to find objective criteria to decide when a proof is trivial. In

[Da81] Martin Davis proposes that
“an inference is obvious, precisely when a Herbrand proof
of its correctness can be given involving no more than one
substitution instance of each clause” .

Jeffrey Pelletier and Piotr Rudnicki argue along the same line in [PR86], but
point out that in general it may be difficult to decide if any proof of a given fact is
non-obvious because this requires to check a property of all possible proofs. This
doesn’t pertain to our case, however, since we are only concerned with the question
if a given proof is trivial as opposed to the question whether an obvious proof can be
found for a given theorem.

So Davis’ approach seems to be a good starting point, however there is an
additional complication. We have to figure out whether a given proof (deduction
graph) is a substantial part of a larger proof. When this is the case, it is normally
desirable to use the subgraph as a lemma or as an intermediate step in the overall
proof. Therefore we must check if the rest of the proof — after removing the proof of
the lemma — has become “easier”. According to Davis, this will be the case when the
subgraph contains an instance of a clause, of which a different instance appears
somewhere else in the rest of the proof. It may even be the case that both resulting
proofs are obvious although the total proof wasn’t. But that’s what dividing large
proofs into steps is all about.

Finally, when it comes to make someone understand a proof, other non-logical
properties must also be taken into consideration. For example its absolute length and
the length in relation to the total proof must be taken into account. When the subproof
is relatively long, it will always pay to prove it separately as a lemma. If this lemma is
already known to the reader one may later dispense with its proof altogether. Doing
this intelligently requires a database of known lemmata and a model of the reader’s
knowledge about the field of mathematics under consideration. When a freshman
uses the system as an explanation for a proof one may not omit arguments which a
graduate student might consider trivial. Conversely, it may obscure the idea of a
complex proof to mention all the applications of lemmata that have been thoroughly
understood long before.

As one never knows, however, who will read the proof later, it is useful to
postpone this decision as long as possible. At this stage it is not yet necessary to take
a user model into account, this will only be done when the natural deduction proof is
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finally linearized by applying the method described in section 4.1 to arrange the
lemmata in a linear order and, of course, to linearize their internal structure if they are
considered complex enough for the prospective reader.

4.3 Shared Subgraphs as Lemmata

Now we assume that a proof of a formula ¢ has already been found by an auto-
mated deduction system. We will further assume that this proof is represented as a
refutation graph I'; this representation can easily be constructed from a given
resolution proof, sece [Po85] or [Le88]. In addition to the refutation graph, in order to
establish a correspondence between the literal nodes of I" and the atom occurrences
within ¢, we need a clause graph relation A ¢ ,(¢) x N, which must of course have
been maintained throughout the search for a proof, especially during the process of
normalization of the original formula.

An initial “trivial” generalized natural deduction proof (GNDP) can then be
constructed to start a transformation process as described in chapter 3. Now some of
the transformation rules, EA for instance, lead to additional external lines, and as a
consequence to a division of the refutation graph according to the splitting theorem
3.6-6. In the simplest case the refutation graph proving FAG is “cut” through the
clause [-F—G], such that the two resulting components are refutation graphs for F
and G, respectively. In general, however, the two components may have a non-
empty intersection, and this is similarly the case for the other rules leading to a
division of the refutation graph. The splitting theorem does not take this into account,
so that these shared subgraphs are always duplicated and therefore processed more
than once.

This does not matter if the intersection is comparatively small, when it may easily
be copied and later used several times in the resulting subproofs. If it is relatively
large and complex, however, it may be sensible to prove a lemma first and then use it
in-all the proof parts. In order to formalize such a procedure, a new transformation
rule E-Lemma is introduced.

E-Lemma:
(o) mﬂi F G Ty
B 241 +Fy Ty
— (Bl) A [ Fl TCl'
(Bn) ﬂ]'). l_F;l'l ﬂ:n

(B An F Fp T
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This rule must of course be used with discretion, i.e. only when specifically
called for by a heuristic. In particular it may only be applied when all the literal nodes
in the refutation graph mp are positively polarized, so that it is possible to prove G
from axioms and current assumptions only. It goes without saying that 7o must be a
common subgraph of all the graphs m;. In constructing the graphs = one is entitled to
use the formula G as an additional axiom. The case n=1 may also be meaningful,
when a lemma is introduced as a subgoal, see section 4.3.

Let us consider now what these shared subgraphs may look like. We always
assume that a cut is being made in order to apply EA to an external proof line with
conclusion F; AF,. In the simplest case the lemma consists of just one atom G. Then

the graph has the form
subgraph1 III. subgraph?

The case where G is a conjunction G; A G; is almost as simple. It only means
that there are now two independently shared parts, viz.

When G is a disjunction G; v Gj, however, things are no longer as easy. At this
point one should recall, that a deduction graph constitutes a derivation of the dis-
junction of its pure literal nodes from the set of clauses it contains, cf. chapter 2.
Therefore one might think that it snffices to introduce a link between the subgraphs 3
and 4 of the previous case, combining them tc a new deduction graph. It is true that
we would then know a derivation for the disjunction G; v G5, but we have also
introduced a cycle into the graphk, which therefore ceases to be a refutation graph. As
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a matter of fact, a shared subgraph representing a disjunction can only happen, when
the theorem F; AF, appears more than once in the graph, as in the following

example:
F -G , | subgraph2 | F; \
F N N— “F
1 subgraphl | G, :
- F2 . \_./
subgraph4 -G , | subgraph3 | B,

N— "

After cutting through both clause nodes [-F; ~F;] the graph divides into four
components, only two of which are needed. The “mixed” components containing
both clause nodes [—F;] and [-F,] may be discarded. The other two components
represent proofs for Fy and F,, respectively. Both proofs can then for instance be
done by case analysis after the lemma G; v G3 has been introduced.

According to theorem 2.5-7 every refutation graph can be rewritten such that a
given (ground) clause corresponds to just one clause node in the graph. If one
chooses the theorem clause [-F; —F5] to appear only once, the refutation graph of the
last example takes a form as shown below. Now the subgraph proving G; v G is no
longer really shared, but two copies of it exist in the refutation graph.

/‘_\
subgraph5 _.o.J

So in general one has to search for isomorphic subgraphs that are complex
enough to warrant the introduction of a lemma. In addition to an isomorphic graph
structure all the literal nodes must represent identical literals and they must be related
to the same atom occurrences.

We have now seen how a deduction graph A (as a subgraph of a refutation
graph I') must look like in order to represent a conjunctive or a disjunctive lemma. If
a quantified formula is to be represented it is useful to leave the variables in the graph,
i.e. all the clause nodes are (renamed) copies of their parent clauses, and a ground
substitution 7y transforms I into a (ground) refutation graph.
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If an existentially quantified formula is represented the pure literal nodes of the
corresponding deduction graph will contain a constant symbol that does not occur
anywhere in the rest of the refutation graph (before applying y). This means that the

proof is independent of the actual constant symbol.
*

More interesting are deduction graphs representing a universally quantified
formula. In this case it must be possible to replace a subterm s of a pure literal node
by any ground term and change Yy accordingly without violating the polylink
condition. Then the lemma is the formula where s is replaced by a universally
quantified variable.

If such a lemma is used in different instantiations during the proof the
corresponding deduction graph will have to be duplicated as in the case of a
disjunctive lemma above. Now all these subgraphs are isomorphic in structure, but
they represent literals that may differ in the terms that were inserted in the place of s.

Such a lemma corresponds to a resolvent used more than once (and in different
instantiations) during the resolution proof. Thus, if the refutation graph was
originally constructed from a resolution proof one should keep this information in
order to obviate the search for that kind of lemma. An example can easily be
constructed by slightly altering the above graph where the atoms G and G may differ
in some of their arguments.

Fy | subgraphl | -G G | subgraph
- B
-F, : '
subgraph? | -G ' }—o—{ G'| subgraph

4.4 Subgoals Defined by Separating Links

In the previous section, the main incentive for the introduction of a lemima was to
avoid an unnecessary duplication of parts of the proof. But this is not the only reason
why mathematicians use lemmata. In many cases they are used purely to structure the
proof, so that the idea behind a proof becomes better visible.

In an automatic proof transformation the difficulty is obviously to find
meaningful lemmata. And it is here again that the topological structure of the
refutation graph may successfuily be exploited. The task is to find parts of the
refutation graph that are sufficiently complex in order to justify the introduction of a
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lemma, while they should at the same time be easily separable from the rest of the
graph. Besides, all the parts belonging to the proposed lemma must of course have

been positively polarized before.

If it were possible to find a link or a small set of links separating the refutation
graph, and fulfilling the above requirements, one might use the positively polarized
part as a lemma. So, during the process of proof transformation, when no more
automatic external rules nor E3-constructive can be applied, the search for such links

is done using the following algorithm:

4.4-1 Algorithm:
1.

Starting with a non-trivial refutation graph I'=(N,C,£,IT), we want
to compute a set ¥ of candidates for a lemma. The process is
initialized by setting ¥:={ }.

Compute the set Ynin:={A €Il | A is minimal with respect to the
nesting order * on IT1}. These are the links separating the graph.
The removal of a given A € Yi, from I results in two deduction
graphs I‘X andT',.

Compute Wo:={ Ae Wnin | exactly one of I‘X or I‘;\ is trivial}. These
are useless for lemma purposes, since they can only lead to trivial
lemmata. Therefore let ¥ pi0: =¥ min\Fo.

For each A € ¥ duplicate the trivial subgraph Iy, if A is branching
on the non-trivial side. Note that I" is changed by this operation. Let
Yin={@e H?\“\‘I’mm | © is minimal with respect to the nesting
order < on ]DIKH}. These are the links that additionally separate the

graph after the duplication of a subgraph.
If Wmin is non-empty, go to 3, otherwise continue with 7.

Now ¥ is the complete set of candidates for lemma purposes.

(find separating links to define lemmata)
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4.4-2 Example: (links defining a lemma)

Aoy As
5 Ay g -Qj L Ay 'L—I'QJ__HQ Aq S
abofrl W E RSN
R -R|L -L{-R R
S S

Ag

CsTmollre]

The set of separating links in the example graph is ¥nin={A1, A7, Ag, Ag}. All
of them separate a trivial part from the rest of the graph, though, therefore none of
them is among the candidates for a lemma. Only Ag is branching on the non-trivial
side, which means that the appropriate trivial part has to be duplicated. This leads to
the following refutation graph.

. A2 AS
Ay 2 - QlAq
[ Pa—o—{-Pa -Pb Pb
R R
S S
Ag Al jl\g A
-S|-Pc Pc -S|-Pc Pc

Now A4 is an additional separating link, which divides the graph into two trivial
parts. So W={A4} is the set of candidate links for a lemma. ¢

Now the set W of candidate links for the construction of a lemma has been
computed, and unless it is empty, we must define an actual lemma by choosing one
or several of these links and their related subgraphs. In order to do this, we must try
to isolate parts of the graph containing only positively polarized clause nodes, which
are connected to the rest of the graph only via W-links. The following algorithm
describes, how this is done.

4.4-3 Definition: (maximal connected subgraphs)

Let I'=(N,C.£,IT) be a clause graph and let =(T") be the set of all subgraphs of
I'. Let ‘¥ CI1 be a set of links. Then for Ce C we can define Xy (C) as the maximal
connected subgraph of I',which includes C but does not contain any Ae V.
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4.4-4 Algorithm: (choose lemma from separating links)

1. For all negatively polarized clause nodes C” compute Zy(C"). These
graphs are deduction graphs, whose pure literal nodes were
connected to the rest of I" with W-links.

2. For all positively polarized clanse nodes C*, not belonging to any
of the Zy(C"), compute Zg(C™). Now the graph is divided into
“positive” and “negative” subgraphs in one of three basically
different ways:

In all three cases, variations may occur due to separating links that
are branching.

3a) If there is only one Zy(C"), the set of links attached to its pure
literal nodes in I is used as a lemma, which can be derived from the
rest of the graph, i.e. directly from axiom formulae or assumptions.
In this case the lemma is the conjunction of the literal nodes in the
opposite shores of the pure literal nodes.

b) If two of the Zy(C") are adjacent, then the proof is separated into
cases (see next section).

c¢) If there is a Z¢(C*) between two of the Zy(C), then one has to
check, if the positive part consists only of a trivial chain of y-links,
in which case one proceeds as in b). Otherwise the positive
subgraph defines a disjunctive lemma, which will then be used to
perform a proof by case analysis.

4.4-5 Example: (choosing the actual lemma)

In the case of the previous example 4.4-2, the only link suggesting a lemma was
A4. The polarity of the resulting parts now decides the actual form of the lemma. If,
for instance, [Pb] is the only negatively polarized clause node, then L is the lemma. If
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[Pa] and [Pb] are both negatively polarized, it is best to conduct the proof by the

cases L. and —L..

4.5 Structuring Proofs Using Proof by Case Analysis

M-Cases, one of the transformation rules defined in chapter 3, leads to a division
of the refutation graph by dividing an assumption formula. This rule can always be
applied, when a disjunction has been derived earlier. An application is however
undesirable in many cases, as can be seen from the following examples:

(a) If only one of the resulting components contains negatively
polarized literal nodes, then an extra and unnecessary proof by
contradiction must be performed.

positive | l_ negative
subgraph 'Al ° |A I B —B subgraph

Here the case B is straightforward, but A needs a proof by
contradiction.

(b) If both of the resulting parts overlap widely, including negatively
polarized literal nodes, then large parts of the proof will be
duplicated in both cases.

A good case for the application of M-Cases appears, when both of the resulting
components contain parts of the theorem, and their overlap is either small or restricted
to positively polarized parts, in which case a lemma can be defined to avoid the
duplication (cases 3b and 3c in the previous section).

This 1s the case when the formula to prove is distributed in the refutation graph
with respect to the disjunctive formula which shall be used for case analysis, so that
the graph meets the condition of lemma 3.6-8.

The most important case for the rule M-Cases comes up, when an existentially
quantified formula cannot be proven constructively. In the refutation graph, this fact
is reflected by the existence of several different instances of the theorem clauses.
Similarly, when a disjunction has to be proven, case analysis may be the best
solution. M-Cases can be applied with advantage if any of the components resulting
from splitting contains only literal nodes related to one instance of the existentially
quantified theorer or one part of the disjunction.
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4.6 Example & Further Processing

A famous example in the literature on automatic theorem proving is a problem
which Lenhart Schubert formulated in 1978 as a challenge to automated deduction
systems. It became well-known as “Schubert’s Steamroller” and for several years
presented a hard problem even for the best automatic theorem provers.

For two reasons it is also an interesting problem for proof transformation and
structuring. For once it is a problem stated in natural language so that there is an
obvious semantics for all the formulae, which makes it easy to check whether any
lemmata or subgoals are “intuitive” or not. Secondly, the problem is combinatorially
difficult, and computer generated proofs involve many clauses and are difficult to
understand.

Schubert’s original problem,

Wolves, foxes, birds, caterpillars, and snails are
animals, and there are some of each of them. Also there are
some grains, and grains are plants. Every animal either likes
to eat all plants or all animals much smaller than itself that
like to eat some plants. Caterpillars and snails are much
smaller than birds, which are much smaller than foxes,
which in turn are much smaller than wolves. Wolves do not
like to eat foxes or grains, while birds like to eat cater-
pillars, but not snails. Caterpillars and snails like to eat
some plants.

Therefore there is an animal that likes to eat a grain-
eating animal.

has been coded in first order logic in several different ways. We adopt a
formulation proposed by Mark Stickel in [St86] where “a grain-eating animal” means
an animal that eats some grain. To make the example easier to understand we use
sorts, and the names of the variables and constants indicate of which sort they are. E
and M are binary relations, where Exy means “x likes to eat y”” and Muv means “u is
much smaller than v”. Then the following first order formula represents the
steamroller problem:

((Va (VpEap) v (Va'Ma'a A Jp'Ea'p’ = Eaa'))
A (¥e,8,bf,w Mcb A Msb A Mbf A Mfw)
A (Vwi,g —=Ewf A —Ewg)
A (¥b,c,s Ebc A —Ebs)
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A (Vc3p Ecp A Vs3p'Esp'))
= (da,a',p Eaa' A Ea'p)

A refutation graph proving this formula is shown below. A resolution proof has
been automatically found by our theorem prover “Markgraf Karl Refutation
Procedure” [MKRP84], and the graph was generated automatically as described in

[Le88].
| +Msb ! +Esfs -Ebs

[+Ebg [ -Msb | —Esfs| +Ebs |

{+Ewg | -Mfw| —Efg | +Ewf

I

The polarization is shown as it is after application of the first rule, E=>, which
moves all the axioms to the left side as assumptions. At this point the formula to
prove is an existentially quantified formula, and the total substitution tells us that the
proof is not done constructively. Therefore algorithm 4.4-1 is used to find any
separating links defining a lemma. Only A and © separate non-trivial parts from the
refutation graph, and an analysis of the polarization shows that ® segregates a
positive part from the rest, so that a first lemma Ebg, i.e. “birds eat grain” can be
generated.

r+Efg [ -mbf | —Ebg | +Efb

Actually there is a universally quantified lemma Vp Ebp as discussed in section
4.3. The subterm g can be replaced by a variable without violating the polylink
condition in the deduction graph proving Ebg. As this formula is not needed in any
other instantiation there is nothing to choose between Ebg and Vp Ebp as a lemma.
After the lemma has been proven, the clause node [Ebg] representing it can be
duplicated with the effect that in addition to A, IT becomes separating, viz.




Iniernal Proof Structure 79

This time situation 3b) of algorithm 4.4-4 is present, so we derive the lemma
Efg v Efb, which means that a fox eats either grain or birds. This formula is then used
to divide the rest of the proof into two cases. In the first case (Efg) the theorem holds
because wolves eat foxes and these eat grain; in the other case (Efb) foxes eat birds,
which in turn eat grain, so that the theorem is fulfilled. The basic structure of the
proof turns out to be:

Axioms

'

Birds eat grain (Lemma 1)

'

Foxes eatbirds OR  Foxes eat grain

Case1l: ok l se 2:
\ Wolves cat foxes

Therfore: Ja, a', pa eats a@ AND a’' eats p

Here one might ask why the proof had to be done in such a roundabout way, the
second of the cases above seems to make no sense. And indeed, there is a
constructive proof of the theorem, which uses the fact that “wolves don’t eat foxes”
to show that case 2 is impossible. But then the proof would be completely different
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from the one found by MKRP!, where this fact was not used at all. And proof

transformation is not supposed to find the “best” proof, but to rewrite a given proof

in a different form.

The transformation results in a natural deduction proof, where it is known that

certain lines are lemmata or subgoals in the proof.

11 + Va(Vp Eap) v (Va' Ma'a A dp' Ea'p' = Eaa) Ass
2) 2 +  Ve,s,bf,w Mcb A Msb A Mbf A Mfw Ass
3 3 o Vwf,g -Ewf A —Ewg Ass
@ 4 + Vb,e,s —Ebs A Ebc Ass
(5) 5 + YcIpEcpaVsdp Esp' Ass
©6) 2 +  Msb VAE(2)
7 5 + dp'Esp’ AV E(5)
8) 4 + —Ebs VAE@4)
®) 245 + —(MsbadIp'Esp' = Ebs) Tau(5,7,8)
(10) 245 + Ja'—= (Ma'b A dp'Ea'p' = Eba’) 31(9)
(11) 245 + —Va (Mab A Ip'Ea’p’ = Eba’) Neg(10)
(12) 1 + VpEbp v (Va' Ma'b A Jp' Ea'p' = Eba') VE(1)
(13) 1245+ VpEbp Tau(11,12)
(14) 1245+ Ebg VE(13)
(15) 2  Mbf VAEQ2)
(16) 1245 - 3p' Ebp' 31(14)
an 1 +  (VpEfp) v (Va'Ma'f A Jdp' Ea'p' = Efa’) VE(1)
(18) 1 - (VpEfp) v (Mbf A 3p' Ebp' = Efb) VWE17)
(19) 1245+ (VpEfp) vEfb Tau(15,16,18)
20) 1245 + Efg v Efb YE(19)

1 The Markgraf Kar! Refutation Procedure finds this proof first because of the “Set-of-Svpport”

strategy. There are evea problems, where certain proofs cannot be found at all, if the “Set-of-
Support” strategy is used in combination with subsumption.
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We consider separately the cases of (20)

21) 124520 + Efg Ass
22) 3 F  —Ewg VAEQ)
23) 1 F  (VpEwp) v (Va'Ma'w A Jp' Ea'p' = Ewa’) VE(1)
24) 1  Ewg v (Va Ma'w A dp' Eap' = Ewa’) vVE(23)
25) 1,3 + Va Ma'w A Jp' Ea'p’ = Ewa' Tau(22,24)
26) 13 + Mfw Adp Efp' = Ewf VE(25)
@n 2 F Mfw VAEQ2)
(28) 124,520 + dJp' Efp’ 31(21)
29) 1520 + Ewf Tau(26,27,28)
(30) 1-520 - EwfAEfg " A1(29)
(31) 1-520 +~ Ha.a'.p Eaa' A Ea'p J1(30)
Case 2:
(32) 124530 + Efb Ass
(33) 124,530 + Efb A Ebg AI(14,32)
(34) 1,2,4530 + Ja,a',p Eaa' A Ea'p JI1(33)
End of Cages (23.34)
(35 1-5 + da,a',p Eaa' A Ea'p vE(20,31,34)

We can then start the process of linearization with a prestructured generalized
natural deduction graph, where only the lemmata have to be arranged in a linear
order, and of course, their internal structure must be linearized. Using this
information, our starting point is the following GNDG:

22-25-26+
/

23247  27-29-30-31

21-28 7/

15
© N \
7-~9-10-11-13-14 17-18-19-20
(4) s/ 12/ 167
@/ 32-33-34

Now the problem of imposing a total order on the natural deduction proof has
become much simpler. At first a total order is imposed upon the global proof
structure, for which the only decision to be made is the sequential order of the two
cases in the case analysis. Then the internal structure of the nodes has to be
linearized, which again is not difficult as their structure is simple enough.
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The linearization of this proof starting with an unstructured natural deduction
graph by the method explained in 4.1-2 also leads to the subgoals 20 and 31, but
misses 14 and ends up with two additional meaningless lemmata. The details of the
linearization process are described in Appendix D.

Now that the natural deduction graph has been linearized, some further steps are
required in order to make the proof really understandable. The main drawback of
natural deduction proofs is their length, and the size of the individual steps is too
small, remaining altogether on a purely syntactical level. One has to raise therefore the
granularity of single reasoning steps to a “conceptual level”, which is not straight-
forward, as the solution depends on the context of the proof as well as on the
knowledge of the intended reader.

An interesting approach has been put forward by Xiaorong Huang in [Hu89a]
and [Hu89b], who builds upon the work proposed in this thesis. He combines
several steps in the natural deduction system so that they represent the “application”
of an axiom or a lemma. This typically involves the combination of the instantiation
of premise formulae together with some propositional reasoning to a single proof
step.

When all of this is done one can then tackle the problem to state the formal proof
in the natural language of a mathematician. The following is the result of a hand-
simulation of Huang’s proposed transformation steps. A proof in (mathematical)
natural language might then read as follows, the numbers in parentheses indicate the
line number of the natural deduction proof.

Axioms: Wolves, foxes, birds, caterpillars, and snails are

~ animals, and there are some of each of them. Also there are
some grains, and grains are plants. Every animal either likes
to eat all plants or all animals much smaller than itself that
like to eat some plants (1). Caterpillars and snails are much
smaller than birds, which are much smaller than foxes,
which in turn are much smaller than wolves (2). Wolves do
not like to eat foxes or grains (3), while birds like to eat
caterpillars, but not snails (4). Caterpillars and snails like to
eat some plants (5).

Theorem: Therefore there is an animal that likes to eat a grain-
eating animal (35).
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Proof:

It is given that snails are much smaller than birds (6)
and they eat some plant (7), but birds don’t eat snails (8).
Now every animal either likes to eat all plants or all herbiv-
orous animals much smaller than itself (1). Therefore birds
like to eat all plants (13), and in particular, they like to eat
grains (14). [lemma 1]

Birds are also much smaller than foxes (15), hence
foxes eat birds or they eat all plants (19), especially grains
(20). [lemma 2]

Let us assume first that foxes eat grains (21). Now
wolves don’t eat grain (22) and must therefore eat all
smaller herbivorous animals (25), in particular they eat
foxes (29). Hence there is an animal (the wolf) eating a
grain-eating animal (the fox) (31). [end of case 1]

If on the other hand foxes eat birds (32), which by
lemma 1 are known to eat grains (14), we know again of an
animal (the fox) who eats grain-eating animals (34) [end of
case 2], which completes the proof.

q.e.d.

83
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5 Conclusions and
Open Problems

In this thesis a method is described to transform a proof represented in the
resolution calculus or as a refutation graph into a natural deduction proof in Gentzen’s
system NK. Starting from a basic proof transformation mechanism as published by
Peter Andrews [An80], Dale Miller [Mi83], Christoph Lingenfelder [Li86], Amy
Felty [Fe86], or Frank Pfenning [Pf87], the necessary changes and additions are
made to meet the special needs of the transformation guided by refutation graphs.

The proof representation in form of refutation graphs lends itself perfectly well to
avoiding proofs by contradiction and to deciding when an “integral” formula can be
proven undivided, i.e. without breaking it up into its very literals. The introduction
and formalization of additional, and sometimes incomplete, transformation rules, as
for instance M-Inf, is made possible because the topology of the refutation graph, in
connection with the clause graph relation that ties it to the original formula, allows an
efficient check of their applicability. The refutation graph also helps to decide in an
intelligent way, when to do a proof by case analysis using a disjunction, or it helps to
choose a suitable formula G when an axiom (G v —G) must be introduced.

In addition to the technical questions of proof transformation this thesis shows
how to organize a proof by breaking it up into smaller lemmata, thereby laying open
its general structure and its main ideas. In particular this may avoid the need to prove
a subgoal more than once, when it is shared by different branches of the proof. To
this end both the information implicit in the topological properties of refutation graphs
and the history of finding the proof is used, for instance in form of resolvents that
were used in different instantiations during the proof.

This is done by dividing the graph into disjoint parts to be proved separately,
either sequentially, as a lemma cited later in the proof, or as a proof by case analysis.
In order to achieve this, the algorithm for the transformation of refutation graphs into
natural deduction proofs had to be extended.

The same information also facilitates the process of linearizing natural deduction
proofs. The parts to be linearized (lemmata) are much smaller, thus reducing the
number of arbitrary decisions that have to be made in order to choose an actual
sequence of proof lines. In fact one has to solve several smaller linearization
problems instead of a single large one; of course one also has to linearize the
sequence of lemmata or proof cases in the end.
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.

Parallel to the development of the theory we implemented a proof transformation
system to check many of the ideas and heuristics, which made it possible to evaluate
the additional transformation rules and the lemma mechanism. In a large number of
examples the resulting lemmata actually made sense semantically.

An open question with respect to the structuring of proofs is the presentation of
equality proofs, regardless whether they were found by rewriting techniques or by
paramodulation. The representation of pure unconditioned equality proofs in equality
graphs, as in Karl-Hans Blisius’ dissertation, [B186], seems to be a promising
starting point to construct a procedure analogous to the algorithm developed in this
thesis.

Also the extension of the proof transformation process to resolution with
paramodulation and to theory resolution in general remains to be dealt with, but this
appears to be a straightforward affair. The main problem will be to extract the
necessary information. Theory resolution was invented to incorporate the use of
algorithmic knowledge for decidable subproblems; therefore not all the proof steps
are made explicit and a more or less important part of the proof will be hidden by the
algorithm.

The most important future research topic is, of course, the further transformation
into natural language. The final natural language proof of example 4.6 was hand-
simulated, but in its origination we employed an approach of Xiaorong Huang, cf.
[Hu89a] and [Hu89b], to combine several applications of inference rules so that the
reasoning is raised to a “conceptual” level. In the later stages of the transformation
one has to apply methods of natural language processing. For every single argument
one has to decide how it should be presented. Is it necessary to repeat all or some of
the premise formulae? Should the rule itself be mentioned or is it self-evident in the
context ?

A focus mechanism can be used to minimize the need for repetition of formulae.
If at all possible one should try to construct a chain of arguments, so that the result of
one step is a direct prerequisite of the next one. These are techniques well-known
from natural language processing, cf. for example [McK85], that can be used for the
purpose of proof presentation as well as in the context of speech planning.

Finally one must take into account the prospective reader of the proof. After all, a
mathematician will consider a lot of proof steps trivial, that inexperienced readers
might not find easy at all. This raises the question how this distinction can be made
automatically. For one thing a (knowledge-)base of previously proved theorems is of
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the essence, allowing simply to cite a lemma and doing away with the respective part
of the proof altogether. But in general this can only be done with the help of a user
model. So it turns out that proof transformation is not purely a question of logic after
all, but that methods of different fields of Artificial Intelligence are required to come
up with a really satisfying result.
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B Table of Transformation Rules

B.1 External Rules
B.1-1 Automatic External Rules

EA:
() 4 + F .
v 4 + FAG T - {(B) A + G Ty
6%) + FAG Al(a,B)
E=:
() 4,F + F Ass
v 2 + F=G T — {(B Aa,F +r G
' (y A4 F F=G =:>I([3)
EV:
Letc be an arbltmry object
B) 4 + VxFx n — { (o) Fc T
B) ﬁl l— VxFx VI(o)
B
(o) + F T
(B) 24 + ——F T —> {
(B A + ——F Tau(o)
E—l/\
(1) A F =Fv-G '
B a4 + «(FAG) = — {
B a F —(FAG) Tau(o)
E_1V
F FA--G T’
B a2 r ~(FVG) = — {
B a F —=(FvG) Tau(o)
E—{—
o) + FA-G T
(B) A + "‘l(F=>G) T - {
B a F —(F=G0) Tau(o)
E—Ei:
(o) 4 F Vx—Fx '
B) 4 + —3xFx T —
@ a F —3xFx Tau(o)
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B.1-2 Proof-Driven Rules

E—:
{ (o) 4,F + F Ass
@y A + —F 1t — ® A4,F oL '
(’Y) A  —=F —J(B)
Evleft:
() A4 F F n
B 2 + FvG n — {
® 4 r EFvG VE(0)
Evright:
(@ 4 - G '
B a4 + FvG T — {
B 4 - FVG VE(o)
EVl: ((X.) A4,-F + =F Ass
® 4.-F + G n
® a4 + FvG T — vy 4a F —F=G =1(B)
0 4 F FvG Tau(y)
Ev2: @ 2,-G + =G Ass
B 4.-G r F x
® a4 + FvG n —
4 A F —G=F =1(B)
0 4 F FvG Tau(y)
Ed-constructive:
(o) A4 + Ft T
B) 24 + IxFx n — {
’ ® 4 - 3xFx (o)
Ed:
{ (a) A F aVx—Fx '
B) 2 + IxFx T -
B 4 F IxFx Neg(o)
E-V:
(o) 4 + —Ft '
¥ 4 - =VxFx = — { B 4 F 3x—Fx ()
v A4 + —VxFx Neg(B)
E-Lemma:
(@ Mg + G o
B +F b9
-~ By 44 FFy T
(Bn) An - Fn Tn
(Bn) An = Fn o,
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B.2 Mixed Rules
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M-Cases: (@) 4 + FVG Rule R
We consider separately the cases of (o)
Case 1:
B 4a4F + F Ass
(@) 4 + FvG Rule R vy AF + H T
— 9 Case?2:
& a r H T ® 4G + G Ass
€® A4,G + H L)
End of cases (1, 2) of (o)
L © 2 - H VE(o,Y.€)
M-Divide: () a F Gv—G Axiom
. We consider separately the cases of (o)
Case 1:
B 4G + G Ass
© a + F T —» 1 W 4G + F (9]
Case 2:
® 4,-G r =G Ass
€ 4,-G + F Fi%)
End of cases (1, 2) of ()
L QO 2 + F vE(QL,y,€)
M-Choose:
[ () 4 + JxFx Rule R
() 2 + 3xFx Rule R } B) a,Fc + Fc Ass
—p <
® a4 + G T (g) ,Fc + G T’
L (0 A4 - G JE(a,Y)
¢ may not occur in 4, Fx, or G.
M-Inf:
() 24 + F=G Rule N (0 A4 F F=G Rule R
— B 4 + F i
MW Aa + G T n 4 F G Tau(ct,B)
M-Unless:
‘ () 4 F FvG Rule R
(@) 4 + FVG Rule R } B 4F + F Ass
— ¥ 4F + G T
© a + G b\ e 4 F F=G =I(Y)
& a F G Tau(e,E)
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B.3 Internal Rules
I
B.3-1 Analytic Rules

IAaleft:

Iaright:

for an arbitrary term t.

B.3-2 Synthetic Rules

IsA:

Is——:

(o)
5))
%)

(o)
)

(o0)
(B)

(o)
®

(o)
®

(o)
(5)
)

(o)
®

(o)
®

(o)
)

(o)
B)

x
T

—F

FAG

FAG

—(—F)

VxFx
Ft

FAG

FvG

FvG

F=G

—(—F)

Rule R
Rule R’
Contra(c,B)

Rule R
AE(a)

Rule R
AE(o)

Rule R

Rule R
VE()

Rule X
Rule X,
Tau(a, B)

Rule R
Tau(o)

Rule R
Tau(o)

Rule R
Tau(a)

Rule R
Tau(o)
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B.3-3 Converting Rules

I=:

T
>

:

T
<

(o)
B)

(o)
B

(o)
B

(o)
B)

(o)
B)

(o)
B

(o0)
B

(o)
B)

(o)
B)

(o)
B)

F=G
-FvG

—F v -G

—F A =G

FA-G

—(VxFx)
BX('—lFX)

—(3xFx)
VX(-ﬂFX)

FvG

FvG

Ev(FAG)
(EVBPAEVG)

EA(FVG)
(EAF)V(EAG)
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Rule R
Tau(o)

Rule R
Tau(o)

Rule R
Tau(o)

Rule X
Tau(o)

Rule
Neg(ct;

Rule R
Neg(o)

Rule R
Tau(o)

Rule R
Tau(o)

Rule R
Tau(o)

Rule R
Tau(o)
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C Example of the
Unstructured
Linearization Process

In this part of the appendix we want to go through the linearization process of the
dependency graph for the “steamroller” example of section 4.6 without the benefit o:

a structured natural deduction proof. It turns out that it is difficult to extract tbe
internal proof structure purely from the natural deduction proof if it has not been

structured during the process of its generation.

For easy reference the original natural deduction proof is repeated below. The
numbers in the natural deduction graphs represent the conclusion formulae of the

corresponding proof lines.

O 1 + Va(Vp Eap) v (Va Ma'a A dp' Eap' y= Eaa') Ass
2 2 ~  Ve,s,bf,wMcb A Msb A Mbf A Mfw Ass
3) 3 F Vwf,g ~Ewf A —Ewg Ass
4 4 + Vb,c,s —Ebs A Ebc Ass
S b VcipEcpa Vsip Esp' Ass
6) 2 +  Msb V AE(2)
@ 5 + 3p'Esp' AVE(S)
®8) 4 + —Ebs VAE4)
9 245 + —(MsbA3IJp'Esp' = Ebs) Tau(6,7,8)
(10) 24,5 + 3Ja'—=(Madb A Jp'Ea'p' = Eba') 31(9)
(11) 24,5 + —Va (Mab A 3p'Ea’p’' = Eba’) Neg(10)
(12) 1 + Vp Ebp v (Va' Ma'b A dp' Ea'p' = Eba’) VE(1)
(13) 1,245+ VpEbp Tau(11,12)
(14) 1245+ Ebg VE(13)
(15) 2 F Mbf V AE(2)
(16) 12,45 + 3Jp' Ebp’ 31(14)
17n 1 +  (VpEfp) v (Va'Ma'f A Jdp' Ea'p’' = Efa) VE(1)
(18) 1 +  (VpEfp) v Mbf A Jp' Ebp' = Efb) vVE(17)
(19) 1,245+ (VpEfp) vVEfD Tau(15,16,18)
(20) 1245 + _ Efgv Efb VE(19)
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We consider separately the cases of (20)

Case 1:
(21) 124,520 + Efg Ass
22) 3 + =—Ewg VAE(3)
23) 1 + (VpEwp) v (Va'Ma'w A Jp' Ea'p' = Ewa') VE(1)
24 1 + Ewg v (Va Ma'w A 3p' Ea'p' = Ewa') vVE(23)
(25) 13 + Va Ma'w A Jp' Eap' = Ewa' Tau(22,24)
(26) 1,3 F  Mfw A Jp' Efp' = Ewf VE(25)
(7 2 F Mfw VAE(2)
(28) 1,24520 + dp' Efp’ 121
(29) 1-520 + Ewf Tau(26,27,28)
(30) 1520 + EwfAEfg AI(29)
(31) 1-520 + Faa'.pEaa' A Eap 31(30)
Case 2:
(32) 124530 + Efb Ass
(33) 124530 + Efb A Ebg AI(14,32)
(34) 124530 + Fa,a',pEaa' A Ea'p 31(33)
End of Cases (23.34)
(35) 1-5 + Ha,a',p Eaa'" A Ea'p vE(20,31,34)

The dependency relation between the proof lines is represented in the initial
natural deduction graph shown below.

O——Lr—@9—9)

. Y o odg U
; T %)
! O ~O)— - 19—Q9—433
O-0——0—a (19 33
19—(14 33
0=0
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At first rule 1 of definition 4.1-2 is applied to several of the ncdes in the natural
deduction graph. The resulting graph shown below is still very complicated and rulc
1 cannot be applied again.

3-22 25-26

;

&
2 15
© (17-18 -
] (17-18) 19-20 (35)

5-7 9-10-11 (19
|

4-8

1 @% 33-34

Now rule 2 is used for applicable nodes with least rank, i.e. with the smallest

number of immediate predecessors. In this case there are several nodes with no
predecessor at all, which correspond to lines where an assumption is introduced. This
rule ensures that any new assumptions are mentioned immediately before they are
needed for the first time. The next graph results from applying rule 2 to all applicable
nodes of rank 0, viz.

T15E39-3031)

32-33-34

In the next step several nodes of rank 1 can be joined with their unique immediate
successors. At this point one must decide the value of maxsize. Remember that a
node can only be added to its successor node if its size is smaller than maxsize. There
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is nothing to guide us here, and we arbitrarily choose five proof lines as this maximal
number. Note that this choice prohibits the combination of the two nodes on top of
the next graph.

27-21-28-
29-30-31

Now only one further combination for a node of rank 2 is possible without
violating the maximality condition, and the final generalized natural deduction graph
has the following form.

23-24-3-
22-25-26

27-21-28-
29-30-31

12-13-14-
17-18~15-
16-19-20

6-4-8—5-
7-9-10-11

For better comparison with the earlier result (section 4.6), we repeat below the
graph which was arrived at by starting with a natural deduction proof that had already
been structured during the process of its generation.

5
© \ AN
7=9-10-11-13-14 17-18-19-20
7 uf 167

22-25-26
23247  27-29-30-31
21-287

32-33-34
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While the second graph reflects a meaningful internal structure of the proof,
deriving line 14 first (birds eat grain) and then doing a case analysis with respect to
line 20 (foxes eat grain or birds), the unstructured version fails to come up with a
well-structured result. The subgoals 11 and 26 proposed are merely intermediate
results of low-level calculations, which happen to be part of an argument using more
than one formula.

Choosing a larger value for maxsize would avoid these meaningless subgoals,
but at the same time line 31 would be lost as a distinct subgoal, and possibly line 20
as well. In no way could one come up with the lemma “birds eat grain” of line 14.
This example shows that there is more in the structuring of proofs than a mere size
argument.

It has become apparent that making visible the internal proof structure during the
proof transformation process by exploiting topological properties of the refutation
graph is superior to the attempt to find such a structure afterwards.
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E.1

Table of Symbols

Fo

F,, F
Y

T, Tgr
=, Sy
P., P
A, Ag
L, Ly
C, Cgr
®, B,
r

N

I1

A,B
C,D,E

o, v, F, G,
K, L, M, N
P, Q,R

S, T

UV, WX Y, Z

a,b,cd, e
f,g, h

i, j, k, 1, m,
S, t

u, v, w, X,V¥, Z

i11

E Table of Symbols

constant symbols,

n-ary function symbols, function symbols

variable symbols
terms, ground terms

substitutions; ground substitutions
n-ary predicate symbols, predicate symbols

atoms, ground atoms
literals, ground literals
clauses, ground clauses
formulae, ground formulae
clause graphs

nodes of a clause graph
links of a clause graph

eA

eC
H e®
eN, L
eP
ccC
cVY

€ Fg
e F\Fyp
n
eT
eV

Signature and Elementary Sets of Symbols

a,b,c
f,g, h

Vv, W, X, ¥, Z
S, t

P, G, T; Y, O
P,Q,R

A, B
K,L,M,N
C,D,E

o, ¢, F,G H
A
K,L,M,N
B,A O II

E.2 Objects Denoted by Single Letters

atoms

clauses or clause nodes
formulae

literals or literal nodes
predicates

sets of clauses

sets of variables

constant symbols
function symbols
indices

terms

variables
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I,A el clause graphs

O, A Il ell links of a clause graph
(6] cP® set of formulae

Q set of formula occurrences
Xz cZ set of substitutions

=2, ¥ cII sets of links

v, & €Zgr ground substitutions

€ eX the empty substitution
&n, walks in a clause graph
V) eX matcher

T proof

p, G, 1 eX substitutions

o,V e®d formulae

® e formula occurrences

E.3 Combinations of Letters and Special Symbols

(L, M,..., N] clause (node) containing the literal (nodes) L, M,..., N
L—~K link containing L and K in opposite shores
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atom 6; 8; 10; 11; 13; 39; 70; 72
atom occurrence 9; 11; 20; 21; 22; 32;
33;47; 51; 54, 69; 71
atomic closure 33
basis 33; 54
clause 10; 11; 23; 47; 49; 68; 71; 76
empty clause 10; 11; 14
parent clause 13; 23; 51; 71
clause form - normal form
clause graph 12; 13; 14; 15; 16; 18;
21;22; 51; 58;74

component 16; 18; 19; 52; 56; 57,
58; 69;71; 76

connected 16; 17; 18
splitting 19

subgraph 15; 17; 23; 50; 56; 67;
69; 72
maximal connected 16; 74

clause graph relation 21; 22; 32; 33;
51; 57; 58; 59; 69; 85

clause node 12; 13; 14; 15; 17; 18;
19; 20; 22; 33; 46; 51; 53; 56;
61;71;74:75; 78

clause set 10; 11; 13; 20; 21; 22; 23;
70

codomain §

component ~ clause graph
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F Index

conclusion 25; 27; 31; 33; 35; 44; 45;
47; 53; 54; 60; 61; 70

conjunction 6; 23; 29; 39; 40; 49; 70;
75
connective 7; 8; 10; 25; 28
binary 6
unary 6
constant 21; 37; 60; 65; 77
constant symbol 5; 31; 72
cross-product 10; 23
cycle 16; 18; 19; 49; 51; 56; 70
deduction graph 16; 17; 18; 19; 20;
47, 51;67; 68; 70, 71, 73; 78
minimal 16; 18; 19; 57
disjunction 6; 7; 23; 29; 39; 41; 43;
47; 49; 50; 52; 56; 58; 70; 76
disjunction, 85
domain §
FALSE 6; 40
falsify 7; 10

formula 6; 8; 9; 10; 11; 20; 21; 22;

25; 31; 32; 33; 45; 47, 48; 58;
59; 69; 78

anchored 32; 53; 54

distributed 58; 76

integral 45; 46; 53; 55; 60
strongly 45; 46; 53
weakly 45; 46; 53

tree 8; 9; 54

formula occurrence 9; 21; 32; 33; 54
specialized 9
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function symbol §; 10; 31

generalized natural deduction graph
64; 66; 81; 104

generalized natural deduction proof
31; 33; 36; 39; 44; 45, 47, 51,
58
trivial 31; 33; 59; 69
graph - clause graph
implication 6; 7; 10; 34; 39; 45; 49
interpretation 7; 13; 20
justification 25; 27; 35; 63
line - proof line
link - polylink
literal 10; 13; 23

literal node 12; 13; 14; 16; 17; 22; 32;
47; 53; 69

pure 13; 17; 20; 70; 75
matcher 6
matrix 10

natural deduction calculus 25; 38; 43;
47; 64

natural deduction derivation 25; 39

natural deduction graph 63; 65; 82;
102; 103

natural deduction proof - proof
NDP - proof

negation 6; 12; 29; 40

nesting relation 16; 22; 73

normal form
clause form 21

clause form C(F) 10; 20; 32; 51;
52

negation (NNF) 10
prenex (PNF) 10
Skolem (SNF) 10; 21; 22; 54

polarization 46; 78

negative 33; 75

positive 33; 53; 55; 57; 70; 75
polylink 13; 14; 16

maximal 22

separating 16; 18; 73; 78
polylink condition 13; 15; 16; 72; 78
predicate symbol 6
prefix 10

proof
matrix 8; 12

natural deduction 25; 27; 29; 31;
33; 35; 40, 44; 47; 54, 55;
59; 62; 63; 64; 65; 67; 80;
101

resolution 5; 8; 11; 69; 72
tableau 40
trivial 67

proof line 25; 27; 63
external 31; 35
internal 31; 36

quantifier 7; 8; 10; 29
existential 6; 48; 72; 76
universal 6; 29; 34; 72

rank
of a formula 7; 39
of a node 64; 103
of the formula 23
refutation graph 8; 16; 20; 21; 22; 23;

32; 33; 51; 53; 56; 59; 67;73;
78
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renaming 6; 11
resolution 11

resolution derivation 11; 20

resolution proof 11; 22
resolution refutation 11; 20

resolvable 10; 11
resolvent 11; 72; 85
satisfiable 7

satisfy 7; 10; 13; 20
self-resolvable 11
share a tail 32; 33; 54
shore 13; 14; 17; 47, 51,75
signature §

size of a node 64; 103
Skolem constant 54
Skolem function 10; 54

Skolem Normal Form (SNF)
- normal form

split 19; 56; 57; 58; 69; 76

subformula 8; 34; 39; 44; 45; 53

immediate 8; 9; 54
substitution §; 16; 53; 54; 78
ground 6; 13; 47; 59; 71
idempotent 6
tautology 7; 8; 28
term 5; 38; 42
ground §; 52; 54; 72
trail 16; 17; 19; 49

transformation rule 35; 39; 40; 46; 69

analytic 43; 54; 98
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automatic 42; 61; 73; 95
converting 43; 54

external 35; 36; 41; 45; 54; 95
internal 36; 38; 45; 53; 98
mixed 36; 37; 45; 48; 53, 97
proof-driven 42; 52; 96
synthetic 43; 54; 98

TRUE 6

unifiable 6; 10; 13

unifier 6; 48

unsatisfiable 7; 11; 13; 20; 24
valid 7; 11; 20; 31; 33: 40; 43
variable 5; 10; 48; 52; 60; 71; 78
variable assignment 7

walk 15; 16
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