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Abstract

Sensate surfaces are a promising avenue for enhancing human interaction with digital sys-

tems due to their inherent intuitiveness and natural user interface. Recent technological

advancements have enabled sensate surfaces to surpass the constraints of conventional

touchscreens by integrating them into everyday objects, creating interactive interfaces that

can detect various inputs such as touch, pressure, and gestures. This allows for more natu-

ral and intuitive control of digital systems. However, prototyping interactive surfaces that

are customized to users’ requirements using conventional techniques remains technically

challenging due to limitations in accommodating complex geometric shapes and varying

sizes. Furthermore, it is crucial to consider the context in which customized surfaces are

utilized, as relocating them to fabrication labs may lead to the loss of their original design

context. Additionally, prototyping high-resolution sensate surfaces presents challenges

due to the complex signal processing requirements involved. This thesis investigates the

design and fabrication of customized sensate surfaces that meet the diverse requirements

of different users and contexts. The research aims to develop novel tools and techniques

that overcome the technical limitations of current methods and enable the creation of

sensate surfaces that enhance human interaction with digital systems.





Zusammenfassung

Sensorische Oberflächen sind aufgrund ihrer inhärenten Intuitivität und natürlichen

Benutzeroberfläche ein vielversprechender Ansatz, um die menschliche Interaktion mit

digitalen Systemen zu verbessern. Die jüngsten technologischen Fortschritte haben es

ermöglicht, dass sensorische Oberflächen die Beschränkungen herkömmlicher Touch-

screens überwinden, indem sie in Alltagsgegenstände integriert werden und interaktive

Schnittstellen schaffen, die diverse Eingaben wie Berührung, Druck, oder Gesten erken-

nen können. Dies ermöglicht eine natürlichere und intuitivere Steuerung von digitalen

Systemen. Das Prototyping interaktiver Oberflächen, die mit herkömmlichen Techniken

an die Bedürfnisse der Nutzer angepasst werden, bleibt jedoch eine technische Heraus-

forderung, da komplexe geometrische Formen und variierende Größen nur begrenzt

berücksichtigt werden können.

Darüber hinaus ist es von entscheidender Bedeutung, den Kontext, in dem diese

individuell angepassten Oberflächen verwendet werden, zu berücksichtigen, da eine Ver-

lagerung in Fabrikations-Laboratorien zum Verlust ihres ursprünglichen Designkontextes

führen kann. Zudem stellt das Prototyping hochauflösender sensorischer Oberflächen auf-

grund der komplexen Anforderungen an die Signalverarbeitung eine Herausforderung dar.

Diese Arbeit erforscht das Design und die Fabrikation individuell angepasster sensorischer

Oberflächen, die den diversen Anforderungen unterschiedlicher Nutzer und Kontexte

gerecht werden. Die Forschung zielt darauf ab, neuartige Werkzeuge und Techniken zu en-

twickeln, die die technischen Beschränkungen derzeitiger Methoden überwinden und die

Erstellung von sensorischen Oberflächen ermöglichen, die die menschliche Interaktion

mit digitalen Systemen verbessern.
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1 Introduction

Sensate surfaces have emerged as a highly promising area of research, offering the poten-

tial to transform the way humans interact with digital systems. These surfaces are designed

to detect various forms of human input, such as touch, pressure, or gestures [58; 226; 242],

creating highly intuitive and natural user interfaces [188; 259]. With the advancements

in technology, sensate surfaces have transcended traditional touchscreens and are now

integrated into everyday objects such as clothing [161], furniture [240], and even on the

human body [237; 239], creating more natural and intuitive interactions. For instance,

the use of sensate surfaces on the skin has enabled discreet and hands-free control of

electronic devices, such as adjusting the volume of a device or controlling music playback

with simple hand gestures. Furthermore, incorporating these surfaces into furniture has

facilitated the seamless integration of technology into living spaces, such as detecting

when someone is sitting down and automatically adjusting the lighting or temperature to

create a more comfortable environment. Given the versatile and efficient nature of sensate

surfaces, with the ability to detect diverse forms of input or provide haptic feedback, they

have significant implications for a wide range of applications, including smart homes,

education, and entertainment.

Recent advances in digital fabrication have brought about a paradigm shift in the way

we create interfaces. This has opened up new avenues for creating highly customized

interactive surfaces tailored to the specific needs of an individual or environment. The

ability to personalize interfaces has far-reaching implications for user experience, er-

gonomics, and design flexibility. The level of personalization provided by these interfaces

creates a more intuitive and natural way of interaction, where the interface is adapted to

the user’s individual needs and preferences. For instance, the physical form and layout
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of interfaces can be tailored to fit the user’s physical needs and preferences, such as size,

shape, and placement [96; 121; 237]. Moreover, the design flexibility that digital fabrica-

tion techniques offer enables the creation of unique and distinctive interfaces that can be

aesthetically pleasing and functional [60; 240]. This high level of personalization allows

for the development of new types of sensors, including highly customized multi-touch

sensors on everyday objects that support more immersive forms of interaction.

Prototyping plays a crucial role in the design of such customized interactive sys-

tems [16]. This practice offers designers and makers the chance to experiment with

different materials and features, thereby facilitating the exploration and improvement of

ideas before finalizing a design [21; 192]. The rapid and iterative nature of prototyping

accelerates the creative process, thus enabling designers to realize their concepts more

quickly. Despite its significance, prototyping customized interactive surfaces with em-

bedded functionality through conventional techniques remains a technically challenging

task. Conventional fabrication techniques may not accommodate objects with complex

geometric shapes and varying sizes. For instance, a 3D object cannot fit inside a con-

ventional 2D inkjet printer, and it is not feasible to move an immobile object to a screen

printing lab. Moreover, the context in which these objects are utilized is also critical, and

relocating them may result in the loss of the original design context. Fabricating interfaces

on objects with rich affordances, such as soft and deformable objects, presents further

challenges due to the tension and strain they cause during the fabrication process, which

necessitates sophisticated machinery and a specialized fabrication process.

In addition, creating customized interfaces using existing methods separates the digital

design and fabrication steps from the intended surface, neglecting the intended use and

inherent features of the objects, such as their shape, size, texture, and material. The

prototyping of high-resolution sensate surfaces also poses challenges due to the complex

signal processing requirements involved. These limitations hinder the development of

interactive surfaces that can integrate seamlessly into the user’s personal environment or

conform to the shape of personal objects or the human body, thus impacting the range of

interactive devices available for wearable and ubiquitous computing applications.

Therefore, designing and prototyping customized interactive surfaces require tailored

and innovative approaches that consider the context and complex geometries of each

object. These approaches must be able to accommodate the creation of interfaces on

soft and deformable objects to meet their unique requirements. Additionally, the digital

design and fabrication steps must be integrated to allow designers to develop and test

their ideas in a relevant context. Furthermore, facilitating the creation and read-out of

high-resolution sensate surfaces is essential to enhance interaction. The aim of this thesis
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is to combine the expressiveness and ease of physical sketching with the support of digital

fabrication tools to address these challenges. Physical sketching tools and techniques

will be investigated to prototype customized sensate surfaces alongside DIY sensing

techniques to facilitate signal processing on high-resolution interfaces. These approaches

consider the distinct attributes of sensate surfaces and provide a practical solution for

creating interactive devices that can be customized to meet individual user needs.

1.1 Physical Sketching of Functional Interfaces

Physical sketching is a key activity in the prototyping stage and serves as a low-cost, low-

fidelity method for evaluating and communicating design concepts. As a fundamental

aspect of the design process, sketching provides designers with a quick and efficient

way to visualize their ideas. The iterative and incremental nature of sketching allows for

expedited exploration of various design concepts, including the examination of different

shapes, textures, and proportions of surfaces [31]. Given its ease and simplicity, physical

sketching is considered a highly valuable tool, even in circuit design.

Physical Sketching Techniques

Sketching in circuits is a rapid prototyping technique that employs low-fidelity materials

such as conductive ink or copper tape for the quick and iterative design exploration of

electronic circuits [125; 170]. This method presents a promising approach for creating

customized interactive surfaces that can be integrated into our surrounding environment.

It offers an intuitive and efficient way of creating tangible interfaces and functional pro-

totypes on complex geometries and rich materials. Moreover, creating the circuit sketch

directly on the desired object allows us to immediately experience how the affordances of

the object and the physical environment impact the interaction.

The process of prototyping interactive surfaces has been explored using various meth-

ods, ranging from manual sketching to digital fabrication techniques. The manual ap-

proach involves the use of a conductive stylus or conductive paint to sketch circuits and

sensors directly onto the surface. For example, Buechley et al. [17] employed conductive

paint on paper as a wire to connect computational elements to each other. Mellis et

al. [125] extended this approach by developing a simple and robust technique for drawing

circuits with conductive ink on paper, thereby facilitating the direct integration of off-

the-shelf electronic components into interactive artifacts. This approach enables users

to engage in incremental and iterative sketching, which is crucial in the ideation phase.

However, it is limited in terms of fabrication speed and precision. Digital fabrication
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techniques, on the other hand, offer greater precision and speed in producing intricate

designs, repetitive patterns, and fine details. For instance, Kawahara et al. [98] proposed

a method for printing functional circuits using a desktop inkjet printer. Khan et al. [99]

extended this approach by developing a method for printing soft circuits using an inkjet

printer. Choi et al. [28] presented a handheld 2D plotter that allows users to print circuits

and sensors directly onto the skin. However, such techniques often require less direct user

engagement in the fabrication process, which can hinder creativity.

This thesis aims to investigate the fabrication techniques that fall between these two

extremes, exploring the potential of using physical sketching tools that enable designers

to focus on their creativity while delegating tasks to machines. This approach allows

for improved accuracy in sketches while fostering creative engagement between the

designer and the fabrication process. By exploring the use of physical sketching tools, this

thesis aims to contribute to the development of more effective and efficient fabrication

techniques that empower designers to create more sophisticated and innovative designs.

The potential implications of such an approach could have far-reaching consequences for

interactive surfaces, enabling greater flexibility and creativity in the design and fabrication

of circuits, sensors, and aesthetic elements.

Touch Sensing Technique

Sketching in hardware refers to the process of rapidly and iteratively creating physical

prototypes of electronic devices such as circuits and sensors. It is an approach that

aims to provide solutions for designers, makers, and laypeople to easily realize complete

and functional hardware prototypes, involving not only the fabrication of interfaces but

also the entire pipeline, including signal readout and processing, and integration into

a functional application. The Arduino platform is widely popular, providing accessible

means of creating functional interfaces. However, despite existing solutions for creating

input and output interfaces using Arduino, the recognition of multi-touch input remains

a major challenge yet to be resolved.

Multi-touch sensing is an important input modality that enables more natural and

intuitive forms of user interaction as well as recognition of complex gestures and inputs,

making it an essential part of many interactive experiences. However, due to the com-

plexity of electrical and signal processing requirements, it remains challenging to create

interface prototypes with custom-designed multi-touch input surfaces using Arduino or

other DIY techniques. In this thesis, we investigate a DIY technique for high-resolution

multi-touch sensing on sensate surfaces using a commodity microcontroller.
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Consequently, the primary objective of this thesis is to address the major challenges

encountered in developing physical sketching tools and techniques for creating sensate

surfaces. To achieve this aim, this thesis will focus on the following specific goals:

1. The integration of the ease and flexibility of physical sketching with the precision of

digital design methods to establish seamless and efficient fabrication techniques.

Additionally, we will seek to develop accessible fabrication tools and artifacts that

support physical sketching for the creation of sensate surfaces while considering

electronic constraints and design aesthetics.

2. The examination of the requirements for physical sketching on a diverse range

of objects, including rich materials, deformable and soft surfaces, and complex

geometries such as skin. This will be done to ensure the preservation of form factor

and visual-haptic properties.

3. The development of multi-touch input recognition and sensor read-out on high-

resolution sensate surfaces for designers and makers without having electronic

knowledge.

Through these goals, this thesis seeks to advance the field of physical sketching for the

creation of sensate surfaces, facilitating the creation of more immersive and interactive

user experiences.

1.2 Contributions of this Thesis

This thesis contributes to the field of interactive fabrication and rapid prototyping by

introducing three novel physical sketching techniques for creating sensate surfaces and a

DIY touch sensing approach (see Figure 1.1). The physical sketching tools and techniques

lie between manual sketching and digital fabrication, providing new ways to advance the

creation of interactive surfaces and allowing designers and makers to quickly and easily

bring their ideas to life. The touch sensing technique allows for high-resolution multi-

touch sensing on a diverse range of fabricated sensors, from manually sketched to digitally

printed sensors. By providing new tools and techniques for hands-on prototyping and

fabrication on complex geometries and rich materials, this thesis furthers the development

of the field and opens up new avenues for research and exploration.



6 Introduction

Figure 1.1 Physical sketching tools and techniques contributed to this thesis.

1.2.1 BodyStylus: Freehand On-body Fabrication

BodyStylus is our first contributed physical sketching technique for the in-situ design and

fabrication of interactive interfaces on soft, deformable, and complex geometries such as

the human body (Figure 1.2a). Inspired by traditional techniques of sketching on the skin,

including tattooing, makeup, and henna art, we provide a physical sketching handheld

tool that complements freehand inking with digital support. Projected in-situ guidance

facilitates the creation of valid circuits, sensors, and aesthetic ornaments on the body that

align with the human body landscape. The proactive switching between inking and non-

inking modes also serves as a constraint mechanism to prevent errors during the design

process. The design principles of BodyStylus are derived from the unique combination of

aesthetics, the human body landscape, and circuit logic. A set of design techniques allows

users to sketch visually aesthetic epidermal devices on the body quickly and directly. To

demonstrate the practical feasibility of this approach, we present an interactive prototype

that uses a stylus refilled with self-sintering conductive ink.

1.2.2 Print-A-Sketch: Handheld Fabrication on Rich Materials

The development of our first sketching tool, in the form of a stylus, was motivated by the

need to create interfaces on complex geometries, such as the human body. However, to

broaden the scope of the sketching canvas and include everyday surfaces with varied

materials, it was necessary to consider the material properties and context of objects in

the environment. With this in mind, a second physical sketching technique was devised
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Figure 1.2 Physical sketching tools and techniques contributed to this thesis: a) BodyStylus, b)
Print-A-Sketch, c) RoboSketch, d) Multi-touch Kit.

with the aim of enhancing precision, consistency, and the capability to print on everyday

surfaces with diverse materials.

The resultant artifact, Print-A-Sketch, is a context-aware handheld printer designed

for physical sketching circuits and sensors on everyday surfaces (Figure 1.2b). It brings

together the desirable properties of freehand sketching and functional electronic printing,

allowing for both manual controls of large strokes and computer control of fine details.
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The shared control of Print-A-Sketch enables the sketching of interactive interfaces on

everyday objects, including those with challenging materials or sizes for printing.

In Chapter 4, we provide an overview of the challenges involved in designing such a

system and present how they can be addressed using context-aware, dynamic printing.

Continuous sensing is utilized to ensure quality prints by adjusting the inking rate based

on hand movement and material properties. This also allows for the print to adapt to

previously printed traces, supporting incremental and iterative sketching. Our demon-

stration of example applications highlights the good conductivity on various materials

and high spatial precision achieved by Print-A-Sketch.

1.2.3 RoboSketch: Mixed-Initiative Physical Sketching

The techniques above have provided powerful handheld tools for physical sketching on

everyday surfaces and the human body. However, these devices are limited by the reach of

the user’s hand and arm movement. To extend the range of sketching and increase the

speed of fabrication, we contributed our third sketching technique, RoboSketch.

With RoboSketch, we introduce a new class of physical sketching devices that com-

bines the desirable features of a handheld tool and an autonomous fabrication robot

(Figure 1.2c). This enables a seamless transition from manual and assisted to autonomous

fabrication. We contribute the concept of mixed-initiative physical sketching, utilizing a

working robotic printer that can be handheld for freehand sketching, provide interactive

assistance during sketching, or move independently for computer-generated sketching.

Additionally, we present interaction techniques that facilitate seamless transitions be-

tween modes, as well as sketching techniques that benefit from these transitions, such as

extending or revisiting sketches. Chapter 5 presents results from a case study with seven

sketchers, demonstrating that mixed-initiative physical sketching enhances the flexibility

of computer-supported sketching.

1.2.4 Multi-Touch Kit: DIY Input Technique for Sensate Surfaces

The deployment of high-resolution multi-touch sensors presents an opportunity to en-

hance the interaction on everyday surfaces. Despite the availability of physical sketch-

ing techniques for the fabrication of touch sensors on various surfaces, the creation of

functional interfaces necessitates the transfer of signals between the sensors and the

corresponding hardware. However, commercial touch controllers are not designed to

support customized sensors. To address this issue, we contribute a touch sensing tech-

nique, Multi-Touch Kit, enabling electronics novices to rapidly prototype customized
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capacitive multi-touch sensors (Figure 1.2d). In contrast to existing approaches, the pro-

posed technique utilizes a commodity microcontroller and open-source software and

does not require any specialized hardware. Chapter 6 presents the results of technical

principles, implementation, and evaluations, demonstrating that our approach enables

multi-touch sensors with a high spatial and temporal resolution, capable of accurately

detecting multiple simultaneous touches. Additionally, Chapter 6 presents five application

examples to illustrate the versatile uses of our approach for sensors of different scales,

curvatures, and materials.

1.3 Publications

The ideas and figures of this thesis have been published as four full papers at the ACM Con-

ferences on Human Factors in Computing Systems (CHI) [P1, P2, P3] and User Interface

Software and Technology (UIST) [P4].

P1. Narjes Pourjafarian, Marion Koelle, Bruno Fruchard, Sahar Mavali, Konstantin

Klamka, Daniel Groeger, Paul Strohmeier, and Jürgen Steimle. 2021. BodyStylus:

Freehand On-Body Design and Fabrication of Epidermal Interfaces. In Proceedings

of the 2021 CHI Conference on Human Factors in Computing Systems (CHI ’21).

P2. Narjes Pourjafarian, Marion Koelle, Fjolla Mjaku, Paul Strohmeier, and Jürgen

Steimle. 2022. Print-A-Sketch: A Handheld Printer for Physical Sketching of Cir-

cuits and Sensors on Everyday Surfaces. In Proceedings of the 2022 CHI Conference

on Human Factors in Computing Systems (CHI ’22).

P3. Narjes Pourjafarian, Fjolla Mjaku, Marion Koelle, Martin Schmitz, Jan Borchers and

Jürgen Steimle. 2023. RoboSketch: Mixed-Initiative Physical Sketching with a Robotic

Printer. In Proceedings of the 2023 CHI Conference on Human Factors in Computing

Systems (CHI ’23).

P4. Narjes Pourjafarian, Anusha Withana, Joseph A. Paradiso, and Jürgen Steimle. 2019.

Multi-Touch Kit: A Do-It-Yourself Technique for Capacitive Multi-Touch Sensing

Using a Commodity Microcontroller. In Proceedings of the 32nd Annual ACM Sym-

posium on User Interface Software and Technology (UIST ’19).

In addition to the main publications, the author contributed to the following relevant

publications.

P5. Nihar Sabnis, Dennis Wittchen, Courtney N. Reed, Narjes Pourjafarian, Jürgen

Steimle, and Paul Strohmeier. 2023. Haptic Servos: Self-Contained Vibrotactile
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Rendering System for Creating or Augmenting Material Experiences. In Proceedings

of the 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23).

P6. Paul Strohmeier, Narjes Pourjafarian, Marion Koelle, Cedric Honnet, Bruno

Fruchard, and Jürgen Steimle. 2020. Sketching On-Body Interactions Using PiezoRe-

sistive Kinesiology Tape. In Proceedings of the Augmented Humans International

Conference (AHs ’20).

1.4 Structure of this Thesis

This thesis is structured into seven chapters, as follows:

• Chapter 2 provides an overview of the current state of the art in the fields of inter-

active fabrication, sketching interfaces, electronic circuit fabrication, and touch

sensing.

• Chapter 3 presents BodyStylus, a handheld tool that augments freehand inking with

digital support for on-body design and fabrication of epidermal interfaces.

• Chapter 4 presents Print-A-Sketch, a handheld printer for the physical sketching of

circuits and sensors on everyday surfaces that combines desirable properties from

freehand sketching and functional electronic printing.

• Chapter 5 presents RoboSketch, a mixed-initiative physical sketching robotic printer

that can be handheld for freehand sketching, can provide interactive assistance

during sketching, or move about for computer-generated sketches.

• Chapter 6 presents Multi-Touch Kit, a DIY technique that enables high-resolution

multi-touch sensing on surfaces with different sizes, geometries, and materials

using an Arduino microcontroller.

• Chapter 7 provides an overview of the key conclusions drawn in this thesis and

suggests potential areas for future research.

Figure 1.3 Structure of this thesis
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Physical sketching for fabrication of interactive surfaces is an emerging and interdisci-

plinary area of research that combines advances in interactive fabrication, sketching

interfaces, fabricating electronic circuits, and touch sensing. The research in interactive

fabrication focuses on the use of computer-controlled fabrication techniques with the

included ability for real-time user interaction. Sketching interfaces, on the other hand, ex-

plore physical and digital tools and techniques for sketching and prototyping designs. The

field of fabricating electronic circuits involves the design and fabrication of customized

electronic circuits for use in interactive surfaces. Finally, touch sensing research examines

the technologies for detecting touch input on sensate surfaces. This chapter aims to

provide an overview of the current state of the art in these four areas, highlighting key

research contributions and setting the stage for the research presented in this thesis.

2.1 Interactive Fabrication

Digital design and fabrication technology have revolutionized the way we create and

customize objects. Utilizing computer-aided design (CAD) software, the design process

can now be entirely digital, while fabrication is completed through the use of computer-

controlled machines, such as 3D printers, inkjet printers, and laser cutters. This improves

both the speed and accuracy of the fabrication process. However, creative activities often

require user engagement during the fabrication process [7; 101]. Interactive fabrication,

inspired by traditional crafting tools, allows for human participation throughout both
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the design and fabrication process, enabling real-time manipulation of the fabricated

workpiece [243] (see Figure 2.1).

One example is Constructables [131], an interactive drafting table that allows users

to draft directly on the workpiece using a handheld laser pointer, providing users with

directness and precision in the fabrication process. The system tracks the pointer, and the

high-powered laser cutter is used for visual feedback, rather than a screen or projection,

resulting in the creation of simple but functional devices that cannot be made with

traditional interactive fabrication tools. Another example is RoMA [154], an interactive

fabrication system that uses a 3D printing robotic arm in conjunction with an AR CAD

editor to provide designers with fast, precise, hands-on, and in-situ modeling experience.

The system allows for quick interruption of printing to access a printed area and provides

a tangible reference for the designer to add new elements to the design, allowing for the

rapid integration of real-world constraints and the creation of well-proportioned tangible

artifacts.

Additionally, FormFab [132] allows users to manipulate a thermoplastic sheet using a

robotic arm and a pneumatic system to apply pressure or vacuum. Rather than adding

or subtracting material, FormFab reshapes the material continuously, allowing users to

interactively explore different shapes and sizes with a single interaction. More recently,

Adroid [215] enables users to enhance precision and accuracy when using hand-held

tools by utilizing a robotic arm as a virtual "jig", which constrains the tool’s motion while

preserving the user’s autonomy in open-ended fabrication tasks. Further research has

examined the use of interactive fabrication for a range of fabrication activities, including

the creation of 3D models [155], fabricating e-textiles [105], directly controlling fabrication

machines [52; 118; 210], and creating interfaces around the body [55; 56].

A comprehensive examination of all research on interactive fabrication at a large scale

is beyond the scope of this thesis. The focus of this study is on interactive fabrication tech-

nologies for the creation of sensate surfaces. Therefore, this section examines interactive

fabrication technologies that are used in situ and in context, those that are applied to the

body, and interactive handheld tools. To provide a foundation for discussion, this section

will first present background information on interactive fabrication in context.

2.1.1 Fabrication in Context

There are a variety of objects and surfaces that pose challenges in fabrication, such as

large (e.g., furniture) or immobile objects (e.g., windows or doors) that are difficult to

transport. These objects also possess significant contextual meaning (e.g., because of

their orientation or location with respect to the environment), which is often lost when



2.1 Interactive Fabrication 13

Figure 2.1 Examples of smart handheld tools for interactive fabrication include: a) FreeD, a
freehand digital sculpting tool [265], b) RoMA, a robotic 3D printing assistant [154], c) ShaperTool,
a position-correcting tool for precise large-scale cutting [179], and d) ExoSkin, a hybrid tool for
printing digital artifacts directly on the body [56].

they are moved to a different location. As a result, it is desirable to be able to fabricate

directly on objects and in place without the need of moving them or transporting them

out of their respective context.

To address these challenges, in-place fabrication techniques have been developed.

For example, Wessely et al. [240] have created sprayable interfaces which provide great
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flexibility in terms of geometry and scale of deployment. Sprayable User Interfaces present

a novel approach to creating large-scale interactive surfaces by airbrushing functional

inks, which allows designers to create user interfaces on complex 3D geometries where

existing stationary fabrication methods fail. MixFab [235], a mixed-reality environment

for personal fabrication allows users to design objects in an immersive augmented-reality

environment and lowers the barrier for users to engage in personal fabrication, enabling

them to introduce existing physical objects effortlessly into their designs. Additionally,

Stemasov et al. [206] have introduced a mixed-reality system that allows users to browse

model repositories, preview the models in-situ, and adapt them to their environment, with

the aim of providing almost modeling-free personal fabrication for both novice and expert

makers; and Roumen et al. [184] explored the concept of mobile personal fabrication,

which refers to the ability to fabricate physical objects on the go using portable and

handheld devices.

More recently, Interactive Robotic Plastering (IRoP) [129] has demonstrated a system

that combines interactive design tools, an augmented reality interface, and a robotic

spraying system, allowing designers and skilled workers to intuitively engage with an

in-situ robotic plastering process; and sPrintr [22] has presented a mobile 3D printer

that enables in-situ personal fabrication. The system consists of a compact 3D printer

mounted on a robotic arm, which can be deployed in various locations to create custom

objects. This type of fabrication is also common in eTextile research, as many textile craft

methods are inherently in-place [66; 79; 91]. While in-place fabrication holds significant

potential in enabling the preservation of contextual meaning in objects and surfaces,

there are still many challenges that need to be addressed, such as in-place fabrication of

high-resolution circuits and sensors on rich materials or around the body.

2.1.2 Fabrication around the Body

Interactive fabrication around the body has the potential to create objects and surfaces

that conform to the human body, thereby improving fit, comfort, and functionality in vari-

ous fields such as fashion, clothing, and wearable technology. However, there are currently

a limited number of approaches focused on this area. One example is Tactum [55], which

utilizes on-skin gestures to design 3D models directly on the body. Another approach,

ExoSkin [56], extends this by allowing for direct on-body fabrication using a custom hand-

held extruder. Both of these approaches are limited to creating passive geometries. In

contrast, Zhu et al. [261] and Choi et al. [28] have presented devices for printing conduc-

tors directly on the skin, but they use a conventional CAD design-then-fabricate approach.
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This thesis contributes to this line of work by presenting an interactive approach for direct

on-body design and fabrication of epidermal electronics.

2.1.3 Concurrent and Bidirectional Fabrication

In particular, our approach is inspired by concurrent interactive fabrication, where design

and fabrication are simultaneous and often controlled with a computer-assisted handheld

tool. One notable example of this is the FreeD system [264], which utilizes a handheld

milling tool to shape and carve 3D models with computer-assisted guidance. Other craft-

inspired systems include Shaper Origin [179; 217], a tool for rectifying cuts on large-scale

surfaces, allowing for user-directed precision cutting; and Enchanted scissors [254], which

restrict the user to cutting only designated areas on a piece of paper. Additionally, Klamka

et al. [105] developed a handheld dispenser tool for directly applying functional tapes

on textiles to enhance fabrics with interactive functionalities. Recently, Tokac et al. [216]

proposed a craft-inspired interactive fabrication system by integrating force feedback into

a robotic arm for the clay carving process.

Furthermore, researchers have also explored the use of handheld tools for sketching

and drawing. I/O Brush [185] is an augmented reality paintbrush that allows users to

acquire textures, colors, and movements from the physical environment for immediate

exploration and creation through drawing. Augmented Airbrush [198] guides users in the

process of spraying a painting using a computer-controlled airbrush system, dePENd [253]

provides support for sketching using pen and paper, and COMP*PASS [134] developed a

compass-based digital drawing tool that integrates the advantages of digital control into

manual sketching. While these systems provide handheld tools for interactive sketching,

they are limited in terms of resolution and the creation of functional interfaces.

Bidirectional fabrication is another form of interactive fabrication that enables itera-

tive manipulation of objects through digital and physical inputs [102; 235]. For instance,

ReForm [234] presents a system that fabricates 3D objects based on on-the-fly modifica-

tion of digital models and updates digital models after the physical deformation of objects.

Similarly, this thesis presents bidirectional physical sketching tools that record manually

sketched traces and print digitally modified designs.

This thesis contributes beyond prior work on interactive fabrication in three ways. First,

it enables freehand on-body design and fabrication of epidermal interfaces. Chapter 3

presents the first computer-assisted handheld tool that augments freehand inking with

digital support. Second, this thesis takes up the idea of interactively adjusting to be-

fabricated designs in real-time and introduces the first high-resolution handheld printer
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for the in-place fabrication of electronic interfaces (Chapter 4). Third, this thesis combines

the idea of real-time interactivity between humans and machines with the ability to print

high-resolution marks and presents the first robotic printer that supports mixed-initiative

sketching (Chapter 5).

2.2 Sketching Interfaces

Sketching, as a means of manifesting, sharing, and discussing ideas, has been widely

acknowledged (e.g., [175]). However, manual skill is a necessary requirement for effective

sketching. In order to make sketching more accessible, a plethora of sketching interfaces

has been developed to enhance the fidelity of rough sketches. This section aims to provide

an overview of prior research pertaining to both physical and digital sketching interfaces

and drawing tools for 2D surfaces.

2.2.1 Physical Sketching Interfaces

In order to facilitate the creation of more accurate and detailed sketches, physical sketch-

ing practices can be augmented with visual and/or tactile guidance. For instance, the use

of technologies such as Illumipaper [104] and Penlight [200] can be employed to highlight

target areas, whereas systems such as Exoskin [56] provide visual guides for on-body

fabrication. Additionally, several studies have investigated the use of screens to display

additional information during the sketching process [49; 204; 205].

Unlike visual guides, tactile guides are only experienced while actively sketching. For

example, the dePENd system [253] utilizes a ballpoint pen that is actuated by magnetic

attraction to specific positions using a permanent magnet. Langerak et al. [111; 112]

demonstrate the use of an electromagnet to create variable force and investigate algo-

rithms to minimize tracing errors. Soheil et al. [100] employ friction-based haptic guides

in Phasking Interfaces to explore how the sketching process can be shaped through shared

control between the user and the system. We expand upon these ideas by proposing novel

physical sketching tools for the creation of functional and high-resolution marks that can

also roam autonomously.

2.2.2 Drawing Tools for 2D surfaces

Commonly used drawing tools include pen and paper. Previous work has explored various

ways to make drawings at large scale and on arbitrary surfaces more autonomous and

accessible. Examples of this include the use of XY pen plotters [14; 194; 219], hanging
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Figure 2.2 Examples of drawing tools for 2D surfaces include: a) #PlotterTwitter, an online commu-
nity developing custom plotter for creating artwork [219], b) Duco, a hanging plotter for direct-
circuit-writing on vertical everyday surfaces [25], c) Paul, an arm robot for drawing portrait [218],
and d) Cobbie, a mobile robot that generates creative and diverse sketches [119].

V-plotters [25; 38; 141], or robotic arms [218; 249] to automate the drawing process on

horizontal and vertical surfaces (Figure 2.2). However, these devices have some limitations,

such as low printing speeds and the use of pens or markers, which restrict them to printing

vector graphics. Inkjet heads have been proposed as an alternative to markers as they

allow for printing high-resolution raster graphics at higher speeds, as demonstrated in
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WallPen [228]. Nonetheless, these devices are still limited by the size of the device’s drawing

area, as they do not move freely.

To overcome this limitation, researchers have proposed using wheeled robots that can

move freely and print on any size and shape of the surface. Lee et al. [114] introduced

one of the earliest examples of sketching robots, and other examples include Cobbie [119]

and DIY Omni Wheel Plotter [120]. Sustainabot [180] is a small robot printer that uti-

lizes everyday materials to create shapes, and Kino [94] generates temporary patterns by

etching fabrics. Additionally, there are several commercial sketching and printing robots

available for education [86] and construction [181; 182]. In this thesis, building upon the

existing research in the field, we propose an interactive fabrication technique that allows

for on-the-fly modification of the design.

2.2.3 Digital Sketching Interfaces

Many interfaces for digital sketching have been developed, with a focus on either sup-

porting users and enhancing their skills within digital environments or replicating the

experience of sketching with pen and paper (see Figure 2.3). One early example of the

former is SketchPad [212], which revolutionized traditional drawing by using a display

and a light pen. Other notable examples include SILK [110], which adds interactive be-

havior to simple line-drawn interface elements, and PortraitSketch [251], which corrects

digitally drawn lines to better match a predefined template. FlexStylus [50] is another

example, which allows for adjusting parameters like stroke-width or color based on how

a digital pen makes contact with a display. More recent developments include Design-

Script [5], DressCode [89], and Dynamic Brushes [88], which aim to make drawing easier

for users with a more intuitive interface. Additionally, other approaches have focused

on providing guidance [115], tactile feedback [113], beautifying the strokes [82; 252], or

enabling dynamic brushes and strokes [117; 231]. With recent advances in artificial in-

telligence, collaborative design with an AI agent has become possible, enabling iterative

ideation [35; 143] and mixed-initiative content creation [39; 51]. Inspired by these works,

we provide real-time assistance enabling a supportive and accessible environment for

creative expression.

This thesis contributes to the field of physical sketching in three aspects. In Chapter 3,

a sketch-based interface is presented to assist designers in drawing epidermal devices

on-the-fly directly on the body. Chapter 4 introduces a physical sketching handheld

printer that can simulate a multi-tip tool, allowing for the counteraction of user error and

providing an alternative to tactile guides. Finally, in Chapter 5, the ideas presented in
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Figure 2.3 Examples of physical and digital sketching handheld tools include: a) A magnetic pen
that provides dynamic guidance in sketching via a moving electromagnet [112], b) Phasking on
Paper, a pen that creates force-feedback for physically assisted sketching [100], c) FlexibleBrush, a
realistic brush stroke experience with a virtual nib [231], and d) FlexStylus, a flexible stylus that
leverage bend input for improving the expressivity of digital art [50].

the previous chapters are expanded upon by linking sketches in the physical and virtual

worlds through the use of a robotic printer on wheels.
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2.3 Fabricating Electronic Circuits

Fabricating electronic circuits has traditionally been a complex and time-consuming

process, requiring specialized equipment and expertise. However, recent advances in

fabrication techniques have enabled the deployment of new interfaces in everyday envi-

ronments with greater ease. This section will explore the various methods and techniques

used in fabricating printed and flexible electronics, including inkjet printing, screen

printing, and conductive stylus or paint application. Additionally, we will delve into the

concept of sketching electronics and the use of epidermal electronic devices for interactive

purposes.

2.3.1 Prototyping Printed and Flexible Electronics

Conventional approaches for fabricating customized interfaces with printed electron-

ics include inkjet printing [20; 98; 99; 145], screen printing [148], plotting [25], and hy-

drography [60] (see Figure 2.4). Recent advances in fabrication techniques enable the

deployment of new interfaces more easily in everyday environments. These methods and

techniques involve applying sensors and actuators over existing elements and objects

while preserving their original form-factor. For instance, they enable the deployment of

interfaces on furniture, household items, and textiles, such as by attaching functional stick-

ers [26] or ironing-on functional patches [208]. Furthermore, they bring interfaces to more

flexible and sensitive surfaces, such as skin [28]. They can even enhance architectural

structures by spraying functional graffiti [240].

On the other hand, to facilitate more rapid hands-on prototyping, researchers have

proposed using a conductive stylus or conductive paint [17; 125; 136] or copper tape [189],

which are directly applied on real-world objects. Prior research has highlighted the sig-

nificance of aesthetics in circuit design [17; 169; 170]. However, digitally designed tools

for flexible electronics [75; 144; 145; 173] have mainly focused on supporting novices

with parametric electronic components to create electronic devices. In contrast to prior

work, our approach draws inspiration from the direct hands-on fabrication of circuits and

sensors using a handheld tool, and digitally supports users in creating visually aesthetic

parametric components, which are directly designed on the object or body.

2.3.2 Sketching Electronics

Sketches are traditionally delivered physically on paper, however, nearly any medium is

possible. Human-computer interaction (HCI) has a long tradition of exploring sketches
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Figure 2.4 Examples of fabrication techniques for prototyping printed electronics include: a)
conductive stylus or paint [17], b) screen printing [108], c) inkjet printing [99], and d) aerosol
spraying [240].

that are spatially integrated within the real world [213]. While a product or graphical

design can be sketched with pencil on paper, sketching an interactive product requires not

only the implementation of its static appearance but also its dynamic behavior [77]. This

means that electronic systems need to be sketched as functional devices, which is typically

referred to as sketching in hardware. Mellis et al. described their approach to sketching

in hardware as an Untoolkit [125]. Their strategy is to provide tools and techniques that
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allow existing components and materials to be used in new ways, rather than designing

high-level components as kits such as the Phidgets system [83].

Follow-up work merged this approach with traditional craft. For example, Qi et al.

extended this work by combining it with traditional papercraft [170], which led to the

successful Chibitronics platform [27]. Buechley and Perner-Wilson [18] extended the idea

of sketching in hardware to textiles. Together with Satomi, they presented a Kit of no parts,

which shows how to build electrical prototypes from a diverse palette of craft materi-

als [156]. To present the support of digital design in the creation of functional circuits,

researchers introduced several design tools. For instance, Ellustrate [123] is a digital de-

sign tool that supports the functional and aesthetic design of electronic circuits using

multiple materials and eases the task of practical circuit creation while guiding the users

through the fabrication and debugging process, thereby enabling a new electronic design

conversation. PaperPulse [173] is a design and fabrication approach that allows non-

technical designers to create standalone interactive paper artifacts by augmenting them

with electronics, using pre-designed visual elements and widgets to specify functional

relationships between interactive components. PaperPulse generates layered electronic

circuit designs and code that can be deployed on a microcontroller and provides assembly

instructions for integrating the microcontroller and widgets in the final paper artifact.

While these approaches enable incremental and iterative sketching of interactive

electronics in a broader range of settings than traditional methods, the fidelity of the

resulting pieces is limited to what can be manually fabricated. In chapters 4 and 5, we

present a method for combining the expressiveness of sketching with the precision and

reproducibility of printing, using a hand-held printer.

2.3.3 Epidermal Electronic Devices

Building upon pioneering work in the field of epidermal electronics [103], the HCI com-

munity has proposed using on-skin devices for interactive purposes [237]. Various forms

of input and output on the epidermis have been investigated, including multi-touch in-

put [140], visual feedback [96; 122; 230; 239], haptic output [67; 69; 133; 246; 255], stiffness

change [95], and customized physiological sensing [139]. Furthermore, fully wireless

solutions for these devices have also been proposed [124].

The human body possesses a complex geometry with various recognizable land-

marks [203]. These complex features of the body can be utilized to provide additional

haptic guidance [239] and serve as mnemonic aids in interaction [12]. The significance

of aesthetics in the social acceptability of body-worn interfaces has been acknowledged

early on in research. Cosmetics and traditional body decoration have served as important
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sources of inspiration. For instance, Vega et al. [223] and Kao et al. [97] demonstrate

how something as personal and customizable as makeup can be transformed into an

interface. Other studies have presented approaches for the aesthetic design of on-skin

electronics [122; 237] and functional tattoos [224]. In these studies, even though various

levels of customization exist, the design process is separated from the body and occurs

prior to fabrication.

Recent research has started to investigate the social acceptability of on-skin de-

vices [256; 257], a theme closely linked to body art and tattooing [176]. Along these

lines, input (or inking) on someone else’s body [34; 207], as well as the impact of inter-

active body markings on the wearer’s social image [106; 256; 257], are emerging areas

of study. We do not explicitly aim to investigate social issues surrounding interactive

body markings, however, the created artifact in Chapter 3 could serve as a tool to further

investigate on-body co-creation and facilitate the design of socially acceptable on-body

interfaces, by making the chosen body location (c.f., Harrison et al. [71]) more directly

apparent during the creation process.

2.4 Touch Sensing

Touch is a widely used input technology, with a long history dating back to the populariza-

tion of screen-based devices [10]. Since then, it has evolved and been applied in a diverse

range of areas and scales, such as interactive spaces [42; 260], objects [147; 188], and

on-body interfaces [70; 73; 140; 237; 239]. The field of custom touch sensor fabrication has

also seen a wide range of methods developed, including crafting with conductive copper

and gold leafs [96], silicone casting [237], inkjet printing [98], screen printing [140; 239],

and 3D printing [190].

A variety of technologies can be used to sense touch, including optical methods such as

frustrated total internal reflection (FTIR) [68] and depth cameras [70; 244], commonly used

for large-scale touch screens. Acoustic methods have also been demonstrated in touch

interactive surfaces [126] and on the body [72; 73]. Other technologies include resistive

methods [76; 237], electric field sensing [262], impedance profiling [188], time-domain

reflectometry [245], and electric field tomography [259].

Projected capacitive sensing is one of the most widely accepted and frequently used

methods for sensing touch [59; 61; 63]. In particular, mutual-capacitive sensing has gained

popularity due to its ability to enable high-resolution sensing of multiple simultaneous

touch contacts, its ability to be embedded in small form-factor devices [63; 178; 250], and

its low-latency [116]. Despite its widespread use, prototyping multi-touch applications
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requires advanced knowledge of the underlying technology and specialized hardware.

In this section, we first provide an overview of the research on prototyping touch-based

interfaces. We then discuss related work on different touch-sensing modes and available

commercial touch controllers.

2.4.1 Prototyping Tools for Touch-Sensing

With the increasing popularity of camera-based methods for multi-touch sensing, various

software frameworks have been introduced to simplify the process of prototyping and

implementing touch-sensing applications. For example, camera-based systems such as

ReacTIVision [93] have stimulated extensive research in the field of multi-touch sensor

surfaces. More recent work, such as the depth-camera-based RoomAlive, incorporates

modern sensing methods into accessible toolkits [90].

Similarly, capacitive sensing toolkits have had a similar impact on capacitive touch

sensing. The CapSense library1 is an Arduino library for loading mode capacitive touch

sensing and does not require specialized hardware or advanced knowledge. However, it

is limited by the inherent drawbacks of loading mode sensing and cannot deliver high-

resolution or multi-touch sensing without complex instrumentation. The OpenCapSense

toolkit [61] is more powerful and supports several forms of capacitive sensing, including

mutual capacitance sensing. However, it is primarily designed for hover and gesture

recognition, lacks the capabilities to support high-resolution touch sensor surfaces, and

requires a proprietary hardware controller board. In contrast, our proposed approach (see

Chapter 6) utilizes a commodity microcontroller.

In addition to hardware-related approaches, software frameworks are available for

processing and classifying multi-touch input for interaction. An overview of these frame-

works can be found in [41]. Our proposed firmware and software libraries in Chapter 6

draw inspiration from this prior work and propose a novel solution for rapid prototyping

of capacitance-based sensing for high-resolution multi-touch input.

2.4.2 Sensing Modes and Commercial Touch Controllers

In the field of capacitive sensing, there are several different sensing modes that have

been developed and used in commercial touch controllers (see Figure 2.5). The simplest

mode is the loading mode, which can be easily realized by electronics novices using the

Arduino CapSense library and adapted to custom designs. Several commercial controllers

are available for loading mode sensing, such as the MPR121, Microchip MTCH6102, and

1https://playground.arduino.cc/Main/CapacitiveSensor

https://playground.arduino.cc/Main/CapacitiveSensor
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Figure 2.5 Capacitive sensing techniques: a) loading mode [63] and b) shunt mode [63].

Analog Devices AD7142 [63]. However, this technique is low resolution and limited to

single-touch detection.

In contrast, most multi-touch sensing approaches require complex hardware. For

instance, shunt mode (also known as mutual-capacitance (mCap)) sensors measure the

change in capacitance between two intersecting conductors caused by the proximity

of an external conductive element, such as human touch. To measure this change in

capacitance, mCap controllers transmit an AC signal through one electrode (TX electrode)

and observe the received AC signal at the other electrode (RX electrode). Touch-sensing

surfaces are created by organizing these TX and RX electrodes into a row-column ma-

trix. However, in these sensors, the change in mutual capacitance between touched and

not-touched states is typically much smaller than the stray capacitance [36]. Therefore,

sophisticated measuring methods, such as Capacitance-to-Digital Conversion (CDC),

Sigma-Delta Modulation, and Successive Approximation with Single-Slope ADC [197], are

required to identify touch input with a sufficient signal-to-noise ratio. These methods

require complex analog circuitry and cannot be implemented on commodity microcon-

trollers, such as an Arduino, without specialized hardware.

Dedicated controller chips that implement sophisticated measuring methods for

capacitive sensing, such as Microchip MTCH6301 and Texas Instruments MSP430FR2xx

family, are commercially available. While these chips may be suitable for electronics

experts, they may present significant challenges for novices, interaction designers, and

makers in terms of programming, adaptation, and interfacing.
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In conclusion, while commercial touch controllers can serve as viable options for

professionals in the field of electronics, they may pose significant challenges for individ-

uals with limited experience in electronics and programming. This can be attributed to

the fact that such controllers come with specific instructions for sensor designs, such as

the precise dimensions of electrodes, which can constrain the flexibility of customized

sensor designs. Furthermore, designing custom sensors may impact the underlying signal

models and necessitate novel circuit designs for accurate touch sensing. To effectively

overcome these challenges and facilitate sensor read-out on customized sensate surfaces,

realized with sketching tools and techniques presented in Chapters 3-5, a do-it-yourself

multi-touch scheme is proposed in Chapter 6.



3 BodyStylus: Freehand On-body
Fabrication

As highlighted in the introduction, creating functional interfaces on complex geometries

such as skin presents significant challenges. The growing interest in skin interfaces is

due to the appealing properties of skin as an input surface. Skin is readily available,

large, soft, and deformable, enabling expressive interaction beyond touch [238], and its

tactile perception facilitates eyes-free interaction [64]. Prior research in and beyond HCI

has explored a multiplicity of materials, fabrication techniques, and design approaches

for exploring these properties in epidermal interfaces. They typically follow a three-

step workflow: (1) designing the interface on a computer, e.g., using graphic design

software [96; 122] or custom software tools [124; 140]; (2) fabricating the design, e.g.,

using screen printing [122], stencil or laser cutters [96; 124; 237], inkjet printers [99] or

lamination techniques [124]; and eventually (3) applying the epidermal interface to the

body, e.g., through water-transfer [122]. Recent work by Choi et al. [28] succeeds in

merging steps 2 and 3 into one unified on-body fabrication step using an attachable

printing device and conductive ink. Nevertheless, all of these approaches require an initial

digital design step, separated from the body. In contrast, we wish to support the hands-on

adaption of designs to the human body as is common in established body-based practices

including tattooing, make-up, and henna.

Such direct on-body design enables fitting epidermal devices to the human bodyscape,

e.g., making fine adjustments according to detailed shape and movement of the body,

and supports in-situ creative exploration and expression. Pioneering work on compu-

tational on-body design and fabrication has so far been restricted to the fabrication of

passive designs without interactive functionality [55; 56]. The addition of functional ele-

ments, however, is particularly challenging due to the complex interplay between circuitry,
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Figure 3.1 BodyStylus combines the design and fabrication of functional on-body interfaces into
one integrated activity performed directly on the body. A handheld device combines the ease
and directness of free-form drawing with digital assistance; visual cues provide guidance while
constraints dynamically restrict inking to prevent errors. BodyStylus enables drawing on one’s own
body (a), as well as collaborative design (b), to realize functional epidermal interfaces (c).

bodyscape, and aesthetics. Techniques from traditional on-body arts and crafts underpin

the importance of a tight link between the design and the individual body size and shape.

With this in mind, we aim to explore the combined design and fabrication of functional

epidermal devices directly on the body.

In this chapter, we address these challenges by presenting BodyStylus1, the first

computer-assisted approach for freehand on-body design and fabrication of epidermal

devices. BodyStylus consists of a general concept, inspired by traditional body-art, a sys-

tem including a handheld marker (Figure 5.1a), and a set of design techniques for creating

epidermal interfaces. The handheld marker enables on-the-fly design, customization, and

fabrication of epidermal interfaces directly on the user’s body. The system supports the

user in implementing functional devices respecting electronic constraints, aesthetics and

body features: projected in-situ guidance facilitates functional and aesthetic results, while

automatic switching between inking and non-inking modes prevents errors in circuit

logic. We demonstrate the technical feasibility of BodyStylus with a proof-of-concept

implementation using a custom-designed dispensing pen and self-sintering conductive

ink to instantly create functional traces on epidermal devices.

The design techniques offer the user a rapid, direct, and hands-on way of creating

visually aesthetic epidermal devices on the body. Based on varying levels of guidance

and constraints, we offer techniques for inking functional conductive traces, creating

aesthetic shapes and patterns, adding electronic components, and creating custom free-

form components.

We show how these techniques can be used in concert to design and fabricate func-

tional epidermal devices, alone or collaboratively, for various body locations. We demon-

1This chapter is based on a publication at CHI’21 [162]. As the first author, I led the development of the
fabrication technique, created the demonstrators, and conducted the evaluations.
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strate that BodyStylus reflects aesthetic and artisanal paradigms of traditional on-body

arts and crafts, while also offering a means of facilitation and guidance orthogonal to

traditional crafts.

In two focus groups, BodyStylus was practically explored with engineers and make-up

artists. The findings uncover commonalities and differing perspectives as well as sugges-

tions on how the practitioners would wish to incorporate it into their own workflow. The

aspiring make-up artists were able to implement epidermal controls for special-effect

LEDs within less than two hours after having learned about the concept of epidermal de-

vices. Our observations further show that working on the body inspired critical reflection

on the relationship between bodyscape, interaction, and design.

3.1 Design Context

In this section, we take a close look at off-body and on-body work practices of established

arts and crafts, and describe the design opportunities for BodyStylus that result from the

unique combination of aesthetics, human bodyscape, and circuit logic.

3.1.1 Draw on Aesthetically Rich Traditions

Body markings are a time-honored and recurrent motif in the history of civilization: ocre

body-paint on ritual performers, which might be considered one of the first expressions

of human art, was used as early as 147,000 years ago to augment faces and bodies [232].

Permanent tattooing [54] and henna markings [149] have a long and complex history.

Contemporary body markings include permanent tattoos of various styles [167], various

forms of the non-permanent face and body paint, e.g., cosmetics, stage or carnival make-

up, as well as semi-permanent drawn-on skin embellishments [84] from plant-based dyes,

e.g., henna or jagua.

What many of these traditions share is that they work with hand-held tools directly on

the body and that the tools they use shape the aesthetics of the body marking and vice

versa. For instance, depending on the desired aesthetic, a tattoo might be created using a

tattoo machine vs. using so-called hand poking. In henna art, aesthetics evolved around

what the available tools and materials afforded. Varying pressure applied to the henna

applicator affects the geometry of the resulting shape, e.g., by creating a droplet. This

tight coupling of the hands-on tool, ink, and skin contrasts with existing practices around

on-skin devices, such as electronic tattoos, which are mostly designed and fabricated

off-skin and only then applied.
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BodyStylus builds upon these rich traditions of elaborating a design on the body

by enabling the user to generate circuits using a pen on skin. Thereby, the process of

fabricating on-body interfaces becomes more immediate and less detached from the body

than CAD-based approaches. In its aesthetic, BodyStylus strongly draws on the intricate

line art of henna, which, with its crisp lines and entwined ornaments is well suited for

implementing electrical circuits.

3.1.2 Relate Bodyscape, Ornament and Function

Many traditional on-body arts and crafts incorporate the individuality of the human body

into their practices: designs are adjusted to the unique size and shape of the body – often

as they are applied. For instance, tattoo artists would transfer a tattoo stencil onto the

desired body location, and then iteratively tune body location, size and orientation in

communication with the client. If corrections are needed, they would remove and re-apply

the stencil, or sketch adjustments using sterile skin scribe markers [225]. Characteristically,

templates used in maternal henna are often round and symmetrical, but the mother’s

belly is usually not. During application, the henna artist would then adjust the design on-

the-fly by correcting for the belly’s size, e.g., by adjusting the ornament’s symmetry to fit

the belly button’s position [168]. In contrast, current design and fabrication techniques for

epidermal interfaces do not afford such on-body adjustments to the individual bodyscape.

In addition, a marking’s function can both follow and dictate its body location. Many

types of body markings serve functions reaching beyond purely aesthetic or ornamental

purposes. Traditional henna markings act as luck or fertility charms and are used in folk

medicine [149]. In these applications, the marking’s location is, for instance, determined

by its healing purpose: archaeological evidence hints that ancient healing tattoos (e.g.,

found on ‘Ötzi’) overlap with acupuncture points found in Chinese medicine [43; 107].

More recently, permanent ‘Medical Alert Tattoos’ have gained momentum, e.g., to alert

first responders to chronic conditions such as diabetes [24; 109]. Contemporary henna

markings may also serve to indicate marital status [187] or as a sign of having participated

in elections [92], and even for advertisement [174]. In these cases, markings are placed

where good visibility and immediate discoverability can be achieved.

Similarly, the on-skin placement of modern sensing technology follows body land-

marks [239]: sensors might be placed where they achieve accurate measurements and

avoid stigmata, haptic actuators where tactile acuity is largest, and display elements where

they are highly visible. As a result, bodyscape and circuit function form a two-way relation-

ship, where characteristics of the body motivate choice and placement of circuit elements,

and vice versa. In consequence, unlike e.g., paper circuitry design, on-body design needs
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not only to follow “electrical, material, and visual design principles” [123], but also adhere

to design principles imposed by the user’s bodyscape.

BodyStylus supports the designer in on-the-fly customization of designs, directly on

the body, to fit the individual bodyscape they want to apply it to. This way, BodySty-

lus achieves compliance with the inherent diversity of human bodyscapes and allows

matching body location to interface function.

3.1.3 Mind Constraints from Geometry and Circuit Logic

Electrical circuits contain a layer of invisible information, i.e., their inherent logic and

physical rules, for instance, polarity and continuity. In consequence, circuit construction

is challenging to novices, designers, and even hobbyist makers, as it involves the risk

of violating electronic design rules (e.g., miswiring, short circuits) [13; 123], erroneous

component selection [13], and creating functional errors [123]. When drawing circuits

on skin, these issues intensify: all traces might look the same, but their functions are not.

Some are essential to keep the circuit intact, some have to be isolated from each other to

avoid short circuits, while others might be purely ornamental and open to artistic freedom.

Combining circuit logic and artistic design increases the complexity of the circuit, making

it harder to understand and debug [137]. In addition, the resistance of the circuitry can

depend on the thickness of ornamental traces and on the type of conductive ink used - a

characteristic which designers might find challenging [2].

BodyStylus implements free-form drawing and allows for artistic expression, but also

ensures circuit logic and aesthetic qualities, such as symmetry or harmonic repetition. To

achieve this, BodyStylus continuously adapts to the user’s input by physically preventing

mistakes that would compromise circuit logic (e.g., avoiding miswiring), or by dynamically

responding to adaptations introduced by the user (e.g., change of scale).

3.1.4 Use Guides for Planning and Facilitation

There are aesthetic elements that are difficult to “get right” in free-form drawing, e.g., cir-

cular, repetitive, and evenly spaced shapes or straight lines. Many traditional on-body arts

and crafts apply guides to facilitate complex shapes while finalizing and perfecting designs

on the body. In tattoo art, the creation of stencils is considered an art on its own [225; 241].

While some freestyle tattoo artists despise the use of stencils as amateurish [47; 196; 225],

thermal transfer stencils are today widely used to provide an outline for the tattoo artists

to fill in. Similarly, off-the-shelf templates are rarely used by experienced henna artists,

who instead rely on skill and muscle memory. Nevertheless, guiding tools and techniques
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also exist in henna art: for large henna ornaments, where spatial division is crucial, motifs

are typically planned by “dotting” or outlining large elements first, and filling in details

later. Guidance grids can ensure even spacing [33], and imprints from cookie cutters

facilitate the free-hand application of round or symmetric shapes [186].

Stencils as guidance tools have limitations. They negatively impact the crispness of

lines in make-up art and can be distorted when applied to cylindrical or convex body

shapes. In addition, some guidance techniques are not directly applicable to skin. For

instance, henna artists would typically practice shapes and patterning techniques on

an acrylic sheet with a template underneath. When later creating henna art on skin,

the artist can recall the practiced shapes or techniques from muscle memory without

requiring additional guidance. This highlights how guides are useful in the learning

process, specifically in skill-building activities, which has also been shown by prior work

in HCI [191]. In addition, some types of guides (e.g., plastic henna stencils) confine the

skin patch where ink or paste can be applied to. For instance, by creating a physical

barrier. Yet, the use of more restricting or proactive guides, while known in HCI (e.g., for

error prevention as in [266]), is rare in traditional crafts and underexplored in the area of

on-body art.

BodyStylus enables temporary sketching of circuits, patterns or shapes, and allows

using guidance marks. The users can iterate upon these virtual sketches. Once they are

satisfied with their sketch, they can switch to inking mode and elaborate on the actual

circuit re-using the sketch as guidance and applying constraints where needed.

3.2 BodyStylus

BodyStylus supports designing and implementing epidermal interfaces directly on the

body. BodyStylus consists of a general body-art-inspired concept, a system including

a handheld marker (Figure 5.1a), which enables on-the-fly design, and a set of design

techniques. We now present the implementation of the BodyStylus system and introduce

projected guidance and dynamic constraints as two core features to assist the user in creat-

ing epidermal interfaces that are functional, aesthetic, and customized for an individual’s

body.

3.2.1 Implementation

BodyStylus. shown in Figure 3.2a and 3.2b, uses a position-aware handheld pen that can

proactively switch between different modes – inking and non-inking – and that supports
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Figure 3.2 The handheld device includes a smart pen, multiple pen tip sizes, a refillable cartridge
with conductive or non-conductive ink or conductive ballpoint pen, and a servo motor. (a-b) The
motor can retract the ink pen to prevent inking. Extended functionalities are accessible on the user
interface menu (c).

the fabrication of both conductive and non-conductive traces. The choice of a handheld

inking device builds upon tools used in traditional body art. It allows for rich practices of

designing and fabricating on and with the body, individually or collaboratively as a social

activity.

Position Tracking. As a rapid means of prototyping high-resolution position tracking,

we opted for using a smart pen relying on printed patterns [152]. For this purpose, the

current prototype is based on a Neo SmartPen M1 [199].

Tattoo Substrate. A temporary tattoo patch insulates the electrically functional parts of

the body and provides the smart pen with a trackable pattern. The pattern is laser printed

onto a patch of temporary tattoo paper [150]. The tattoo paper is covered with a layer of

impasto gel [57] (∼0.15 mm). The gel prevents excessive distortion of the trackable pattern

by slightly evening out the skin surface while preserving the ability to conform to the

shape of the body. The finished substrate is then reversed and adheres to the body using

tattoo adhesive. The gel also has the secondary benefit of providing structural strength

to the epidermal device, allowing it to be removed and re-applied multiple times. This

substrate is a pragmatic choice to support the current hardware setup. In the future,

systems building upon BodyStylus might use different substrates or operate directly on the

skin, e.g., using a different position tracking technology and an insulating spray primer.

Modular Ink Cartridges. A 3D-printed housing was attached to the Neo SmartPen (Fig-

ure 3.2b). The housing fit the Rotring isograph pen tip and ink-reservoir [87] to enable

swappable cartridges. Cartridges with diverse non-conductive inks are available off-the-

shelf, while empty cartridges can be filled with conductive ink. We use sintering-free

nanoparticle gold ink [177] (∼352Ω/cm for 2 mm wide trace on our substrate). Pen tips

of different sizes allow for controlling the thickness of ornamental and functional traces
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(Figure 3.2a). We created a customized version of the housing to hold a commercially

available conductive silver ink pen [195]. Due to its aesthetic appearance, we used gold

ink as our default, however, for application scenarios requiring highly conductive traces,

we used silver ink (∼13Ω/cm for 1 mm wide trace on our substrate) or a combination of

gold and silver inks. To increase the conductivity of functional traces we applied a primer

spray that has proven successful to improve ink adhesion [166] on the painted traces.

Constraints Through Retractable Inking Tip. To prevent invalid electrical connections,

the pen features a computer-controlled retraction system. The modular cartridge is

connected to the pen via a linear servo motor [4], controlled by an Arduino Uno micro-

controller. This allows for computer-operated lowering or retraction of the inking tip

(Figure 3.2a): touching on the body, the pen delivers ink, whereas when retracted, it enters

non-inking mode.

Projected In-situ Guidance. BodyStylus assists the user in fabricating epidermal devices

by displaying visual cues directly on the body. Our prototype uses a ceiling-mounted

projector (Sony VPL-HW50ES) for a stationary setup. A portable projector (DELL M115HD)

is used for displaying guides on body locations that cannot receive projections well from

the ceiling, such as the upper arm or shoulder. A simple calibration routine is implemented

by marking four separate points on the substrate corners and then using projection

mapping on these points. This helps the user to keep the body in the correct position

during the design and fabrication process. Alternative options for future implementations

include visual augmented reality, e.g., realized using a head-mounted display, or a pico

projector built into the pen [200].

BodyStylus User Interface. In addition, BodyStylus includes a user interface that estab-

lishes a logic link between all of the above components. It comprises all system logic (e.g.,

switching between inking and non-inking mode), controls the projected visual guidance,

and displays additional visual feedback and controls to the user. While most interactions

are performed directly on the body, some extended functionalities (e.g., selecting elec-

tronic components and advanced visual styles) are accessible using projected buttons

(Figure 3.2c). The Neo SmartPen sends position updates to a C# host application using

Bluetooth. The C# application uses OSC to pass coordinates to the BodyStylus UI, imple-

mented with JavaFX. The UI communicates with an Arduino microcontroller using the

Arduino-serial-connector library to control the servo-motor which controls the inking tip.
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Figure 3.3 Visual Guidance. (a) In this example, visual cues assist the user in creating a spiral motif.
(b) Guides adapt in real-time to user input. As the user deviates from the proposed trajectory, the
design is continuously updated.

3.2.2 Assistance Through Guidance and Constraints

BodyStylus considers three high-level design parameters: the aesthetics of visual patterns,

the bodyscape of the user, and circuit logic. This creates a demanding design space. Users

who are experts in all three areas may create a functional and aesthetic on-body circuit by

free, unassisted drawing with a conductive pen. However, most users will need assistance

in at least one, or multiple areas. BodyStylus combines the ease, directness, flexibility, and

creative power of freely drawing on the body with various levels of assistance through two

key concepts that underlie our design: guidance and constraints.

Guidance. BodyStylus guides the user with visual cues projected on the body. Guides

assist the user in getting the logic of the circuit right. E.g., while the user is drawing a

conductive trace, guides may suggest a routing or may highlight terminals to connect

to. Similarly, aesthetic elements might be difficult to get right in the free-form drawing,

e.g., repetitive or evenly spaced shapes, as well as detailed ornamental features might be

difficult to draw consistently. Here, visual cues are used to guide the user in optimizing

their free-hand work. Furthermore, guides help the user in choosing valid body locations

for components that depend on a specific positioning on the body.

To support improvisation during the inking process, guides can be set to adapt contin-

uously while the user is sketching (see Figure 3.3). Hence the user can decide at any point

to follow a design suggestion or not. In the latter case, the visual guide is updated to be in

line with the modified design.

The level of detail of guides can be adjusted to adapt to the user’s expertise and the

desired degree of creative design freedom. For instance, visual guides can simply project

outlines or directional indicators but if desired can include full details of a design, e.g., the

detailed routing of a trace or the full visual pattern of an ornament.

Constraints. To prevent the user from inadvertently violating constraints relating to circuit

logic, aesthetics, or body location, the pen can automatically switch between an inking



36 BodyStylus: Freehand On-body Fabrication

Figure 3.4 Constraints can be imposed at different levels. In this example, a strict constraint forces
the user to closely follow the projected shape primitive (yellow circle, a). A soft constraint allows
the user to deviate within a certain margin, for creative adjustments (b). Without constraints
imposed, the user can draw freely, while still benefiting from high-level visual guidance (c).

mode and a non-inking mode. This enables the system to physically restrict the user’s

inking actions. For instance, when the user is about to create a short circuit, the pen can

automatically stop inking by moving the tip of the cartridge up.

To free up creativity but provide safe boundaries for flexible exploration, the system

allows the user to suspend constraints with a “manual override” (c.f., Zoran et al. [266]).

In this case, the user repeats the desired action a second time to override the constraint.

Despite the pen only offering two distinct interactive modes (inking and non-inking),

we define the constraint space as a continuum that allows more or less tolerance. At

the strictest, it prevents any inking that was not planned out by the initial design (e.g.,

deviating from an original aesthetic). At the lowest level, it does not restrict the user’s

actions at all. Between the two extremes, it allows deviations within a certain margin, as

defined by the user (see Figure 3.4).

Guidance and constraints can be flexibly combined throughout the design and fabrication

process. This creates a two-dimensional space for interacting with BodyStylus, visualized

in Figure 3.5. Depending on the current design task and her expertise, the user may

benefit from more or less guidance and more or less constraints, for working on circuit

logic, aesthetics, and bodyscape.

3.3 Design and Fabrication Techniques

We now present a set of interaction techniques for on-body design and fabrication with

BodyStylus and describe how these are shaped by constraints and guidance (see also

Figure 3.5).
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Figure 3.5 Guidance (x-axis) and constraints (y-axis) are orthogonal and complement each other
during the fabrication process. While crafting a complete epidermal device, a user might flexibly
move within this two-dimensional space depending on the current task. Free-form components
combine design methods from inking conductive traces (blue), placing components (green), and
inking visual designs (purple).

3.3.1 Temporary Sketching and Free, Permanent Inking

Before any part of the design becomes permanent, one can use the pen to draw virtual

lines in the non-inking mode. These might be used to sketch an outline of the design or

to experiment with how lines might complement the shapes of the body. As these virtual

lines are not physically inked but merely indicated using visual feedback, users can move,

scale, delete, and redraw as they wish. If one is certain of the pattern one wishes to place

on the body, BodyStylus supports drawing of conductive and non-conductive traces by

switching to the inking mode.

3.3.2 Inking Visual Designs

In inking mode, BodyStylus offers primitives as visual guides for artists to develop their

designs, patterning tools to support artists in creating repeating patterns, and motifs for

adding specific predefined elements to the design.
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Figure 3.6 Radial symmetry tool enabling rapid designs of repeating patterns, building on practices
from henna art. The user positions the center of the symmetry axes (a), and these axes appear as
guides (b), the user draws the geometrical pattern in one sector (c), and the pattern is replicated in
the other sectors (d).

Shape primitives such as line, circle, and spiral provide guidance to orient or outline

the design. For instance, the user can select the circle tool, then specify its center and

radius with a stroke to use it as a guide to drawing a flower.

Repeating patterns are an important characteristic of henna art, which we draw on

for aesthetic inspiration. We provide visual guidance for creating multi-axial symmetries,

repetitions of patterns, and fractal patterns. As an example, to draw a complex pattern

with radial symmetry, the user selects the radial symmetry tool and locates the center point

on the canvas (Figure 3.6a). The user selects the number of radial axes and (Figure 3.6b)

sketches the desired design in one of the sectors (Figure 3.6c). The pattern is then projected

in all other sectors for the user to trace (Figure 3.6d).

Finally, the user can select to transfer motifs to the body. The user has the option to

select one of the available patterns (e.g., horseshoe or curlicue) or upload an SVG line

graphic. This shape is then projected on the body at a location specified by the user. Here

the system expects the user to trace the projected lines. If the user deviates from the

projected line, the system scales and rotates the shape to allow the user to dynamically

adjust the shape through drawing (Figure 3.3). Constraints can be used to limit the amount

the user can deviate from the predefined shape.

Here, guidance is consecutively increased. Primitives are merely used as helper lines

and remain unaffected by the user once placed. Tools for repeating patterns allow the user

to create detailed templates – the system assumes that the user will trace this, but it is

not enforced. Finally, motifs assume the user will always trace them, even dynamically

updating to adjust to the user. In the dimension-space on Figure 3.5, we move from left

primitives gradually further right repeating patterns and further up for motifs.
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Figure 3.7 Constraints prevent invalid connections of conductive traces. The user draws a con-
ductive trace to connect two terminals (a). As she is about to connect to another conductive trace
and create a short circuit, the pen retracts to non-inking mode (b). Moving the pen away from the
original trace switches the pen back to inking mode (c).

Figure 3.8 Varying levels of guidance to draw the conductive trace between two terminals. Without
guidance, the user must draw freely and connect the correct pins (a). Minimal guidance highlights
other pads the user can connect to (b). With partial guidance, the outline of the trace is displayed
as a guide to route the connection (c). Full guidance shows a detailed pattern of the trace (d).

3.3.3 Inking Functional Conductive Traces

BodyStylus is designed to support inking electrically functional designs. In doing so, the

user should be supported to create valid circuits while at the same time being free to

creatively adjust the design to their desired visual aesthetics. For instance, instead of

drawing the most efficient connection between two components, users might deliberately

deviate to create a more aesthetically pleasing result or augment a trace with artistic

elements, e.g., curlicues.

Again, the interaction methods are based on an interplay of guidance, which shows

the users which traces or pads can connect, and constraints, which physically prevent the

user from creating invalid connections (short circuits, wrong polarity – see also Figure 3.7).

To achieve this, the system requires a model of the underlying electrical circuit; BodyStylus

records the precise location of the pen on the body while inking and saves this data as a

vector graphic. In addition, the system tracks the position and polarity of the embedded

components and distinguishes between functional and artistic traces.
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Figure 3.9 Placing electronic components. The user defines the location of a component’s pad
(a) and then drags the pen to define the distance and orientation of other pads (b). The system
displays the footprints and the user starts inking (c). Finally, the user connects components using
bare conductive (d).

For working with electrically functional traces, BodyStylus supports four levels of guid-

ance (Figure 3.8). To work completely freely, users might choose no guidance (Figure 3.8a).

To add some visual support minimal guidance can be chosen to highlight which other

pads the current trace can connect to (Figure 3.8b). If using partial guidance, a direct

path to a suggested destination pad is highlighted (Figure 3.8c, dashed line). Finally,

complete guidance shows a path the user needs to trace to complete the circuit. This path

might include basic routing (using the A* algorithm [74]) and can include visual styles

for aesthetic effects (Figure 3.8d). The desired style is manually chosen from a library of

patterns. The above guidance methods were described from left to right of the dimension

space in Figure 3.5. They can be crossed with continuously varying levels of constraints,

which change the margin of how close one may come to making an error before the pen

retracts, moving up or down in Figure 3.5.

3.3.4 Placing Electronic Components

To assist users in adding standard electronic components to the epidermal circuits,

BodyStylus contains a library of frequently used components. Our current implementation

comprises resistors, capacitors, diodes, LEDs, inductors, and breakouts for connecting

cables. Additional components can be implemented: for each component, the library

stores the package type and function of pins.

Using this information, BodyStylus visually guides the user in placing the component.

After selecting a component from the library, the user defines the location of the first

pad (Figure 3.9a) and drags the pen to locate the last pad. The system guides the user by

projecting the distance and angle between pads (Figure 3.9b). After releasing the pen, the

system displays the component’s footprints (Figure 3.9c). To make the design permanent,

the user starts inking the pads. The system constraints painting outside the footprints’

borders and connection between terminals by retracting the pen (Figure 3.9c). Finally,
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Figure 3.10 Parametric components. The user places a bend sensor design on the wrist (a) and
enhances its visual aesthetic with a curlicue pattern. She drags the center, which modifies the
pattern on-the-fly (b). When moving the sensor to a body location the user cannot bend, the body
constraint is highlighted in red (c).

Figure 3.11 Custom free-form components can be created by selecting a parametric design (left-
most column) and then customizing it in size and style.

the user places the components (e.g., LED) and connects the wires to the terminals using

conductive paste as glue [30] (Figure 3.9d). Due to the requirements for strict constraints,

these interactions are at the top of the dimension space in Figure 3.5.

3.3.5 Free-Form Components

Some commonly used types of electronic components can be hand-drawn in free-form

using conductive ink, e.g., capacitive touch buttons, sliders, resistive bend sensors, strain

gauges, or coils. These provide two opportunities: (a) the user can adjust their function

to meet the specific demand of the system (number of windings in coil, length of bend
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sensor, number of pads on a slider, etc.), and (b) the user can adapt their aesthetics to

match the overall design.

To provide support for these activities, BodyStylus offers a library of parametric designs

for free-form components (resistive bend sensors, capacitive sliders, and coils; additional

components can be added, similarly to electrical components). To create a free-form

component, the user selects a parametric design and places it on the body (Figure 3.10a).

The design can be moved, scaled, and adjusted in visual style (Figure 3.10b). If body

placement constraints are violated (e.g., placing a bend sensor at a location that cannot

bend), the component is highlighted in red color (Figure 3.10c). When satisfied, the user

can ink the traces with conductive ink. Of note, the user is free to creatively deviate from

the design and add ornaments that match the aesthetics of the overall design. Figure 3.11

shows various examples of how the user can flexibly adapt the basic parametric design to

create different aesthetics. Of course, a specific aesthetic style can be encapsulated as part

of a parametric design, too. For instance, the slider component allows the user to choose

from several visual styles for the conductive line.

Creating parametric components borrows from previously introduced interaction

methods: terminals are implemented as electrical components, connections within the

free-from component are implemented as described for electrical traces, and specific

shape features are implemented as described for aesthetic patterns. Of course, one can

combine these with inked visual designs (see also Figure 3.9), and temporary sketching

can be used for quickly testing ideas before permanently implementing them.

3.4 Validation

To validate the practical feasibility and to investigate opportunities and limitations of the

BodyStylus concept, workflow, and example implementation, we present (a) examples of

implemented designs alongside lessons learned, including a detailed walkthrough of how

one of these designs was created and (b) feedback from a focus-group exploration with

three-stage make-up artist trainees and a focus-group exploration with three engineers.

3.4.1 Application Cases Realized with BodyStylus

To demonstrate the end-to-end feasibility of epidermal interfaces, we present four exam-

ple application cases we have designed and fabricated with BodyStylus: an interactive

hand adornment, a wirelessly powered epidermal interface, a wristband control, and a

decorative anklet. The functional prototypes are shown in Figure 4.20.
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Figure 3.12 Interactive Application Cases. Interactive hand decoration that responds to body
movement (a); wirelessly powered interface (b); wristband slider control (c); decorative anklet (d).

Interactive Hand Decoration

Inspired by interactive make-up such as Kinisi [222] and traditional bridal henna [149], we

decided to create an interactive hand adornment that reacts to hand movement with light

(Figure 4.20a). To describe the design and fabrication process, we present a step-by-step

walk-through of this application case before presenting the three other application cases

more briefly.

An important part of practicing body-arts is the preparation of the body, for example,

a make-up artist applies a coat of primer to create a blank slate. Similarly, the empty

substrate provides a blank slate for drawing on, and its placement already foreshadows its

potential use. In this case, we placed the empty tattoo on the hand and wrist to support

the implementation of a bend sensor and hand adornments.

Henna artists usually start their work by “placing dots” as guidance for subsequent

patterns. We decided to start with the bend sensor and, similarly, initially placed control

points that other parts of the circuit will later connect to. Once satisfied with the placement,

the terminals were made permanent by inking them and choosing a visual style for the

sensor (Figures 3.13a and 3.13b).
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Figure 3.13 Design and fabrication steps of Shape Responsive Hand Decoration. BodyStylus
supports the design and fabrication of visually aesthetic epidermal devices. The system guides
the user by projecting the electronics, aesthetics, and body constraints and prevents logic error
(constraints) by retracting the ink cartridge. The patterns are designed using conductive gold ink,
silver pen, and regular black ink.

Artists consider the body’s movements as an important reason for working on the body,

to see the movement of the person and to see the response of the materials. Similarly,

designing the bend sensor directly on the body allowed for exploring where exactly the

wrist moves and deciding how the electrical traces cover this movement (Figure 3.13c).

The position and size of the sensor relative to where movement occurs both influence the

function of the design. At the same time, the pattern selected for the sensor shapes the

design’s aesthetics. For now, we did not ink the traces so we could return to tweak and

fine-tune them later.

Next, we started sketching a flower design. As its center will be an LED, we first defined

its footprint (Figure 3.13d). Then, we started sketching its adornments. Here the use of

the radial symmetry tool was again reminiscent of traditional henna practice, e.g. drawing

a crosshair as guidance. Similarly, we defined a 6-segment crosshair (Figure 3.13e), which

we used to create a repeating pattern (Figure 3.13f). We then proceeded to immediately

ink it using non-conductive ink (Figure 3.13g). Satisfied with our arrangement of the
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flower and sensor (Figure 3.13h), we also inked the sensor using gold ink as well as the

connectors to the LED with conductive silver ink, using free inking without guidance

(Figure 3.13i). In case of an error, BodyStylus would prevent us from creating a short circuit

or from inadvertently connecting to the bend sensor.

In traditional henna practice, once bridal henna has dyed the skin and the paste is

removed, it is not uncommon to add gemstones or other adornments, which are quite

literally glued to the skin. Much in the same way, we finalized our design by placing the

LED (Figure 3.13j) as well as connecting our prepared traces to an Arduino microcontroller.

The finished piece can be seen in Figure 3.13k. When the wrist is flexed, the resistance in

the bend sensor increases, and the LED is turned on (Figure 3.13l).

Wirelessly Powered Epidermal Interface

Inspired by [96], we set out to design and fabricate an epidermal interface for use on

one’s upper arm that is wirelessly powered (Figure 4.20b). It features an LED embedded

inside an aesthetic line-art design. When powered using an off-the-shelf wireless charging

coil [130] held at a close distance to the interface, the LED lights up. We selected the Coil

free-form component and used visual guidance for creating a spiral that acts as a receiver

coil for inductive power transmission. We used conductive yarn with a non-conductive

coating to close the coil. As the conductivity of the conductive gold ink is not high enough

for creating an induction coil, we realized the spiral with silver ink. For a visual style similar

to henna dye, we then repeated the trace with gold ink. To make the design aesthetically

pleasant, we experimented with several ornamental shapes and decided to surround the

spiral with a paisley design, a key element of henna art, using free inking.

While creating the design, we realized that the use of impasto gel underneath the

temporary tattoo substrate allows the substrate to be removed and re-applied multiple

times. This creates opportunities for combining the benefits of on-body design with

working off-body for tasks such as finishing complex patterns or debugging. The design

has been done collaboratively on the body and fitted to the size and dimension of the

user’s arm, and then finalized on a table before it was transferred again to the body.

Wristband Slider Control

In our third application case, we aimed to investigate capacitive sensing. We have realized

a wristband that comprises a capacitive slider with three segments and an RGB LED (Fig-

ure 4.20c). We selected the slider free-form component and used visual guidance to design

and fit the size and number of segments to the wrist. The full constraint prevented us to
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connect the segments to each other inadvertently. Using projected guidance, we could

design several sliders with different sizes, shapes, and numbers of segments at different

angles to find the most suitable design without investing time to fabricate them. The

device was created by a single user on her own body, and then connected and controlled

with an Arduino microcontroller. In our proof-of-concept, the capacitive slider is used to

adjust the color of the LED; in future implementations, a wireless data connection could

be easily added to turn the device into a generic body-based controller, e.g. for controlling

presentation slides, a music player, room lighting, amongst other options.

Decorative Anklet

To demonstrate that BodyStylus is applicable to various body locations, we realized a

decorative anklet that features a blinking LED (Figure 4.20d). The LED footprint was

selected from the component library and then placed in the desired position on the ankle.

We used full detailed guidance to project the curlicue patterns between LED and the

breakout footprint. The pattern was painted with gold ink and then connected to an SMD

LED using bare conductive ink. An Arduino microcontroller is used to power and control

the device.

3.4.2 Focus Group Explorations

We conducted two hands-on explorations to collect feedback of BodyStylus in use, follow-

ing an approach that has proven valuable to connect with craft experts [23].

Method

The first exploration was conducted with three engineers familiar with designing circuitry,

having backgrounds in embedded systems (E1, female, 24), robotics (E2, male, 28), and

physiological sensing (E3, male, 30). The second group consisted of three professional

stage make-up artists, all female, aged 26 (A1), 22 (A2), and 19 (A3), and experienced with a

wide repertoire of on-body techniques, including the use of different mediums, pigments,

and tools.

Before the exploration, we ensured that all participants had a working understanding

of what epidermal devices are. After providing informed consent, both groups were asked

to perform a series of tasks designed to elicit discussion and feedback. The sequence of

tasks was arranged from simple to more complex, to allow participants to become familiar

with BodyStylus. They were asked to (1) draw two intersecting lines on a mannequin, using

the projection for guidance, and automatic retraction for constraints; (2) create a freehand
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pattern including one interface element (e.g., a button) on one of their colleagues; and

(3) collaboratively design and implement a functional prototype. For the engineers, this

was a generic controller, while the make-up artists were tasked to build a device for

controlling RGB LEDs as used in a design they were working on at their theatre. We

paused after each task, inviting critique and probing for observations and introspections.

Sessions were audio-recorded, and photos of key situations were taken. Claims about the

system, applications, or usage were extracted into individual files, reducing the 4 hours

of recording to 33 minutes of tagged quotes. These quotes were thematically grouped as

reported below.

Results & Discussion

Both groups were able to complete all tasks and provided valuable feedback. Most critically,

after less than two hours of exploration, they were able to implement their own, functional,

epidermal UI without intervention from our side. We now summarize the central findings

by theme.

BodyStylus for Bodily Exploration. Working on other people came naturally to the make-

up artists, who do so in their day-to-day practice, while the engineers tended to show short

moments of hesitation before inking each other. However, the engineers took advantage

of working on the body rather than in CAD software, for example, to quickly test the

positioning of UI elements on moving body parts (Figure 3.14b).

For task two we placed a tattoo substrate on the knuckles to see how participants might

integrate these complex shapes into their designs. After asking participants to create input

elements, we observed different ways in which designs reacted to body features: E1 lined

up her interface elements with the knuckles, while E2 superimposed a button on a knuckle.

E3 chose a different approach: He drew a strain gauge over the knuckles. Make-up artists

engaged with the body differently for their designs. Instead of physiology, they focused

primarily on the visibility of body parts. In the first design they created for task 2, A3

placed the button as far to the edge of the substrate as possible, with the intent of hiding

the interface. Latter designs by A1 and A2 explored opportunities of using the button as

an element visible to others.

Task three showed that the real-world application of the make-up artists was valuable

in critically reflecting on design. While the engineers merely placed buttons on the arm

(see Figure 3.14c), the make-up artists spent more time discussing and planning their

final interface. They highlighted aspects such as the benefits of uni-manual vs. bi-manual

operation, discussed which surfaces were better suited for pressure and which for touch

input, and planned how to avoid unintentional activation. Working on the body led the
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Figure 3.14 Engineers during focus group exploration. Inking each other (a), testing imagined UI
elements (b), using guidance for implementing generic touch-controller (c).

Figure 3.15 Artists during focus group exploration. Inking on each other (a), applying substrate for
functional prototype interface (b), completed epidermal interface controlling an RGB LED (c).

make-up artists not only to think about the visual layout of the interface but also to reflect

on how the epidermal UI will interact with the body when in use.

BodyStylus as Artistic Hand Tool. The engineers immediately praised the high ink-flow

rate, which they felt made the device easy to use and promised robust circuits. Interestingly

the make-up artists remarked negatively about the high ink-flow rate, especially with the

fact that the ink-flow rate could not be continuously adjusted while inking. They felt that

this inhibited their ability to produce delicate patterns and dynamic stroke thickness.

While all participants were able to adapt to the offset between the inking tip and tracking

tip, the make-up artists repeatedly stressed that it required active attention – especially on

the uneven and compliant surfaces of the body. Interestingly this too was less of an issue

for the engineers.

While we anticipated that participants might be apprehensive about working with an

actuated tool that could retract based on predetermined rules, this was largely not the

case. In addition, we did not observe any effect on the user’s drawing while the pen was

retracting. E1 mentioned that she felt the pen should be designed to minimize recoil when

the inking tip was retracted. A2 explained that because she understands the behavior

of BodyStylus, it is just a tool, much like the various pens and brushes she uses in her

everyday practice.

BodyStylus as Error Prevention. The engineers commented on the usefulness of con-

straints for positioning ICs and SMD components. Beyond that, E2 and E3 were especially
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excited that constraints provide them with the ability to draw finely detailed components

such as strain gauges. E2 felt that such constraints might be a useful proxy for physio-

logical sensing, for example in place of EMG, while E3 stated that he would enjoy inking

with constraints on other surfaces than the body: "whenever I build something with elastic

materials and want to measure deformation, I’d love to use this for drawing sensors". For

the make-up artists, the use of constraints for error prevention was mostly appreciated

in the context of tasks requiring precise positioning and exact stroke lengths: “oh, I want

this next time I do eyes” (A3). Nevertheless, it was also noted that constraints were only

applicable to the very specific context of their craft, as in make-up one usually works with

smooth gradients. Participants also expressed worry that over-reliance on the system

might risk losing their manual skills. Along these lines, A3 stressed the importance of

being able to override constraints.

BodyStylus as Assisting Guide. With the simple examples created during the exploration,

the engineers felt that they did not need the guidance features. They did speculate that it

would be useful for someone with less knowledge of electronics. The make-up artists in

fact did appreciate the guidance. For instance, A3 noted that the projected guides would

blend in with make-up techniques making use of the human face’s symmetry: “there

are these lines” [she points from nostril to outer edge of eye-socket] “which we use, and if

you could project them, I would immediately use that”. The guides blend in with their

existing craft. For example, A1 mentioned that “we already sometimes draw dots to guide

the design’’ and “having this would be so much better”. All three artists stated they would

want to use guidance in their everyday practice.

BodyStylus Integrated in Day-to-Day Practice. Interestingly, the artists’ take on how the

system should be used changed while they gained more experience with it. Initially, they

envisioned making use of BodyStylus for final touches or for implementing a carefully

thought-out design. Towards the end of the session, they noted that BodyStylus would be

most handy as a sketching tool early on in the design process. They outlined how it could

enable them to rapidly create a rough on-body draft so that they would have more time to

work on the final details. The engineers questioned why the system was constrained to

working on the body and highlighted that they would appreciate this approach for rapid

prototyping in other contexts also.

Summary

Participants took advantage of working directly on the body by exploring the bodyscape,

using the morphology of the body, and testing UI elements in situ. Differences in expec-
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tations and goals led to conflicting assessments of the physical pen prototype. In future

iterations, dynamic ink flow should be considered, and the inking and sensing pen tips

superimposed. Both engineers and artists appreciated constraints; however, constraints

are more useful to engineers, who suggested applications for constraints beyond those

we anticipated. Artists worry that overrelying on constraints might prevent maintaining

and developing manual skills. Inversely, guidance appeared more suitable to the artists,

who this time were the ones to suggest new applications. Finally, BodyStylus not only

supported complete novices in the design and fabrication of a working prototype but also

facilitated thinking about interaction and design.

3.5 Discussion

Occlusion and Calibration. Our implementation of in-situ visual feedback is currently

restricted to a projector, which can cause occlusion on the skin while the user is ma-

nipulating the pen. Accurate projection mapping on a moving and deforming body is

still an active research field. We implemented a simple calibration step for mapping the

projection to the skin site’s position, which however does not continuously update, hence

requiring the skin site to remain immobile during the interaction. We experienced that

this is acceptable when designing on limbs, as they can be placed in a comfortable resting

position, but can be more challenging when designing on the torso. Note that thanks to

the locally stable Anoto pattern, the position tracking remains accurate in case a skin site

is moving in 3D space, which is important to maintain a correct digital model and ensure

precise computer-controlled inking behavior. In future work, we plan to experiment with a

pico projector built into the pen [200] and a head-mounted display for improving mobility

and avoiding occlusions and to implement a more advanced projection mapping scheme

as suggested in [153].

Focus on Hand and Arm. According to [71], the hand/arm space is the one most

extensively used for on-body interfaces. Although our main focus is on these locations,

evidence from the implemented example cases confirms that our approach works well on

the demonstrated body parts (e.g., hand, forearm, upper arm, wrist, and ankle). It can be

extended to other body parts, such as legs, thigh, and back (the latter requiring co-creation

since self-inking is not possible on the back). On very challenging skin geometries, e.g.,

strongly convex body parts, the smart pen sometimes loses data points; interpolating the

captured data allows estimating the pen position.

Substrate. Our current setup uses a substrate printed with dot patterns to enable

the smart pen’s position tracking. The choice of the substrate is a pragmatic choice to
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support this particular proof-of-concept implementation with precise tracking and an

insulation layer. However, future iterations based on BodyStylus might be designed to

operate more directly on the skin. One option is to make the substrate fully transparent,

e.g., by printing the Anoto pattern using transparent IR-absorbing ink. Another option

is to remove the substrate altogether, using a different position tracking technology, e.g.,

optical motion capturing, combined with an insulated spray primer. In addition, the

strengths of BodyStylus include its support of skill-building activities using guidance and

constraints as well as its ability to be used with self-sintering, skin-safe gold ink. As a

result, artists could practice designs on themselves using guidance and constraints to

commit drawn shapes to muscle memory, and then, removing the substrate and using

only the pen with gold ink to recall the practiced shape when designing for a wearer.

Single-layer Substrate. While our approach is currently restricted to single-layer,

conductive bridges can be realized with electrically insulated conductive yarn.

Modifying Traces. Lastly, while our system supports users before and during inking, it

does not allow the user to modify traces after they have been made. Future work should

investigate erasing interactions [146] to edit the design after inking.

3.6 Conclusion

Until now, design and fabrication processes for epidermal devices were indirect and de-

tached from the human bodyscape. In this chapter, we presented a novel interactive

approach that overcomes this limitation and allows us to design and craft epidermal de-

vices directly on the body using a hand-held fabrication tool and self-sintering conductive

ink. We present a palette of on-body design and fabrication techniques that leverage

in-situ projected guidance and physical constraints to facilitate the creation of functional

and aesthetic epidermal devices. BodyStylus is conceptually grounded on design con-

siderations integrating circuit logic, aesthetic principles, body shape, and functionality,

and expands upon the existing traditions of body markings by facilitating skill-building

activities. We exemplify these parallels and starting points using four concrete application

cases, where we further demonstrate how BodyStylus succeeds in creating functional

epidermal devices. Our results show that our approach was positively received by stage

make-up artists and engineers with an electronics background, and succeeded in moving

the design and fabrication process from the computer and workbench onto the body,

making it more direct and immediate.
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The following chapter delves into an examination of a physical sketching technique

aimed at seamlessly integrating high-resolution electrical interfaces into real-world ob-

jects while retaining their inherent properties.



4 Print-A-Sketch: Handheld Fabrication on
Rich Materials

The emergence of digital fabrication has brought significant advancements in the design

and development of interactive objects that are embedded in our environment. In this

context, sketching in hardware (e.g.: [125; 170]) has become an increasingly important

approach for creating and prototyping these interactive devices. Sketching in hardware

captures not only the look and feel of such an object but also how one might interact

with it [77]. If this hardware sketch is created directly on the object where it will be used,

the effects of the object’s affordances and physical environment on the interaction can

also be experienced. Like physical sketching with pen and paper, situated sketching in

hardware is usually a practice based on physical craft and skill, such as paperwork [170],

textile crafts [66; 91; 105], or body art [162; 222].

Manual methods support expressive and creative design (e.g.: [15; 53]). However, they

come with limitations in terms of both fabrication speed and precision: manual processes

are poorly suited for interfacing with the miniature world of discrete components and

embedded circuits. Printing, on the other hand, can be used to create complex [148]

and high-resolution [60] electronics, and do so rapidly [99]. However, printing lacks the

expressive and exploratory nature of hand-held sketching methods.

Combining desirable properties from both approaches, this chapter presents Print-

A-Sketch1, a handheld digital printer for rapid free-hand sketching of high-resolution

electrical interfaces. Print-A-Sketch is designed to support free-hand sketching practices

while providing the high resolution and detail of a piezo-inkjet printhead for added

1This chapter is based on a publication at CHI’22 [163]. As the first author, I led the development of the
sketching technique and handheld tool, designed and fabricated the application cases, and conducted the
evaluations.
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Figure 4.1 Print-A-Sketch uses a handheld printer (a) to create high-resolution conductive traces
and circuits on everyday materials (b). It integrates the expressiveness of sketching with computa-
tional support (c), for direct fabrication of interactive interfaces on everyday surfaces and objects,
such as this yoga mat (d).

precision and for interfacing with existing electrical components. In addition to the ability

to print conductive traces, Print-A-Sketch is also augmented with a pair of visual sensors

for sensing the print context. This information can be used to continuously adjust the

printing parameters to free-hand motion, pre-existing sketch elements, as well as the

material properties of the target material.

This chapter makes three primary contributions:

1) Conductive handheld printing: We present the first handheld printer for in-situ

design and fabrication of customized circuits and sensors on existing objects. We demon-

strate a) how to print high-resolution conductive structures with a readily available inkjet

printhead on a wide array of materials and b) how to control the printhead in real-time, in-

cluding detailed print parameters, using a commodity Arduino microcontroller platform.

By open-sourcing the printer controller (hardware schematic and firmware for controlling

the printhead), we envision this work to also make a practical contribution to the maker

community. Evaluation results show good conductivity on many materials (e.g., various

types of paper and cardboard, textiles, plywood, and stoneware) with sheet resistance

ranging from 0.036 to 29.6 Ω/□.

2) Dynamic, context-aware handheld printing: We propose to integrate printing and

sketching continuously. To this end, the handheld printer is context-aware: it continuously

monitors how it is being moved on a surface, including its speed and relative position,

using an optical motion sensor; furthermore, it detects patterns printed earlier with a wide-

angle miniature camera. This contextual information allows the system to dynamically

adapt print patterns in real-time with <0.5 mm precision. This opens up a novel hybrid

design space where sketching and printing unify in one integrated task. We provide a

conceptual overview of solution strategies and basic operating principles and present a

working implementation.
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3) Interaction techniques for on-the-fly design and fabrication of circuits and sen-

sors: We explore the novel opportunities of interactions that integrate manual sketching

with dynamic high-resolution printing. Print-A-Sketch offers techniques for printing dif-

ferent types of traces, such as serpentine conductors or footprints, for creating functional

electronic components, and for adding high-resolution shapes and patterns. By detect-

ing and dynamically adapting to prior printed patterns, the system can automatically

connect to existing traces or pins, avoid short-circuits, route around obstacles, but also

scan & print existing elements. Built-in measurement with 98% accuracy helps the user

to print elements of defined length, parallel lines, and precise angles. Finally, integrating

with existing components is nearly seamless, as optical sensing enables generating of IC

footprints on-the-fly.

In this chapter, after discussing related work, we first present an overview of the three

main challenges of free-hand sketching with a handheld printer. These relate to the

irregular nature of human motion, the iterative nature of sketching, and interactions

between print quality and various materials. After presenting the implementation we

discuss each challenge separately. We then conclude with example applications and

demonstrations of Print-A-Sketch in use.

4.1 Sketching with a Handheld Printer

An artist might sketch a painting with a pencil, switch to a large soft brush for painting

the general structure, switch back to a tool with a finer tip for details, or may use a ruler

or mask to create the desired pattern. For this artist, the ultimate tool might be one that

changes the properties of its tip or selectively dispenses paint in a desired pattern, as

required by the task at hand. Such a dynamic tool would also be invaluable for sketching

in hardware. It would allow the designer to draw thick leads for connecting power traces,

thin lines for connecting control signals to fine-pitched integrated circuits (ICs), as well

as decorative lines and custom patterns. With Print-A-Sketch we demonstrate that a

commercial printhead can be used to implement such a dynamic tool. Integrated into a

handheld tool, the printhead can be used for sketching electrical interfaces on the objects

and surfaces around us, supporting the expressivity of human motion, while providing

the precision and detail required for interfacing with commercial electronics.

However, a conventional printhead operates in a relatively controlled environment.

Printhead designs typically make a number of assumptions. For example, printers dis-

pense ink on a controlled surface – typically a sheet of paper. The image to be printed is

not modified once the print has started. The printhead moves with a known, fixed, speed.
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All aspects of using a printhead for free-hand sketching on everyday objects break these

assumptions.

Figure 4.2 Free-hand sketching and dynamic printing are intertwined: Sketching is done by
printing, and printing requires sketching. This tight coupling of printing and sketching requires
continuous sensing of hand movements to ensure consistent quality of resulting prints. While
adapting to free-hand movement, other information such as previously sketched traces or substrate
material is used to contextually adapt the print.

Therefore, this vision creates a number of challenges. (1) Free-hand sketching comes

with hand movement. Our hands move at varying speeds, they do not always move in

straight lines, and they might shake or shiver. This is a problem not only for printing small

high-detail features, such as IC footprints but also for ensuring constant and continuous

dispensing of ink. (2) Sketching is incremental and iterative and needs to support spon-

taneous decision-making, but printing iteratively can easily lead to misaligned sections

or additions which break existing functionality. Finally, (3) everyday objects and surface

come in many materials; the amount of ink required for a conductive trace can change

from material to material.

To address these challenges we suggest that a handheld printing device needs to be

paired with appropriate sensing capabilities. This can then support dynamic control,

where the printing process is continuously adjusted in real-time to contextual factors

(Figure 4.2). Relevant context includes a) the current position of the device and its move-

ment, to compensate for the variations of hand movement, b) existing patterns on a

surface, so designs can be modified on-the-fly to accommodate any previously sketched

content, and c) the material properties of the surface, such that ink dispensing can be

adjusted for high-quality results. We do so by the example of Print-A-Sketch, a prototype

handheld printer consisting of a Xaar piezoelectric printhead with 128 nozzles, which are
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Figure 4.3 (a) The hardware setup includes the handheld printer, conductive ink, Arduino Mega,
and Protoshield. (b) Bottom view, revealing integrated optical flow sensor and RGB camera.

complemented by two optical sensors for detecting movement, materials and previously

sketched designs (Figure 4.3).

In the next section, we present the implementation of Print-A-Sketch and detail how

the printhead is paired with sensing technology. Then we discuss how Print-A-Sketch

addresses the three main challenges and present novel ways of sketching in hardware.

4.2 Implementation

Print-A-Sketch is designed around a flexible, hackable, high-resolution inkjet printhead,

paired with two visual sensors capable of detecting user movement, surface visual texture,

and material properties (Figure 4.3). Here we first discuss conductive printing, then

sensing, and finally the user interface for controlling Print-A-Sketch.

4.2.1 Conductive Printing in a Handheld Form Factor

Piezoelectric Inkjet Printhead. Print-A-Sketch makes use of piezoelectric inkjet tech-

nology for printing conductive circuits. While there is a range of ready-made compact,
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handheld thermal inkjet printers (e.g., Prinker [166], COLOP e-mark [29]) commercially

available, they have undesirable effects on conductive inks. This issue is caused by their

operating principle where the ink is heated, up to the point where it vaporizes and expands

out of the nozzle. Heating functional materials (e.g., silver nano-particle ink) may lead

to degeneration and loss of the desired functionality, which is a known issue in Material

Science research [32; 99]. In contrast, piezoelectric printheads create patterns of expan-

sion and contraction to jet the ink out of the nozzle in response to an electric impulse.

Hence, they can work with a wider range of inks such as electro-conductive ink [46]. For

this reason, we decided on a custom setup featuring a Xaar 128 piezoelectric printhead

(Xaar plc, approx. 220-240$). With its 16.5 mm printhead, Xaar 128 has a conveniently

small form factor (37.2 x 11.3 x 40.8 mm). It is lightweight (15.5 g) and able to function in

various orientations, which makes it suitable for printing on diverse surfaces and geome-

tries. In addition, it allows for high-resolution prints (200 x 200 dpi); an important factor

for printing cohesive, functional circuits. We use the integrated control circuitry of the

printhead for low-level adjustment and tuning of the printing parameters [158]2.

Driver Board and Firmware. All electrical components are assembled on an Arduino

Protoshield to ease replication (Figure 4.3). The Protoshield provides a high voltage (35 V)

to power the printhead using a rechargeable battery (3.7V, 2200mAh), and links up the

printhead with an Arduino. The Arduino also controls the power up and power down

sequencing (cf., Tables 6.3 and 6.4 in [158]) which is essential for the printhead to function.

The custom firmware is written in C++ and deployed on an Arduino Mega. It controls

low-level parameters of the printhead and samples the data from sensors. Print data and

nozzle firing parameters are updated based on sensor data and sent to the printhead

using SPI. The circuit diagram of our hardware setup and firmware code for controlling

the printhead is made available as open-source.3

Conductive Ink. Selecting functional inks that are suitable to be printed with a piezo-

electric inkjet printhead is challenging because the ink’s composition and viscosity need

to be compatible with the printhead (for our model below 12 cps). Simultaneously, the

inks should be highly conductive and applicable to surfaces that are both porous and

non-porous. In addition, printing on arbitrary everyday surfaces such as wood, textiles,

or ceramic tiles requires a relatively low curing temperature to enable in-situ curing, for

instance with a household iron (max. 100°C), a blow-dryer, or a heat lamp. From the avail-

able off-the-shelf conductive inks, we selected nanosilver ink (Metalon® JS-A102A) from

2The printhead we use is active-low. For simplicity and generalization, our figures show active-high
control

3https://hci.cs.uni-saarland.de/projects/print-a-sketch/
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Piezoelectric Print Head
(Xaar 128)

Optical Motion Sensor
(PW3360)
Wide Angle RGB Camera
(OV5640)

OLED Display

3D-printed Hand
Rest (TPU)

3D-printed Case
(PLA)

Push Button

Figure 4.4 The handheld printer includes a printhead, an optical flow sensor, and an RGB camera
for sensing and tracking. A display and two buttons enable the selection functions of the device.

Novacentrix [142] which is highly conductive (0.100 Ω/□ on Melinex ST505) and offers

the needed viscosity. The 50 ml ink container is connected to the printhead using a 3 mm

ID tube. In the current implementation power circuitry and ink container are offloaded

from the hand-held printer. Overall, the handheld printer (green box in Figure 4.3) and

the complete hardware setup (Arduino, battery, and ink bottle) weigh 110 g and 200 g,

respectively.

4.2.2 Movement and Context Sensing

Print-A-Sketch draws strength from continuously adapting to the surface context and

adjusting the print parameters accordingly. To capture device movement and the surface’s

visual texture, we employ a combination of two different optical sensors, an RGB camera

and an infrared-based optical flow camera (Figure 5.11).

Optical Flow Camera. The optical flow sensor captures precise records of the device’s

movement speed, movement direction, relative orientation, and hand jitter. This sensor’s

accuracy is crucial for the quality of the resulting print. We thus opted for a highly accurate
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Figure 4.5 Print-A-Sketch user interface: (a) the user controls most functionality directly on the
hand-held tool (here: selecting the trace pattern), (b) the backend interface supports additional
functionality (e.g., showing the live camera view).

and fast sensor, namely PMW3360 [157], which is commonly used in optical gaming mice.

It features a resolution of up to 12,000 Counts Per Inch (CPI), a speed of 250 inches per

second, and an acceleration of 50 g. The sensor measures displacement by capturing the

surface image and calculating the movement direction and speed. The data is then passed

on via the SPI interface to the microcontroller, where it serves to adjust the printhead’s

firing frequency, and printing direction, and to determine which of the 128 nozzles need

to be fired. We further use the lift detection feature of the sensor to identify hovering states

and signal the printhead accordingly (start/stop sequences).

RGB Camera. The presence or absence of a previously printed trace is a change to the

visual texture of the surface. To detect visual textures including previously printed traces,

we use a 2592×1944 pixel camera module (OV5640) [214] which is connected to a laptop

via USB. We installed the camera inside the handheld tool’s case pointing down toward the

print surface, together with two LEDs for controlled illumination (Figure 4.3 b). Previously

printed designs or other surface features are detected and tracked visually using OpenCV’s

blob detection feature. In addition, data from the RGB camera and optical flow sensor are

combined for detecting material properties and adjusting the print properties accordingly.

4.2.3 User Interface

To support rapid and convenient sketching in hardware, users are provided with a two-

part user interface. Most functionality can be triggered directly on the hand-held tool

(e.g., selecting the trace pattern, confirming/rejecting to connect to the detected trace)

(Figure 4.5 a). For this purpose, it features an OLED display module [85] on its top, and a

push-button on each side of the case (Figure 5.11). The user’s hand is supported through
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an ergonomic handrest printed from TPU. For more fine-grained control and access to less

frequently used functionalities (e.g., uploading a new design, defining a new component)

we implemented a backend interface in Python that runs on a Macbook Pro (2.3 GHz Core

i5) (Figure 4.5 b). The backend interface shows the live camera view and also serves as a

link between all of the components: it communicates with the Arduino microcontroller

using a serial protocol to control the printhead and analyzes the visual data. When printing

images, it sends linewise pixel data to the Arduino. Both the backend interface as well as

the Arduino firmware can manipulate the data stream based on contextual information.

4.3 Adapting to Free-Hand Motion

In conventional desktop inkjet printers, the position and movement of the printhead are

precisely controlled by stepper motors. In contrast, with the artist or draftsman freely

moving their brush or pen, processes of painting or sketching are dynamic: speed and

direction of the sketching tool are varied in one fluent motion. Preserving this freedom of

movement in a handheld printer requires dynamically adapting the print motif to speed

and direction of movement. In this section, we present solutions to ensure consistent

print dimensions and quality independent of the speed of movement–an aspect that is

particularly critical when printing conductors, as they need to be end-to-end conductive.

We also show how to automatically compensate for unsteady motion or shaky hands, to

realize steady free-hand printing.

4.3.1 Consistent Print Dimensions and Quality

With constant speed and line-wise movement, ink delivery in desktop printers is less

complex than for handheld printing: the nozzles located on the printhead jet ink droplets

at constant time intervals that are fixed relative to the printhead’s speed. The firing

frequency is constant. This allows for printing patterns with consistent dimensions and

quality.

In contrast, the dynamic speed of movement of a handheld printhead affects the

density of the delivered print. This causes two related problems: discontinuous traces

for freehand sketching and distorted images of digital print. For freehand sketching,

fast movement causes jetted droplets to spread out wider, creating discontinuous traces

that are not end-to-end conductive. The slow movement, in contrast, causes droplets to

encroach on one another, creating image bleed and possibly even short circuits. Figure 4.6

a) illustrates the effect. Figure 4.6 c) shows an example printed with varied movement
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speed, but the constant frequency of ink jetting, leading to a distorted and discontinuous

print. Similarly, if one wishes to digitally print patterns, increasing movement speed

elongates the pattern, while slow movement compresses it.

To address the issues cause by free-hand movement, Print-A-Sketch precisely adjusts

the frequency of ink delivery (modulated by a waveform signal with a signal where changes

in the level cause droplet release), to the speed of the printhead traveling over the substrate.

This is illustrated in Figure 4.6 b). In our setup, the optical flow camera detects the

distance and direction of movement, from which we calculate movement speed. It ensures

that irrespective of movement speed, a pattern remains undistorted and printed with

consistent dimensions while also maintaining consistent droplet density (Figure 4.6 d).

Print-A-Sketch does not have a set direction in which traces must be drawn. The user

could reverse the direction of motion. When this happens the order of lines sent to the

printhead via the SPI interface is reversed.

Accuracy of Measuring and Printing

To test the accuracy with which the printer can measure movement speed and adjust the

print accordingly, we performed a technical experiment. It involved printing a 20 mm

long trace at three different speeds.

A linear slider stepper motor [135] was used to move Print-A-Sketch at 6, 8, and

12 mm/s. At each speed, the trace was printed 3 times on standard office paper. Then the

length of the printed traces was measured and the offset from the ideal length (20 mm)

was calculated. The results show a high accuracy of 98.0% (Absolute mean error: 0.4 mm,

SD: 0.2 mm), with a maximum offset of 0.73 mm at a speed of 12 mm/s. This also suggests

that Print-A-Sketch might be used as a measuring device when designing on the fly.

4.3.2 Steady Free-Hand Printing

Free-hand sketching comes with all forms of unintentional hand motion. This introduces

artifacts due to unsteady motion or shaky hands, which, in a sketch simply become a part

of the resulting drawing. When, however, printing a detailed pattern, an IC footprint, or

routing multiple traces, lateral movement by the hand holding the printer causes wobbly

and jittery prints, or – in the worst case, if designing electronics – even creates undesired

short circuits.

Print-A-Sketch continuously detects lateral movement of the print using the optical

flow sensor and counteracts by adjusting the printed image on-the-fly. As illustrated in

Figure 4.7, the print pattern is adjusted to side-ways motion by shifting the bits in the array
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Figure 4.6 Top (side view): (a) Irregular free-hand movement causes irregular gaps between
droplets when the firing frequency is constant; (b) Speed-adjusted firing frequency allows to
maintain of a consistent resolution. Bottom: (c) Free-hand printed trace with constant firing
frequency cannot be used as a conductor and also has visual artifacts (d) Free-hand printed trace
with speed adjusted firing frequency is visually consistent and has good conductance

of data that is to be printed to the left or right, corresponding to the extent of side-ways

motion that has happened since the last row of droplets was printed. This cancels out

artifacts created by movement orthogonal to the printing direction, as long as the extent

of movement minus the width of the printed pattern does not exceed the width of the

nozzle array. In practice, assuming the trace is centered under the printhead, the possible

deviation is ±(pr i ntheadW i d th − tr aceW i d th)/2 (e.g.: ±6,25 mm for a 4 mm trace).

To demonstrate the performance of motion correction in practice, we printed sev-

eral straight lines with movement correction activated. Figure 4.7 (middle) shows three

different examples of printing with lateral movement correction. Figure 4.7 (bottom)

shows an exemplary trace, it is 120 mm long, and 4 mm wide allowing correction for up

to 6.25mm. The trace was printed on standard office paper while moving the handheld
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Droplet
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Piezoelectric
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Figure 4.7 Top (viewed from the top): To print a straight line, even when the user introduces lateral
motion, nozzles can be selectively used to counteract the moment. Middle: three examples of
tracing with motion compensation. Bottom: Conductive trace printed with motion correction.
The thin traces on top and bottom show the strong lateral movement of the print head while the
trace was printed.

tool back and forth orthogonally to the printing direction. For reference, in Figure 4.7,

while printing, the leftmost and rightmost nozzles of the printhead were continuously

printing a thin trace; these traces visualize the lateral movement and indicate the printing

range. For all other nozzles in-between, we applied the motion correction technique. As

visible in Figure 4.7 (bottom row), despite the extreme lateral deviation of the printhead,

the printed trace is steady. However, as highlighted in green, exceeding the width of the

printhead causes artifacts. These errors, however, were caused intentionally, typically

visual feedback from Print-A-Sketch’s display would enable the user to prevent creating

deviation of this magnitude.
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Figure 4.8 Shapes and curves created by free-hand motion: In both examples, the digital printhead
produces a constant straight line, following the human motion.

Together, the ability to print consistent patterns and counteracting user movement form

the basis for enabling the sketching of functional circuits as we outline in the next section.

4.4 Supporting Sketching

Like an artist who freely moves their brush over their canvas, users can freely move Print-

A-Sketch to create ad-hoc free-hand patterns (see Figure 4.8). In this section, we present

how such free sketching can be enhanced by high-resolution patterns that the handheld

printhead is printing dynamically. As demonstrated in the following, this combination

creates a new sketching experience that is characterized by a synergetic workflow of free

sketching and printing.

In addition to adding digital detail, this enables contextually informed adaptive

printing, where the printhead adds intelligently to the tracing motion of the user. Finally,

the RGB camera together with a library of electronic components supports the user in

easy integration with existing electrical components.

4.4.1 Adding Digital Detail

While users can manipulate the overall structure and design of the sketch by using Print-A-

Sketch like a pen or a brush, the digital printhead of Print-A-Sketch can be used to further

refine and manipulate details:

Custom Brushes and Line Styles

Both in physical and digital sketching, it is common to adjust the tool to the intended trace

style. For example, in manual sketching one might select from different levels of graphite
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Figure 4.9 Custom Brushes: a) Printing traces with custom pattern and width, b) printing multiple
lines, c) stamping an uploaded image.

hardness; with digital sketching tools, one might select a textured digital brush for the

desired effect. Following this metaphor Print-A-Sketch enables the user to use ‘brushes’

with different characteristics. For example, varying trace widths, styles (e.g., solid, dashed,

or dotted), and patterns (e.g., serpentine and zigzag) can be selected directly on the device

(see Figure 4.9a). Printing multiple parallel lines is also possible; in this case, the user

defines the number of traces and the distance between parallel lines (Figure 4.9b).

Stamping Shapes

Similarly to a traditional stamp, Print-A-Sketch can be used to create basic shapes (in-

cluding circles or rectangles) for users to develop into more complex designs. These basic

shapes can also be used for creating electrically functional designs. For example, circles

can be used as capacitive buttons, or a series of stamped triangles can be used to form an

interdigitated slider. Users can add custom shapes by uploading a bitmap image to the

backend interface.

Scan & Print

Custom images and shapes can also be manually designed. For example, the desired

shape can be drawn with a pen or pencil, and then scanned by placing and moving the

hand-held printer over it. Subsequently, following a “copy and paste” metaphor, they can

be re-printed at a different location. This technique is especially promising for building

on or repairing circuit elements where no template exists (e.g., because they have been

created free-hand) or where the template is unknown for another reason (Figure 4.10).
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Figure 4.10 Scan & Print: a) Sketching custom design, b) scanning, c) and printing the design.

4.4.2 Adaptive Printing

We use an RGB camera to enable Print-A-Sketch to sense previously sketched traces and

footprints. In the same way as Print-A-Sketch can detect free-hand motion and intelli-

gently compensate for it, Print-A-Sketch can also intelligently react to existing sketches.

The precise control of nozzles allowed us to implement several automation routines to

support creating functional electronic sketches:

Stopping and Resuming Traces

Sketching includes pausing to review and rethink a sketch, or returning to previously

sketched traces to add further details. To allow for the continuation of previously printed

traces or to connect a new trace to a previously printed pad, a handheld printing device

needs to adapt ink delivery to existing traces to ensure precise alignment of old and new

prints. Compared to common sketching tools, e.g., pencils, this is challenging to do

manually as the printhead’s miniaturized array of nozzles does not resemble a single tip

and does not offer sufficient cues for which nozzles will activate when delivering a given

pattern.

To overcome this issue, contact of Print-A-Sketch with the surface is detected by

the optical flow camera. Then monitoring of the surface’s visual features, for instance,

previously printed traces or pads for connecting components, enables continuing the

print where one had left off.

When a user intends to resume a print, e.g., connecting a fresh trace to a previously

printed trace or pad, they place the handheld printer roughly on the pre-existing element

and move it in the desired direction (Figure 4.11). The image from the RGB camera is

analyzed using blob detection. The software then autonomously determines the exact

position of the connection point in the print area and modifies pixel data and data stream

accordingly by a bit-wise shifting of the image data in the shift registers. As a result, only

those nozzles that are spatially aligned with the connection point are activated (pixel
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Figure 4.11 Left: Lifting the printer from the surface causes the data stream to stop and the nozzles
to deactivate Right: To resume the print, the printhead is placed roughly over the pre-printed trace.
The trace is detected using the RGB camera. If the printhead is not perfectly aligned, as seen here,
the data is shifted to correct for the offset. Printing automatically resumes where the previous trace
left off.

data, perpendicular to print direction), and fire at the precise point in time when the

nozzle array traverses the pre-existing element’s endpoint (data stream, aligned with print

direction). We illustrate this principle in Figure 4.11.

Connect-to Objects

This principle is also used for stopping the print when connecting to a target component,

as shown in Figure 4.12 top. When Print-A-Sketch encounters existing printed features,

they are identified using blob-detection. Print-A-Sketch than provides the user with a

connect-to function. If only one blob is detected, the system identifies the center of the

blob’s side facing the printhead as the point of connection. This generic implementation

works for traces of diverse styles as well as pads or electrodes of rectangular or circular

shape. If multiple blobs are visible in the camera view, the user has the option to select

the desired element in the user interface.

Note that in frame c the trace dynamically adapted its direction to connect to the target

pad. For starting a trace on an object, blob detection is used to decide when the print

should begin (Figure 4.12, bottom).
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Figure 4.12 Top: Connecting to existing footprint: a) selecting the endpoint, b) handheld tool
detects the footprint, c) printing trace is routed to the footprint. Bottom: Starting from existing
footprint: a) selecting the start point, b) handheld tool detects the footprint, the user selects the
width and pattern of the trace, c) printing the trace.

Routing

While intelligent stopping and starting of prints is a required utility for functional designs,

Print-A-Sketch can go one step further and also proactively support users in creating

electrical designs:

First, Print-A-Sketch enables printing corners with precise angles. In this case, the user

sets the desired angle on the LCD menu and continues printing. The system ends the

current trace with the defined corner. Then the user places the tool on the other side of

the angle and the system continues the trace (Figure 5.5, top row).

Second, when routing multiple signals, space often becomes an issue. To support

creating compact designs, one might wish to add a line as close as possible next to an

existing trace. Print-A-Sketch can automatically place a new trace in close proximity to

an existing trace, creating parallel lines, which never touch. Print-A-Sketch does this by

continually monitoring the distance to existing traces, and printing the new trace at a

predefined distance. The user can specify the distance between traces directly on the

device (Figure 5.5, middle row).

Lastly, not all printed traces should be connected to previously printed elements.

Avoiding the creation of short circuits is crucial, as unintentionally created connections

may result in irreparable damage. Here, Print-A-Sketch can support the user during

sketching by observing the surface, detecting existing previously printed traces in the
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Figure 4.13 Top: Printing angle: a) defining the size of the angle on-the-fly, b) printing the angle, c)
continuing the trace. Middle: Printing a trace parallel to a previously printed trace: a) selecting
a previously printed trace, b) placing the printer on the existing trace and defining the distance
between the traces, c) printing the new trace. Bottom: Various actions after detecting a previously
printed trace: a) routing around the detected trace if there is enough space, b) stop printing before
reaching the trace and continuing after the detected trace, c) forcing to connect to the detected
trace.

print area, and alerting the user. By default, the system routes around detected objects

if the size is less than the width of the print head (bottom row, Figure 5.5 a). If routing

around is not possible, the system stops printing before reaching the existing object or

trace (bottom row, Figure 5.5 b). Finally, the user can override the action and force the

printer to connect to the detected trace (bottom row, Figure 5.5 c) using the buttons on

the printer.
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Accuracy of Adaptive Printing

We performed a technical experiment to investigate the accuracy of detecting a pattern

on a surface and registering subsequent prints to it. We first printed five squares with

dimensions ranging from 4 to 12 mm (2 mm intermediate steps) on office paper. Then,

we moved the handheld tool around the surface and whenever a square was detected,

the printer printed a crosshair over its center. Next, we measured the offset between the

center of the crosshair and the center of the rectangle. The results indicate that the printed

crosshairs are sufficiently close to the target; the mean offset was 0.478 mm (SD: 0.376)

and the maximum offset was 0.813 mm.

4.4.3 Integration of Electrical Components

In most cases, traces alone do not make an interactive interface. A functional circuit needs

to connect to sensors, actuators, and integrated circuits (ICs). To make this as effortless as

possible, Print-A-Sketch supports two methods of interfacing with components:

Adding Footprints from Component Library

Print-A-Sketch contains a basic library, which contains footprints of common electronic

components and printable components. In our current implementation, the component

library is stored as bitmapped footprints. Users can navigate these and select them on

the device. In addition to common footprints, printable components include capacitive

sensors (capacitive button, slider, and pressure sensor) and resistive sensors (stretch and

bend sensor, moisture sensor, and level sensor). Some examples are depicted in Figure

4.14, top. Note that resistive elements need to be calibrated to the target surface. The

resistor shown in Figure 4.14 b works by increasing the trace length. To achieve higher

resistance, the amplitude of the zig-zag pattern is increased.

Creating Footprints from Physical Parts

Additionally, for minimal disruption of manual sketching, many physical electronic com-

ponents can be scanned using the RGB camera. Using basic edge detection, pins can be

identified. Then appropriately sized and spaced pads are automatically generated. This

feature is not package type dependent, however, it has only been tested on SIP, DIP, and

SOIC packages (see Figure 4.14 bottom).
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Figure 4.14 Top: (from left to right) Footprint for a 2835 component, printed resistor, moisture
sensor. Bottom: IC footprints can be created on-the-fly by scanning the component to be used.
(From left to right) RGB image, detected outlines, generated footprint, printed footprint, and
printed footprint together with surface-mount IC.

Figure 4.15 Print-A-Sketch as measurement tool: a-b) the display visualizes the length of the
printed trace, c) shows the accuracy of the printed trace.

4.4.4 Print-A-Sketch as measurement tool

As Print-A-Sketch already continuously monitors the optical flow sensor for detecting

speed and determining inking rate, it is also possible to use this information for measure-

ment. The user can use this feature to measure the length of printing traces or spacing

between components on the fly. The system guides the user by showing the measured

value on the LCD (Figure 4.15).

4.5 Printing on Everyday Objects

Commodity desktop printers allow the user to manually define the substrate material (e.g.,

office paper or glossy paper). The printer’s driver will then adjust the amount of ejected ink
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to best match the substrate’s surface properties. A scenario involving a handheld printer

may take up this principle but extends it to include more diverse materials, for instance,

substrates that would not commonly be used in a desktop printer. Moreover, and contrary

to a desktop printer, the user may sequentially print on multiple different materials, even

during a simple trace. In this section, we discuss how continuous monitoring of the

material and dynamic adjustment of print parameters allow users of Print-A-Sketch to

freely sketch conductive patterns on everyday surfaces and objects. Moreover, we present

results from an experiment that confirms that Print-A-Sketch prints conductive traces on

a wide range of everyday materials.

4.5.1 Matching Print Parameters to Materials

The area that a jetted droplet covers on the substrate’s surface vary depending on the

substrate’s ability to absorb ink. This has a direct effect on the conductivity of a printed

pattern. As shown in Figure 4.16 top, droplets of a constant amount of ink may create

end-to-end conductive traces on some type of substrate (top left), whereas on a more

strongly absorbent substrate, ink drops are more strongly absorbed and therefore cover a

smaller surface area, which creates a discontinuous pattern (top right). However, if the

droplet size is too large, the ink will run, and detailed prints – such as the moisture sensor

in Figure 4.14 c – will fail. Therefore, to ensure conductivity on all materials, the size of

the ink droplet needs to be adjusted to match the material’s properties. To this end, the

electrical signal that activates the piezoelectric actuator of each nozzle is modulated [46].

Firing a single pulse results in dispensing one droplet (Figure 4.16 top). Larger droplets

can be generated by firing a rapid burst of multiple consecutive pulses. This dispenses

several droplets, which in turn results in formation of one single, but larger dot on the

substrate (Figure. 4.16 bottom). Generally, the size of ink droplets needs to be larger when

printing on absorbent substrates (e.g., plain office paper) compared to less absorbent

substrates (e.g., glossy photo paper). Our implementation varies the size of droplets in a

range between 1 and 10 droplets per dot or pixel4.

The Computer Vision community has demonstrated robust and advanced techniques

for optical material detection from image data [11; 37; 221]. Inspired by this work, we

trained a KNN classifier with the sensor data from materials that we used for the evaluation

and application scenarios. The handheld device displays the detected material and adjusts

printing parameters based on a lookup table (Figure 4.17). Our current setup classifies

4In our implementation all printable images are stored as bitmaps with a width of 128 pixels, each pixel
corresponding to an individual nozzle of the printhead. Therefore we maintain a 1-to-1 correspondence
between dots and pixels
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Multiple Fire Pulses

Single Fire Pulse

Substrate (weakly absorbent)

Substrate (strongly absorbent)

Droplet

Piezoelectric Nozzle

Substrate (weakly absorbent)

Substrate (strongly absorbent)

highly conductive trace

conductive trace

conductive trace

non- conductive trace

Figure 4.16 Increasing the number of pulses of the fire signal results in the creation of multi-drops
and consequently larger drops. If drop sizes are too small, resulting traces will not be conductive.
If drop sizes are too large, the ink will run, and detailed prints will fail.

Figure 4.17 Adjusting the printing parameters to the detected materials: a) tile, b) plywood, 3)
kinesiology tape.

only a subset of materials: office paper, glossy photo paper, tile, plywood, kinesiology tape,

felt sheet, and natural cork. The current implementation serves as a proof-of-concept, it

demonstrates the principle feasibility of dynamically adjusting print parameters based on

automatically detecting the substrate material.

Knowing about the material and its mechanical properties do not only provide the

basis for adjusting print parameters. Future implementations of Print-A-Sketch could

automatically adjust the printed patterns themselves. For instance, when printing on more

stretchable substrates that undergo more deformation, straight conductive traces could

be automatically replaced with horseshoe designs. Or when printing on very demanding

substrates, traces could be made wider to further increase their end-to-end conductivity.
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Figure 4.18 Sheet resistance of silver traces on different substrate materials, with single-drop
printing.

4.5.2 Conductivity of Prints on Everyday Materials

To validate that Print-A-Sketch can print functional designs on many everyday objects,

we investigated the conductivity of printed traces on various substrate materials. We

investigated the effect of substrate materials, the number of droplets per pixel, and trace

width.

Effect of substrate material

We selected a set of sample materials that are common on everyday objects and frequently

used for prototyping (e.g., paper, cardboard, textile, plywood, and ceramics). We ensured

that the selected samples cover a variety of material properties (i.e., surface texture and

absorption). The tested materials are presented in Figure 4.18 and Figure 4.19.

On each material shown in Figure 4.18, we printed a trace of 20 mm length by activating

16 nozzles and firing a single pulse per byte of data (hence dispensing small ink droplets).

We cured traces at 100 ◦C for 10 min. We used an electric oven (Sage, BOV820 BSS) to

speed up the process by curing multiple samples simultaneously. As suggested by [98],

we investigated the conductivity in terms of sheet resistance. To do this, we measured

the resistance R of each sample using a Fluke 175 multi-meter, and then calculated the

sheet resistance per square using the formula Rs = R ∗ (wi d th/leng th), and averaged the

results for each material.

The results are presented in Figure 4.18. As can be seen, most printed traces exhibit

high conductivity. However, a handful of materials, such as cardboard, felt and velour

sheets, result in very low conductivity. We show in the following how increasing the size of

ink droplets can boost their conductivity.
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Figure 4.19 Improved sheet resistance with increased droplet size on highly absorbent substrate
materials.

Effect of number of droplets per pixel

We next examined the effect of adjusting the number of droplets per pixel on conductivity.

This promises to enhance conductivity on absorbent surfaces. For the first pilot exper-

iment, we selected office paper as a frequently used material that is highly absorbent.

Traces of 20 mm length were printed with 16 active nozzles, jetting different numbers of

ink droplets (1, 2, 3, or 5 droplets for each pixel data) We printed 3 samples per condition,

resulting in a total of 12 traces. The printed samples were cured at ≈100 ◦C for 10 min

using a household iron (Bosch TDA2329). Our findings revealed that the conductivity

considerably increases with increasing the number of droplets, ranging from 2.466Ω/□
for 1 pulse to 0.256Ω/□ for 5 droplets per pixel.

Based on this finding, we opted for the best-performing condition with 5 droplets

for investigating more materials. We selected eight materials: four materials that have

the highest sheet resistance in the previous experiment (group 1) and four materials that

failed to become conductive in the previous experiment (group 2). On each material, we

printed a 20 mm long trace with 16 active nozzles and 5 droplets per pixel, cured them as

described above, and calculated the sheet resistance.

Figure 4.19 depicts the results. For all but one material, jetting 5 droplets substantially

enhanced the conductivity compared to single-droplet printing. For the four materials

that were part of the above evaluation, we observed an impressive 25 to 348-fold decrease

in sheet resistance which belongs to linen texture board and wood textured cardboard,

respectively.

For instance, the sheet resistance of wood textured cardboard, which had the highest

sheet resistance in the previous experiment, has decreased from 876 Ω/□ to 2.52 Ω/□.
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Table 4.1 Sheet resistance of traces with various widths on glossy and absorbent substrates (photo
shows printed traces with five different widths on an absorbent sheet - numbers on left are nozzle
counts).

Nozzles Glossy Sheet Absorbent Sheet
Max Width Sheet Resis. Width Sheet Resis.
(128) (mm) (Ω/□) (mm) (Ω/□)

128 16.7 0.105 17.6 2.76
32 4.20 0.043 4.60 2.32
16 2.10 0.036 2.30 2.47
4 0.50 0.039 0.60 3.33
1 0.10 0.025 0.15 50.6

However, the trace printed on Kinesiology tape was not conductive with 5-droplets print-

ing due to the highly porous composite material; we printed another sample with 10

droplets per pixel, which showed good conductivity.

Effect of trace width

To evaluate the effect of trace width and identify the minimum width of conductive traces,

we printed 5 samples of 20 mm length and varying width (1, 4, 16, 32, 128 active nozzles,

corresponding to 0.1–16.7mm width) on two different substrates using conductive silver

ink [142], see Table 4.1. The substrates were selected from two different categories: a

glossy paper which has a very smooth surface (Epson photo paper, 260 µm thick), and a

highly absorbent sheet (standard office paper). For each pixel of data, the nozzles were

fired once. The test was repeated 3 times and then the printed samples were cured at

≈100 ◦C for 10 min using a household iron (Bosch TDA2329).

Table 4.1 summarizes the results. We found that with the same number of active

nozzles, printed traces are wider on office paper than on glossy paper. Furthermore,

due to the high absorption of office paper, the conductivity is higher on glossy paper

than on office paper. The sheet resistances on the glossy sheet range from 0.025 Ω/□
to 0.105Ω/□ and are close to the reported value for silver ink (Metalon, JS-A102A) [142]

which is <0.100Ω/□. A minimum trace width of 0.1 mm is achievable on the glossy sheet

by activating a single nozzle, resulting in a low sheet resistance of 0.025. In contrast,

printing with a single nozzle on the absorbent sheet was challenging and resulted in the

highest resistance (50.6Ω/□). By activating 4 nozzles, resulting in a trace width of 0.6 mm,

the sheet resistance decreased considerably to 3.33Ω/□.
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4.6 Validation

To demonstrate the practical feasibility of our technique and its applicability to the sketch-

ing of circuits and sensors on everyday surfaces, we present four functional application

examples fabricated with Print-A-Sketch. These show various types of sensors and circuits

realized on diverse materials that are commonly found in a household. Figure 4.20 shows

the prototypes. In addition, we present findings from a hands-on case study with novice

users.

4.6.1 Application case 1: Moisture sensor on a floor tile

The first application example demonstrates adding smart home functionality to a room’s

tiled floor. We designed and fabricated a customized moisture sensor on a porcelain tile

(Figure 4.20a). When water comes in contact with the sensor, the resistance changes and

the buzzer sounds an alarm. One use case of this application is detecting washing machine

leakage. For the fabrication of the interactive tile, we selected a moisture sensor from

the library of components and then printed the sensor, the footprint of the buzzer, and

conductive terminals. Next, we created conductive lines that connect the buzzer to the

terminals. The handheld tool helped by automatically printing a visually pleasing pattern,

instead of straight lines, and by automatically connecting the line endings to the respective

endpoints. Finally, we attached the buzzer using conductive paste and connected the

terminals to an Arduino microcontroller using copper tape. Circuit elements that should

not be in contact with water can be covered with isolation spray or silicone.

4.6.2 Application case 2: Interactive yoga mat

To demonstrate use on personal objects with demanding materials, we realized an in-

teractive yoga mat that features four capacitive buttons for controlling the playback of

instructional videos (Figure 4.20b). The mat is made of natural cork and is flexible. When

the yogi desires to control the video, she can use her toe, without changing her pose, to

pause, resume or navigate within the video. For printing the design on the mat, we loaded

the design in the backend interface and used the stamping technique. The traces are

printed using routing feature. A D1 mini microcontroller, attached to the backside of the

mat, wirelessly communicates with the video player running on a tablet computer.
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Figure 4.20 Application examples demonstrate the practical feasibility and applicability of our
technique on everyday surfaces: a) moisture sensor on a floor tile, b) interactive yoga mat, c)
wearable stretch sensor on kinesiology tape, and c) capacitive slider on a table lamp.

4.6.3 Application case 3: Wearable stretch sensor on kinesiology tape

To demonstrate rapid integration of sensors for textile wearables and inspired by sketching

on-body interactions [209], we implemented a custom stretch sensor on a kinesiology

tape (Figure 4.20c). The sensor can be attached to different joints of the user’s body to

detect flexion and extension. The terminals of the sensor are connected to an Arduino

using standard copper cables. Stretch is detected by observing changes in resistance.

4.6.4 Application case 4: Capacitive slider on a table lamp

Next, we aimed to turn a conventional table lamp into a customized interactive piece of fur-

nishing. We printed a capacitive button and two sliders onto a lamp’s textile shade. These

are used to turn the lamp on or off, and change its color and brightness (Figure 4.20d). To

create the visual design, we drew the full moon and crescents on paper and then used our

handheld printer to scan and then we print the designs on the lampshade. The electrodes

were then connected to the terminals and tethered to an Arduino microcontroller to

control the lamp.

4.6.5 Hands-On Case Study with Novice Users

To gain additional insights into patterns of use, we conducted a hands-on case study

with four novice users (3 females, and 1 male). Two of them were familiar with sketching,

painting, and designing circuitry, having backgrounds in computer science (P1, female, 24)

and electrical engineering (P2, female, 23). P3 (male, 30) was experienced in fabrication

and DIY electronics; P4 (female, 62) was a language teacher with no hardware prototyping

experience.
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Figure 4.21 Images from user study: (a) drawing a customized electrode to scan & print, (b) Printed
design based on the hand-drawn electrode. (c) free-form sketching.

After providing informed consent, we began the study with a short introduction to

the project, handheld printer, and user interface, and gave participants time to practice

using the device. Next, the participants were asked to perform a series of tasks from the

simple to more complex: (1) print a shape; (2) scan & print a shape; (3) print a trace with

custom width and pattern; (4) connect a trace to an existing shape. We then discussed

the experiences and challenges they faced in a semi-structured interview. We continued

the study with a brainstorming session and asked participants to think about a possible

application case of this device in making their environment more interactive. They had

the option to select a material from our sample box. The participants then proceeded to

fabricate their idea with Print-A-Sketch, using the sketching interactions they preferred.

Results & Discussion.

All participants managed to complete the tasks and provided useful feedback. They com-

mented that working with the device was simple and controlling the handheld device and

moving it on the surface was smooth and easy to do. In addition, they commented on

the usefulness of in-place printing using a handheld printer and its benefit for creating

aesthetically pleasant prototypes. They stated that compared to traditional methods of

designing and then printing, a handheld printer helps rapid prototyping and allows impro-

visation during fabrication. The possibility of printing and then embellishing the design

was another interesting aspect for participants. Within an hour’s session, all participants

were able to make a functional prototype without our intervention. Participants, however,

felt that we could provide better feedback, for example, P3 wished to have access to more

information on the OLED display, while P4 – who had never before designed a circuit –

felt that the breadth of options was overwhelming and would want to have more detailed

guidance from the UI.
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For their practical application case, they all decided to make capacitive buttons and

sliders and used the stamping and routing features to fabricate the electrodes. P1 decided

to create an electrode on her desk that uses capacitive sensing to detect touch contact,

as a means to signal her when she is tapping constantly on the desk (Figure 4.21a). She

fabricated the interface on a linoleum material, by printing a heart shape electrode from

the library of components and then using the connect-to feature to print a serpentine

pattern as a trace. P2 desired to make a slider on her bedside table to control the lighting

of the room when she is in bed. Interestingly, she decided to customize the slider by

sketching one custom-shaped electrode first and then used the scan & print feature to

replicate the electrode to print a full slider on a sheet of plywood (Figure 4.21b).

Changing the TV program from the handle of a coach was interesting for P3. He used

the stamping feature to print two capacitive buttons with a customized shape. Next, he

used both connect-to and motion correction features to connect the traces to the printed

electrodes. P3 was excited that the motion correction feature provides him with the ability

to draw fine straight lines and highlighted that this feature is helpful for those who do not

have sketching skills. Finally, P4 selected a diamond shape pattern electrode to fabricate

an interface on her notebook. She intended to use this electrode to control the heating

system at her home. While P4 was fabricating her electrode, we figured out that her

understanding was that by pushing the handheld device, more ink would eject from the

device, similar to pushing a fountain pen. We will consider this interesting finding for the

next iteration of the device.

While most participants focused on moving the handheld device carefully and in a

straight line, P1 decided to use the printer as a brush and freely sketched a floral electrode

(Figure 4.21c). Finally, Print-A-Sketch not only supported novices in the fabrication of

functional and visually pleasant prototypes but also facilitated thinking about making the

surrounding environment more interactive.

4.7 Discussion

Our implementation is subject to several limitations. We discuss these in the following

and identify opportunities for future work.

Materials and Printing. Ink adhesion shows the material compatibility. We observed the

silver ink adheres well to diverse materials. We couldn’t remove or wipe off the ink from

highly absorbent materials and the ink is robust on glossy surfaces.

The JS-A102A nanosilver ink is water-based, which causes it to have higher surface

tension compared to other types of inks, such as solvent-based ink. On substrates with
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low surface energy, such as smooth glass, this causes poor wetting. This issue could be

addressed by applying an additive to the substrate before printing which reduces the

surface tension and results in a better print quality [19].

In our current implementation, we use silver ink [142] which can be thermally cured

at temperatures as low as 100 ◦C. A wide range of substrate materials tolerate this curing

temperature; however, eliminating the heat curing step would enable printing on a wider

range of materials and accelerate the fabrication process. We can report that printed

traces on specially prepared and coated surfaces (e.g., Epson photo paper and Mitsubishi

NB-RC-3GR120 [128]) sinter at room temperature. Promising avenues for future work are

sinter-free inks (such as sinter-free gold ink [177]) or applying a sintering aid layer to the

substrate to reduce the sintering temperature to room temperature [258].

Electrical circuits. For electrical isolation and to protect printed patterns from damage,

we used isolation spray (WEICON isolation spray [236]). However, due to the crawling

effect of the ink on the isolated layer, we were not able to print a second conductive layer.

Therefore, our current approach is restricted to a single-layer circuits. In future work, we

intend to address this by adding surface additives. This would allow the creation of layered

designs, for example, to print multi-touch sensors [165].

While we have not performed any formal evaluation of long-term conductivity, we

can anecdotally report that the conductivity of printed traces has not declined on tested

materials (e.g., plywood, office paper, glossy sheet, and printable fabric) within a nine

months period. As expected, we also observed that the printed traces are robust to bending

and stretching. The response of inkjet printed traces to bending or stretching has been

explored extensively in related research papers [26; 98; 99].

Iterative design and fabrication of a circuit may include removing parts of a circuit that

was printed before [138]. We can anecdotally report that printed traces can be removed

from coated paper (Mitsubishi NB-RC-3GR120 [128]) before heat curing using a sponge

soaked in a mixture of water and polyvinyl alcohol (PVA). However, removing ink after

sintering or from more absorbent materials requires additional investigation.

Open-loop printing. The size and form factor of the selected printhead allows printing on

curved surfaces and across edges; however, our current implementation of position tracking

using the optical motion sensor would not be reliable on non-planar surfaces. In future

work, we plan to investigate alternative position-sensing techniques that allow for absolute

positioning on a wider range of surface geometries. Recognizing materials from images is a

topic of ongoing research [44; 193]. Our simple proof-of-concept implementation detects

only a subset of all materials we successfully printed on. For the next iteration, we plan to

extend the approach to a cover wider set of materials by sampling additional materials
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and tuning the printing parameters accordingly. The controlled lighting environment

underneath the printer in combination with the dual data sources from the IR visual flow

camera and the RGB camera suggests that this approach has promise.

To improve the visibility of printed patterns in the Figures and the video that ac-

companies this chapter, most examples were shown on white substrates. However, we

demonstrated that the blob detection feature works on materials with different colors

(e.g., black kinesiology tape, Figure 4.20c), visual patterns (e.g., non-solid colored floor

tiles, Figure 4.20a and video figure), and material textures (e.g., uneven surface of natural

cork, Figure 4.20b). We note that the accuracy of blob detection can be affected if the

surface features visual patterns that are similar to the size or colors of the printed patterns.

In future work, we plan to use the infrared spectrum [44] to improve the blob detection

feature on surfaces with high-contrast colored patterns.

In our current setup, the RGB camera is located inside the handheld device, making

the printed patterns in direct proximity to the printhead invisible to the user. To assist

the user in precisely adjusting the printhead, the backend interface visualizes the live

camera view (see Figure 4.5b), and the system automatically and precisely routes the

printing trace toward the detected blob, if desired. In future iterations, we are considering

displaying the location of the detected blobs on the OLED display. A simple alternative

would be to make the casing of the handheld device out of a transparent material.

The movement speed of our handheld printer is restricted to 12 mm/sec. Of note, the

printing speed of the Xaar 128 printhead is higher. The limiting factors are the Arduino

system clock, the end-to-end latency between the microcontroller, optical sensors, print-

head, and the backend interface. We plan to address this issue by replacing the Arduino

with a faster microcontroller (e.g., Teensy 4.1, 600 MHz).

In our current implementation, the backend interface is running on a laptop and

communicates with the Arduino via the serial port. In the next iteration, we plan to

implement the backend interface in a Raspberry Pi and make the setup fully portable.

Finally, creating a fully closed loop system that not only measures the environment of

the trace but also samples the freshly printed trace itself to update inking parameters

dynamically would be an exciting extension of this work.

4.8 Conclusion

In this chapter, we presented Print-A-Sketch, an open-source handheld printer prototype

for sketching circuits and sensors. Print-A-Sketch combines desirable properties from

manual sketching and functional electronic printing. Manual human control of large
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strokes allows for designing the overall interactive system while computer control provides

fine detail, an interface to the miniature world of discrete components and integrated

systems. Shared control of Print-A-Sketch enables sketching interactive interfaces on

everyday objects which is especially exciting for objects so large or heavy that they could

not easily be placed inside conventional printers.

We have shown that context-aware, dynamic printing can provide solutions for a num-

ber of challenges. Continuous sensing ensures quality prints by adjusting the inking rate

to hand movement and material properties. Print-A-Sketchs sensing abilities also enable

prints to intelligently adapt to previously printed traces for incremental and iterative

sketching. Results show good conductivity on many materials (e.g.: 3Ω/□ on tiles) and

high spatial precision (traces are aligned with <0.5mm mean error), supporting on-the-fly

creation of functional interfaces.

The following chapter explores how the confinement of handheld sketching tools can

be extended beyond the reach of human arms.



5 RoboSketch: Mixed-Initiative Physical
Sketching

Handheld tools, ranging from brushes and sculpting tools to cutter blades, offer the

creative and practical maker an undisputed level of directness. Yet, purely manual work

practices using such tools can be repetitive and cumbersome and are often constrained

by the user’s manual skills, precision, and physical abilities. With the emergence of ever

more sophisticated means of digital fabrication, machines are taking over such tasks.

While these machines have proven to be extremely useful to process users’ intents without

live intervention, delegating fabrication to the device in this way inhibits the inherently

iterative nature of making.

Two streams of research have set out to tackle this problem from different directions:

the first has proposed to add digital assistance to manual fabrication practices by augment-

ing handheld fabrication tools. Examples include hybrid carving [264], computer-assisted

sketching [100; 163], 3D modeling [155], augmented airbrushing [198], and hybrid fabri-

cation on the human body [56; 162]. While most of these approaches integrate directly

with manual fabrication practices, their assistance suffers from a significant restriction:

It is limited to the reach of the human arm, which prevents the device from carrying out

fabrication tasks autonomously. It is always the user who has to lead the fabrication task.

The second research direction has investigated means to increase the interactivity of

standard digital fabrication machines, for instance, by adding options for real-time design

interventions to laser cutters [131] or 3D printers [154]. While these augmented machines

can work more independently of the user and benefit from the precision and speed of

high-end fabrication tools, they lack the ease and directness of in-situ physical practice

with handheld tools.
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Figure 5.1 We created RoboSketch as an example of a new class of devices that combines the
desirable properties of a computer-assisted handheld tool and an autonomous fabrication robot.
The robotic high-resolution printer on wheels offers fluent transitions between manual, assisted,
and autonomous modes. It assists the user in free-hand sketching (a). When triggered to switch to
“autonomous mode” (b), it can roam freely to autonomously extend, complete, or refine the sketch
(c). Application areas include fabricating electronic circuits, textile accessories, and woodworking
(d).

We set out to integrate these worlds and propose a new class of devices that can

be all three: a hand-operated manual tool, a computer-assisted handheld tool, and an

autonomous fabrication robot. Such devices can assist the user where needed while in

their direct proximity, but they can also be unleashed and roam freely, in order to solve

some tasks independently. When done or called back, they return to the user and can

again be operated in a manual or assisted mode.

In this chapter, we introduce RoboSketch1: a robotic printer on wheels with a joystick

controller for manual sketching, capable of creating large-scale, high-resolution prints. It

can be operated completely manually, inspired by a handheld brush (manual mode), but it

can also provide interactive assistance during sketching (assisted mode). In addition, it can

turn into an autonomous robotic device moving about for computer-generated sketches

(autonomous mode). It is capable of operating on many surface materials, such as fabrics,

paper, and wood, and with various inks including multi-color, UV, and conductive inks.

In the remainder of this chapter, we first introduce the approach of “handheld tools

unleashed”: mixed-initiative physical sketching in which humans and machines work

together proactively and fruitfully, unleashing the creative and unique benefits of hand-

held tools and robotic autonomy in concert. We discuss the emerging range of fabrication

modes, from manual and assisted to autonomous, and highlight why seamless mode

transitions are key in this context.

Next, we present interaction techniques to control such seamless mode transitions

that are based on simple interactions well-compatible with sketching. These techniques

1This chapter is based on a publication presented at CHI’23 [164]. As the first author, I led the devel-
opment of the robotic printer and sketching techniques, designed and fabricated the prototypes, and
performed the evaluation.
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support user-initiated and robot-initiated transitions between all modes, even while

sketching a continuous trace. We also introduce a set of sketching techniques that benefit

from these transitions to help the designer extend manual sketches, for instance, by

repeating elements or upscaling a design, and to help revisit a sketch, for instance, to

refine or color it.

We then contribute a proof-of-concept implementation of a functional robotic device,

comprising a high-resolution print head that is capable of operating with a variety of

surface materials and inks. It is based on a commercial handheld inkjet printer and a

robotic platform equipped with various input controllers and sensors to be context-aware.

Finally, to validate that our approach is technically feasible and useful for physical

sketching, and to illustrate that it can be applied in a wide variety of fabrication contexts,

we present three application examples: (1) creating electronic circuitry, (2) creating sewing

patterns on fabric, and (3) woodworking. In addition, we present our findings from a case

study with seven sketchers. It uncovers flexible patterns of use and illustrates that mixed-

initiative physical sketching can make computer-supported sketching more powerful and

flexible.

In summary, the main contributions of this chapter are:

• the concept of a mixed handheld and autonomous device for mixed-initiative

human–robot collaborative physical sketching that includes manual, assisted, and

autonomous modes;

• interaction techniques to seamlessly move between modes and make use of the

robot’s autonomous capabilities to extend and revisit a sketch in the making;

• RoboSketch, a working prototype of the first computer-assisted robotic printer

that supports mixed-initiative physical sketching across all its three modes, with

capabilities to create error-preventing constraints, and validated to enable dynamic,

context-aware sketching at high resolution and large-scale.

5.1 Handheld Tools Unleashed

We envision a new class of handheld devices to expand the scope of collaboration between

humans and machines in creative design and fabrication processes, by combining the

desirable properties of handheld tools with autonomous fabrication. Expanding upon

Horwitz’s notion of mixed-initiative interaction [80], we aim for tools that proactively

contribute to the manual fabrication process whenever needed while allowing the user

to continue working in a natural manner, but that can also contribute to the fabrication
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Figure 5.2 a) Transition of control sharing when the user initiates the transition. Examples of
user-initiated transitions during a single stroke: b) Sketching a circle in assisted mode, overriding
the constraints to add details manually, and then switching back to assisted mode to finish the
first half of the sketch, before giving over the control to the robot to mirror the sketch across the
vertical axis. c) Drawing a straight line in assisted mode, sketching a heart shape in manual mode,
and then giving over the control to the robot to scale the design. Finally, taking over the control to
finish the sketch with a straight line in assisted mode.

process completely autonomously if desired. With RoboSketch, we contribute a first

and fully functional instantiation of this concept, demonstrating how a robot on wheels

with a high-resolution color inkjet printhead can be used as a handheld tool for manual

sketching, support assisted sketching, and can be "unleashed" to act as an intelligent

robotic partner for autonomous drawing. RoboSketch addresses two key challenges:

Leveraging human and robotic skill sets Humans and robots partnering in a design

and fabrication process would ideally leverage the unique skill set of each partner: While

humans excel at generating creative ideas and can more easily adapt to a dynamic context

and unforeseen events, robotic tools are capable of creating precise, high-resolution out-

put and exact replicates at high speed. RoboSketch enables a variety of physical sketching

techniques that demonstrate how human and robotic skill sets can complement each

other. Using RoboSketch as a handheld tool, the user sketches out their creative vision

before "unleashing" the device. RoboSketch is then able to autonomously expand upon

the user’s drafts by repeating patterns (e.g., leveraging symmetry), refining drafts (e.g.,

adding details), or by filling sketched-out regions with color. In addition, RoboSketch can

offer the user to auto-complete their sketches (e.g., completing polygons), or offer cre-

ative completion by making use of AI to artistically elaborate on the user’s input. Hereby,

RoboSketch transcends the function range of existing computer-assisted fabrication tools
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such as FreeD [264] and Phasking [100]. While those tools allow the user to ‘seize control’

by overriding computer assistance, e.g., with a button-press, or by applying force, they

still require the user’s guiding hand to fabricate. They cannot fabricate autonomously

beyond the confines of the user’s reach. In contrast, our proposed approach enhances

the scalability of the resulting designs and considerably enhances the extent to which the

machine can act as a co-creator.

Flexibly shifting control back and forth Mixed-initiative physical sketching requires

control shifts across the entire range from manual, where the user is in full control, over

assisted with various levels of shared control, to autonomous mode, where the robotic

tool is fully unleashed and sketches independently. To enable natural and efficient co-

creation with both human and robotic tools iteratively contributing to the fabrication

process, mode transitions need to be seamless. To this end, we developed a series of

simple interaction techniques (Fig. 5.2) that enable fluent, user-initiated mode transitions

throughout all modes at fabrication time: releasing the handle and giving the robot a

gentle push signals the robot to continue on in autonomous mode (e.g., for elaborating

on a user-created draft). In contrast, the user can solidify their grip (‘Hold Firmly’) to

remain in control when in manual or assisted mode, or seize control by grabbing the

robot’s handle when in autonomous mode. Robot-initiated control shifts are necessary

when the robot encounters contextual or environmental ambiguity and requires human

assistance in autonomous mode. Here, the robot stops and blinks. Moreover, in manual or

assisted mode, the robot proactively offers to take over control by making context-aware

suggestions (e.g., auto-complete a shape) or by enforcing constraints (e.g., to prevent

short circuits when sketching electronic traces with conductive ink). In summary, these

techniques let the user access the full range, from handheld sketching tools to autonomous

sketching robots with a single device, and even within a single stroke.

5.2 Sketching Techniques

RoboSketch offers a variety of sketching techniques and supporting tools to help designers,

makers, and artists sketch out their initial idea, iteratively extend their idea, and revisit

the composition to complete details. To enable natural and efficient co-creation by

the human and the robot, these techniques fluently integrate manual sketching with

computer-assisted handheld fabrication and autonomous fabrication.
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5.2.1 Extending a Sketch

A human sketcher may require help when a design needs to be precise or symmetrical,

contains repetitive elements, or when the canvas is large. Partnering with RoboSketch can

help sketchers extend their creative vision while still maintaining a high level of precision

and control.

Repeating pattern

Many sketches contain repeating patterns, which can be tedious and time-consuming to

realize manually. The Repeat technique combines the expressiveness of manual drawing

with support for repetitive sketching. Having selected the Repeat technique on the device’s

screen, the user starts by sketching the pattern (Figure 5.3,Ia) and then, in a seamless move-

ment, pushes the robot toward the desired direction. This triggers the Autonomous mode;

the robot takes over and continues printing the pattern autonomously and repetitively

(see Figure 5.3,Ib), until the user takes back control by grasping the handle to continue

sketching manually, or by holding the hand in front of the robot to stop the repetition at

the desired position (Figure 5.3,Ic).

One of the main principles of design is achieving balance. This can be done by using

symmetrical patterns. There are different manual techniques that can be used to create

symmetrical drawings. For example, an artist may use tracing paper to trace a sketch and

then flip it over to create the mirrored part. We provide assistance for creating repeated

designs that are symmetrical around a central point or across an axis. As an example, to

draw a precise polygon, the user first activates assistance to draw a straight line in manual

mode (Figure 5.3,IIa). Inspired by [163], this makes the robot cancel out lateral hand

jitter. After selecting the Polygon function on the device screen, the user draws the first

polygon segment, then defines the number of sides of the polygon by tapping the robot

the corresponding number of times (e.g., five taps to make a pentagon, see Figure 5.3,IIb),

and then pushes the robot. The robot then sketches the desired shape autonomously

(Figure 5.3,IIc).

For creating multi-axial symmetries, the user sketches the desired design in manual

mode (Figure 5.3,IIIa) and then taps on the robot (or selects from the displayed menu, see

Figure 5.3,IIIb) to set the number of radial axes across which the sketch is repeated. The

user pushes the robot, and the robot finishes the sketch (Figure 5.3,IIIc).
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Figure 5.3 Repeating patterns: I) along a path, II) around a central point to create polygons, and
III) across an axis to create symmetrical patterns.

Auto-completing shapes

To assist users to complete the current sketch quickly and precisely, RoboSketch provides

an Auto-complete feature. When the user is sketching in manual or assisted mode, if the

system detects the current shape, the prediction is shown on the display. If the prediction

is correct and the user wishes to hand over control to the robot, the user simply releases

the handle. The robot then autonomously completes the user’s current sketch. Otherwise,

the user continues sketching, and the predicted shape disappears or is updated with a

new prediction. Our current implementation can recognize basic shapes (e.g., line, circle,

square, and triangle) by inspecting the robot’s movement trajectory. In the future, we will

extend this feature to predict more complex shapes using a neural network [65; 119].



92 RoboSketch: Mixed-Initiative Physical Sketching

Figure 5.4 Creative completion: a) sketching the initial idea, b) accepting RoboSketch’s AI-generated
suggestion for completion, shown on the display, c) robot sketches an artistic overlay over the
existing sketch.

Creative completion.

Sketching is a medium for humans to visually express their thoughts, ideas, and emotions,

often in an artistic way. On the other hand, recent advances in AI algorithms [183] have

proven that they are capable of creating original visuals based on initial text and image

input. By combining the advantages of both methods, humans and machines can co-

create content and produce unique and personalized results. Pushing toward the machine

end of co-creation, RoboSketch can realize new ideas based on the user’s existing sketches

(Figure 5.4b). We, therefore, use the recent implementation of the stable-diffusion model2,

based on [183], for image-to-image synthesis guided by a text prompt. In our current

implementation, the user selects a Creative Completion function and starts sketching. We

then query the stable-diffusion model with the user’s current sketch as an initial image

and with the text prompt “line art miro style” (100 steps of interference, prompt strength

85%) regularly. We post-process the resulting image with a standard auto trace algorithm

(with center line option) [8] to create the paths for RoboSketch to print. Then, we show

the result on the screen. When satisfied, the user pushes the robot to trigger autonomous

mode, and the printer prints the AI-created image (Figure 5.4c).

Routing traces.

Sketching is an incremental and iterative practice. It is important to be able to pause and

review a sketch, or return and add more detail. This implies that new traces oftentimes

need to connect to existing traces and marks, and need to be precisely aligned. Some

examples are closing a shape precisely, connecting elements in flowcharts and diagrams,

or sketching conductive traces for electronic circuits. The Routing trace function assists

the user in this task.
2https://github.com/CompVis/stable-diffusion

https://github.com/CompVis/stable-diffusion
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Figure 5.5 Routing toward existing mark: a) guiding the robot toward the desired direction, b) the
robot detects the mark and connects the trace, c) the robot stops printing before reaching a trace
and continues afterward, or can autonomously route around small visual elements.

When a user intends to connect a current trace to a previously printed mark, they

manually sketch the trace toward the direction of the previous mark and then push the

robot while letting go of the handle (Figure 5.5a). This triggers the autonomous mode.

Now the system uses the built-in camera to monitor the surface and detect visual marks

using blob-detection. After detecting the position of a printed mark, the robot fine-adjusts

its direction so that the printer nozzles are aligned with the mark (Figure 5.5b) and keeps

printing until it reaches the mark, precisely aligning the trace ending with the existing

mark. If the user decides to take over control at any point (for example, to connect the

current trace to another printed mark), they can grab the handle and continue sketching

in manual mode. If the robot detects multiple marks, it connects to the closest mark by

default, unless the user selects a different mark on the display. Optionally, to prevent

undesired connection to previously printed traces in case of creating electronic circuits,

the system alerts the user on the display when it is getting close to a printed trace. By

default, the robot stops printing before reaching the trace and continues after crossing

(Figure 5.5c). The user can select crossing or routing around the detected trace on the

display.

Scaling.

It is common to scale a design to its intended size during sketching or do it even more

flexibly using digital design tools. However, it can be difficult to scale a design when the

final size is unclear or the canvas is large. RoboSketch enables creating sketches at a large

scale, yet in place. For example, the user activates the Scale function, draws a small-scale

design in manual mode (see Figure 5.6a), and then positions the robot at the desired

location on the canvas. Then the user moves the robot from the lower left to the lower

right of the desired bounding box to define the scale (Figure 5.6b). The user now releases
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Figure 5.6 Scaling a design: a) sketching a small scale design in manual mode, b) defining the
desired scale in assisted mode, c) robot sketches the scaled-up design in autonomous mode.

the handle and pushes the robot. The robot switches to autonomous mode and draws the

design at the specified scale (Figure 5.6c). Scaling down works similarly.

Stamping.

Similar to prior work [163], the user can upload a vector graphic in the design tool, and

then print the graphic by placing the device on the canvas and manually moving it in the

desired direction. Extending beyond such manual stamping, we propose autonomous

stamping in two variations: Firstly, the device can stamp a graphic along an existing

contour, using line detection. Secondly, it can use stamping to extend an already existing

marking with a graphic. To do so, the user places the device somewhere near the end of

the existing marking. Using blob detection, the device identifies the marking’s end, moves

accordingly, and starts printing the graphic such that it connects to the existing marking.

In all cases, the scale of the stamped graphic can be adjusted flexibly, provided it does not

get wider than the printhead width.

5.2.2 Revisiting a Sketch

RoboSketch supports not only the creation of the overall structure but also the refinement

and embellishment of a sketch.

Refining.

While it is fast and expressive to draw the overall structure and design of a sketch with

a pen or brush, digital tools (notably, high-resolution printers) tend to be better at real-

izing detailed patterns and fine embellishments. Using this analogy, RoboSketch allows

users to sketch the overall structure, before the device autonomously adds details to the

design. For example, the user first sketches in manual mode (Figure 5.7a), then selects a
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Figure 5.7 Refining: a) sketching a trace in light color, b) robot revisits and refines the trace with
the desired pattern, c) close-up view of the pattern.

desired pattern from the list of patterns on the LCD menu, places the robot on the sketch

(Figure 5.7b), and pushes it to trigger the Autonomous mode. The robot detects the trace

using the built-in camera and prints the selected pattern along the trace (Figure 5.7c). At

any time, the user can simply grab the handle to take over control and continue sketching.

In our prototype, we considered that the robot follows a single trace to add details. In

future work, we will consider more complex designs.

Beautification

Sketching is a natural way to create initial designs in the early stages of the design process.

However, it is difficult to create precise shapes such as circles and right angles when

sketching freehand. Beautification is the process of translating the hand-drawn and

imprecise sketch to a regular and geometrically accurate design [229]. Inspired by sketch

recognition research [211; 248], we used a $1 unistroke recognizer [247] to detect simple

hand-drawn shapes and beautify them. The user first selects the Beautification feature

from the display menu. They can then either use the inking or non-inking mode of

RoboSketch to manually sketch the design; the system will beautify the design, and the

robot will print a geometrically accurate result with a wider trace and darker color on top.

Coloring shapes.

After having created an initial line sketch, the sketcher may continue with painting to fill

some shapes. RoboSketch supports coloring a shape with different tints and patterns. In

doing so, the user selects the Painting mode from the display menu. Next, the user places

the robot on a desired color or visual pattern; the robot records the pattern that is in its

camera view (Figure 5.8a). Then, the user places the robot on the contour of a previously

sketched shape, releases the handle, and pushes the robot to trigger autonomous mode

(Figure 5.8b). The robot will then scan the shape’s contour with the built-in camera, if
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Figure 5.8 Coloring a shape: a) scanning the desired color/pattern, b) placing the robot on the
shape’s contour, c) robot fills the shape with the color/pattern.

required calculate a closed polygon, and paint the inner region by repeatedly printing

the scanned pattern (Figure 5.8c). Our current implementation simply juxtaposes the

scanned pattern; future implementation could use visual computing techniques to create

a seamless pattern.

5.2.3 Supporting Tools

In addition to the sketching techniques for extending and revisiting a sketch, RoboSketch

offers several supporting tools to enhance creativity, improve precision, and speed up

fabrication:

Dynamic Custom Brushes

Artists use different techniques of brush movement to smoothly create different effects in

a painting. They move the brush faster to create faded color, press the brush on the canvas

to create a wider trace or choose a different color from the palette. Similarly, RoboSketch

supports users to integrate these techniques into their sketching. For example, when the

robot is in Autonomous mode, the user can take control for a brief moment by grabbing

the handle to dynamically change the brush. Pressing the handle gradually will print wider

marks (Figure 5.9a), moving the robot faster, by pushing the handle forward, will fade the

colors (Figure 5.9b), and pointing the handle at the desired color while the color circle is

displayed (see Figure 5.9c) will change the color. When satisfied, the user lets the robot

continue sketching with the newly defined brush. Similar to other digital painting tools,

RoboSketch also supports custom brushes (e.g. serpentines and zigzags).
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Figure 5.9 Custom brushes: a) pressing the handle creates wider traces, b) moving the device faster
fades the color, c) and pointing the handle at the desired color changes the color on the fly.

Figure 5.10 RoboSketch as a tool for a) linear measurement, b) angular measurement, c) and
drawing guidelines.

Measurement Tool

To control the robot’s motion, we use two encoders and continuously monitor their

data. This data can also be used for measuring the length of the path traveled (linear

measurement) (Figure 5.10a) or to print corners with precise angles (angular measurement)

(Figure 5.10b). For example, to print marks on a certain distance (e.g., placeholders for

screw holes), the user activates the linear Measurement tool, prints the first mark in

manual mode, and then moves the robot while observing the distance traveled on the

display, before printing the second mark at the desired position. To draw a corner with a

precise angle, the user can grab the handle at any point, activate the angular Measurement

tool, rotate the handle to define the desired angle, and then push the robot to continue

drawing.

Guidelines.

Drawing guidelines offer valuable assistance for creating accurate and proportional

sketches, provide guidance for outlining the design, and ensure that drawings are symmet-

rical and evenly balanced. RoboSketch supports designers in creating accurate guides by

providing basic shapes (e.g., line, circle, polygon) and radial symmetry. As an example, the
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Figure 5.11 RoboSketch includes a mobile robot, a handheld printer, and sensors for sensing and
tracking. A handle on top enables physical sketching with the device.

user can create a guide in the form of a circle by selecting the circle from the display menu,

specifying the center point and radius with a stroke in manual mode, and then releasing

the handle. The robot will then complete the task in Autonomous mode (Figure 5.10a). By

using UV ink to print guides and then UV light to continue sketching, we can make the

guides invisible in natural light. Alternatively, guidelines can be printed with a very fine

width and light color. In the future, advances in ink technology may make it possible to

erase the printed traces or print sketches that fade after a while.

5.3 Implementation

We now present the proof-of-concept implementation of RoboSketch. We first discuss

the hardware system, then the user interface for controlling RoboSketch, and finally the

implementation of interactions.
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5.3.1 Hardware System

Robotic Base. The main components of RoboSketch are shown in Figure 5.11. Two micro

metal gear motors (HP 6 V, 250:1) [159], controlled by two DRV8838 motor drivers, are

used to move the robot in differential drive mode. The motors are equipped with magnetic

encoders (12 CPR) [160], used to measure the distance traveled by the robot. They are

tethered to an ATmega32U4 AVR microcontroller. The device moves at a maximum speed

of 31 cm/s. The body consists of a laser-cut MDF case and measures 164 x 191 x 60 mm. 4

AAA batteries power the robot and provide about 8 hours of operation without recharging.

Sensors. An ultrasonic distance sensor (HC-SR04), tethered to the microcontroller, is

used for detecting obstacles. A wide-angle RGB camera (OV5640) mounted on a stand is

connected to a Raspberry Pi 4B. With an embedded Linux operating system and the use of

OpenCV’s blob detection feature, it monitors the robot’s surroundings, detects previous

marks, and provides a real-time video feed for debugging.

Printer & inks. RoboSketch contains a color handheld printer for high-resolution prints.

We used COLOP e-mark [29], a commercial handheld thermal inkjet printer, which has

a very compact form factor (111 x 76 x 72 mm). It is lightweight (225 g) and able to print

on diverse absorbent surfaces (e.g., paper, cardboard, cork, textiles, and wood). With

its 14.5 mm wide printhead, it allows for high-resolution prints (600 dpi) at a maximum

printing speed of about 30 cm/s. The selected handheld printer allows changing and

refilling the printer cartridge with various inks. Commercially available replacement

cartridges comprise tricolor, black pigment, and UV ink. In addition, we have successfully

printed conductive silver ink, in line with prior work that used inkjet heads for printing

conductors [98; 163].

5.3.2 Software Implementation

To enable a rapid and convenient workflow, users are provided with a two-part user

interface. The touch screen user interface (Figure 5.12a), embedded on the robot and

implemented in Processing, facilitates direct and immediate interaction with RoboSketch.

The user can trigger most functionality directly on the robot (e.g., selecting primitives,

changing the brushes’ pattern and color). Moreover, the display provides real-time assis-

tance and shows the position of the robot relative to the traversed path. We used a 3.5-inch

Raspberry Pi LCD [233], inserted directly into the Raspberry Pi board (Figure 5.11).

In addition, we implemented a backend interface in Processing that is running on

a standard laptop (Intel Core i7-6700HQ CPU 4 cores at 2.60 GHz) with Windows 10



100 RoboSketch: Mixed-Initiative Physical Sketching

Figure 5.12 RoboSketch user interface: a) the user interacts with the device using the embedded
LCD, b) the backend interface links all components and provides additional functionality (e.g.,
uploading a new design).

(Figure 5.12b). The backend interface allows debugging of the system and establishes a

link between all the components: it communicates with the ATmega microcontroller via

a Bluetooth connection to receive sensor data and control the motors and uses Wifi to

communicate with the inkjet printer and Raspberry Pi.

5.3.3 Implementation of Interactions

RoboSketch enables physical sketching and direct manipulation of the robot using a

handle. For this purpose, a dual-axis analog joystick module including a push button [3]

was used and connected to the base microcontroller (Figure 5.11). To facilitate interaction,

we 3D printed a brush-like handle out of PLA and replaced the original joystick knob with

our 3D printed handle. We use relative mapping: pushing the handle more will make

the robot move faster. By placing a small force-sensitive resistor (FSR) [201] between the

tip of the handle and the push button, the device provides different levels of pressure on

the handle, giving the user more flexibility when interacting with the robot. A capacitive

sensor on the tip of the handle, made of copper tape, detects the presence of the hand.

For detecting tap and push gestures, two square FSR sensors [202] were placed on the top

and back of the robot (Figure 5.11) and then connected to the base microcontroller.

To support controlling the robot from a distance, the user can use a stylus and digitizer

tablet [227] or a gaming controller [45] that communicates wirelessly (2.4 GHz) with the

backend interface to control the robot remotely.

5.4 Validation

To demonstrate the practical feasibility and versatility of our technique, we present three

application examples fabricated with RoboSketch. These show the use of sketching tech-
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niques and the transition between different interaction modes, in various domains of

fabrication. We also present the results of a hands-on case study with artists and engineers.

5.4.1 Dandelion Art with Interactive Circuitry

Inspired by Jie Qi’s Dandelion Painting [263] and to demonstrate how RoboSketch can

support creative activities and facilitates the fabrication of electronic circuits, we created

an interactive wall art that glows from behind (Figure 5.13g). The painting is made on

three pieces of A3-size cold-pressed sheets and consists of two layers: the front is an

artistic layer showing dandelion flowers, while the back contains the electronic circuit

and LEDs [171; 172]. We started by manually sketching two lines to create the stalks of

two large flowers. For sketching many small dandelion seeds, we uploaded a graphic of

the seed and used the Stamping and Scaling features to freely print it at different sizes

and orientations. For sketching the stalks of larger seeds, we uploaded a graphic of just

the stalk and stamped them freely at different orientations (Figure 5.13a). To complete

the seeds, we uploaded a graphic containing the seed’s feathery bristles and switched

to autonomous mode (Figure 5.13b), to let the robot identify the stalk’s endpoints and

autonomously print the bristles in the right places (Figure 5.13c).

To create the electronic layer, we first used Stamping to print the footprint of the LEDs

on photo paper [48] with conductive ink (Figure 5.13d). We moved to autonomous mod

(Figure 5.13e), using the Routing Trace feature, to let the robot connect the footprints

with conductive traces (Figure 5.13f). Finally, the LEDs are placed on the footprints and

both layers are attached to a wooden frame. All the traces are connected to LiPo batteries

attached to the back of the canvas.

5.4.2 Creating Sewing Patterns on Fabric

Transferring a sewing pattern onto fabric can be a tedious task, often done manually

with a pen, tracing paper, and previously cut templates because most textiles do not

fit into a commodity printer. RoboSketch assists textile makers in creating customized

cutting and sewing patterns on the fabric. As an example, we created a clutch bag from a

piece of velvet fabric for the outside and linen fabric for the inside (Figure 5.14f). We first

uploaded a graphic with the cutting and sewing pattern (Figure 5.14a). Next, we defined

the appropriate scale and position of the pattern directly on the piece of fabric, using

the Scale and Measurement features (Figure 5.14b). The robot then printed the pattern

on the back of the fabric (Figure 5.14c). We repeated the previous tasks to create all the
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Figure 5.13 Interactive dandelion wall art: a) printing the seed’s stalks using Stamping, b) pushing
the robot to Autonomous mode, c) the robot autonomously prints the seed’s bristles at the ap-
propriate location, d) printing the footprints of LEDs, e) pushing the robot to Autonomous mode,
f) the robots detects and connects the footprints, g) fabricated dandelion artwork glowing from
behind.

pieces. Finally, we cut out the fabric along the traced line (Figure 5.14d) and sewed the

piece together using a sewing machine (Figure 5.14e).

5.4.3 Assistance in Wood Working

Creating a precise and intricate design on a piece of wood is challenging. Craftsmen

sketch the design on the wood with a pencil and use various measuring tools (such as
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Figure 5.14 Creating sewing patterns on fabric: a) uploading the design, b) scaling the design on
the fabric, c) the robot prints the pattern on the fabric, d) cutouts with sewing marks, e and f)
fabricated clutch bag.
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a ruler, protractor, and combination square) to create straight lines and precise shapes.

RoboSketch facilitates crafting by assisting to sketch precise shapes and align screw holes

on a piece of wood. As an example, we realized a wooden hanger for a crib on 3 mm

thick plywood and then attached toys with strings (Figure 5.15f). To create the hanger, we

selected the Repeating Pattern feature (polygon) and sketched the polygon’s first segment

on the wooden sheet in Assisted mode (Figure 5.15a). After defining the number of sides

to six, the robot completed the polygon in Autonomous mode (Figure 5.15b). Next, we

added marks for drilling holes where toys will be attached. We created the first and second

marks at a 5 cm distance using the Stamping and Measurement tools (Figure 5.15c) and

then switch to the autonomous Stamping mode, to let the robot repeat stamping the

marks following the polygon (Figure 5.15d). Finally, we cut the plywood (Figure 5.15e) and

attached the toys with strings.

5.4.4 Case Study

To gain a better understanding of RoboSketch in use, we conducted a hands-on exploration

session with experienced artists, sketchers, and novices.

Participants

We recruited 7 participants: 3 artists from the College of Fine Arts, all female, aged 30

(A1 and A2) and 33 (A3), and experienced in a wide range of arts, including sketching,

drawing, and painting with physical tools. The other 4 participants were engineers with

backgrounds in embedded systems (P1, female, 22), e-textile (P2, female, 28), robotics (P3,

male, 30), and soft robotics (P4, male, 31). Two participants were left-handed.

Procedure

We began the study with an introduction to the project, basic functionalities, and interac-

tion with the robot, and gave participants time to practice sketching with our tool. They

also tried different supporting tools, such as custom brushes and measurement tools

(Figure 5.16a). Then, we continued the study by explaining the Manual, Assisted, and

Autonomous modes and introducing the gestures for transitioning between these modes.

Participants were then asked to perform a series of tasks to familiarize themselves with

the transition of shared control: 1) repeating pattern (linear, polygon, and symmetry), 2)

scaling, and 3) sketching in Assisted mode (straight line and within boundaries). We also

gave them time to explore other features that interested them. We then discussed their

experiences and the challenges they faced in a semi-structured interview. We continued
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Figure 5.15 Assistance in woodworking: a) defining the first segment of the polygon, b) the robot
completes the polygon, c) defining the mark for drilling holes, d) the robot completes printed the
drilling marks, e) hanger cutout, and f) fabricated hanger for a crib.

the study by asking participants to create a drawing (one result is shown in Figure 5.16b)

using their preferred sketching techniques (two participants did not finish this task due to

lack of time). Finally, all participants were asked to complete a questionnaire about their

experience and possible use cases of the tool. The sessions lasted about two hours, were

audio-recorded, and photos and videos of key situations were taken.
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Figure 5.16 a) Participant during hands-on exploration session, b and c) drawing created by two of
the participants.

Results & Discussion

All participants were able to interact with the device and provided valuable feedback. Most

importantly, after less than one hour of exploration, they were able to sketch with the

device without our intervention. In the following, we summarize the central findings.

Likert scale. As part of the questionnaire, we asked participants to rate the following

questions on a five-point Likert scale: How easy was it to use the device, and how likely

would they use manual, assisted, and autonomous modes, and sketching techniques?

Overall, responses were positive to very positive (30 out of 35 responses were "likely" and

"very likely"). Participants valued sketching techniques and various modes of interaction

with the device, with autonomous (5 out of 7 very likely, 1 likely, and 1 neutral responses)

and manual modes (3 out of 7 very likely, 3 likely, and 1 neutral response) being favored

most.

Manual mode. Participants liked the ability to manually move the device, draw very

consistent lines, and change the color, width, and patterns of traces quickly and on a

large scale. P2 liked the idea of controlling a handle like a brush; P3 mentioned that “the

joystick design is comfortable to interact with”, and A2 enthusiastically said, “you only

need one tool instead of many pencils”. Interestingly, A1 wished for a longer handle to

control the robot on the floor, to print sketches during an on-stage performance, and

then requested to control the robot remotely with the remote control joystick. Similarly,

A3 expressed her interest in sketching street art from far away with a remote controller.

While all participants liked the concept of Manual mode, they also pointed out that the

current size of the device is rather large for a handheld device. From our observation, after

a few minutes of practice, the artists were able to move the device confidently and make

freehand sketches; in contrast, the engineers were careful about parts of sketches that

were hidden underneath the device and indicated that they needed more time to practice.
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Assisted mode. All found Assisted mode very helpful, especially for drawing straight lines,

geometric shapes, and keeping boundaries: “Seemed like magic, merging of real-world

and virtual borders” [P4]. P2 stated that the assistance in keeping boundaries allowed her

to focus on sketching without worrying about crossing boundaries. P3 decided to sketch a

car when we asked him to create a drawing with the device. He mentioned that he is very

untalented and uneasy in drawing by hand; however, using Assisted mode for drawing

straight lines and basic shapes, he managed to draw a large-scale car on a piece of paper

(150 x 110 cm). At the end of the session, he was satisfied that he could draw by hand for

the first time (Figure 5.16c). P4 found this mode useful for drawing graphics and 2D CAD

drawings that are difficult to sketch by hand. All participants except one (A1) preferred to

be notified before receiving assistance from the robot.

Autonomous mode. All participants were enthusiastic about the robot moving au-

tonomously and expanding their hand-drawn sketch: “I liked Autonomous mode (...) I can

just observe my drawing expand” [A1]. They also mentioned that the Autonomous mode

will allow them to repeat difficult shapes and patterns that were difficult or tedious to do

by hand. For instance, based on her experience in drawing comics, A1 found this mode

very helpful in scaling and repeating visual elements in comics faster and more accurately.

P3 mentioned that for his project on metamaterials, he has to replicate similar patterns

(e.g., cells) in different angles and scales to be able to analyze them. This device allows

him to make faster and more accurate sketches for ideation and further discussion. He

then continued sketching one of the cells and repeated it in a different direction. P1, who

has been drawing mandalas for several years, expressed that autonomous mode can help

her create a more customized and precise design. She then sketched half of a butterfly

and used the Repeat function to mirror it.

Transition of control sharing. Participants valued the tangible interaction with the device

and preferred to touch the robot to initiate the task rather than pressing a button on the

UI. A1 said, “I like the tangible interaction with the robot, it was a fluid movement between

me and the robot” and she continued “I feel connected to the robot when I touch it”. P3

indicated that the gesture metaphors are memorable. Participants learned the gestures

quickly. We frequently observed that they began sketching in manual or assisted mode,

then pushing the robot to extend their sketch, and then grabbing the handle to change

the color, width, and pattern of the trace and then continued sketching (Figure 5.16b).

At the end of the session, A2 and P3 suggested using another type of interaction (e.g.,

voice command) to stop the robot and take over the control in urgent situations. We will

consider this for future iterations of our prototype.
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Application and use cases. Overall, our device will improve creativity, according to the

artists, and productivity, according to the engineers. Participants also suggested various

use cases for the device, such as education, architecture (e.g., drawing floor plans), textile

design, rapid prototyping (e.g., website wireframe), creating floor signs for temporary

events, and generating navigation patterns for other robots.

5.5 Discussion and Limitations

Below, we summarize the limitations of our current implementation and identify opportu-

nities for future work.

Position tracking and precision. In the current setup, we use magnetic encoders to mea-

sure the distance traveled by the robot, which provides relative positioning information

and is not reliable on uneven surfaces. In the future, we plan to investigate alternative

techniques for position tracking (e.g., using a camera system such as the OptiTrack) that

allow for absolute positioning on a wider range of surface geometries. Improving the

position tracking would also allow us to sketch more complex shapes, for instance, a large

raster graphic that is printed in adjacent strips. In addition, improving position tracking

helps increase sketching precision, which is a major issue with plotter robots.

Form factor. The size and form factor of our robot are constrained by the size of the

handheld printer. Therefore, our robot occludes part of the design during sketching.

Advances in printer technology would allow us to reduce the size of the device so that it

is closer to the size of physical brushes. A simple alternative would be to place a second

camera underneath the case and visualize the live camera view on the display.

Manual sketching. Currently, we use a commercial dual-axis analog joystick and relative

mapping to control the robot in manual mode. In future work, we plan to investigate alter-

native input techniques that use absolute position mapping, which would more closely

resemble painting with a brush. We plan to include an omnidirectional platform with

Mecanum wheels [40; 81] and backdrivable mechanism, so the joystick can be replaced

by a fixed brush handle. While controlling the joystick limits manual sketching to wrist

movement, replacing the joystick with a fixed brush handle would also allow movement

of the entire arm. Future work should also consider integrating haptic feedback directly

on the handle.

Interaction. In our current implementation, our robot immediately transitions from au-

tonomous to manual mode when the user grabs the handle. While this approach provides

convenience when the robot is in close proximity, alternative methods of interaction, such
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as voice commands and mid-air gestures, are being considered to address scenarios when

the robot is not easily accessible. To help predict the transition time from autonomous to

manual mode, in future iterations we will visualize the robot’s position relative to printed

marks on the device screen and backend interface.

Currently, the speed of the robot in manual mode is adjusted using the joystick. We

are considering other types of interaction such as voice commands and mid-air gestures

to adjust the speed in autonomous mode.

While we did not observe a split of attention between sketching and viewing the device

screen during the user study, we are considering in-situ projection on the canvas to further

improve the interaction with the device.

Collaborative control of the robot. Multiple users can also collaborate to control the

robot. Examples include crowd participation in the creation of artwork or remote control

of the robot by multiple users. This is an interesting aspect we are considering for follow-

up work that opens up exciting research questions, e.g., defining the type of interaction

and modality, ownership, the priority of received input, and resolving input conflicts.

Different fabrication tools. Our robot is equipped with a printer for sketching, however,

it is possible to change the design of the robot and develop a modular fabrication tool. For

example, the printer can be replaced with a marker, a cutter, a miniature laser engraver,

or a miniature iron for sintering conductive traces. This will not only enlarge the set of

fabrication tasks that can be accomplished using “handheld tools unleashed”. It will also

open up possibilities for new autonomous fabrication devices that collaborate with each

other to accomplish a task (e.g., one robot draws a design on a fabric and the second

follows the traces and cuts out the fabric).

5.6 Conclusion

So far, personal fabrication has mostly centered around handheld tools as an embodied

extension of the user, or digital fabrication machines automating parts of the fabrication

process without much direct user intervention. In this chapter, we explored Mixed-

Initiative Fabrication for sketching as a continuum ranging from manual via assisted to

autonomous fabrication, that enables seamless transitions between each mode during

fabrication. As a first example of this vision, we presented RoboSketch, a robotic printer on

wheels capable of creating large-scale, high-resolution prints. With a joystick controller,

RoboSketch can be used for manual sketching. It also provides interactive assistance

during sketching, and it can turn into an autonomous robotic device moving about for
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computer-generated sketches. We introduced a set of easy-to-learn interaction techniques

to seamlessly transition between all three modes, along with sketching techniques that

benefit from flexible transitions, e.g., to extend or revisit a sketch. Our results show that

RoboSketch’s concept was positively received by artists and engineers, and that mixed-

initiative physical sketching succeeds in making computer-supported sketching more

versatile and flexible.

With this, we contributed three fabrication techniques that enable the physical sketch-

ing of circuits and sensors on diverse materials and geometries. The subsequent chapter

thus explores a DIY touch-sensing technique to allow high-resolution multi-touch sensing

on everyday surfaces.



6 Multi-Touch Kit: DIY Input Technique for
Sensate Surfaces

The utilization of physical sketching tools and techniques, as elaborated upon in Chap-

ters 3 through 5, has demonstrated promising results in the creation of touch sensors

on various surfaces. Nonetheless, a significant challenge arises in enabling multi-touch

sensing on these sensors without prior electronic expertise. Current commercial multi-

touch controllers typically necessitate complex firmware programming or low-level USB

programming to access raw data, thus limiting customization in terms of electrode num-

ber and size, available data, materials, and shapes of the sensor. Moreover, while some

multi-touch chips are affordable, the use of these chips in a prototype usually requires the

purchase of a costly development kit or the design of a breakout board and a programmer.

Consequently, mutual-capacitance multi-touch sensing is primarily limited to industrial

solutions or research labs with significant electrical engineering (EE) expertise, render-

ing this technology inaccessible to typical interaction designers and makers seeking to

prototype novel touch-based interfaces.

In contrast, do-it-yourself electronic kits, such as Arduino, and their extensions have

enabled non-experts to rapidly build functional electronic prototypes. One example is

the Capacitive Sensing Library1, which provides a simple firmware library to realize basic

capacitive sensing using an Arduino without any specialized hardware. However, firmware

is restricted to loading-mode sensing, a comparably simple mode of capacitive sensing

not well suited to support multi-touch sensing grids. Our main objective is to contribute

a solution of similar ease and simplicity that supports the considerably more complex

1https://playground.arduino.cc/Main/CapacitiveSensor

https://playground.arduino.cc/Main/CapacitiveSensor
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Figure 6.1 Multi-Touch Kit enables electronics novices to easily implement high-resolution capaci-
tive multi-touch sensing using a commodity microcontroller (a). This supports rapid prototyping
of multi-touch surfaces that are customized in dimensions, shape, and materials, for applications
such as paper-based interaction (b), textile multi-touch sensing with a Lilypad (c), multi-touch
input on 3D printed objects (d) and everyday objects (e).

mutual-capacitance sensing technique while avoiding the use of specialized hardware

and proprietary software that thus far is required for this mode of capacitive sensing.

In this chapter, we introduce Multi-Touch Kit2, a low-cost do-it-yourself technique to

enable interaction designers, makers, and electronics novices alike to rapidly create and

experiment with high-resolution multi-touch sensors of custom sizes, geometries, and

materials.

In contrast to existing solutions, Multi-Touch Kit is the first technique that works with

a commodity microcontroller (our implementation uses a standard Arduino) and does not

require any specialized hardware. As a technical enabler, we contribute a modified multi-

touch sensing scheme that leverages the human body as a transmission channel of MHz

range signals through a capacitive near-field coupling mechanism. This leads to a clean

signal that can be readily processed with the Arduino’s built-in analog-to-digital converter,

resulting in a sensing accuracy comparable to industrial multi-touch controllers. Only a

standard multiplexer and resistors are required alongside the Arduino to drive and read

out a touch sensor matrix.

The technique is versatile and compatible with many types of multi-touch sensor

matrices, including flexible sensor films on paper or PET, sensors on textiles, and sensors

on 3D printed objects. Furthermore, the technique is compatible with sensors of various

2This chapter is based on a publication presented at UIST’19 [165]. As the primary author, I led the
development of sensing technique, hardware and software implementations, designed and fabricated the
prototypes, and conducted the evaluations.
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scale, curvature, and electrode materials (silver, copper, conductive yarn) fabricated using

conductive printing, hand-drawing with a conductive pen, cutting, or stitching.

A comprehensive firmware and software library implements the sensing scheme,

enabling developers to easily read out raw capacitance images as well as tracked locations

of touch points at a high frame rate.3

We present empirical evaluation results that demonstrate the technique’s ability to

accurately detect touch input for sensors of various sizes, materials, and curvatures

down to a radius of 15 mm. To verify the practical usefulness of the technique, we used

Multi-Touch Kit to implement five technical demonstrators comprising, among others,

multi-touch sensors on paper-based interfaces, 3D printed objects and textiles. These

applications demonstrate the kit’s ability to support high-resolution multi-touch input on

sensors of up to 175×175 mm size, on flat and curved geometries of various materials. The

applications further show Multi-Touch Kit’s compatibility with different rapid prototyping

techniques, ranging from low-fidelity sketching with simple copper tape or a conductive

pen to high-fidelity printed sensors.

In summary, the main contributions of this chapter are:

1. Multi-touch sensing using a commodity microcontroller without any special hard-

ware, based on a modified multi-touch sensing approach utilizing frequencies in the

range of tens of MHz for body channel transmission through capacitive near-field

coupling.

2. A comprehensive firmware and software library for Arduino and Processing that

enables electronic novices to easily control and read out multi-touch sensors with a

few lines of code. The library gives real-time access to raw capacitance images and

tracked touch locations.

3. Empirical results demonstrating accurate multi-touch sensing for sensors of various

scales, materials, and curvatures.

4. Demonstration of practical usefulness with five implemented application examples.

6.1 The Multi-Touch Kit

We introduce a sensing scheme that makes it possible to sense multi-touch on a touch

sensing matrix using a commodity microcontroller without any specialized hardware. We

then present the do-it-yourself hardware implementation and the Arduino and Processing

3https://hci.cs.uni-saarland.de/multi-touch-kit/

https://hci.cs.uni-saarland.de/multi-touch-kit/


114 Multi-Touch Kit: DIY Input Technique for Sensate Surfaces

libraries. Together, they enable novices to rapidly prototype custom multi-touch sensors

and to access raw capacitance data or high-level multi-touch coordinates using a few lines

of code.

6.1.1 Sensing Approach

We propose a modified multi-touch sensing approach that utilizes the extra-body trans-

mission through an electric field. Specifically, we leverage the fact that in the frequency

ranges from 100 kH z to 40 M H z the electric field around the body behaves as a quasi-

static near-field [9; 220]. In our sensing scheme, we use projected capacitive sensing [59]

with a modified transmit+receive mode [63; 151]: a TX electrode transmits a signal in the

M H z range; in this frequency range, the quasi-static electric field allows for strong capac-

itive coupling between the TX electrode, the finger, and the RX electrode [220]. Simply

put, the finger can be considered a conductor that couples both electrodes [9]. Since the

propagation of electrical signals in the selected frequency range (< 40 M H z) is better

along the human body than through the air, a touch event yields an increment in the

amplitude of the received signal. This increment is significant enough to be captured by a

commodity microcontroller, with a sufficient SNR for robust touch sensing. Note that this

is contrasting to decrements observed in classical shunt-mode mCap approaches [63].

To leverage this basic principle in a touch sensor implementation, we address three

aspects: (1) Investigating the frequency response of the touch system to select a suitable

frequency, (2) generating the effective frequency band as a transmit signal with a commodity

microcontroller, and (3) accurately capturing the changes in the received signal at touch

events using its built-in analog-to-digital converter (ADC). We will now discuss each of

these aspects and confirm their validity.

Frequency Response of the Touch Sensor

To systematically investigate extra-body transmission in the context of matrix-type touch

sensing, we conducted an empirical study to derive the frequency response of the touch

system in the frequency band of interest (< 40M H z). In this experiment, sinusoidal

signals with frequencies ranging from 1 kH z to 30 M H z4 were produced with a function

generator (Keysight 33600A) and used as the transmit signal to an 8×8 multi-touch sensor

(6×6 mm diamond size and 0.5 mm distance between electrodes [127]). Received signals

were measured with an oscilloscope (PICOSCOPE 6402A) under two conditions: (1) when

a finger is touching the sensor intersection (Touched) and (2) when there is no touch (Not

41 kH z, 10 kH z, 100 kH z, 1 M H z, and 2...30 M H z in 2 M H z intervals, all 5 V pp
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Figure 6.2 (a-b) At lower frequencies, the received signal does not show considerable change in
amplitude between touched and not touched states. (c) At higher frequencies (10MHz), the extra-
body propagation causes a significant increase in the received signal during touch. (d) Frequency
response of the matrix multi-touch sensor for touched and not touched states. The ratio between
touched and not touched states is largest at 10 MHz.

Touched). To illustrate the strong effect of frequency, Figure 6.2-a, b, and c shows the

transmit and receive signals for the two conditions at frequencies of 1 kH z, 100 kH z, and

10 M H z respectively.

The amplitude of the frequency response of the touch sensor is formulated by calcu-

lating the gain or the input-to-output ratio (i.e., receive signal / transmit signal) for each

sinusoidal transmit signal. Figure 6.2-d shows the frequency response of the touch sensor

at conditions Touched and Not Touched for frequencies between 10 kH z and 30 M H z.

An additional plot of the ratio between Touched to Not Touched is added since this is

indicative of the signal-to-noise ratio (SNR): the higher the ratio, the higher the expected

SNR. Therefore, the peak of the ratio curve helps us to identify the optimal frequencies for

the touch sensor. As shown in Figure 6.2-d, the difference peaks at 10 M H z implying that

a transmit frequency centered around 10 M H z is the optimal choice.

Generate the Effective Transmit Signal

Generating a sinusoidal signal with a commodity microcontroller is difficult since most

models do not feature a digital-to-analog converter (DAC) and hence are limited to digital

output. With the fixed clock frequencies in these devices, generating a specific frequency

corresponding to the peak response of the body is even more challenging. As a solution to

this problem, we propose to use carefully selected patterns of periodic digital signals to

generate outputs with concentrated spectral power at the target frequency band. Most

commodity microcontrollers are capable of creating a wide range of pulse width mod-

ulation (PWM) signals, which are digital square waves with different duty cycles. Using

Fourier analysis, these PWM signals can be represented as a collection of sinusoidal signals
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Figure 6.3 Total energy of received signals in different frequencies and duty cycles. The greatest
difference between the energy of touch and no touch signals belongs to the 4 MHz frequency with
a 25% duty cycle, which makes it a suitable choice for touch detection.

(harmonics) spread across a wide bandwidth. Our approach is to identify a PWM signal

(both frequency and duty cycle) that has high amplitude harmonics in the peak areas of

the frequency response of our multi-touch sensor.

To identify the suitable frequency and duty cycle for a PWM signal with harmonics in

the optimum frequency band, we conducted an empirical study by recording the received

signal (using the oscilloscope) for a set of transmit PWM signals. As inputs, we selected

2M H z, 4M H z and 8M H z PWMs with 25% and 50% duty cycles. We selected these

configurations to represent the available PWM frequencies in Arduinos and to spread the

power in both odd (25%) and even harmonics (50%).5 The output power is calculated

based on Parsevals Theorem by (1) deriving the Fourier series of each received signal to

represent it as a summation of individual sinusoidal harmonics, (2) calculating the sum

of squares of each coefficient divided by two, and (3) then adding the square of the DC

component. We derived the output power for each input PWM configuration for the two

different conditions (touched and not-touched as shown in Figure 6.3. Results show that

the 4M H z signal with 25% duty cycle outperforms the other PWM configurations. For

illustration, Figure 6.4 shows the prominent harmonics of this PWM signal. They are close

to our target transmit frequency of 10 M H z.

58M H z-25% was not used since Arduino Uno and Mega cannot generate this signal.
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Figure 6.4 The prominent harmonics of 4MHz, 25% duty cycle are close to 10 MHz.

Figure 6.5 (a) Receive (RX) signal of the sensor showing no-touch to touch and back to no-touch
transition (Transmit signal 4M H z, 25% duty cycle); (b) RX signal filtered with Arduino internal
ADC RC configuration (average R = 50k, c=14pf); (c) Output of the Arduino’s ADC; (d) In contrast, a
low frequency (100KHz, 25% square wave) transmit signal does not allow for robust touch sensing
using the ADC.

Analyzing Receive Signal

Most commodity microcontrollers lack the capability to accurately sample a signal of

this high frequency. For instance, the highest sampling frequency with accurate ADC

conversion for ATmega328P-based microcontrollers (most Arduinos) is limited to 1M H z.

To overcome this challenge, we leverage the fact that human touch-down and touch-

up events occur at a much lower frequency than the actual PWM frequency of TX and RX

signals. This results in an amplitude-modulated signal where the increase in amplitude

due to touch contact envelopes the PWM signal as shown in Figure 6.5-a (captured with

Picoscope, USB oscilloscope). Amplitude-modulated signals can be easily recovered using

a simple low-pass filter (LPF).
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The internal architecture of the Arduino analog-to-digital (ADC) converter implements

a low-pass filter. The ADC utilizes a sample-and-hold capacitor (14p f ). This capacitor,

along with the path resistance (ranging from 1kΩ to 100kΩ6), creates an internal low-pass

filter (LPF). The cut-off frequency fc of this filter is well below the PWM frequency. Assum-

ing a resistance value in the center of the range specified in the data sheet (R = 50kΩ),

with C = 14p f , the cut-off frequency is fc = 1
2πRC = 1

2π×50×103×14×10−12 = 227.4kH z. This

LPF filters the high-frequency components of the received signal, leaving the attenuated

low-frequency touch signal to be converted as the ADC values.

To demonstrate the effect of this low-pass filter, we modeled it with R’s Signals package

and applied it to the captured raw received signal. Figure 6.5-b shows the signal after

applying the low-pass filter. It shows that the filtered signal accurately represents the

touch state. Figure 6.5-c shows the microcontroller’s ADC output (converted to Volts) for

the transition from no-touch to touch to no-touch. It shows the values corresponding to

the low-pass filtered signal. For comparison, we also captured the ADC output with a lower

frequency PWM signal (100kH z, 25% square wave). As shown in Figure 6.5-d, this results

in a poor SNR, demonstrating the greatly superior performance of the high-frequency

signal.

6.1.2 Hardware Implementation

Considering its popularity among the HCI and maker communities, we selected the

Arduino platform as our foundation hardware unit. Multi-Touch Kit limits the use of

external hardware to a commonly available simple multiplexer and standard resistors. It is

compatible with a variety of multi-touch sensor matrices to support versatile prototyping.

Hardware Components and Interconnection

Multi-Touch Kit hardware schematic is shown in Figure 6.6. We tested setups with Arduino

Uno (ATmega 328P), Arduino Mega (ATmega 2560), and Arduino LilyPad (ATmega 328P),

all very popular microcontrollers. Arduino’s hardware Timer 2, the internal crystal os-

cillator of the controller, is used as the clock generator to generate a 4 M H z square

wave with 25% duty cycle of 5 V pp magnitude via pulse width modulation (PWM). Since

the high-frequency PWM signal is limited to a few pins, we use a standard multiplexer

(CD74HC4067, < $1) to drive multiple transmitter lines. This multiplexer is a general-

purpose component and users can freely choose their own multiplexer since it has the

6ATmega328P datasheet Figure 23-8
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Figure 6.6 Multi-Touch Kit hardware schematic and interconnection

Figure 6.7 The simple hardware setup can be implemented on (a) a breadboard, (b) using an
Arduino Proto Shield without soldering, and (c) with soldered connections.

bandwidth to work in the functional frequency range. The receiver terminals are con-

nected to 100kΩ load resistors. The voltage across load resistors is measured using the

analog input pins of the Arduino. As shown in Figure 6.7-a, the complete setup can be eas-

ily implemented on a breadboard, even for sensor matrices of considerable size (16×16).

Alternatively, a more compact and physically more robust setup can be realized with an

Arduino Proto Shield, either using an embedded mini breadboard for solderless opera-

tion (Figure 6.7-b), or by soldering components (Fig. 6.7-c). It is also possible to realize

the full setup using an Arduino Lilypad with a Lilypad prototype board, connecting the

Lilypad setup to the sensor with snap-in connections for ease of use in textile applications

(Figure 6.1-c).
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Fabrication of Multi-Touch Sensor Matrix

Multi-Touch Kit is compatible with established rapid prototyping techniques for fabricat-

ing sensor matrices that have been presented in the literature. These include conductive

inkjet printing on a desktop printer [98], as demonstrated in [140], or cutting copper foil

using a commercial vinyl cutter, as used in [189]. Sensor designs can also be hand-drawn

with a conductive pen (Circuit Scribe) or stitched on fabric with conductive thread (Adafruit

Stainless Thin Conductive Thread). For very rapid, low-resolution designs, it is even possi-

ble to manually apply strips of copper tape in rows and columns, as we will demonstrate

in the application section. Sensors can be curved down to a radius of 15 mm.

We recommend using the classical two-layered diamond pattern that is commonly

used for mutual-capacitive touch sensing [42; 127], with electrode dimensions ranging

between 4×4 mm−6×6 mm and an inter-electrode spacing of 1 mm. Our library includes

reference vector graphic designs that can be directly printed or cut.

6.1.3 Software Implementation

We provide an Arduino firmware library and a Processing library. It offers an API for easy

access to low-level raw capacitance values and high-level touch coordinates while hiding

the low-level logic of our sensing approach from the application developer.

Arduino Library

The Arduino library internally sets the responsible registers to configure the relevant

frequency and duty cycle of the PWM signal. It further sets the reference voltage for the

analog-to-digital converter and controls time-division multiplexed scanning of the sensor

matrix internally. The library reports raw capacitance values. Alternatively, for rapid

prototyping, it can report binary touch up/down states based on simple thresholding

(more advanced touch blob analysis and tracking are offered in the Processing library).

Only two functions are required to be called in an Arduino program to interface with

the sensor:

setup_sensor(): This function needs to be called only once in the setup() function

of the Arduino program. It accepts the following arguments: sensor dimensions (the

number of TX and RX lines), an array with numbers of analog-in ports connected to RX

pins, an array with numbers of digital I/O pins connected to control the multiplexer, a

Boolean variable defining whether raw capacitance data or touch up/down states shall be

reported, and a threshold for a touchdown state.
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read(): This function returns a two-dimensional array of 10 bit raw capacitance

readings or binary touch-up/down states corresponding to each row-column intersection.

Each function call completes a full scan of the touch sensor.

With an Arduino Mega and for sensors with dimensions 4×4, 8×8, and 12×12, the read

function on average took 1.85ms (SD = 0.45), 7.2ms (SD = 0.46) and 16.38ms (SD = 0.49)

respectively to complete. Therefore, with a 12×12 sensor, the highest achievable frame

rate is 60 fps.

Processing Library

To convert the raw capacitance values returned by the Arduino library into high-level

multi-touch information, data need to be (1) calibrated and scaled, (2) interpolated and

merged, and (3) blobs extracted and touch points tracked over consecutive frames. To

streamline the process, we have created a software library for the frequently used open-

source prototyping platform Processing7. It parses raw touch data sent from the Arduino

through the serial port for further processing.

Calibration and Scaling Raw data of mutual-capacitance sensors are affected by several

internal and external factors of the sensor design. For instance, previous research shows

the intensity of raw values varies with distance from the connecting edge of a sensor

matrix [140]. Additionally, in custom designs, the custom size, length, shape, and materials

used for the electrodes may also affect the homogeneity of the raw values. Therefore, raw

values are first calibrated and normalized.

The calibration process is done once per sensor per user, and the results are saved.

It consists of two steps. First, we remove the offset values of individual cross-section

characteristics by subtracting the average noise floor. Then, the developer is asked to

touch a random place on the sensor surface. The reported values are saved and used to

normalize and pre-scale the data before interpolation. This process can be automated.

Interpolation and Merging Data from the sensor are organized in arrays of integers

representing each TX and RX intersection. These arrays are merged into a 2D image

creating a capacitive image of the sensing surface. However, because of the limited

number of electrodes, this image has a low resolution. Similar to previous research in

capacitive sensing, we use bi-cubic interpolation to create an up-scaled image suitable for

blob detection and finger tracking using image processing techniques [140].

7https://processing.org/

https://processing.org/
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Figure 6.8 Detecting multi-touch input on a 12x12 sensor: (a) four fingers touching the sensor (b)
raw capacitive image, (c) interpolated image with blob detection.

Touch Detection and Tracking Finally, to identify the touch locations on the surface of

the sensor, we use the OpenCV8 library for the blob extractions from the capacitive image.

The centers of these blobs are detected as touch points (Figure 6.8). Each touch point is

labeled with a unique ID and tracked over consecutive frames.

6.2 Evaluation

In order to verify the functionality of the Multi-Touch Kit as a prototyping platform, we

conducted a series of technical studies. These evaluate the signal-to-noise ratio (SNR)

of multi-touch input on sensors of various scales, the accuracy of touch location, the

effect of curved geometries, and the effect of different electrode materials and fabrication

approaches.

For all of our experiments, we used a fully mobile, battery-powered setup (similar to

Figure 6.1a, except the data sent via Bluetooth to a PC), as this creates the most challeng-

ing grounding condition for capacitive touch sensing [62]. We used an Arduino Mega

microcontroller, which sent the raw data to a PC via a Bluetooth connection. Except for

evaluating different materials, all sensor samples were printed on transparent PET film

using a Canon IP100 desktop inkjet printer and conductive silver ink [98]. The TX and RX

electrode layers are printed on separate PET films and then attached together with a very

thin layer of adhesive film. The top surface of the sensor is insulated with a thin layer of

transparent dielectric. During the experiments, the sensors were placed on the surface of

a wooden table.
8https://opencv.org/

https://opencv.org/
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6.2.1 Signal-to-Noise Ratio and Scalability

Different applications demand customized multi-touch surfaces of various sizes. The

most important factor to support such customization is the sensor’s ability to scale while

offering a sufficiently high signal-to-noise ratio for robust touch sensing. We conducted

a pilot study to identify the most demanding test conditions and then evaluated touch

input in these conditions with 10 participants.

Pilot Study

To identify the most demanding touch conditions for the main study, we conducted a

pilot study. We used a sensor with 12×12 electrodes 6×6 mm diamond shape [42; 127].

We followed a factorial design with four locations on the touch surface and four multi-

touch cases to test. Corners were selected to represent the most challenging locations

compared to the connecting edges [140]. For each corner, we tested four touch conditions:

single-touch, simultaneously touching with a second finger on the same TX line, touching

with a second finger on the same RX line, and touching with three fingers (on the corner,

TX, and RX lines). In the case of multi-touch input, secondary and tertiary fingers were

positioned on the respective TX or RX line at the position closest to the corner while still

being detected as its own touch point. We had previously identified that this is the most

demanding multi-touch condition in terms of signal-to-noise ratio. As the dependent

variable, we calculated the signal-to-noise ratio (SNR) of the touch input, which is the

most commonly used measure to evaluate the quality of touch sensing [36]. For each

condition, 5 iterations of SNR values were recorded.

The results revealed that touching the closest corner to the connecting edge for both

RX and TX lines had the lowest SNR (57, SD = 20.0). Furthermore, it became apparent

that additional multi-touch contacts reduced the SNR compared to single-touch sensing.

We further tested these touch conditions under various grounding conditions of the user

(sitting with legs resting on the floor, sitting with lifting the foot, and standing on the floor)

and changing the sensor position (put on the table, handheld, or put on the arm with

isolation layer between the sensor and the skin). These conditions did not considerably

affect the SNR. The highest change we observed was 3%. In light of the high SNRs identified

in our experiments, this effect is negligible.
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Figure 6.9 Evaluation results: (a) Locations tested in user study represent the most demanding
locations, (b) Signal-to-noise ratio for touch input with 1, 2, and 3 fingers on a sensor with 12x12
electrodes, (c) Spatial accuracy of touch input; (d) Effect of sensor curvature on SNR; (e) Effect of
electrode material on SNR.

User Study

We conducted a controlled experiment with users to more formally investigate the signal-

to-noise ratio of our sensing approach and to account for the effect of body capacitance,

which is known to vary across users. We recruited 10 participants (4 female, mean age 35).

We selected the most demanding conditions identified in the pilot: the sensor with

12× 12 electrodes and 6× 6 mm electrode dimensions. On this sensor, we chose the

location that had performed the least well in the pilot study: the corner closest to TX and

RX connectors. By showing a sufficiently high SNR in this most demanding case, we will

be able to show the overall robustness of the sensing approach. The sensor was placed on

a table. The participant was standing.

As conditions, the study had four different touch locations, which are indicated in

Figure 6.9-a. They comprised the most demanding single-touch, dual-touch, and triple-

touch locations we had identified in the pilot. In each condition, the participant was

asked to touch the sensor consecutively five times with one, two, and three fingers at

the respective positions that were visually marked on the sensor, for one second with a

one-second pause in-between touching. Raw capacitance data were sent to a PC through

a Bluetooth connection and logged for analysis. Figure 6.9-b shows the average signal-

to-noise ratio for each condition and all participants. The results show that all values are

well above the critical value of 15, which is required for robust touch sensing at industrial

strength [36].

6.2.2 Spatial Accuracy

To measure the spatial accuracy of touch sensing and to compare it with the baseline of

an industry-strength commercial touch controller, we recorded finger movement on a

sensor and compared the interpolation results with ground truth. We selected the Texas
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Instruments TI MSP-CAPT-FR2633 touch controller chip for the baseline comparison.

Since this controller supports a maximum of 16 I/O pins, we used a 8×8 multi-touch

sensor of 55×55 mm size for this experiment. Following the method presented in [6], we

visually marked the main diagonal axis of the sensor starting from the electrode farthest

from the signal driving lines. The diagonal axis was selected, as it is to be expected that

the accuracy of interpolation is lowest because of the larger distance between electrode

intersections. The finger was dragged diagonally through the sensor along the marked

line. This was repeated 5 times with the sensor connected to Multi-Touch Kit and 5 times

with the sensor connected to the commercial touch controller. The resulting raw data

were recorded and used for interpolation and calculation of the touch locations.

The Root Mean Square Error (RMSE) of each trial was calculated. The average RMSE

for Multi-Touch Kit is 1.56 mm (SD=0.17) and for the TI controller 1.94 mm (SD=0.20).

The results show that our toolkit has a spatial accuracy comparable to the commercial

touch controller. For qualitative visual inspection, the results of the trial with the highest

RMSE in either condition are depicted in Figure 6.9-c. The plot shows that the sensed

locations of Multi-Touch Kit closely match with the ground truth. The maximum offset is

less than 3.90 mm, which is close to the natural imprecision of human touch [78].

6.2.3 Curvature

To evaluate the effect of curved sensor geometries, we conducted a technical evaluation

with four conditions: planar and 3 curved geometries with a diameter of 100 mm, 25 mm,

and 15 mm each. The larger diameter reflects the typical curvature of everyday objects

such as mugs, while the smallest one reflects objects such as markers or pens.

The experiment was run with a 4×4 electrodes, 30×30 mm sensor. The small dimen-

sion was chosen to be able to wrap the sensor around surfaces of very small diameter.

Touched and not touched events (1 s interval, 5 trials) were captured at the most demand-

ing intersection (closest to the transition lines) and the SNR was calculated. Figure 6.9-d

presents the percentage change of SNR with respect to the planar condition. As expected,

the planar condition has the highest SNR, since the finger has maximum contact with

the sensor surface. The SNR of the most curved condition was 22% lower. Consider-

ing the very high (well above 40) that we have identified above for the most demanding

touch conditions (Figure 6.9-d), it is apparent that even a considerably larger reduction

would still ensure SNR values above 15 (the required value for robust touch sensing). This

demonstrates that the sensing approach is robust for curved geometries.
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6.2.4 Materials

Finally, we investigated the effect of using different materials and fabrication methods

for the physical sensor matrix: inkjet-printed with conductive silver ink, hand-painted

with a silver pen, stitched with conductive yarn, and cut out of the copper sheet. For each

condition, we fabricated a sensor with 6×6 electrodes and 45×45 mm dimension. As

the insulation layer, we used transparent PET film (∼ 70µm thickness), standard A4 office

paper (80g /m2), embroidery fabric (Muslin, thread count of 150), and overhead PET film

(∼ 100µm thickness), respectively.

All sensors were placed on a wooden table. Each sensor was touched 5 times with

the index finger (1 s touched, 1 s released) at the most demanding location (closest

intersection to the driving lines).

Figure 6.9-e depicts the percentage change of SNR with respect to the inkjet-printed

sensor. The results show that the SNR further increases for other materials. Copper is

more conductive than silver-printed electrodes. While the sheet resistance of electrodes

hand-drawn on paper with a conductive pen is higher than of inkjet-printed electrodes,

using paper results in a thinner dielectric layer. This fully compensates for the loss in

conductivity. The textile solution with conductive thread, in turn, benefits from having

the transmitter and receiver electrodes on the same side of the textile substrate. Overall,

these results confirm the compatibility of our sensing approach with different materials

and their fabrication techniques.

6.3 Example applications

In order to showcase the functionality and versatility of Multi-Touch Kit, we developed

five applications. These applications demonstrate the use of the toolkit with different

materials, substrates, scales, geometries, and fabrication methods. They span from rapid

physical prototyping utilizing copper tape to high-fidelity and high-resolution printed,

hand-drawn, or embroidered sensors. To fabricate high-resolution sensors, Print-A-Sketch

or RoboSketch handheld tool can be employed, and for more precise hand-drawn sensors,

BodyStylus handheld tool in combination with projection mapping can be utilized (see

Figure 6.10).

6.3.1 High-Resolution Interactive Surface

To turn surfaces in the physical environment into a high-resolution input surface, we

designed a customized multi-touch sensor with a 16×16 electrode matrix of 177×177 mm
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Figure 6.10 Fabrication of high-resolution sensate surfaces: (a) printed sensor with RoboSketch,
(b) hand-drawn sensor using BodyStylus system.

Figure 6.11 High-resolution interactive surface: (a) 16x16 multi-touch sensor is connected to an
Arduino Mega, (b) digital capture of finger painting is visualized on a laptop.

size. Electrodes were printed on a desktop inkjet printer (Canon PIXMA iP100) using

silver ink (Mitsubishi NBSIJ-MU01). The sensor was tethered to an Arduino Mega with

an extension board containing the multiplexer (Figure 6.11-a). The sensor supports

multi-touch input of up to 10 fingers and can be used for various high-resolution and

multi-touch scenarios.

As one example, we implemented an interactive finger painting application. The

application uses the Arduino and Processing library to directly retrieve tracked touch

coordinates. A sheet of office paper is placed on top of the sensor. The user can then

create a colorful physical drawing using colors and drawing with one or multiple fingers

simultaneously. A high-resolution digital copy of the painting is captured by the touch

sensor and visualized in a viewer application that runs on a laptop (Figure 6.11-b). The

color of digitally captured strokes can be set in the application. To draw a new painting,

the user only needs to replace the paper while keeping the sensor sheet.
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Figure 6.12 Textile multi-touch sensor with conductive yarn: (a) Sensor setup with Arduino Lilypad
and Proto Board. (b) Tapping the sensor with two fingers accepts a phone call.

6.3.2 Textile Multi-Touch Sensor with Conductive Yarn

To demonstrate that Multi-Touch Kit supports sensors on various materials and substrates,

we created a textile multi-touch sensor (Figure 6.12-a). It contains a 6×6 grid of diamond-

shaped electrodes that were stitched on a textile using conductive yarn (Adafruit Stainless

Thin Conductive Thread). While a programmable sewing machine could have been used

for this purpose, we opted for stitching by hand to confirm the functionality even for the

less accurate manual fabrication approach. After stitching, we used coating spray (Kontakt

Chemie 74313-AA) to isolate the transmitter line.

For textile compatibility, we used an Arduino Lilypad and a Lilypad prototype board

containing the multiplexer, Bluetooth and battery. The Lilypad was connected to the

textile sensor with snaps, which makes it easy to attach and detach from the garment. The

setup was connected via Bluetooth to a smartphone that recognizes simple gestures.

Inspired by [161], we embedded our sensor on the sleeve of a shirt to offer direct

interaction with a mobile device while the user is on the go (Figure 6.12-b). Swiping with

three fingers to the right or left is mapped to switching between music tracks; tapping

with two fingers accepts an incoming call, while covering the sensor with the full hand

rejects the call.

6.3.3 Multi-Touch Sensor on 3D Printed Object

Our technique is compatible with curved multi-touch sensors on 3D-printed objects.

We 3D printed a Stanford bunny on an FDM printer (Ultimaker S5) and turned it into a

multi-touch sensitive interactive object (Figures 6.13 & 6.1-d). We covered the rabbit’s
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Figure 6.13 Multi-Touch sensor on 3D printed object: (a) cuddling the rabbit’s back lights up the
rabbit’s eyes, (b) poking causes a purring sound.

curved back with a 6×6 multi-touch sensor. The sensor was made from a copper sheet

cut with a vinyl cutter. The transmitter and receiver layers were mutually isolated with

a transparent, acrylic coating spray (Kontakt Chemie 74313-AA). We added LEDs to the

rabbit’s eyes and a speaker to the body. When the user cuddles the rabbit’s back with

the full hand, the rabbit’s eyes light up. When poking it with a finger, the rabbit makes a

purring sound (Figure 6.13-a,b).

6.3.4 Interactive Greeting Card with Hand-Drawn Sensor

To demonstrate that our kit works with sensors that are hand-fabricated using a conductive

pen, we realized an interactive greeting card that can play music and is controlled using

touch input. The greeting card contains a color image that was printed using a color

desktop printer (Figure 6.14-a,b). We used a conductive pen (Circuit Scribe) to draw a

4×4 multi-touch sensor pattern alongside conductive lines to connect the sensor and

surface-mount LEDS that we attached to the card (Figure 6.14-c). The card was connected

to an Arduino Uno with a Bulldog clip containing wires (Figure 6.14-d). We mapped

swiping right or left to "turn on and off the LEDs" and tapping with two fingers to "turn

on and off the music".

6.3.5 Rapid Prototyping with Copper Tape

The early phases of a design process commonly involve quickly exploring a large number

of design alternatives at low fidelity. Implementation time is critical here, as it would be
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Figure 6.14 Interactive greeting card: (a) Front side of the greeting card with dot patterns highlight-
ing the sensor area, (b) backside of the card, (c) fabricated card contains hand-drawn multi-touch
sensor and LEDs, (d) the sensor is connected to an Arduino Uno with a clip.

prohibitive to invest significant time for every design alternative. We demonstrate the

use of Multi-Touch Kit for very rapid prototyping with a handmade low-fidelity sensor

made of simple copper tape. The sensor is fabricated within a minute by applying strips

of copper tape to the desired input location to form a matrix of rows and columns and

then connected to an Arduino Uno, which is placed inside the box (Figure 6.15-a). While

the effective sensing resolution is certainly lower than in our other demonstrators, as

the strips do not form a dense diamond pattern, it can be sufficient in many cases of

low-fidelity prototyping. For this application, we used the touch event detection of the

Arduino library.

We demonstrate this with an interactive wooden treasure box (Figure 6.15-b). The box

can be unlocked by simultaneously touching a secret combination of locations on the

sensor using multiple fingers. We attached 6 strips of copper tape on the lid of the box to

create a 3×3 touch sensing matrix. To help the user remember the correct locations, we

added different graphical icons on top of each intersection. The box is unlocked only if

the correct combination of three images is touched.

6.4 Limitations and Future Work

Results from the technical evaluation and the successful implementation of the appli-

cations show that Multi-Touch Kit can accurately detect multi-touch input with sensor

matrices of different scales, curvature, and materials. We experimentally validated its

functionality for sensors up to 12×12 electrodes; anecdotally we can confirm its func-

tionality for 16×16 electrodes, as we have used this larger size for the high-resolution
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Figure 6.15 Wooden treasure box: (a) Rapid prototyping with copper tape on a wooden box, (b)
touching three different images unlocks the box.

interactive surface used in the first example application. Visual evidence of the sensing ac-

curacy of this large sensor size is provided in the companion video. However, compared to

commercial multi-touch controllers, our rapid prototyping approach is subject to several

limitations:

Since the sensing approach is based on extra-body propagation of signals, it is not pos-

sible to capture input made with conductive objects. Furthermore, due to high-frequency

signals, the approach is less well suited for sensors made of high-resistance materials,

such as ITO. We also observed that the properties of the dielectric materials used on the

top and between sensing electrodes have a significant effect on the SNR. We observed that

thicker top insulators (more than 400 µm) will render the interface unusable. This also

implies that the hover state is not captured by the sensor.

We never experienced any issues of RF interference during the development and use

of our sensors. We have further tested the interference of our sensor on nearby devices

with an AM/FM radio and could not detect any noise. To test the operation of the sensor

when integrated into other electronics, the sensor was placed close to an active LCD

display and main power cable. We did not observe any effect on the sensor reading, nor

on the operation of the other electronic devices. Our approach is compliant with the FCC

regulations on equipment authorization of home-built radio frequency devices [1].

Our current prototypes are implemented with the Atmel megaAVR family of micro-

controllers. Due to variations in the internal ADC and PWM implementations, other

micro-controllers may have different responses. In future work, we plan to fabricate

and test larger sensors and extend the hardware support for our open-source library by

including other frequently used commodity platforms such as Teensy and Raspberry PI.
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6.5 Conclusion

In this chapter, we contributed a technique for the do-it-yourself prototyping of capacitive

multi-touch sensors. By utilizing the improved extra-body propagation of electrical signals

at higher frequencies, we demonstrated the feasibility of implementing capacitive multi-

touch sensing on commodity microcontrollers without the need for specialized hardware.

The technique proposed here, along with the Arduino firmware and Processing libraries

provided, enables the realization of custom applications that incorporate capacitive multi-

touch sensing for a broad range of users, including DIY enthusiasts, interaction designers,

and students. The results of our technical evaluation revealed a high signal-to-noise

ratio and high spatial accuracy, thus providing robust multi-touch sensing capabilities for

interactive prototypes. Additionally, our approach is compatible with sensors of various

scales and curvatures, with formal evaluations conducted on sizes up to 12x12 electrodes,

and informal testing showing support for larger sizes of up to 16x16. Furthermore, the

results of our technical studies and implemented application demonstrations indicate

that the technique is compatible with sensors fabricated using multiple materials and

various rapid prototyping techniques.
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Sensate surfaces, as a subcategory of interactive surfaces, are characterized by their ability

to detect various forms of input, including touch, pressure, temperature, and motion.

This enhances the user experience through direct manipulation of objects, making in-

teraction more intuitive. The fabrication of sensate surfaces involves the integration of

sensors into the surface, which can be achieved through various techniques such as screen

printing, inkjet printing, and embroidery. The resulting sensors are then connected to a

microcontroller or other electronic components for processing and interpreting input, as

well as controlling output. However, current prototyping approaches have a number of

limitations, including a separation of the design and fabrication process from the final

object, and the need for advanced knowledge of the underlying technology and special-

ized hardware to prototype multi-touch sensors, which are critical for rich interaction on

interactive surfaces.

The aim of this thesis was to address these challenges and contribute to the fields

of interactive fabrication, rapid prototyping, and ubiquitous computing. In this final

chapter, the main contributions of this thesis are summarized, the three challenges initially

introduced in the introduction are revisited, and an outlook on potential directions and

challenges for future work is provided.

7.1 Summary

This thesis advances the field of physical sketching of sensate surfaces in the following

points:
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Physical Sketching Tools and Techniques

The contributions of this thesis present novel tools and techniques for the fabrication

of customized sensate surfaces. In Chapter 3, the BodyStylus tool and technique were

introduced. Inspired by body-art practices, it merges the ease and expressiveness of free-

hand sketching with digital assistance. A collection of design and fabrication techniques

were outlined, incorporating in-situ projected guidance and physical constraints, to

simplify the creation of functional and aesthetically pleasing circuits and sensors on

diverse surfaces such as the human body. The BodyStylus handheld tool features a custom-

designed dispensing pen and self-sintering conductive ink to instantly create functional

traces.

In order to extend the fabrication capabilities beyond the skin and cover everyday

objects while combining the benefits of manual sketching with high-resolution printing,

Chapter 4 introduced Print-A-Sketch. The Print-A-Sketch handheld tool comprises a

high-resolution inkjet printer, an optical flow sensor, and an RGB camera for sensing and

tracking. Print-A-Sketch techniques address three main challenges of physical sketch-

ing with a handheld printer: compensating for variations in hand movements during

sketching, aligning the current design with previously printed patterns, and adjusting ink

dispensing to the properties of the material to create functional interfaces.

In Chapter 5, the range of sketching is expanded beyond the reach of the user’s hand

and arm movement, and the scope of collaboration between humans and machines

in the creative design and fabrication processes is broadened. The RoboSketch artifact,

which comprises a robot on wheels with a high-resolution color inkjet printhead, can be

used as a handheld tool for manual sketching, supports assisted sketching, and acts as a

robotic partner for autonomous drawing. RoboSketch mixed initiative techniques allow

close collaboration between humans and machines in the creative design and fabrication

process. The sketching techniques support designers, makers, and artists in sketching out

their initial ideas, iteratively extending them, and revisiting the composition to complete

details.

Touch Sensing Techniques

The present thesis also contributed to the advancement of customized high-resolution

multi-touch sensors on everyday surfaces. The physical sketching tools and techniques

presented in Chapters 3 to 5 have successfully allowed the creation of touch sensors on

various surfaces. However, there remains a challenge in enabling multi-touch sensing on

these fabricated sensors without having prior electronic knowledge. To address this chal-
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lenge, Chapter 6 introduced a touch sensing technique, Multi-Touch Kit, which enables

even electronics novices to rapidly prototype customized capacitive multi-touch sensors.

Unlike existing approaches, the proposed technique utilizes a commodity microcontroller

and open-source software, eliminating the need for any specialized hardware.

Fabrication Support for Rich Materials and Complex Geometries

This thesis endeavors to address the challenge of extending fabrication capabilities for

the creation of interactive surfaces on various rich materials (Table 7.1). In Chapter 3, a

novel sketching technique, BodyStylus, was introduced for the interactive fabrication of

circuits and sensors on complex geometries, including the human body. This technique

allows for physical sketching on soft and deformable substrates, including temporary

tattoo sheets and office paper. BodyStylus handheld device is equipped to support a range

of conductive inks, including gold ink [177], silver pen [195], and regular inks [87].

In Chapter 4, a novel technique, Print-A-Sketch, was introduced to facilitate fabrication

on diverse surfaces. This approach provides a unique solution to fabricating functional

interfaces on surfaces with different textures and absorption properties, including paper,

cardboard, textile, plywood, and ceramics, by precisely controlling the ink dispensing

process. Print-A-Sketch also allows for the creation of functional interfaces on soft, flexible,

and stretchable materials, such as kinesiology tape. The Print-A-Sketch handheld tool

supports the fabrication of both conductive and regular ink, enabling its use in a wide

range of applications. Moreover, Chapter 5 presented RoboSketch, a fabrication technique

for high-resolution printing on a wide range of objects, including soft and deformable sur-

faces. The RoboSketch artifact supports printing with different inks, including conductive,

multicolor, UV inks, and black pigment.

Finally, Multi-Touch Kit, Chapter 6, enabled multi-touch sensing on customized sur-

faces and objects, including flat and complex geometries. Multi-Touch Kit is capable of

supporting sensors fabricated through various technologies such as inkjet printing, hand

drawing, hand-stitching, or copper tape.

7.2 Directions for Future Work

In this final section, we will provide an outlook on potential directions for future research.

Specifically, we will discuss the unaddressed problems that were identified during the

work of this thesis, and propose potential directions for future research to address these

challenges.
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Fabrication Tools and Techniques
BodyStylus Print-A-Sketch RoboSketch

(Chapter 3) (Chapter 4) (Chapter 5)

Resolution of
Sketches

Low High High

Supported
Geometries

Complex Flat Flat

Surface
Material

Tattoo-Sheet,
Paper

Wide Range Wide range

Surface
Structure

Soft,
Deformable

Soft,
Deformable,
Stretchable

Soft,
Deformable

Supported
Ink

Gold,
Silver Pen,

Regular Stylus

Silver Nanoparticle,
Regular

Conductive,
Multicolor,

Black Pigment, UV

Table 7.1 Overview of fabrication support of contributed physical sketching tools and techniques.

Alternative Fabrication Tools

In this thesis, the emphasis has been on physical sketching using a stylus or printer as

the primary fabrication tool. However, the proposed techniques are not limited to these

specific tools and can be extended to other fabrication tools. The potential for replacing

the stylus and printer with alternative fabrication tools or constructing modular tools

presents numerous challenges and opportunities for future exploration. By incorporating

alternative tools such as a marker, cutter, miniature laser engraver, or miniature iron

for sintering conductive traces into the existing tools of BodyStylus, Print-A-Sketch, and

RoboSketch, a wider range of fabrication tasks can be achieved. Additionally, this opens

up the possibility of developing autonomous fabrication devices that can work together

to perform a specific task.

Physical Sketching on Complex Geometries

The techniques discussed in this thesis introduce novel approaches to fabricating elec-

tronic circuits through physical sketching on various surfaces. For instance, BodyStylus

enables the creation of electronic devices on complex geometries such as the human body

through the use of a substrate imprinted with dot patterns, which facilitates the smart
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pen’s position tracking. Print-A-Sketch and RoboSketch techniques, on the other hand,

employ an optical motion sensor for position tracking, thereby enabling direct printing

on objects, albeit with the limitation of restricting the sketching environment to planar

surfaces. Future research directions could encompass the examination of alternative

position-tracking techniques that offer the capability of absolute positioning on a broader

spectrum of surface geometries.

Layering Techniques for Customized Interfaces

The focus of the fabrication techniques presented in this thesis is on the creation of single-

layer interfaces. This limitation is mainly due to the limitations of the available dielectric

ink, which does not have the capacity to isolate the first layer that is printed or support

the printing of a second conductive layer. Nevertheless, with the progress in material and

ink technology, it is conceivable to envision the creation of multi-layer interfaces with

improved capabilities in the future. The integration of a variety of sensors and actuators

that require multi-layering, including multi-touch sensors, electro-tactile output, and

electroluminescence displays, offers the possibility of delivering a more enriching and

engaging user experience. Hence, the examination of multi-layering presents a promising

direction for future research and holds the potential to lead to significant advancements

in the field of customized interfaces.

Expanding Capabilities in Multi-Touch Sensing Technique

This thesis presents a touch-sensing technique that has the capability to support sensors

with up to 16 x 16 electrodes. Incresing the number of electrodes provides an opportunity

for a wider coverage area and the possibility of new applications. The implementation of

Multi-Touch Kit employs the classical two-layered diamond pattern, which is a widely-

used approach in mutual-capacitive touch sensing [42; 127]. The dimensions of the

electrodes range from 4 x 4 mm to 6 x 6 mm, making it suitable for high-resolution finger

touch sensing. However, larger electrode dimensions exceeding 6 x 6 mm could enable

the detection of larger body parts such as hands or bare feet, thereby opening up new

opportunities for the creation of multi-touch sensor-covered walls and floors [260].

In addition, the touch-sensing technique described in Chapter 6 was implemented

using the Atmel megaAVR family of microcontrollers. Future work includes the expansion

of hardware support for the open-source library by incorporating other commonly used

platforms, such as Teensy and Raspberry PI.
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This thesis has presented several contributions toward physical sketching tools and

techniques for customized sensate surfaces. It is hoped that the insights, tools, and

techniques presented in this thesis will serve as a valuable resource for researchers, makers,

and designers working in this field.
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