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Abstract,

The undecidability of finitely generated stable transitive relations on free terms is proved in an elementary way and
then used to show the undecidability of the implication A = B of two clauses A and B. The implication is decidable in
the case A has at most two literals that are complementary unifiable after renaming. Application of the undecidability of
transitive relations yields more classes of clause sets that have an undecidable satisfiability problem: clause sets
consisting of two clauses with two literals each (2-clauses) and in addition 2 ground units, clause sets consisting of a
single 3-clause and arbitrarily many (non-ground) units and clause sets consisting of a 4-clause and arbitrarily many
ground units. Finally we show the undecidability of the so-called D-clause sets, where a D-clause is a Horn-clause of
the form Qq(xp)A ... AQp(%p) = Qi1 (®.
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1. Introduction,

We are interested in problems in Automated Deduction and Logic Programming, where the following notation is
standard: A clause is a disjunction of literals (represented as a set of literals). A clause with n literals is called n-clause.
A literal is an atom or its negation and an atom is of the form P(ty,...,t;,), where P is the predicate letter and ) PO
are first order terms constructed in the usual way out of variable, constants and n-ary function symbols. T is the set of
terms. A literal is ground , iff it contains no variables. A subtitution G is a finite endomorphism on the set of terms that
can be represented as a set of variable term pairs {x1 -ty ..., %y «ty}. T is the set of all substitutions.

We say a class of clause sets is (un)decidable, if we mean the satisfiability of the clause set is (un)decidable, in other

words that there does (not) exist an algorithm for deciding the satisfiability.

Our notation is consistent with the conventions in automated theorem proving JLo78] and unification theory [Si84].

We are particularily interested in the following problems:

i) Dixon’s Z-resolution [Di73, Oh83], which poses the problem of finding a unification procedure with
built-in 2-clauses.

if) Removing implied clauses from clause sets or knowledge bases consisting of clauses [Gt86], which
is a generalization of removing subsumed clauses from clause sets [Ei81] This requires to solve the
problem, whether a clause A implies a clause B,

iti) Unification in a sorted signature, where a finite number of sort-declarations is used to construct
the sort of a term [Sch85].

iv) The explicit treatment of recursive clauses in PROLOG [CMZ81] or automated theorem provers for
Horn-clauses, i.e. the problem of the compilation of special classes of recursive clauses into a
terminating, nonrecursive algorithm.

The undecidability of each of these problems is a consequence of the result proved in the first section:

we show that in a finitely generated transitive stable relation on free terms, it is not decidable whether

two terms are in this relation. The proof is based on the halting problem for register machines with at least two
registers.

This result is related to the undecidability of first order equational logic, but it is more handy.

There are numerous results on pure first order formulas (i.e. first order formulas without constants and functions)
with a fixed quantor-prefix (see for example [DG79,Le79, Go84] and [Jo73] for decision procedures for such
classes). Unfortunately, not all of these results are directly translatable into results on classes of clause sets that obey
some syntactic restriction, since the normal first order predicate calculus allows arbitrary functions and constants, For
some of these translatable results we give alternative, shorter proofs.

Transitive Relations are Undecidabl

We consider transitive, stable and finitely generated relations < on T, the set of terms.That is we are interested in
relations < for which the following three conditions are satisfied:
2.1 Definition
1) < is transitive, i.e. s <rand r < t implies s < t.
2) < is generated by a finite set of relations s; <t;,1<i<n.
3) <isstable,ie. Vo € XZ; Vst e T: s<t = Os<0Gt.
We call such a relation a TS-relation,

A standard definition of a register machine [EF78] is:
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2.2 Definition, A register machine uses registers Ry,...,R;,, and an alphabet A = {aj,...,a,}. Program lines have the

following format:

1) ZLETR; =R, + aj (Z is the line number)
"the character 3 is pushed onto the register stack R;."

2) ZLET Ri=Ri‘aj

"If the last character in R; is aj, then delete it"

3) ZIFR;{=eTHENZ ELSEZ;OR..ORZ,. (e denotes the empty stack)
"If R; is empty, go to Z” else if the last character in R; is aj go to Zj.
4y  ZPRINT

5) ZSTOP m

For the class of register machines with at least two registers it is well-known that the halting problem is undecidable
[EF78], that means, there is no algorithm which accepts the program of a register machine and prints "1" whenever the
register program stops starting with empty registers and prints "0" otherwise.

Furthermore, there exists a register program such that there is no algorithm which answers correctly the question
whether this program stops for a given input:

2.2 Theorem.
i) The halting problem is undecidable for register machines with at least 2 registers starting
with the empty registers.

ii) The halting problem is undecidable for some fixed register machines with at least 2 registers
and arbitrary input.

We describe how a register program RM can be translated into a TS-relation <gy. This translation and the following
undecidability results are a technical prerequisite for the the results in section 3.:

Let a program for a register machine be given. We use a signature that includes as constants the alphabet

A = {ay,...,ay} of the register machine and enough natural numbers to cover all the line numbers. REG is a binary
function, which denotes the contents of one register (bj...by) in the form REG(REG(...(REG(e,b1 ),..),by.1).by).
The empty register is represented as e. ST is a function with m+1 arguments, which corresponds to the status of
execution. The first argument is the line number and the next m arguments are for the register contents.

Every program line corresponds to one or more relations of the form ST(Z...) <pp ST(Z5...), which are used as
generators for the relation. For technical reasons, we assume that the program has a unique START-relation with Z=1
and that all other program lines are enumerated starting with Z=2. A program execution that stops corresponds to the
fact that the left term of the START line and the right term of the STOP line are in the relation <gpf.

If a program statement is encoded into several relations, then the partitioning must be unique to guarantee a unique
program execution.

We go through the possibilities for program lines and describe their coding:
The START-statement is encoded as ST(1, X{,....X) <RM  ST(2,X15--:Xpp)-
We assume Z > 1 for all other statements.
1) ZLETR;=R;+ 3 is encoded in one relation:
ST(Z, X1,..sXy) <RM ST(Z+1, x1,...,REG(x;, aj),...,xm) i
3



(where Z+1 is a constant, not a term)
2) ZLETR;=R;- 3 is encoded in n+1 relations (in each case R; corresponds to the (i+1)™®
argument.
ST(Z, x15-s850-sXm) <RM ST(Z+1, Xq,....€,...X))
Fork #j:
ST(Z, x1,.--.REG(X},8)),.-sXpy) <RM ST(Z+1, X1,....REG(x{,25),....X )
In case the last character of R; is 3j:
ST(Z, xl,...,REG(xi,aj),...,xm) <RM ST(Z+1, X gocssXyen Ky}
3) ZIFRj=e THENZ'ELSEZ; OR..ORZ,. isencodedinn+1 relations:

For the empty register R;:
ST(Z, X1 es€50esXm) <RM ST(Z’, X1 500008500 Xpy)
Forj = 1,...n:

ST(Z, xl,...,REG(xi,aj),..,,xm) <RM ST(Zj, Ko REG(xi,aj),...,xm)
4) ZPRINT. is not relevant for the halting problem.
5) Z STOP. isencoded in one relation:
ST(Z,XI ,...,Xn) <RM ST(ZSTOP,yl,...,yn)).
ZgTOp is a line number not corresponding to a program line. We can assume that
there is only one such STOP-line. Note that the registers are not transferred.

Example, Assume we have reached the program status ST(Z,ty,...,t;_1 ,REG(ti,aj),ti +1s--otp)- The only possibility
to find a greater status w.r.t. <gpp is to look for the line with number Z. Assume line Z is of form 2). and the term is
unifiable with the left term of the relation in case iii). Then the next reachable status is ST(Z+1 st seenrlisiiaslp): W

Now Theorem 2.3 implies the desired results on TS-relations:

2.4 Theorem . Let < be a TS-relation.
i)  For all ground terms s,t s <t is undecidable for the class of all TS-relations.,
ii) There exists a TS-relation <, such that s < t for arbitrary ground terms s and t is undecidable.
iii) There exists a TS-relation < and a ground term t such that s < t for an arbitrary ground term
s is undecidable.

Proof, Let the TS-relation <) be generated from a register machine as described above.
i) We choose s = ST(le,....e) and t = ST(ZgTQp:€;--.¢). Then the decidability of s <RM t
for all relations would imply the decidability of the halting problem for register machines.
ii) and iii): Fix <gp to be the TS-relation corresponding to the existing program in
Theorem 2.3 ii). Then choose s = ST(l,sg’l,...,sg,n) and t = ST(ZgTOp-€».--,€) where Sg.i
are arbitrary ground terms representing the register contents. Now Theorem 2.2 ii) is
applicable.

2.5 Definition. A regular unique TS-relation is defined as:
i)  For all generating relations s; <t; : V(s;) = V(t)).
ii)  For all ground terms s,t with s < t: If t is a direct successor of s, then t is unique. m



The construction in the proof of the previous theorem yields the following lemma

2.6 Lemma, The undecidability results in Theorem 2.4 are true even if for regullar unique TS-relations.

Proof: We can extend the program of a register machine after the STOP with a group of statements,
which empties all registers and then stops, which shows the result. m

3. Some Undecidable Clause Sets.
Our main interest is the analysis of the implication problem A = B, i.e. whether or not the
implication A = B where A and B are clauses is decidable.

In automated theorom proving systems as well as in knowledge bases where clauses are used as facts and rules it is
desirable to remove redundant clauses from clause sets (from the knowledge base). In automated theorem provers the
(decidable) subsumption rule is used as redundancy deletion rule. The deletion of implied clauses is a generalization of
the deletion of subsumed clauses and may be more powerful.

However, in this section it is shown that the implication of two clauses is in general undecidable. For knowledge
bases where all clauses are Horn-clauses the problem remains open.

If a clause A implies a clause B, then A and —B is contradictory (and vice versa) hence the implication problem is
equivalent to the problem whether or not the class of clause sets consisting of one clause A and ground units B; is
decidable.

In this section we consider clause sets consisting of one clause and ground units and some related clause sets.
Furthermore we vary the length of the clause A.

The following result appears to be well-known [Go86], however, we give a proof that provides an efficient decision
procedure for the clause sets in question.

3.1 Proposition., The class of clause sets consisting of a 2-clause and some ground clauses is decidable.

Proof, The nontrivial case is that L and M are complementary unifiable.
Let {L,M} be the 2-clause. An algorithm for deciding the unsatisfiability works as follows:
compute the n-fold self-resolvent Rj:= {L;, M} of {L, M}. R, can be computed in two
ways: i) Let 0 be the most general unifier of M, and L. Then R, 1 := {OL, , 6M}

ii) Let p be the most general unifier of L, and M. Then R, 1" = {uL, uMp}.

Since up to renaming of variables Ry, is unique, there exist substitutions G, and T, , such that
Lp+1 =064l and My .1 = T,M,,. Hence either the depth of terms in R, grows indefinitely or the
process of self-resolving does not generate new resolvents.If the depth of terms in R, exceeds
the maximum of the term depth in the ground units, then for all m” 2 m, one literal in Ry~ is not
resolvable with a ground unit. m

Remark. The decidability of the class of clause sets consisting of one 2-clause and two arbitrary units is an open
problem. As W. Goldfarb mentioned [Go86], H.R. Lewis has worked on this problem without success.

The following theorem follows from a known result on formulas with a Krom-matrix with at most 2 literals in every
disjunct [DG79,Le79]. We give a proof as an application of Theorem 2.4

3.2 Theorem.

The class of clause sets consisting of some 2-clauses and two ground unit clauses L and M is undecidable
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Proof: Let < be a TS-relation generated by s; < t; and let P be a unary predicate. Let the clause set be
CS := {{=P(sp), P(t))} | 1 i < n}. Then we have:
s<t < (CSu {P(s), =P(t)} is contradictory).
Now the result follows from Theorem 2.4 m

Goldfarb (cf. [Go74]) has shown that the class of clause sets with two 2-clauses is undecidable.

The corresponding clause set is of the form {{P, P}, {-P, -P}}

Lewis Le79] has proved the undecidability of formulas with at most 6 atomic formulas, which form in fact a clause set
with two 2-clauses and two (nonground) units.

We give an elementary proof for the undecidability of a Horn-clause set with two 2-clauses and two ground units as an
application of the undecidability of TS-relations.

3.3 Theorem, The class of Horn-clauses consisting of two 2-clauses and two ground units L and M is undecidable.

Proof: We show that this problem is equivalent to the undecidability of TS-relations:
Let s; < t; be generating relations for < and let s,t be ground terms.We can assume that s # t and
that < is a regular unique TS-relation. Let P be a binary predicate, f be a new ternary
function and c; be new constants. Let the clause set CS be:
) P(xy) = P(xfly; yp¥)
i) P(xf(sq t) f(sp tg (... f(spth cp) ..) = Pyq fixyq ¥2))
where V(s;,t;) N V(sj,tj) =@ fori#jand y| and yy are new variables.
iii) P(s rg), where Io is a ground instance of f(sq t] f(sy tp f(... f(s, t, c1) ...)
iv) —P(cy f(tcy c3))
Now we have to show that: CS unsatisfiable & s < t.
"<": Let s < t. Then there exists a chain of terms qj such that s = qp < qy< ... <qp =t and the
relations in the chain are instances of the generating relations.

We show, that there is a refutation for CS:

1) We resolve iii) with the first literal in ii) and obtain the unit P(yq f(s y1 y2)).

2) Let qp < qq be an instance of 8j < 4. Then resolving the unit obtained in 1) with i) j-1

times we obtain a new unit of the form P(zq f(xq y1 f(xg yo f(... f(xj_l ¥j-1 f(s z1 z3) ... ).

3) resolving this new unit with ii) we obtain the unit P(yy f(otj Y1 ¥2)) , where ¢ is the
most general unifier of s and j-

4) We can go along the chain until we reach the unit P(y; f(t yq{ y2)), which is
complementary unifiable with the unit in iv)

"=": We show that a refutation can only be obtained in the same way as above:

Since the clause set consists of Horn-clauses, an input resolution proof is possible.

1) The unit in iii) is resolvable with i) and ii). It is easy to see, however, that resolution with
i) cannot contribute to a contradiction, since the produced units are only resolvable with
i). Thus the only sensible unit is P(y3 (s y3 y4)).

2) This unit is not resolvable with iv) since s # t. It is resolvable with i) and possibly with
ii).Resolution with i) gives infinitely many units, from which at most one is resolvable
with the first literal in ii) due to Lemma 2.6. If none of these deduced units is resolvable
with 1), the clause set is satisfiable.Hence we obtain a unit P(y; f(q; y1 y2))

3) Using the unit obtained from resolving against ii), we can construct step by step a
6



<-chain.Since CS is unsatisfiable, a proof exists, hence we reach the unit in iv) after a
finite number of steps. m
Now Theorem 2.4 implies the result.

3.4 Corrollary, Let < be a TS-relation on terms.
i) If < is generated by one relation, then s < t is decidable for ground terms.
ii) There is no algorithm that decides for all relations generated by 2 relations

the relations s < t for ground terms. m

3.5 Proposition; A clause set consisting of a 3-clause and some nonground units is undecidable:
Proof; Let the 3-clause be the transitivity clause: {-P(x y), =P(y z), P(x z) } and let the
units be P(s; t;) and —P(s t). Now theorem 2.4 i) implies the desired conclusion. m

Goldfarb [Go86] mentioned that Lewis has proved the stronger theorem that a clause set with a 3-clause and three
units is undecidable. However, the proof is not published.

Now we are able to show that the problem whether a clause A implies a clause B is undecidable. This problem is
equivalent to the decidability of a clause set consisting of the clause A and some ground units. We show that the
implication remains undecidable if A is an n-clause with n <4,

3.6 Theorem,
i) The class of clause sets consisting of one clause and ground unit clauses L; is undecidable.

ii) The class of clause sets consisting of one clause with 4 literals and ground unit clauses L is
undecidable.

Proof, It suffices to show part ii).

We show that the problem of satisfiability of two 2-clauses and some ground units can be encoded (see

Theorem 3.3): Without loss of generality we can assume that the clause set CS1 consists of the following

clauses:

CS1: {=P(sy h(c)), P(t; hic)}. {—P(sy h(c)), P(ty h(c))}, P(s h(c)) , —P(t h(c))

c is a constant, h is a unary function not occurring elsewhere and s and t are ground terms.

Let the clause set CS2 be:

CS2: A= {=P(sq x1), P(t] x1), =P(sp h(x1), P(ty h(x1)) }

and the following ground units:
P(Gglsl ,C), —|P(Gg1t1 ) P(Gg252 , h(h(c))), —.P(0g2t2 , h(h(c)); and P(s h(c)) , —P(t h(c))

We can assume, that V(sq, t1) N V(sp, ty) = @and x; does not occur elsewhere.

We have to show that: CS1 is satisfiable <> CS2 is satisfiable.

"&": Obviously the 2 2-clauses are deducable from the 4-clause and the ground units.

"=": Assume we have a model M of CS1. M consists of a maximal set of ground literals. The
relevant part of M are the literals with h(c) as second argument. We can assume that M
contains the 4 additional ground wunits of CS2. We change M in the
following way to obtain a model of CS2: We assume that all the ground units P(tz,g rg) are in
M, where t2,g is a ground instance of ty and Ig is a ground term, but not equal to ¢, h(c) or

h(h(c)). There are no conflicts with the relevant units which are in M. We show that the
7



changed M is a model of CS2: Therefore it suffices to show that all ground instances of A are
valid in M.
If a ground substitution replaces xyby c, then one of the third and fourth literal is true. If a
ground substitution replaces xjby h(c), then the first or second literal is true. In all other
cases, the literal P(tz,g rg) is true. The changed M is a model of the 4-clause and all ground units.

Now Theorem 3.3 is applicable. m

3.7 Corollary, Let A be a clause. Then
i) A = B isdecidable provided A is a 2-clause.

ii) A = B isundecidable if A is a clause with four or more literals. m

The decidability of A = B where A a 3-clause is an open question. The next theorem gives a sufficient criterion for
the decidability of the implication problem. More sufficient criterions for the decidability are given in [Gt85].

We give a criterion for recognizing decidable subcases of the implication problem:

3.8 Theorem. Let A be a clause, such that there are at most two literals in A that are complementary
unifiable after renaming. Then it is decidable, whether A implies an arbitrary clause B.

Proof. The arguments are similar to those in the proof of 3.1: Let CS be a clause set satisfying the
preconditions of this theorem. Let CS consist of the clause A and some ground units.If the clause
set is unsatisfiable, a contradiction, i.e. the empty clause, can be found first producing
self-resolvents of A and then resolving with the ground units. We argue that a sligthly modified
procedure has the same property and recognizes the satisfiability of the clause set:

Let the clause A consist of the complementary unifiable literals K and L and the rest M.Let m be

the number of ground literals resolvable with literals in M. Every clause C deduced from A by

resolving and instantiating has two parts: The KL-part consisting of two instances of K

and L and the M-part consisting of some instances of literals in M. The following set of instances

of deduced clauses is important:

I(C): ={I| I is an instance of C, such that only the variables occurring in the M-part of C are
instantiated. The M-part of I has at most m literals, every literal in M is resolvable
with some ground unit in CS}

The procedure works as follows:

1) LetISy= L(A).

2) DO until IS, does not change any more:

ISh41 =18,

Resolve all clauses in 1S, with ISy in all possible ways .

AddI(R) to IS, , ; for all such resolvents.

Remove clauses with literals in the KL-part that are not unifiable with a ground literal.

Remove equivalent clauses from IS ;.
n:=n+l,

3) Resolve the clauses in IS, with the ground units in all possible ways.

If the empty clause is produced, then the clause set is unsatisfiable, otherwise satisfiable.

This procedure terminates, since the clauses in IS, are bounded in depth and length.
a]



It remains to show, that the empty clause can always be reached for unsatisfiable clause sets.

Let RS, be the set of n-fold self-resolvents of A. Let RSI, = U{I(R)|R € RS}.

To complete the proof, it suffices to show, that RSI, =IS, for all n. Obviously we have

RSI; 2 IS;,. We show RSI, < IS, by induction.

Let Ry € RS, consist of two literals K, Lyand of a rest M; and let Ry € ISy consist of two
literals Ko, Ly and of a rest My. A resolvent of Ry and Ry is R3:= {6L, 0Ky, oM, 6M»}
where © is a most general unifier of Kj and Ly .Let Ry := BR3 be in RSI, and let (00)[p be
00 restricted to the variables in M; and Mj. Then we have (80)IpMRo € IS, by the induction
hypothesis and (0o)MR € ISp (up to renaming). The resolvent of (66)\R and (80)IMR2
is equivalent to R4, hence RypelS,, 1.m

Remark; The remaining open questions are:
i) Is the class of clause sets consisting of one 2-clause and arbitrary units decidable?
ii) Is the class of clause sets consisting of one 3-clause and ground units decidable?
iii) Is the class of clause sets consisting of one Horn-clause and ground units decidable?
The hard part of ii) is a special case iii). In other words, it is not clear whether or not the
implication A = B is decidable, where A is a Horn-clause.

ndecidability of D-CI

In this paragraph we consider the problem of decidability of unification of sorted terms, where the sort of a terms is
determined by a finite set of declarations [GM85,Gg83,5585] . Le. there is given a finite partially ordered set of sorts
and a finite set of declarations t:S (the term t is of sort S). The sort of a term t' is of sort less than S,ift:Sisa
declaration and t' is an instance of t. The corresponding (well-sorted) substitutions substitute for every variable x a
term of lesser sort.

The problem of the decidability of unification of sorted terms in this case is equivalent to the decidability of a special
class of Horn clauses. We give here a proof for the undecidability of this class of clause sets.

We define a special subclass of sets of Horn clauses, which are called D-clauses (D for declarations):
4.1 Definition, Let g P, be unary predicates.
Let CS be a set of Horn-clauses, such that every axiom-clause C € CS is of type A= B
1) A may be empty;
if A is not empty, then A is of the form Qp(x1) A oo A Qp(xy,) , where Q; is one of the
predicates P; and the x; are distinct variables.
2) Bis of the form Q(t) , where t is a term. Furthermore V(A) < V(t).
The theorem clause Cr is of the same form, except that B is negated. Cr is the negated clause of
Js: Quxp) A A Qn(xp) A Qp41(s) ,where x; are variables in s.

4.2 Theorem. D-clause sets are undecidable.

Proof,

Let s; <t; ,1<i<nbe the generating relations of <, satisfying theorem 2.3 ii).
Let f be a binary function symbol not contained in any term Sis -

Let the D-clause set DCS be:

Dq: P(f(t, x))



Dii

{=P(y) , P(f(s; f(t; y))} ; for 1<i<n

Let the theorem clause be: {—P(z), —P(f(s,z))}.
We show that s <t < DCS is unsatisfiable:

" :>|l

: s <t implies that there exist a chain q; with s = <(qq< ... <qr=1t and every relation in the
q; a0 1 Ak

chain is an instance of a generating relation. Starting the refutation with the second literal of the
theorem clause, we obtain succesively the clauses {—P(z), —P(f(qg;,2))} and finally
{—P(z), —P(f(t,z)) }. resolution with Dy yields the empty clause.

: Assume DCS is unsatisfiable. Then a proof can be found by resolving Dg and Dy until two

units P(ry) and P(f(sj I) are deduced such that these units are compatibly unifiable with the
theorem clause.That means ry and ry are unifiable. All deduced units are of the form

P(f(s; f(t; f(sj f(tj ... f(tx) ...) . The instances of two such clauses directly gives a chain
§=qp<qi<..<q=t.m

Now Theorem 2.4 is applicable.
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