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Featured Application: The results in this article might contribute to the construction of a pho-
tothermal measurement device to determine the thicknesses of layers in multi-layered coating
systems as they appear, e.g., in the automotive industry.

Abstract: In this article, a general model for 1D thermal wave interference is derived for multi-layered
coating systems (with n ∈ N coating layers) applied on a thermally thick substrate. Such a model
means the first step to building a non-contact photothermal measurement device that is able to
determine the coating thickness of each layer. Test objects are to be illuminated on the surface using
planar, sinusoidal excitation waves with fixed frequencies leading to the generation of thermal waves
inside the object. Due to the multi-layered structure, each of these thermal waves is reflected and
transmitted at layer interfaces. This process leads to infinitely many wave trains that need to be
tracked to formulate the final surface temperature as a superposition of all waves. A mathematical
and physical formulation of thermal wave interference is needed to model this process and relate
the dependencies of the layer thicknesses, the materials, and the frequencies to the phase angle data,
which then can be measured using, e.g., an infrared camera. In practice, the thermal properties of
the layers might be unknown, which makes the process even more difficult. This article presents a
concept to determine the thermal properties in advance. Finally, numerical experiments are presented
that demonstrate the feasibility of the introduced layer thickness determination process.

Keywords: photothermal measurements; infrared thermography; thermal wave interference; parameter
estimation; layer thickness determination; multi-layered coating systems; thermal properties

MSC: 35R30

1. Introduction

In this article, general multi-layered coating systems of n + 1 total layers, where n ∈ N
coating layers of different materials M1, . . . , Mn are applied on top of each other on a
substrate material Mn+1 are investigated, see Figure 1. For i = 1, . . . , n + 1, Li ∈ R+

denotes the thickness of the associated layer. The thermal properties of each material are
characterized by the thermal diffusivity αi ∈ R+ and the thermal effusivity ei ∈ R+.

The determination of
L := (L1, . . . , Ln)

T ∈ Rn
+

using a method of nondestructive testing is of great interest in the manufacturing process
and quality control of such systems. In the following, a few application examples for a
varying number of coating layers are listed.
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Figure 1. System of n coating layer materials M1,. . . , Mn on a substrate material Mn+1.

n = 1:

• The manufacturing process of electrode coatings of Lithium-ion batteries, where a
Lithium cobalt oxide coating of 50 to 100 µm is applied to a thin (±10 µm) aluminum
substrate. Inaccurate coating thicknesses lead to performance issues of the battery or
higher production costs.

• The application of non-electrolytic zinc-aluminum flakes to protect metallic surfaces
by increasing their corrosion resistance.

n = 2:

• Production of plastic housings of laptops or smartphones. For example, the substrate
might be some rigid ABS plastic of 1 to 2 mm, the first thin coating layer (the so-called
basecoat) might be some polyurethane (±20 µm) that acts like a thermal insulator
against the increasing heat of the electronics, and the second coating layer (the so-
called topcoat of ±20 µm) might be some UV hardened resin acting like a visually
appealing surface finish.

n = 4:

• In the automotive and aviation industries [1,2], where metallic or CFRP substrates
are coated with different paints, e.g., a primer, basecoat, topcoat, and clearcoat. Here
again, each layer fulfills its own function, and it is, therefore, necessary to control the
individual layer thicknesses.

There are some issues to be taken into account when choosing an appropriate measur-
ing process (cf. [3]). Eddy current or inductive-based measurement methods only work on
metallic substrates, and X-ray or beta backscattering methods only work with certain metal
groups and also require compliance with strict occupational health and safety, radiation
protection, and disposal measures. Furthermore, ultrasonic and capacitive methods need
contact with the test specimen and are therefore not suitable for measuring wet coatings
(e.g., for the automotive paint process line) or uncured powder coatings. A very promis-
ing method, which is contact-free and uses harmless and non-invasive electromagnetic
radiation, is presented by the terahertz technology; see [2]. Unfortunately, the usage of
highly sensitive devices is needed, such as a femtosecond laser, which is often prohibitively
expensive for medium-sized companies.



Appl. Sci. 2023, 13, 4185 3 of 25

In this article, it is suggested that photothermal methods, such as infrared thermog-
raphy, are especially suited for the measurement of multi-layered coating systems. Such
methods are contact-free and have manageable costs. A typical setting is presented in
Figure 2, where the components and the operating principle are as follows:

1 Optical excitation sources, such as lamps or lasers (cf. [4], [Chapter 4]), irradiate an
object under investigation with optical (i.e., visible) light. Its task is to produce the
photothermal effect, i.e.,

2 The test object absorbs the optical energy (light) and converts it into thermal en-
ergy (heat). Heat transfer inside the test object occurs, which is dependent on the
characteristics of the object geometry, its material composition, and thermal properties.

3 The thermal response of the test object is recorded by a measuring device, such as an
infrared camera.

4 Finally, a computer processes and evaluates the data to provide certain properties
(or even defects) of the considered test object.

Figure 2. Measurement principle of infrared thermography.

It should be mentioned that the photothermal method requires only two conditions:

• The investigated coatings must be susceptible to optical radiation in a certain wave-
length regime, i.e., for near-infrared, visible, or UV light.

• There must be a thermal contrast between two adjacent layers. Otherwise, a transpar-
ent interface would be created without significant reflection.

There are mainly two classical optical excitation types in thermographic processes,
i.e., the lock-in thermography and pulsed thermography; see e.g., [5–7]. The latter method
analyses the transient response and propagation of heat pulses in the test object. A promi-
nent processing technique in pulsed thermography is the TSR (Thermographic Signal
Reconstruction) method, where the logarithmic time derivatives of the signal are examined,
cf. [8–10]. However, pulsed thermography has been used mainly for one-layered coating
systems so far or simple defects. Since the intensity of the pulse decreases strongly in
almost all materials, high energies are sometimes necessary to cause significant heating of
the test object. In addition, this method is error-prone in case of surface irregularities, and
the infrared camera would need a very high frame rate in order to detect reflections from
multiple-layer interfaces in multi-layered coating systems.

Lock-in thermography, whose principle the article is based on, means that the surface
of the test object is periodically modulated using a planar sinusoidal waveform with a
fixed frequency. Since the generated thermal wave has the same frequency as the excitation,
especially the phase angle (or phase difference) as a result of thermal wave interference
carries a lot of information. The goal is to determine L ∈ Rn

+ from phase angle data
for different modulation frequencies measured by an infrared camera. Since thermal
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waves show the same behavior as optical waves in the visible spectral range, thermal
reflection, and transmission coefficients can be derived; see e.g., [11,12]. Hence, thickness
estimation from phase angle measurements represents an inverse problem; see (cf. [13–16])
for corresponding literature.

The overview and contributions of this article are summarized as follows:

• Section 2 discusses the basics of thermal wave generation and thermal wave interfer-
ence in the well-established one-layered and two-layered coating cases. Subsequently,
these principles are used in order to obtain a new thermal wave interference formula
in multi-layered coating systems with n ∈ N coating layers on a thermally thick
substrate.

• Section 3 defines the forward operator Fn for a known number n ∈ N of coating layers,
which maps L ∈ Rn

+ to the phase angle data ϕT̃ ∈ Rm with m being the number of
used modulation frequencies. The inverse operator Gn is then defined, which approxi-
mates an inversion of Fn by solving a nonlinear least squares problem. Finally, since
(αi, ei), i = 1, . . . , n + 1 are often partially or even completely unknown, a concept
is additionally presented, which utilizes the generated data of multiple samples in a
clever way, where the unknown thermal properties can also be determined and used
to calibrate a model for the layer thickness determination.

• Section 4 concludes with numerical experiments that demonstrate the performance of
the developed layer thickness determination procedure.

2. Mathematical Setup

To understand the physical process of thermal wave interference for the general case
of multi-layered coating systems, it is necessary to take a closer look at known models for
semi-infinite media and for the cases with n = 1 and n = 2 coatings. The mathematical
notations and formulations in the next subsections can be found in [4,17–19].

2.1. Basics of Thermal Wave Generation

Thermal waves can be mathematically characterized as solutions of the heat diffusion
equation. The heat source at the surface represents the boundary conditions, influences
the surface temperature distribution, and determines the generation of waves. The most
common type of excitation is a periodic, planar energy input with high-performance laser
beams of a single specific excitation frequency, i.e., lock-in excitation.

For the sake of simplicity, an isotropic homogeneous semi-infinite medium M (that
means an infinite extension of the medium in x-direction) is considered, which is illustrated
in Figure 3.

M(k, c)

x

y

Excitation

Figure 3. Thermal wave generation and propagation in a semi-infinite medium.

Here, k denotes the thermal conductivity, and c denotes the volumetric heat capacity
of the material M. The thermal diffusivity can then be calculated using α := k

c and the
thermal effusivity by e :=

√
kc.
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It is assumed that the heated surface occupies the y− z-plane at x = 0. To obtain the
temperature distribution at the surface of the medium, the Fourier equation must be solved,

∂2T
∂x2 =

1
α

∂T
∂t

, x, t > 0. (1)

First, the boundary conditions need to be specified. The medium’s surface is excited
with a plane harmonic; thus, temporal heating of modulation frequency ω := 2π f for some
frequency f and source intensity Q0. This leads to an excitation of the form

Q0

2
[1 + cos(ωt)],

yielding the generation of thermal waves inside the medium.
Since the periodic thermal energy is subject to conduction into the solid, by using the

appropriate rate equation, the boundary condition on the surface is given as

−k ∂T
∂x = Re

{
Q0
2 [1 + exp (iωt)]

}
= Q0

2 [1 + cos(ωt)]

=
Q0

2︸︷︷︸
dc component

+
Q0

2
cos(ωt)︸ ︷︷ ︸

ac component

, x = 0, t > 0.
(2)

Here, dc means the Direct Current and ac the Alternating Current. The dc component
will not be relevant in later applications and can be neglected. Applying a time-harmonic
approach then yields

T(x, t) = Re[T(x) exp(iωt)].

Plugging this in Equation (1), one ends up with

exp(iωt)
(

∂2T(x)
∂x2 − iω

α
T(x)

)
= 0.

Taking into account that T(x) must be finite for x → +∞, one receives the solution of
the boundary value problem (1) and (2) as

T(x, t) =
Q0

2kσ
exp(−σx + iωt), σ := (1 + i)

√
ω

2α
. (3)

Using a multiplication with 1 = i+1√
2

exp (−i π
4 ) and further simplifications, one obtains

a more significant expression given as

T(x, t) =
Q0

2e
√

ω
exp

(
− x

µ

)
exp

[
i
(

ωt− x
µ
− π

4

)]
, (4)

where

µ :=

√
2α

ω
(5)

is the so-called thermal diffusion length.
Hence, thermal waves are significantly dampened, where µ controls the penetration

depth into the material. For small thermal diffusivity α, the thermal waves do only slightly
propagate into the interior of the material. In contrast, by decreasing the modulation
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frequency ω, a deeper penetration of the thermal waves into the material is obtained. This
phenomenon is very useful in the photothermal measurement of layer thicknesses.

Furthermore, note that there occurs a progressive phase shift using

ϕ = − x
µ
− π

4
(6)

between the temperature at the surface and a point x located at the propagating thermal
wave in the material. Thus, at the surface x = 0, an expressive phase difference of −45◦

between the excitation source and the resulting surface temperature can be observed.

2.2. Transmission and Reflection

If the irradiated object is not a semi-infinite medium but a composition of at least
two materials M and M̃ (with thermal effusivities e and ẽ, respectively), the thermal wave
travels through M first towards M̃ and, if the planar thermal wave propagation direction is
perpendicular to its interface, the thermal reflection and transmission coefficients are

R =
1− b
1 + b

, T = 1 + R =
2

1 + b
(7)

with

b =
ẽ
e

(8)

being the thermal refraction index, which characterizes the thermal contrast between the
two media. If there is no thermal contrast, i.e., if e = ẽ, it follows that R = 0. In this case,
there would be no significant reflection from this interface and, therefore, no contribution
to thermal wave interference effects influencing the surface temperature. Thus, for a
determination of coating layer thicknesses it is crucial to guarantee that the materials are
distinguishable, i.e., b 6= 1.

In the following, whenever indices j = 1, . . . , n are added to the reflection or trans-
mission coefficient, this is assigned to the interface between the materials Mj and Mj+1.
The direction of these coefficients has to be understood downwards, cf. Figure 1. For the
upward direction, a prime is added to the notation. For example,

Rn := RMn→Mn+1 ,

T′1 := TM2→M1 .

The only exception regarding the direction is for R0 and T0, where the top surface of
first layer material M1 is exposed to air M0, i.e.,

R0 := RM1→M0 ,

T0 := TM1→M0 .

The reader is referred to [4] for a more detailed derivation of the expressions above.

2.3. Basics of Thermal Wave Interference

In this subsection, the basics of thermal wave interference using an investigation of
the cases of n = 1 and n = 2 coatings are discussed. Here, mathematical formulas are well
established, cf. [4,18,19]. For the convenience of the reader, the results are summarized
before the insights are extended to multi-layered coating systems.

2.3.1. One-Layered Coatings on a Substrate

Consider the following system of two layers consisting of media M1 and M2, as
illustrated in Figure 4.
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Transmitted thermal waves

Transmitted thermal waves

L1

L2

M1(α1, e1)

M2(α2, c2)

M0(α0, e0)

Figure 4. Thermal wave interference in one coating layer on a thermally thick substrate material.

Assume that both media M1 and M2 have homogeneous thermophysical properties
and that M1 has thickness L1 and M2 has thickness L2. Furthermore, assume that M2 is
thermally thick. That means that L2 is significantly larger than the thermal diffusion length
µ2. This assumption is not unusual, as the substrate is often much thicker than the applied
coating. This guarantees that the transmitted thermal waves into the substrate do not
have an effect on the surface temperature because they can be neglected due to the large
attenuation. Moreover, assume that the whole system is exposed to air (denoted by M0).
Suppose that the surface is illuminated by a plane, normal and periodic heating.

The single wave trains that are generated near the surface x = 0 propagate towards
the interface between the two media and back towards the surface of M1. When meeting
any interfaces, the waves are partially reflected and transmitted. Thermal wave interference
effects occur, meaning that the surface temperature at x = 0 is a sum of all thermal wave
trains. In general, when a thermal wave has traveled a distance x > 0 the amplitude will
be damped by exp(−σx), where σ = (1 + i) 1

µ is the complex wave number. Hence, for the
first reflection order wave train in material M1, the thermal wave has a propagation path
of length 2L1 leading to an attenuation by exp(−2σ1L1). The following figures include
sketches of thermal wave trains and give the impression that there is a lateral diffusion in the
material itself. This, however, does not hold true since only one-dimensional propagation
is present. The sketches serve only for graphic visualization.

Note that no bulk absorption of the absorbed radiation is considered in this arti-
cle. This means that the photothermal effect provides surface heating only, i.e., thermal
waves originate exclusively near x = 0. The presented references distinguish between the
following two cases:

(1) Waves that are first reflected from the interface between M0 and M1, see Figure 5:
Let an denote the nth reflection order wave and R0(R1) the reflection coefficient
at the interface between M0 and M1 (M1 and M2, respectively). Furthermore, let
T0(T′0) denote the transmission coefficients at the interface between M0 and M1 in
the upward (downward) direction. Since the single wave trains are reflected at the
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interface “infinitely” often, one obtains the following series corresponding to the
surface temperature:

∞

∑
n=0

an = T0 A0

∞

∑
n=1

(1 + Rn
0 Rn

1 exp (−2nσ1L1))

= T0 A0

∞

∑
n=0

Rn
0 Rn

1 exp (−2nσ1L1)

= T0 A0

∞

∑
n=0

[R0R1 exp (−2σ1L1)]
n

= T0 A0
1

1− R0R1 exp (−2σ1L1)

=
T0 A0

1− R0R1 exp (−2σ1L1)
,

(9)

where the geometric series formula is used, since |R0R1 exp (−2σ1L1)| < 1 holds true.
(2) For waves that are first reflected from the interface between M1 and M2, see Figure 6,

let bn denote the nth reflection order wave. Analogous to the first case, one obtains
the following expression corresponding to the surface temperature fraction:

∞

∑
n=0

bn = T0 A0R1 exp (−2σ1L1)
∞

∑
n=1

(1 + Rn
0 Rn

1 exp (−2nσ1L1))

= T0 A0R1 exp (−2σ1L1)
∞

∑
n=0

Rn
0 Rn

1 exp (−2nσ1L1)

= T0 A0R1 exp (−2σ1L1)
∞

∑
n=0

[R0R1 exp (−2σ1L1)]
n

= T0 A0R1 exp (−2σ1L1)
1

1− R0R1 exp (−2σ1L1)

=
T0 AR1 exp (−2σ1L1)

1− R0R1 exp (−2σ1L1)
,

(10)

where the geometric series formula is used, since |R0R1 exp (−2σ1L1)| < 1 holds true.

a2 a3 . . .a4a6
M1(α1, e1)

M2(α2, e2)

Figure 5. Waves that are reflected first at the interface between M0 and M1.
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b3 b2 b5 . . .b3
M1(α1, e1)

M2(α2, e2)

Figure 6. Waves that are reflected first at the interface between M1 and M2.

By summing up both series, one obtains the thermal wave interference expression at
the surface:

∞

∑
n=0

an +
∞

∑
n=0

bn = T0 A0

[
1 + R1 exp (−2σ1L1)

1− R0R1 exp (−2σ1L1)

]
=: T̃(x = 0). (11)

This provides the following expression for the time-dependent temperature at the surface:

T(x = 0, t) = T̃(x = 0) exp
[
i(ωt− π

4
)
]
. (12)

Note that the phase shift in this formula, given by π
4 , is excluded and has the meaning

of normalizing the temperature by subtracting an “infinitely” thick layer, cf. Equation (6).
The wave vector σ1 = (1 + i)

√
ω

2α1
= (1 + i) 1

µ1
is complex and so is the temperature

amplitude. It can be split into its real and imaginary parts providing an expression in polar
coordinates. To this end, one sets

σ1 = Re(σ1) + iIm(σ1) =
1

µ1
+ i

1
µ1

:= σ′1 + iσ′′1 .

and calculate

Re
[
T̃(x = 0)

]
=

1− R2
0R2

1 exp (−4 L1
µ1
) + R1 exp (−2 L1

µ1
) cos(−2 L1

µ1
)[1− R1][

1− R2
0R2

1 exp (−2 L1
µ1
) cos (−2 L1

µ1
)
]2

+
[

R0R1 exp (−2 L1
µ1
) sin (−2 L1

µ1
)
]2

and

Im
[
T̃(x = 0)

]
=

[1 + R0]
[

R1 exp (−2 L1
µ ) sin (−2 L1

µ1
)
]

[
1− R2

0R2
1 exp (−2 L1

µ1
) cos (−2 L1

µ1
)
]2

+
[

R0R1 exp (−2 L1
µ1
) sin (−2 L1

µ1
)
]2 .

Define x := −2L1
µ1

. Then the amplitude AT̃ is obtained using
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AT̃ =

√
Re
[
T̃(x = 0)

]2
+ Im

[
T̃(x = 0)

]2
=

√[
1 + R1(1− R0) exp (x) cos (x)− R2

1R0 exp(2x)
]2

+ [R1(1 + R0) exp (x) sin (x)]2

[1− R0R1 exp (x) cos (x)]2 + [R0R1 exp (x) sin (x)]2

(13)

as well as the phase angle ϕT̃

ϕT̃ = tan−1

[
Im
[
T̃(x = 0)

]
Re
[
T̃(x = 0)

] ]

= tan−1

[
[1 + R0][R1 exp (x) sin (x)]

1 + (1− R0)R1 exp (x) cos (x)− R2
1R0 exp (2x)

] (14)

which provides an expression for the complex temperature amplitude at the surface in
polar coordinates, i.e.,

T̃(x = 0) = AT̃ exp (iϕT̃).

The advantage is that the amplitude, as well as the phase, are measurable real val-
ued expressions.

2.3.2. Two-Layered Coatings on a Substrate

Next, consider the following system of three layers, M1–M3, having thicknesses L1–L3,
where M3 is assumed to be thermally thick.

Obviously, adding a second coating layer increases the complexity in which thermal
wave trains can possibly propagate in the system, see, for example, the blue arrows in
Figure 7. The first interface for the case n = 1 was a coating-to-substrate interface, while
for n = 2 the first interface is a coating-to-coating interface. Transmitted thermal waves
can no longer be ignored, because the second layer is not thermally thick anymore, i.e., the
reflections still contribute to the surface temperature significantly, although they have a
longer propagation path. A very elegant way of summarizing all possible wave trains is
done by replacing a complex-valued effective reflection coefficient Γ1 for the real-valued
reflection coefficient R1 from Equation (11), cf. [4,19].

Again, by introducing a new layer, the reflection process expands after passing the
interface between M1 and M2 and appear at a lower level, too. Thus, interference effects
occur in the new layer with material M2 as well. This implies that the reflection coefficient
R1 is not sufficient to describe the whole process anymore, so it is necessary to change the
expression in R1 analogously to the derivation in Equation (9) as

Γ1 := R1 + T1T′1R2 exp (−2σ2L2)
∞

∑
n=0

(
R′1R2 exp (−2σ2L2)

)n

= R1 + (1− R2
1)R2 exp (−2σ2L2)

∞

∑
n=0

(−R1R2 exp (−2σ2L2))
n

= R1 +
(

R2 exp (−2σ2L2)− R2
1R2 exp (−2σ2L2)

) 1
1 + R1R2 exp (−2σ2L2)

=
R1 + R2 exp (−2σ2L2)

1 + R1R2 exp (−2σ2L2)
.

(15)

Here, T1 (T′1) denotes the transmission coefficients in a downward (upward) direction
at the M1–M2 interface. Using R1 (R′1), one denotes the reflection coefficients at the same
interface, where the thermal wave train stays in M1 (M2). Analogously, R2 is the reflection
coefficient for thermal waves in M2 that stay in M2.
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Transmitted thermal waves

Transmitted thermal waves

L2

L3

L1

M2(α2, e2)

M3(α3, e3)

M1(α1, e1)

M0(α0, e0)

Figure 7. System of two layers of coatings M1–M2 and one layer of substrate M3.

Therefore, because of R′1 = −R1, the geometric series formula can be used again, since
| − R1R2 exp (−2σ2L2)| < 1. Note that

lim
L2→∞

Γ1 = R1, (16)

which effectively represents the case n = 1 again, if the second coating layer would be
infinitely thick (or at least thermally thick).

The quantity Γ1 is called the effective reflection coefficient. Since the thermal inter-
ference processes are the same in the first layer as discussed before, one ends up with the
following surface temperature for n = 2:

T(x = 0, t) = T0 A0

[
1 + Γ1 exp (−2σ1L1)

1− R0Γ1 exp (−2σ1L1)

]
exp

[
i
(

ωt− π

4

)]
=: T̃(x = 0) exp

[
i
(

ωt− π

4

)]
.

(17)

Once again, this expression provides a term for the amplitude,

AT̃ =

√
Re
[
T̃(x = 0)

]2
+ Im

[
T̃(x = 0)

]2, (18)



Appl. Sci. 2023, 13, 4185 12 of 25

as well as for the phase angle,

ϕT̃ = tan−1

[
Im
[
T̃(x = 0)

]
Re
[
T̃(x = 0)

] ], (19)

yielding

T̃(x = 0) = AT̃ exp (iϕT̃).

2.4. Generalization to Multi-Layered Coating Systems

The subject of the investigations is to make use of the insights outlined before and
generalize Formula (17) for a multi-layered coating system; see Figure 8. Consider the
following system consisting of n ∈ N layers of coatings with material M1–Mn having
thicknesses L1–Ln on a thermally thick substrate material Mn+1.

Transmitted thermal waves

Transmitted thermal waves

Ln

Ln+1

Ln−1

L1

Mn(αn, en)

Mn+1(αn+1, en+1)

Mn−1(αn−1, en−1)

M1(α1, e1)

...

Figure 8. System of n layers of coating materials M1–Mn and one layer of substrate Mn+1.
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For n = 2, the idea was to look at the last reflection coefficient from the case n = 1 and,
since a new layer is added, replace it by some effective reflection coefficient Γ1 including
all potential wave trains that are apparent in the new system. This principle can be
extended further, which leads to nested effective reflection coefficients, i.e., one defines Γj
recursively with

Γn := Rn,

Γj :=
Rj + Γj+1 exp (−2σj+1Lj+1)

1 + RjΓj+1 exp (−2σj+1Lj+1)
, j = n− 1, . . . , 1.

(20)

Although the generalized formula for the surface temperature of multi-layered coating
systems looks as for n = 2, i.e.,

T(x = 0, t) =
[

A0T0
1 + Γ1 exp (−2σ1L1)

1− R0Γ1 exp (−2σ1L1)

]
︸ ︷︷ ︸

=:AT̃ exp(iϕT̃), AT̃∈R+ ,ϕT̃∈R

exp
[
i
(

ωt− π

4

)]
, (21)

the effective reflection coefficient Γ1 now contains all the significant information about
the coating system, such as the layer thicknesses (L1, . . . , Ln), the thermal diffusivities
(α1, . . . , αn), and the thermal effusivities (e1, . . . , en+1). Note that αn+1 and Ln+1 are not of
any interest because the substrate is thermally thick, but en+1 is needed for the calculation
of Γn.

3. Layer Thickness Determination

After a mathematical model for the physical process of thermal wave interference has
been deduced, the inverse problem of computing (L1, . . . , Ln) from phase angle measure-
ments can be formulated. Furthermore, the situation of unknown thermal properties will
be addressed, and a solution will be presented in a separate subsection.

3.1. Forward and Inverse Operator

As discussed in the preceding section, the thermal properties needed for the calculation
of the surface temperature of a coating system with n layers can be summarized with
the vector

p := (α1, . . . , αn, e1, . . . , en+1)
T ∈ R2n+1

+ . (22)

For m ∈ N and frequencies ω := (ω1, . . . , ωm)T , define the forward operator

Fn : Rn
+ → Rm, (L1, . . . , Ln)

T =: L 7→ ϕT̃ , (23)

which maps L ∈ Rn
+ to vector of phase angles ϕT̃ ∈ Rm, cf. Equation (21). Note, that in (23)

the dependencies on p and ω were dropped since these are kept fixed, but it is sometimes
practicable to use the extended notations,

ϕT̃ = Fn(L) = Fn(L, p) = Fn(L, p, ω). (24)

For the determination of (L1, . . . , Ln), assume that an infrared camera measures the
temperature response of such a system for every frequency. After some post-processing of
the signals (cf. [5,20,21]), the phase angle data

ϕT̃ ,meas ∈ Rm

are given.
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The inverse operator is defined by

Gn : Rm → Rn
+

Gn(ϕT̃ ,meas) := arg min
L∈Rn

+

||Fn(L)−ϕT̃ ,meas||
2
2, (25)

which maps the phase angle data to the layer thickness vector by minimizing a nonlinear
least-squares functional. Here, ‖ · ‖2 denotes the Euclidean norm.

3.2. Unknown Thermal Properties and Issues with All-at-Once Optimization

The approach (Equation (25)) seems unusable for real-world applications as the ther-
mal properties of every coating layer must be known. For example, in the automotive
industry, paint mixtures are changed occasionally, and it does not make sense to perform a
complex thermal analysis each time. In general, what is available for the calibration of any
nondestructive testing device are different samples of a fixed multi-layered coating setup
with varying but known coating layer thicknesses. These are typically measured either in
a destructive (e.g., cross-sectional images under the microscope, etc.) or non-destructive
(e.g., laser triangulation, X-ray, etc.) way. Whether this coating layer thickness information
of every layer in every sample is gathered before or after the frequency scans and phase
angle data collection with an infrared camera depends on the method in use. However,
it is worth noting that this process only needs to be performed once for each coating
system setup.

In the following, a concept to identify the needed thermal properties in order to
determine (L1, . . . , Ln) of such coating systems is presented. As a first idea, one can replace
the functional from Equation (25) with

min
(p,L)
||Fn(p, L)−ϕT̃ ,meas||

2
2, (26)

which represents an all-at-once approach, i.e., all unknown parameters are determined
simultaneously. Unfortunately, this approach shows the following ambiguity issue: For
every j = 1, . . . , n, terms of the form

exp(−2σjLj) = exp(−2(1 + i)

√
ω

2αj
Lj)

imply

Lj
√

αj
=

c̃ · Lj√
c̃2 · αj

for c̃ > 0,

i.e.,
||Fn(p, L)−ϕT̃ ,meas||2 = ||Fn(c̃2 p, c̃L)−ϕT̃ ,meas||2,

since the thermal contrast between the layers and, thus, the reflection coefficients are
identical. Hence, it is necessary to decouple the determination of p ∈ R2n+1

+ and L ∈ Rn
+.

This can be done by utilizing the sample data in a clever way.
Assume that k ∈ N samples (n coating layers with different but known Lj :=

(L1,j, . . . , Ln,j)
T for j = 1, . . . , k) are available for the calibration process. Modulation

of every sample surface by the frequencies ω ∈ Rm
+ leads to a total amount of m× k phase

angle values, i.e.,

(
ϕT̃ ,meas,j

)
j=1,...,k

.
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For 1 < k1 < k, the entire batch of sample data is divided in two sets

S1 =
(

ϕT̃ ,meas,j

)
j=1,...,k1︸ ︷︷ ︸

Training or calibration set

and S2 =
(

ϕT̃ ,meas,j

)
j=k1+1,...,k︸ ︷︷ ︸

Test or confirmation set

(27)

and proceeded with the following steps.
STEP 1: Determine thermal properties from S1, i.e.,

p̄ := arg min
p∈R2n+1

+

k1

∑
j=1
||Fn(p, Lj)−ϕT̃ ,meas,j||

2
2.

STEP 2: Feed the thermal properties from STEP 1 into the objective functional and
determine the coating layer thicknesses of sample j by

L̄j := arg min
L∈Rn

+

||Fn(p̄, L)−ϕT̃ ,meas,j||
2
2

for j = k1 + 1, . . . , k . Evaluate the results for S2 by calculating the error

k

∑
j=k1+1

‖L̄j − Lj‖2
2. (28)

If the error (28) is sufficiently small, depending on the accuracy requirements of the
manufacturing process itself, the coating system setup is calibrated and tested successfully.
If a higher accuracy is needed, further samples need to be processed, or k1 needs to be
adjusted. Of course, the usage of more frequencies also improves the quality of the data.

4. Numerical Experiments

In this section, the implementation of (25) is presented and numerical experiments are
discussed. For the minimization process

min
L∈Rn

+

||Fn(L)−ϕT̃ ,meas||
2
2,

the function lsqnonlin from the MATLAB Optimization Toolbox is used, which provides a
solver for nonlinear least-square problems by utilizing a reflective trust-region algorithm.
The function requires an initial value L0 ∈ Rn

+. Optionally, also a lower and upper bound
(Llb, Lub ∈ Rn

+) can be specified, where the order relation is to be understood component-
wise. The reader is referred to the lsqnonlin documentation website for further details.

The following numerical simulations investigate the one-layered, the two-layered,
and the three-layered system, i.e., n ∈ {1, 2, 3} coating layers of different paints on top of a
thermally thick aluminum substrate material modeling the painting line in the automotive
industry. The thermophysical properties of the included materials are known and given by
Table 1:

Table 1. Thermal properties used in the experiments.

Material Thermal Diffusivity[
×10−6 m2s−1] Thermal Effusivity[

×103 Ws1/2m−2K−1
]

Paint layer 1 0.210 3.163
Paint layer 2 0.222 1.570
Paint layer 3 0.354 1.243

Substrate layer (aluminum) 93.3 24.6
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These values are needed in order to be able to determine the thermal diffusion lengths
of every material and the effective reflection coefficients on the interfaces.

In each experiment, the substrate layer is the same, and the coating layers are chosen
in ascending order. Therefore, the case n = 1 represents the paint layer 1 on the aluminum
substrate, whereas for n = 2, the paint layer 2 is between the paint layer 1 and the substrate.
For n = 3, also paint layer 3 is between paint layer 2 and the substrate. For reasons
of simplicity, each coating layer possesses the same thickness of Liexact = 5 × 10−5 m
(i = 1, . . . , n), i.e.,

Lexact = (L1exact, . . . , Lnexact)
T . (29)

In order to vary the penetration depth of the thermal waves, the excitation frequency
f (and therefore the angular frequency ω = 2π f ) can be adjusted. In this context, it
is worth noting that it is recommended to use sufficiently small frequencies leading to
deeper penetration of all materials in every setting. In order to test whether it is possible
to reconstruct the exact layer thicknesses from the phase angle data, the data need to
be generated by forward calculation (23), i.e., for given frequencies ω = (ω1, . . . , ωm)
one computes

Fn(Lexact) =: ϕT̃ ,meas ∈ Rm. (30)

For every experiment, 20 initial values are chosen in the interval of [1, 9] × 10−5

with equidistant spacing. The results in the following tables show the reconstructed
Licalculated, i = 1, . . . n as well as the average relative error of the phase angles

error(ω1, . . . , ωm) :=
1
m

m

∑
j=1

error(ωj), (31)

where error(ωj) is the relative error of the phase angle associated with the j-th frequency.
The relative error is calculated by the absolute value of the difference of the phase angle of
the exact thickness and the calculated thickness, divided by the phase angle of the exact
thickness.

4.1. Experiment 1, n = 1

Let L1exact = 5 × 10−5 m be the exact thickness of the first layer (Paint layer 1,
cf. Table 1) on the thermally thick aluminum substrate. The experimental parameters
are as follows:

(1.1) Set 20 initial values L1initial ∈ [1× 10−5, 9× 10−5] with equidistant spacing. The given
angular modulation frequencies are

(1.1.1) ω1 = 2 ∗ π ∗ 2 Hz,
(1.1.2) ω1 = 2 ∗ π ∗ 10 Hz,
(1.1.3) ω1 = 2 ∗ π ∗ 0.5 Hz,
(1.1.4) ω1 = 2 ∗ π ∗ 2 Hz and ω2 = 2 ∗ π ∗ 10 Hz.

The results are shown in Table 2, Table 3, Table 4 and Table 5, respectively.

Table 2. Results for case (1.1.1).

L1initial [m] L1calculated [m] error(ω1)

1.0000× 10−5 4.9994× 10−5 0.7370× 10−5

1.4211× 10−5 4.9999× 10−5 0.1027× 10−5

1.8421× 10−5 4.9968× 10−5 4.1142× 10−5

2.2632× 10−5 4.9993× 10−5 0.9605× 10−5
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Table 2. Cont.

L1initial [m] L1calculated [m] error(ω1)

2.6842× 10−5 4.9999× 10−5 0.1407× 10−5

3.1053× 10−5 4.9966× 10−5 4.3653× 10−5

3.5263× 10−5 4.9994× 10−5 0.7325× 10−5

3.9474× 10−5 4.9935× 10−5 8.4819× 10−5

4.3684× 10−5 4.9995× 10−5 0.6739× 10−5

4.7895× 10−5 4.9992× 10−5 1.0291× 10−5

5.2105× 10−5 4.9966× 10−5 4.3676× 10−5

5.6316× 10−5 6.2229× 10−5 0.0868× 10−5

6.0526× 10−5 6.2234× 10−5 0.6743× 10−5

6.4737× 10−5 6.2236× 10−5 0.8532× 10−5

6.8947× 10−5 6.223× 10−5 0.1680× 10−5

7.3158× 10−5 6.2242× 10−5 1.5370× 10−5

7.7368× 10−5 6.2276× 10−5 5.4253× 10−5

8.1579× 10−5 6.2229× 10−5 0.1068× 10−5

8.5789× 10−5 6.2231× 10−5 0.3171× 10−5

9.0000× 10−5 6.2234× 10−5 0.7212× 10−5

Table 3. Results for case (1.1.2).

L1initial [m] L1calculated [m] error(ω1)

1.0000 × 10−5 94.924 × 10−5 0.0342 × 10−5

1.4211 × 10−5 94.857 × 10−5 29.775 × 10−5

1.8421 × 10−5 94.915 × 10−5 4.3449 × 10−5

2.2632 × 10−5 94.917 × 10−5 3.2181 × 10−5

2.6842 × 10−5 5.0000 × 10−5 0.5194 × 10−5

3.1053 × 10−5 5.0000 × 10−5 0.0112 × 10−5

3.5263 × 10−5 5.0000 × 10−5 0.6524 × 10−5

3.9474 × 10−5 5.0000 × 10−5 0.0223 × 10−5

4.3684 × 10−5 5.0003 × 10−5 4.0777 × 10−5

4.7895 × 10−5 5.0000 × 10−5 0.0370 × 10−5

5.2105 × 10−5 5.0000 × 10−5 0.0229 × 10−5

5.6316 × 10−5 5.0000 × 10−5 0.7152 × 10−5

6.0526 × 10−5 5.0002 × 10−5 2.4991 × 10−5

6.4737 × 10−5 5.0002 × 10−5 3.4363 × 10−5

6.8947 × 10−5 5.0001 × 10−5 1.4903 × 10−5

7.3158 × 10−5 5.0000 × 10−5 0.6603 × 10−5

7.7368 × 10−5 5.0000 × 10−5 0.0638 × 10−5

8.1579 × 10−5 5.0000 × 10−5 0.1409 × 10−5

8.5789 × 10−5 5.0001 × 10−5 2.0624 × 10−5

9.0000 × 10−5 5.0000 × 10−5 0.0060 × 10−5



Appl. Sci. 2023, 13, 4185 18 of 25

Table 4. Results for case (1.1.3).

L1initial [m] L1calculated [m] error(ω1)

1.0000 × 10−5 4.9997 × 10−5 2.0102 × 10−5

1.4211 × 10−5 4.9999 × 10−5 0.4557 × 10−5

1.8421 × 10−5 5.0000 × 10−5 0.0763 × 10−5

2.2632 × 10−5 5.0000 × 10−5 0.0070 × 10−5

2.6842 × 10−5 4.9998 × 10−5 7.2456 × 10−5

3.1053 × 10−5 4.9998 × 10−5 1.6766 × 10−5

3.5263 × 10−5 5.0000 × 10−5 0.2480 × 10−5

3.9474 × 10−5 5.0000 × 10−5 0.0143 × 10−5

4.3684 × 10−5 4.9994 × 10−5 4.2977 × 10−5

4.7895 × 10−5 5.0000 × 10−5 0.0465 × 10−5

5.2105 × 10−5 5.0000 × 10−5 0.0533 × 10−5

5.6316 × 10−5 4.9992 × 10−5 5.7583 × 10−5

6.0526 × 10−5 5.0000 × 10−5 0.0444 × 10−5

6.4737 × 10−5 4.9999 × 10−5 0.9854 × 10−5

6.8947 × 10−5 4.9987 × 10−5 9.5397 × 10−5

7.3158 × 10−5 5.0000 × 10−5 0.0695 × 10−5

7.7368 × 10−5 4.9998 × 10−5 1.7327 × 10−5

8.1579 × 10−5 4.9996 × 10−5 2.7074 × 10−5

8.5789 × 10−5 4.9997 × 10−5 2.4424 × 10−5

9.0000 × 10−5 4.9999 × 10−5 0.8905 × 10−5

Table 5. Results for case (1.1.4).

L1initial [m] L1calculated [m] error(ω1, ω2)

1.0000 × 10−5 5.0000 × 10−5 0.0114 × 10−5

1.4211 × 10−5 5.0001 × 10−5 0.7609 × 10−5

1.8421 × 10−5 5.0000 × 10−5 0.0022 × 10−5

2.2632 × 10−5 5.0001 × 10−5 6.7586 × 10−5

1.1306 × 10−5 5.0000 × 10−5 0.1085 × 10−5

3.1053 × 10−5 5.0000 × 10−5 0.0001 × 10−5

3.5263 × 10−5 5.0000 × 10−5 0.2329 × 10−5

3.9474 × 10−5 5.0001 × 10−5 0.7588 × 10−5

4.3684 × 10−5 5.0000 × 10−5 0.1635 × 10−5

4.7895 × 10−5 5.0000 × 10−5 0.0003 × 10−5

5.2105 × 10−5 5.0000 × 10−5 0.0003 × 10−5

5.6316 × 10−5 5.0000 × 10−5 0.0072 × 10−5

6.0526 × 10−5 5.0000 × 10−5 0.2296 × 10−5

6.4737 × 10−5 5.0000 × 10−5 0.1868 × 10−5

6.8947 × 10−5 5.0000 × 10−5 0.0174 × 10−5

7.3158 × 10−5 5.0002 × 10−5 2.2731 × 10−5
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Table 5. Cont.

L1initial [m] L1calculated [m] error(ω1, ω2)

7.7368 × 10−5 5.0000 × 10−5 0.0002 × 10−5

8.1579 × 10−5 5.0000 × 10−5 0.0023 × 10−5

8.5789 × 10−5 5.0000 × 10−5 0.1058 × 10−5

9.0000 × 10−5 5.0001 × 10−5 0.2437 × 10−5

4.2. Experiment 2, n = 2

Consider the system of three total layers (Paint Layer 1 on Paint Layer 2 on Alu-
minum Substrate) with specified thermophysical properties according to Table 1. Let
L1exact = L2exact = 5× 10−5 m be the exact thicknesses of the coating layers. The experi-
mental parameters are as follows:

(2.1) Set 20 initial values Linitial := L1initial = L2initial ∈ [1× 10−5, 9× 10−5] with equidistant
spacing. The given angular modulation frequencies are

(2.1.1) ω1 = 2 ∗ π ∗ 10 Hz,
(2.1.2) ω1 = 2 ∗ π ∗ 10 Hz, ω2 = 2 ∗ π ∗ 0.5 Hz,
(2.1.3) ω1 = 2 ∗ π ∗ 10 Hz, ω2 = 2 ∗ π ∗ 0.5 Hz, ω3 = 2 ∗ π ∗ 2 Hz.

The results are shown in Table 6, Table 7 and Table 8, respectively.

Table 6. Results for case (2.1.1).

Linitial [m] L1calculated [m] L2calculated [m] error(ω1)

1.0000 × 10−5 17.326 × 10−5 65.032 × 10−5 78.548 × 10−5

1.4211 × 10−5 7.3241 × 10−5 4.8581 × 10−5 <0.0001 × 10−5

1.8421 × 10−5 5.0534 × 10−5 4.9787 × 10−5 <0.0001 × 10−5

2.2632 × 10−5 4.8032 × 10−5 5.0848 × 10−5 <0.0001 × 10−5

2.6842 × 10−5 4.7396 × 10−5 5.1143 × 10−5 <0.0001 × 10−5

3.1053 × 10−5 4.7231 × 10−5 5.1222 × 10−5 <0.0001 × 10−5

3.5263 × 10−5 4.7291 × 10−5 5.1193 × 10−5 <0.0001 × 10−5

3.9474 × 10−5 4.7551 × 10−5 5.1070 × 10−5 <0.0001 × 10−5

4.3684 × 10−5 4.8088 × 10−5 5.0823 × 10−5 <0.0001 × 10−5

4.7895 × 10−5 4.9120 × 10−5 5.0367 × 10−5 <0.0001 × 10−5

5.2105 × 10−5 5.1355 × 10−5 4.9474 × 10−5 <0.0001 × 10−5

5.6316 × 10−5 5.6868 × 10−5 4.7807 × 10−5 <0.0001 × 10−5

6.0526 × 10−5 6.762 × 10−5 4.7025 × 10−5 <0.0001 × 10−5

6.4737 × 10−5 7.9035 × 10−5 5.3621 × 10−5 <0.0001 × 10−5

6.8947 × 10−5 8.2654 × 10−5 6.4008 × 10−5 <0.0001 × 10−5

7.3158 × 10−5 8.3334 × 10−5 7.1544 × 10−5 <0.0001 × 10−5

7.7368 × 10−5 8.3390 × 10−5 7.7110 × 10−5 <0.0001 × 10−5

8.1579 × 10−5 8.3264 × 10−5 8.1627 × 10−5 <0.0001 × 10−5

8.5789 × 10−5 8.3066 × 10−5 8.5585 × 10−5 <0.0001 × 10−5

9.0000 × 10−5 8.2829 × 10−5 8.9234 × 10−5 <0.0001 × 10−5
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Table 7. Results for case (2.1.2).

Linitial [m] L1calculated [m] L2calculated [m] error(ω1, ω2)

1.0000 × 10−5 18.889 × 10−5 1.9151 × 10−5 44.006 × 10−5

1.4211 × 10−5 19.935 × 10−5 2.1721 × 10−5 44.389 × 10−5

1.8421 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0002 × 10−5

2.2632 × 10−5 4.9998 × 10−5 4.9999 × 10−5 4.1326 × 10−5

2.6842 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.4324 × 10−5

3.1053 × 10−5 5.0004 × 10−5 4.9993 × 10−5 13.426 × 10−5

3.5263 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.1056 × 10−5

3.9474 × 10−5 5.0004 × 10−5 4.9994 × 10−5 9.3668 × 10−5

4.3684 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.5015 × 10−5

4.7895 × 10−5 4.9999 × 10−5 4.9999 × 10−5 4.0992 × 10−5

5.2105 × 10−5 4.9998 × 10−5 4.9999 × 10−5 4.4516 × 10−5

5.6316 × 10−5 5.0001 × 10−5 4.9999 × 10−5 2.0283 × 10−5

6.0526 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0023 × 10−5

6.4737 × 10−5 5.0001 × 10−5 4.9999 × 10−5 1.9334 × 10−5

6.8947 × 10−5 5.0016 × 10−5 4.9983 × 10−5 26.734 × 10−5

7.3158 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.1466 × 10−5

7.7368 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.5318 × 10−5

8.1579 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.4338 × 10−5

8.5789 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0549 × 10−5

9.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 <0.0001 × 10−5

Table 8. Results for case (2.1.3).

Linitial [m] L1calculated [m] L2calculated [m] error(ω1, ω2, ω3)

1.0000 × 10−5 15.313 × 10−5 0.8709 × 10−5 33.538 × 10−5

1.4211 × 10−5 15.514 × 10−5 0.9573 × 10−5 33.539 × 10−5

1.8421 × 10−5 5.0036 × 10−5 4.9963 × 10−5 37.709 × 10−5

2.2632 × 10−5 5.0000 × 10−5 4.9998 × 10−5 3.7748 × 10−5

2.6842 × 10−5 15.333 × 10−5 0.8725 × 10−5 33,537 × 10−5

3.1053 × 10−5 5.0001 × 10−5 4.9999 × 10−5 1.4706 × 10−5

3.5263 × 10−5 5.0000 × 10−5 5.0000 × 10−5 1.3660 × 10−5

3.9474 × 10−5 5.0000 × 10−5 4.9999 × 10−5 3.8126 × 10−5

4.3684 × 10−5 5.0004 × 10−5 4.9996 × 10−5 11.900 × 10−5

4.7895 × 10−5 4.9999 × 10−5 4.9997 × 10−5 15.196 × 10−5

5.2105 × 10−5 4.9999 × 10−5 4.9998 × 10−5 11.240 × 10−5

5.6316 × 10−5 5.0001 × 10−5 4.9999 × 10−5 1.7407 × 10−5

6.0526 × 10−5 5.0020 × 10−5 4.9988 × 10−5 57.898 × 10−5

6.4737 × 10−5 5.0000 × 10−5 5.0000 × 10−5 1.1669 × 10−5

6.8947 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0049 × 10−5

7.3158 × 10−5 5.0000 × 10−5 5.0000 × 10−5 2.1155 × 10−5
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Table 8. Cont.

Linitial [m] L1calculated [m] L2calculated [m] error(ω1, ω2, ω3)

7.7368 × 10−5 4.9999 × 10−5 4.9998 × 10−5 13.515 × 10−5

8.1579 × 10−5 4.9999 × 10−5 4.9998 × 10−5 10.121 × 10−5

8.5789 × 10−5 5.0040 × 10−5 4.9959 × 10−5 120.84 × 10−5

9.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.3134 × 10−5

4.3. Experiment 3, n = 3

Consider the system of four total layers (Paint Layer 1 on Paint Layer 2 on Paint Layer
3 on Aluminum Substrate) with specified thermophysical properties according to Table 1.
Let L1exact = L2exact = L3exact = 5× 10−5 m be the exact thicknesses of the coating layers.
The experimental parameters are as follows:

(3.1) Set 20 initial values Linitial := L1initial = L2initial = L3initial ∈ [1× 10−5, 9× 10−5] with
equidistant spacing. The given angular modulation frequencies are

(3.1.1) ω1 = 2 ∗ π ∗ 10 Hz, ω2 = 2 ∗ π ∗ 0.5 Hz, ω3 = 2 ∗ π ∗ 2 Hz,
(3.1.2) ω1 = 2 ∗ π ∗ 10 Hz, ω2 = 2 ∗ π ∗ 0.5 Hz, ω3 = 2 ∗ π ∗ 2 Hz, ω4 = 2 ∗ π ∗ 20 Hz.

The results are shown in Table 9 and Table 10, respectively.

Table 9. Results for case (3.1.1).

Linitial [m] L1calculated [m] L2calculated [m] L3calculated [m] error(ω1, ω2, ω3)

1.0000 × 10−5 2.1765 × 10−5 29.0820 × 10−5 18.9870 × 10−5 0.0005 × 10−5

1.4211 × 10−5 0.2544 × 10−5 91.1770 × 10−5 128.6800 × 10−5 90.039 × 10−5

1.8421 × 10−5 1.8059 × 10−5 15.8800 × 10−5 0.0055 × 10−5 2312.4 × 10−5

2.2632 × 10−5 2.1765 × 10−5 29.0820 × 10−5 18.9870 × 10−5 0.0002 × 10−5

2.6842 × 10−5 2.1765 × 10−5 29.0820 × 10−5 18.9870 × 10−5 0.0001 × 10−5

3.1053 × 10−5 4.1989 × 10−5 23.6860 × 10−5 15.2140 × 10−5 0.0043 × 10−5

3.5263 × 10−5 4.1989 × 10−5 23.6860 × 10−5 15.2130 × 10−5 0.0064 × 10−5

3.9474 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0047 × 10−5

4.3684 × 10−5 5.0000 × 10−5 4.9996 × 10−5 5.0004 × 10−5 0.2555 × 10−5

4.7895 × 10−5 5.0000 × 10−5 4.9999 × 10−5 5.0001 × 10−5 0.0788 × 10−5

5.2105 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0014 × 10−5

5.6316 × 10−5 4.7559 × 10−5 10.1970 × 10−5 0.0743 × 10−5 1.1720 × 10−5

6.0526 × 10−5 4.7558 × 10−5 10.2230 × 10−5 0.0487 × 10−5 0.2688 × 10−5

6.4737 × 10−5 4.7554 × 10−5 10.2930 × 10−5 0.0206 × 10−5 5.9359 × 10−5

6.8947 × 10−5 4.1989 × 10−5 23.6860 × 10−5 15.2130 × 10−5 0.0801 × 10−5

7.3158 × 10−5 4.1989 × 10−5 23.6860 × 10−5 15.2130 × 10−5 0.0880 × 10−5

7.7368 × 10−5 4.1989 × 10−5 23.6860 × 10−5 15.2140 × 10−5 0.0191 × 10−5

8.1579 × 10−5 4.1989 × 10−5 23.6860 × 10−5 15.2130 × 10−5 0.0033 × 10−5

8.5789 × 10−5 4.1989 × 10−5 23.6870 × 10−5 15.2140 × 10−5 0.0877 × 10−5

9.0000 × 10−5 4.1989 × 10−5 23.6870 × 10−5 15.2150 × 10−5 0.1116 × 10−5
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Table 10. Results for case (3.1.2).

Linitial [m] L1calculated [m] L2calculated [m] L3calculated [m] error(ω1, ω2, ω3, ω4)

1.0000 × 10−5 1.2452 × 10−5 32.504 × 10−5 20.668 × 10−5 18.127 × 10−5

1.4211 × 10−5 1.2457 × 10−5 32.502 × 10−5 20.669 × 10−5 18.130 × 10−5

1.8421 × 10−5 0.7271 × 10−5 5.7177 × 10−5 14.2660 × 10−5 12.518 × 10−5

2.2632 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0001 × 10−5

2.6842 × 10−5 4.8862 × 10−5 10.8660 × 10−5 0.7625 × 10−5 962.51 × 10−5

3.1053 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0009 × 10−5

3.5263 × 10−5 5.0000 × 10−5 4.9999 × 10−5 5.0001 × 10−5 0.2282 × 10−5

3.9474 × 10−5 4.8838 × 10−5 10.969 × 10−5 0.8608 × 10−5 1727.7 × 10−5

4.3684 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0153 × 10−5

4.7895 × 10−5 5.0000 × 10−5 4.9999 × 10−5 5.0001 × 10−5 0.2920 × 10−5

5.2105 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.1136 × 10−5

5.6316 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0016 × 10−5

6.0526 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0176 × 10−5

6.4737 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0118 × 10−5

6.8947 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0125 × 10−5

7.3158 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0033 × 10−5

7.7368 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0013 × 10−5

8.1579 × 10−5 5.0000 × 10−5 5.0000 × 10−5 5.0000 × 10−5 0.0004 × 10−5

8.5789 × 10−5 4.8842 × 10−5 11.104 × 10−5 0.9958 × 10−5 993.35 × 10−5

9.0000 × 10−5 1.2467 × 10−5 32.497 × 10−5 20.6720 × 10−5 18.139 × 10−5

4.4. Observations

Regardless of the number of chosen layers, similar observations in each experiment can
be deduced. Accurate results are achieved for Li if the number of excitation frequencies is at
least as large as the number of searched layer thicknesses. Choosing only a single frequency
(Tables 2–4) for the one-layered case (Experiment 1, n = 1) shows that frequency adaption
is needed such that the data carry sufficient information for the solver to reconstruct the
thickness for every initial value. Here, Table 4 represents the overall best results for the
lowest frequency. Adding a second frequency (Table 5) does not seem to improve the results
and may appear unnecessary, but since it enriches the data, it stabilizes the minimization
process in such a way that the frequency adaption can be omitted. Choosing only a
single frequency (Table 6) for the two-layered case (Experiment 2, n = 2) is insufficient,
although it can generate good results when the initial value is close to the exact solution
Lexact = (5, 5)T × 10−5. Again, adding more frequencies to the process for Experiment 2,
one is able to reconstruct Li for the majority of the initial values.

Obviously, the average relative error error(ω1, . . . , ωm) is not an appropriate indicator
for the approximation accuracy of Li; see e.g., Table 2 for the initial value
L1initial = 5.6316× 10−5, where the relative average error is actually negligible, but the
calculated thickness shows a relative error of approximately 25 percent. This is a typical be-
havior of nonlinear inverse problems, suggesting that minimizing the objective functional
(Equation (25)), even with exact data, can lead to inexact solutions. Only in a few cases is
the algorithm unable to find an appropriate minimizer

Lcalculated = (L1calculated, . . . , Lncalculated)
T (32)
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at all, such that the residual is≈ 0; see e.g., Table 9 for the intial value Linitial = 1.4211× 10−5,
but the average relative error is approximately 90 percent. Here, the algorithm stops in
a local minimum since the initial value has not been chosen appropriately. Comparing
results for multiple initial values is therefore crucial in order to evaluate the calculated
Li. With increasing n, the structure of the objective functional gets more complex. This
often leads to strings of initial values getting trapped in undesired local minima, which
complicates the evaluation of the results. For example, the results of the last six initial
values in Table 9 give the impression that Lcalculated ≈ (4.2, 23.7, 15.2)T × 10−5 has to be
accepted as a solution, whereas the exact solution (5, 5, 5)T × 10−5 is only represented four
times in the middle section of the same table. Adding a fourth frequency (Table 10) resolves
this ambiguity and leads to the exact result.

5. Conclusions

In this article, multi-layered coating systems have been investigated consisting of
n ∈ N coating layers on a thermally thick substrate, which are periodically illuminated
using a planar, sinusoidal waveform with a fixed frequency. This illumination generates a
thermal wave of the same frequency, which is reflected and transmitted at the interfaces.
The surface temperature, which can be measured by an infrared camera, is a result of the
superposition of all thermal wave trains propagating through the system. A new model
was developed that describes the physical process of 1D thermal wave interference in
such setups. This model describes the dependencies of the coating layer thicknesses, the
frequency used, and the thermal properties of the layers to the measured phase angle data.
Given measured phase angles as data, the inverse operator was defined in order to compute
the coating layer thicknesses. The problem of unknown thermal properties was discussed,
and a concept to determine these in advance was proposed. Finally, numerical experiments
for the determination of the coating layer thicknesses were performed, which prove the
performance of the method and suggest that the amount of applied frequencies has to be
sufficiently large. Additionally, it has been demonstrated that the comparison of results of
multiple initial values is important for the evaluation process.
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Symbols and Abbreviations

The following abbreviations are used in this manuscript:

A0 Thermal wave amplitude at point of generation
α Thermal diffusivity
c Volumetric heat capacity
e Thermal effusivity
f Modulation frequency
ϕ Phase angle
Γ Effective reflection coefficient
k Thermal conductivity
L Layer thickness
M Material
Q0 Heat source intensity
R Reflection coefficient
σ Complex wave number
T Transmission coefficient
T̃ Complex temperature amplitude
T(x, t) Periodic temperature, dependent on position x and time t
µ Thermal diffusion length
ω Angular Modulation frequency
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