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ABSTRACT

Designing for the sense of touch is essential in creating convincing and realistic experiences
in virtual reality (VR). Through haptic feedback, visual representations gain tangibility,
which has been shown to positively influence task performance, realism, and a user’s sense
of presence. While previous work has explored a plethora of approaches to provide haptic
feedback in immersive virtual environments (IVEs), developing effective and convincing
tactile experiences still remains challenging. Reasons for this are manifold and include
the high complexity of the haptic sense, an unfamiliarity with the domain of haptics
in other fields, a high diversity of haptic interfaces, and a lack of understanding of the
need for including the user’s sense of touch. Our research contributes to the fields of VR
and haptic design by investigating how real-world touch experiences can enhance the
design of effective tactile experiences in IVEs. We propose different approaches that are
aimed at creating experiences such that users would be able to receive an impression
of the intended feedback during visuo-haptic exploration. Firstly, we investigate haptic
reproduction through capturing and fabricating surface microgeometry. We show that
fabrication processes can support the design of touch experiences inspired by real-world
haptic information. Furthermore, we build upon procedural haptic design by generating and
fabricating haptically-varying surface structures. We show that digital design processes are
able to generate flexible and universal structures that directly influence tactile dimensions,
such as roughness and hardness. By utilizing such structures in visuo-haptic settings,
the range of material perception can be extended. Lastly, we investigate correspondences
between different sensory modalities to enhance the design of tactile experiences. We show
that correspondences between visual and haptic modalities are able to support a wide gamut
of material and texture perception in IVEs. Moreover, we show that vocalizations can be
used to transfer design intent into effective haptic experiences, while providing a rapid
in-situ design process. Based on these contributions, this dissertation advances the fields of
VR and haptic design by contributing knowledge to the question of how effective tactile
experiences can be designed.
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ZUSAMMENFAS SUNG

Die Berücksichtigung des Tastsinns ist für die Schaffung überzeugender und realistischer
Erlebnisse in der virtuellen Realität (VR) unerlässlich. Durch haptisches Feedback gewinnen
visuelle Darstellungen an Greifbarkeit, was sich erwiesenermaßen positiv auf die Aus-
führung von Aufgaben, den Realismus und das Präsenzgefühl der Nutzer*innen auswirkt.
Während frühere Arbeiten eine Vielzahl von Ansätzen von haptischem Feedback in immer-
siven virtuellen Umgebungen (IVUs) erforscht haben, bleibt die Entwicklung effektiver und
überzeugender haptischer Erfahrungen eine Herausforderung. Die Gründe hierfür sind viel-
fältig und erstrecken sich von der hohen Komplexität des haptischen Sinns, der mangelnden
Vertrautheit mit dem Bereich der Haptik, die große Vielfalt an haptischen Schnittstellen
bis zu dem fehlenden Verständnis der Notwendigkeit für die Einbeziehung des Tastsinns
der Benutzer*innen. In dieser Arbeit leisten wir einen Beitrag zu den Bereichen VR und
haptischem Design, indem wir untersuchen, wie reale Berührungserfahrungen das Design
effektiver, taktiler Erfahrungen in IVUs verbessern können. Wir stellen verschiedene Ansät-
ze vor, die es Designer*innen ermöglichen, Erlebnisse so zu gestalten, dass die Nutzer*innen
einen realistischen Eindruck des beabsichtigten Feedbacks während der visuell-haptischen
Erkundung erhalten können. Zunächst untersuchen wir die haptische Reproduktion durch
die Erfassung und Herstellung von Oberflächen mit Mikrogeometrien. Wir zeigen, dass
Herstellungsprozesse, die durch haptischen Informationen aus der realen Welt inspiriert
wurden, das Design von haptischen Erfahrungen unterstützen können. Darüber hinaus
bauen wir auf dem prozeduralen haptischen Design auf, indem wir haptisch veränderliche
Oberflächenstrukturen erzeugen und herstellen. Wir zeigen, dass digitale Designprozesse
in der Lage sind, flexible und universelle Strukturen zu erzeugen, die taktile Dimensionen,
wie Rauheit und Härte, direkt beeinflussen. Durch den Einsatz solcher Strukturen in visuell-
haptischen Umgebungen kann die Bandbreite der Materialwahrnehmung erweitert werden.
Schließlich untersuchen wir Zusammenhänge zwischen verschiedenen Sinnesmodalitäten,
um die Gestaltung von taktilen Erfahrungen zu verbessern. Wir zeigen, dass Übereinstim-
mungen zwischen visuellen und haptischen Modalitäten in der Lage sind, eine breite Palette
von Material- und Texturwahrnehmungen in IVUs zu ermöglichen. Darüber hinaus zeigen
wir, dass Vokalisierung genutzt werden kann, um Designabsichten in effektive haptische
Erfahrungen zu überführen und gleichzeitig einen effizienten In-Situ-Designprozess zu
ermöglichen. Basierend auf diesen Forschungsergebnissen bringt diese Dissertation die
Bereiche VR und haptisches Design voran, indem sie Erkenntnisse zu der Frage liefert, wie
effektive haptische Erfahrungen gestaltet werden können.
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Part I

FOUNDAT ION





Every story starts with a beginning,
and every thesis with an introduction.

1
I N TRODUCT ION

In the following chapter, we illustrate the idea behind this dissertation through framing
the challenge of understanding and designing tactile experiences in our visually dominated
world. Next, we introduce the presented work and the research questions that guided our
investigations, and provide a breakdown of the contributions made. We further elaborate on
our research approach and methodology, and conclude the chapter with a general overview.

1.1 motivation

I remember the feeling of touching coral stone.

My wife and I visited the Hukuru Miskiy in Malé, one of the finest coral stone buildings still
remaining in the world. Built in 1658, this ornate old mosque is a testament to the artistry
of the Maldivian people, and a unique example of sea-culture architecture.

Modern technology allows me to share with others, to a certain degree, the experience of
visiting this place. I can illustrate the complexity of the building and its intricate carvings
with the pictures in Figure 1.1. Using video recordings, I would be able to share the experience
of walking in its presence and emphasize the shape and size of the construction. A digital
reconstruction would permit even further freedom to investigate the details hidden within
its decorations, while state-of-the-art virtual reality (VR) technology would allow us to
visually immerse ourselves into the enclosure’s surroundings and explore its location and
perhaps even understand its cultural importance. However, it still remains difficult to capture
and share the tangible impression such an artifact provides.

3
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Figure 1.1: The Malé Hukuru Miskiy. Here depicted, (left top) the view of the entrance taken
from Wikimedia Commons (2018), (left bottom) touching the surface reveals intricate
natural and carved features, and (right) detailed view of the stone’s material.

To share such a physical experience, I could verbally state that when running a finger
over the surface, the sensation of detailed engravings combined with naturally embossed
features leaves a rough, yet polished impression, or that in its tropical climate, the boulders
provide a refreshing temperature to the skin with a light sensation of wetness. Visual
depictions, such as pictures or video recordings, help us to investigate surface colors and
patterns, with reflections aiding in classifying the material somewhere in between smooth
concrete and rough marble. As these insights alone do not communicate the entirety of
the haptic experience, we remain left with a boiled down version of a complex perception.
The intricate feeling of touching the coral stone walls remains difficult to fully understand
without physical access to the material itself.

The story of the Hukuru Miskiy and its coral stone walls underlines that currently
there is no straightforward way of capturing and sharing a physical feeling. This poses a
challenge for immersive virtual environments (IVEs), where the sense of touch has been
shown to be crucial in providing plausible and convincing experiences. Motivated by this,
the work described in this dissertation investigates how to improve the design of tactile
experiences for virtual settings. To this aim, we propose different approaches, such that
users would be able to receive a realistic impression of the intended feedback during visuo-
haptic exploration. Specifically, we investigate (1) haptic reproduction through capturing
and fabricating surface microgeometry, (2) procedural haptic design by generating and
fabricating haptically-varying surface structures, and (3) crossmodal correspondence by
translating designers’ vocalizations into vibrotactile actuation.
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1.2 problem statement

Slowly, but surely, VR is integrating itself into our everyday technology stack. Whereas
CAVE systems were directed to room-sized setups for projecting virtual content onto
walls (Cruz-Neira et al., 1993), the advent of head-mounted displays (HMDs) provided
a greater level of accessibility by allowing users to immerse themselves in compelling,
virtually generated worlds from the comfort of their home (Sutherland, 1968). Compared to
traditional human-computer settings, VR aims to close the gap between the world generated
by the computer and the user’s world by placing them inside the experience.

The goal of an IVE is to provide a convincing and plausible experience that provides the
user with the illusion of being some place else than where they are physically located (Slater,
2009). On succeeding in this, the user builds a sense of presence, i. e., the qualia of “being
there”, in this virtual setting. However, creating the illusion where the user accepts the
presented virtual environment as the one they are in and fails to perceive the existence of a
medium, remains a challenging task.

As humans, we integrate visual and haptic sensory information into a robust percept to
understand the world around us (Ernst and Banks, 2002). When interacting with virtual
scenes, high expectations need to be met, as the plausibility of the illusion presented to the
user heavily relies on such multisensory integration (Slater, 2009). Therefore, both industry
and research have focused to a higher degree on including the user’s sense of touch. As a
crucial element of an IVE, haptic feedback provides tangibility to visual representations,
which has been shown to positively influence task performance, realism, and a user’s sense
of presence (Meehan et al., 2002; Sallnäs et al., 2000; Viciana-Abad et al., 2010).

The importance of haptic feedback is best illustrated by the effects of its absence. Without
the sense of touch, we cannot tell if the clothes we wear are comfortable, if an object we
are holding is light or heavy, or if a button we press responds to our action. Even when
directly observing our hands, our fine motor-control ability would be greatly impaired, and
it would even be challenging just to remain standing upright (Robles-De-La-Torre, 2006).
Commodity VR hardware mainly relies on augmenting visual information with simple

vibrotactile actuation through rumble motors or linear actuators. While such mechanisms
deliver a rudimentary approach to haptic feedback during interaction, they remain limited
in the gamut of experiences they are able to communicate. In literature, a broader vari-
ety of haptic experiences to support a user’s sense of touch can be found. A commonly
used classification contrasts different haptic technology on whether they provide active
haptic feedback (AHF) through computer-controlled actuators, passive haptic feedback
(PHF) where passive objects are paired to their virtual counterparts to serve as tangible
proxies (Insko, 2001; Nilsson et al., 2021), or mixed approaches such as dynamic passive
haptic feedback (DPHF) (Zenner and Krüger, 2017) or substitutional reality (Simeone et al.,
2015) aimed at combining the best of both worlds. Leveraging these methods, convincing
haptic illusions can be created through passive physical props (Insko, 2001), rendering
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Figure 1.2: A sample book to explore different fabrics.

kinesthetic feedback (Zenner and Krüger, 2017, 2019), or simulating texture and material
properties (Heo et al., 2019; Lee et al., 2019; Romano and Kuchenbecker, 2012; Strohmeier
et al., 2018, 2020; Visell et al., 2014).

However, developing effective and convincing tactile experiences for virtual environments
remains challenging. While PHF approaches enable designers to build virtual experiences
around real-world objects to provide highly realistic impressions, they require every user to
have access to the same physical material. On the other hand, AHF approaches more easily
allow to abstract haptic impressions through modeling and rendering methods. However,
control signals for driving such devices often rely onmanipulating low-level parameters such
as frequency and amplitude, making it challenging to transfer such abstract parameters into
understandable haptic effects (Schneider et al., 2017; Strohmeier et al., 2018). Furthermore,
mixed approaches rarely make it beyond the conceptual phase, as they are commonly
streamlined to solve specific problems and therefore not easily generalizable (Schneider
et al., 2022). As underlined by related work, the field of haptic design is in need of universal
design practices and guidelines to support haptic designers (Seifi et al., 2020a).

In this dissertation, we investigate different approaches for designing and creating tactile
experiences for IVEs, with the aim to enable users to receive a realistic impression of the
intended feedback during visuo-haptic exploration. Our work is partly inspired by existing
methods for configuring real-world haptic features in our environment, such as the use
of fabric sample books, see Figure 1.2. Through such collections, users receive a realistic
impression of the visual and haptic features a material has to offer. We utilize this concept
and abstract the visual from the haptic stimuli. Using different design approaches, we
investigate methods to create tactile experiences, and evaluate the resulting visuo-haptic
experience through perceptually motivated user studies.
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In our first approach, we investigate the case of haptic reproduction using digital fab-
rication. By capturing and replicating real-world information, we aim to create effective
tactile experiences from known properties of the physical environment. To this aim, we
built a photometric sensing technique able to capture the stable surface microgeometry of
textures, and encode them into height map representations. Using this data as displacement
maps, we fabricate physical surface samples, and investigate the tactile perception of these
replicas in a psychophysical experiment. While a shift in perceived attributes underlined
the haptic information was not fully reproduced, we see that our replication process is
able to support a wide gamut of feel aesthetics. Furthermore, we applied this approach to
passive haptic feedback in VR. By using our replicated structures as passive proxy objects,
we overlaid them with different virtual representations, such as their original textures. From
the results of a user study, we noted that in most cases, haptic dominance pushed perception
in the direction of the replicated structures. However, we also observed that the addition of
visual information allowed users to perceive a wide range of materials through visuo-haptic
combinations.
Next, we look towards procedural design. By generating and fabricating 3D-printed

hair-like structures, we explore how abstract haptically-varying samples can serve as
versatile proxy surfaces for influencing texture perception in IVEs. In a user study, we found
that visuo-haptic augmentations enhance haptic perception by making small variations in
hair length distinguishable. When visual and haptic stimuli were rated higher in terms of
matching, materials were more consistently recognized. Furthermore, as users actively make
sense of mixed modalities, varying augmentations are able to cause perceptual switches,
indicating the flexibility of this approach to support material perception in VR.
Lastly, we investigate design through crossmodal expression. As perceptual processes

actively build our understanding of the world, perceptual representations stemming from
different modalities are shared between the senses, and non-arbitrary associations between
features of different stimuli are created. To understand these crossmodal correspondences
between haptic and auditory features, we performed a user study where users were asked
to vocally express haptic stimuli of a wide range of objects during interaction. Informed
by these insights, we built a VR design tool that enables fast-prototyping of vibrotactile
experiences using vocalizations. Using this tool, one can synchronously vocalize the intended
vibrotactile experience of a virtual object during in-situ interaction with objects. This work
presents a novel design concept for creating effective haptic feedback in VR.
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1.3 research qestions

Guided by previous considerations, our work aims to enhance the design of tactile experi-
ences for IVEs. The main question guiding this work is as follows.

How can we utilize our understanding of real-world touch experiences to

enhance the design of tactile feedback for immersive virtual environments?

Specifically, our work considers different perspectives, which we break down into the
following research questions.

rq1: How can reproduction of real-world haptics enhance the design of tactile experi-
ences for IVEs?

rq2: How can procedural fabrication methods enhance the design of tactile experi-
ences for IVEs?

rq3: How can correspondences between different sensory modalities enhance the
design of tactile experiences for IVEs?

With rq1, we look towards appropriating experiences from real-life which designers
are already intimately familiar with. We investigate this through two different approaches.
Firstly, by capturing and reconstructing physical information from real textures, we inves-
tigate which tactile information is able to reproduce through replicating surface textures
using additive manufacturing. This provides insights for future approaches to allow design-
ers to capture and reproduce the haptics of real world experiences. Secondly, we investigate
how tactile experiences can be expressed through vocalizations. This aims to extend our
understanding of how haptic impressions can be communicated, and how systems can
capture and render such vocalizations to simulate the designer’s intent.
With rq2, we look towards novel fabrication methods to support haptic feedback in

immersive virtual environments. As the resolution of digital fabrication technology is
already high enough to generate fine-grained surface variations, their usage for designing
haptic artifacts lends itself to share and produce physical objects on demand. Specifically,
we build upon previous work investigating passive haptic feedback, an approach where
physical props are used as haptic proxies for virtual objects. By overlaying proxies with
visual textures, we investigate how the visuo-haptic perception of tactile textures can be
simulated. Our results underline that fabrication of proxy objects is able to extend the
scalability and generalizability of PHF.
With rq3, we look towards crossmodal correspondences, i. e., the notion that different

sensory modalities share associations between common features. Specifically, we investigate
how tactile impressions can be expressed through vocalizations, and which features of such
vocalizations can be used to create vibrotactile feedback. To this aim, we present the results



1.4 research methodology 9

of a user study investigating user’s vocalizations for a set of objects. Based on the insights
gained, we built a design tool able to convert vocalizations into feedback mechanisms during
interaction with virtual objects. A user study confirmed that this approach was able to
transfer designer’s intentions into effective haptic effects.

1.4 research methodology

In order to complete the research goals, our work first conceptualized and implemented
novel design methods, utilized lab studies and semi-structured interviews to test hypotheses,
and performed established statistical data analysis to frame discussions and conclusions.

conceptualization The ideas presented in this dissertation started from a concep-
tualization phase. Often, ongoing discussions were built around the notion of fabric sample
books, commonly used for deciding on material configurations while purchasing furniture.
Their flexibility and ease of use remains an inspiration of which we aim to translate features
to novel haptic design processes.

semi-structured interviews When further information was needed to proceed
to the implementation phase, we conducted semi-structured interviews. Specifically, for
Weirding Haptics in Chapter 8, we presented users with a varying set of objects and asked
them to vocalize the haptic impression during interaction. Through a thematic analysis, we
uncovered correlations between tactile qualities and features of users’ vocalizations. These
insights allowed us to proceed with a detailed and focused implementation.

implementation Often, conceptualization was followed by implementation. For de-
signing immersive virtual environments, we utilized the “Unity Real-Time Development
Platform” (Unity Technologies, 2022). As a cross-platform game engine, it allowed us to
easily create and test software to support user studies.

During projects in which fabrication methods were employed, a variety of programming
languages and tools were used to achieve the goals of the project. Procedural generation
of digital designs and digital reconstruction approaches were implemented through a
combination of custom-built C++, C#, and Python applications and scripts. The final designs
were manufactured using a variety of additive fabrication systems, including the Autodesk
Ember and the Objet Connex 260 printers. Specifically, the silicone used for capturing
micro-surface information in Chapter 5 was manually poured into laser cut molds designed
in Inkscape.

lab studies Using the implemented tools, lab studies were organized to investigate the
psychophysical perception of visuo-haptic experiences. For these studies, we implemented
variations of established psychophysics study designs commonly used in the field of haptics
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and human-computer interaction (HCI). All studies employed Semantic Differential Methods,
where users rated their subjective perception through fixed scales depicting principal tactile
dimensions, e. g., hardness-softness, or roughness-smoothness. In Chapter 5, a Similarity
Estimation Method inquired about the perceptual match between surface samples by asking
users to provide their subjective matching rate for each presented pair.

Lastly, in Chapter 9, we took a more open study design to evaluate the Weirding Haptics
framework. As users designed vibrotactile feedback through vocalizations and post-design
parametric configuration, the resulting feedback was subjectively evaluated by asking users
how well it matched their design intent.

data analysis All data analysis methods were informed by established work in the
research fields of haptics, VR, and HCI. Based on the design of the user study, we utilized
several approaches to evaluate initial hypotheses. For uncovering significant differences in
subjective perceptual ratings, we performed statistical tests comparing different conditions.
Furthermore, correlation tests were used throughout the work to assess consistency across
participants’ indications, or to uncover correlations between different tactile perceptual
dimensions. Lastly, in order to fully understand the underlying aspects influencing users’
perception, we looked towards specific analysis methods, such as Multidimensional Scaling
(MDS).

As our studies involved the use of VR, we additionally investigated related concepts of user
experience and presence. Therefore, we evaluated users’ subjective experience through post-
experiment SUS questionnaires (Slater et al., 1994). Combined with custom demographics
surveys, these were used to relate analysis results to users’ subjective experience and general
background information.

1.5 contributions

The work presented in this dissertation represents several contributions to the fields of HCI,
fabrication, and haptic design.

empirical and theoretical contributions Parts of our work build upon PHF,
an approach where physical proxy objects are paired with virtual objects to provide a sense
of tangibility in IVEs. Commonly, these methods use a variety of props, including existing
objects with desired properties, or more abstract polystyrene foam reproductions. While
this easily allows communicating general shape, detailed tactile features, such as surface
textures, remain difficult as each user needs access to the same material. As far as we know,
we are first in investigating fabrication methods for designing more flexible proxy objects
for detailed tactile feature replication in IVEs. Both through reproduction of real-world
micro-surface geometries and procedural fabrication of haptically-varying surfaces, we
show that additive manufacturing methods can support haptic design.
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Through abstracting physical samples from their visual perception in visuo-haptic ex-
periences, we contribute to research investigating visuo-haptic integration. Specifically,
through designing tactile samples and overlaying them with visual information, we created
a wide range of visuo-haptic combinations. Here, mismatching information stemming from
different sensory modalities showed that users actively tried to make sense of different
combinations and that adjectives were used to express conflicting stimuli. Moreover, in
the case of 3D-printed hair-like samples, we saw that such abstract surface samples with
varying tactile properties were able to support material impressions.

Our work builds upon previous understanding of crossmodal interaction. As different
sensory modalities receive stimuli in multi-modal environments, non-arbitrary associations
are built between features of different sensory sensations. In this context, we investigated
correlations between real-world haptic experiences and user’s vocal expressions. From
our investigations, we saw that vocal features can express haptic perceptual qualities, and,
moreover, can be used to design intended haptic effects using vibrotactile actuation.

technical contributions During the work presented in this dissertation, several
software tools were constructed to support user studies. As a specific contribution, we
designed and released the “Weirding Haptics” framework for designing vibrotactile feedback
while immersed in VR, available online (Degraen, 2021). This design tool supports off-the-
shelf devices and aims to abstract from complex parameters to enable novice designers
to design for haptic feedback. Built on the insights from our investigation of crossmodal
correspondences, designers use their voices while manipulating virtual objects to vocalize
the intended vibrotactile feedback, directly experience the result, and enables them to
fine-tune their designs.

design contributions Lastly, part of our work builds upon an existing method,
called “GelSight”, for capturing the micro-geometry of surfaces. This approach employs a
transparent elastomeric silicone coated with a layer of reflective paint, of which the bidirec-
tional reflectance distribution function (BDRF) is known. We contribute an implementation
of a bench setup which uses this principle, based on the retrographic sensing method
presented by Johnson et al. (2011). Our variation is focused on consistently capturing the
highly detailed surface features from fabric samples.

1.6 thesis overview

The dissertation is structured as follows. In Chapter 2, we review the necessary background
information on the field of haptic perception to understand how our sense of touch is used to
understand the physical world around us. Chapter 3 continues with a related work overview
on the field of immersive virtual environments and recent advances in haptic feedback. This
is followed by review of literature involving the design of haptic experiences, in Chapter 4,
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which concludes by introducing our approach for building prototyping methods for haptic
experiences.

The work described in Chapter 5 approaches the prototyping phase of haptic experiences
from the perspective of appropriating real world information and was published in (De-
graen et al., 2021c). Here, surface variations of a set of 15 textures were replicated using a
retrographic sensing technique. The tactile perception of the photometrically reconstructed
surface samples was examined in a psychophysical user study. Chapter 6, at the time of
writing unpublished, builds upon this work by augmenting the replicated surface structures
with visual stimulation in an immersive virtual environment. Through multisensory visuo-
haptic stimuli, we investigated how the perception of the replicated structures varied in
the presence of visual dominance. The method of applying procedural generation of tactile
structures is elaborated in Chapter 7 and was originally published in (Degraen et al., 2019b).
Here, the visuo-haptic perception of 3D-printed hair-like structures was investigated in a
virtual setting to understand how parametric fabrication of abstract surface textures can
build material perception. Furthermore, Chapter 8, investigates the vocalization approaches
used to express tactile impressions, continued with Chapter 9, which introduces our method
of in-situ prototyping of haptic feedback in VR. Chapter 8 and Chapter 9 were originally
published in (Degraen et al., 2021a).
Finally, in Chapter 10, we conclude the dissertation, underline our major contributions

and discuss potential future work.
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BACKGROUND & RELATED WORK





Seeing is believing, but
feeling is the truth.

— Thomas Fuller

2
S ENSE S , S ENSAT IONS , AND PERCEPT IONS

Before delving into the world of immersive virtual experiences, we must first understand the
fundamental mechanisms that build our sensory perception. In this chapter, we investigate
the physiological and conceptual elements of our haptic perception, and address the means
of investigating perception through psychophysical procedures. As perception in itself is a
highly complex and interwoven process, we focus our review to the context of the work
performed in this thesis, i. e., the perception of tactile experiences.

2.1 understanding perception

As living creatures, we do not experience our external environment in a direct manner, but
rather through the use of specialized organs (Schmidt, 1986, p. 1). For this, we have evolved
senses to secure information from the world around us. Using a diverse range of receptors
with varying distribution densities and quantities, sensory organs capture external stimuli
as impulses which cause sensations to the nervous system. In turn, higher level cognitive
processes called perceptual systems interpret this input, evoking perceptions.

Perception is an individual’s interpretation of a sensation. Instead of being mere channels
of sensation, Gibson (1983) was the first to posit that the senses are to be considered as
systems for perception. This explicit distinction between sensations and perceptions carries
with it certain implications. Rather than thinking of perception in terms of passive receptors
and energies to stimulate them, we must consider perception as an active, investigative
process. In this process, our interpretation of the state of the external environment results

15
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Figure 2.1: Our sense of touch allows us to be in touch with others.

from a complex cognitive system distilling multiple sources of sensory information derived
from different modalities. In turn, our interactions with the environment are guided by these
perceptions. As the state of the environment changes through these actions, novel sensations
are evoked, which restarts the iterative process commonly known as the perception-action
loop (Ernst and Bülthoff, 2004).
In this work, we investigate methods to design understandable and effective tactile

experiences for IVEs. These approaches start from comprehending how physical variations
influence touch sensations, but also need to consider the contribution of visual perception
through multisensory processes that integrate both senses into a robust percept.

2.1.1 Haptic Perception

Our sense of touch is arguably the most primitive of all senses. As the first to develop in the
womb, it provides us with an intimate familiarity of the physical world around us (Montagu,
1986). It is an immediate, direct sense that demands proximity, and “entails a conscious
attention to sensation from the outside” (Fretwell, 2020, p. 228). As a form of communication,
it is an expressive and reciprocal modality able to convey affect, and enables people to be in
touch with their environment and each other.

Touch is also a primal sense, crucial to embodied existence (Paterson, 2007, p. 1). Both in
real and virtual environments, successful navigation and interaction highly depend on our
touch perception (Robles-De-La-Torre, 2006). Without it, we cannot tell if the clothes we
wear are comfortable, if an object we are holding is light or heavy, or if a button we press
responds to our action. Even while directly observing our hands, our fine motor-control
ability would greatly be impaired, making it challenging just to remain standing upright.
In this section, we discuss the physiology of touch perception and how it is used to

explore tactile qualities of objects, such as textures.
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2.1.1.1 Physiology of Touch

The sense of touch is also referred to with the term haptic. Originally coined by Dessoir,
it draws an analogy to the terms of optic and acoustic, and aims to encompass different
aspects of the sense of touch and its field of study (Grunwald, 2008, p. 22).
From a physiological perspective, our haptic perception is a complex constitution of

multiple sensory systems stemming from an elaborate network of neural structures called
the somatosensory system (McGlone and Reilly, 2010). It enables us to perceive a manifold
of sensations, such as vibrations, temperature, and pain, as well as the position of our body
and limbs. Our sense of touch not only informs us about external stimuli we come into
contact with, but also investigates our own internal state. While we might not be mindful
of all sensations, they build our worldly perception and enable us to act in an effective,
efficient and safe manner.

Conceptually, our haptic system consists of two separate modalities, i. e., cutaneous, and
kinesthetic senses (Lederman and Klatzky, 2009; McGlone and Reilly, 2010).

cutaneous senses As the most versatile and extensive organ in our body, the skin
captures afferent nerve impulses through embeddedmechanoreceptors and thermoreceptors.
Four submodalities of cutaneous senses that relay tactile, thermal, pain and pruritic (itching)
sensations, are commonly recognized, with growing evidence of a fifth modality conveying
positive affective (pleasure) properties of touch (McGlone and Reilly, 2010).
The tactile subsystem, of particular interest to this dissertation, subserves the percep-

tion of pressure, vibration and texture, through skin deformations resulting from contact
with physical objects or external forces. Four different low-threshold mechanoreceptors
innervating the glabrous skin are specialized to transduce mechanical forces impinging
the skin into nerve impulses (Abraira and Ginty, 2013; Bolanowski et al., 1988; Johnson,
2001; Lederman and Klatzky, 2009; Wolfe et al., 2018). Visualized in Figure 2.2a, they are
respectively the Pacinian corpuscles, Meissner’s corpuscles, Merkel’s disks, and Ruffini
endings, and are essential for performing stable precision grasp and manipulation oper-
ations. Both Merkel’s disks and Ruffini endings are slowly adapting receptors. Merkel’s
disks are highly sensitive to sustained pressure and very low frequencies (<∼ 5Hz), and
are therefore able to transmit contact pressure to the brain and encode curvature and edges
of explored surfaces during interaction. Ruffini endings, on the other hand, are sensitive to
lateral stretching of the skin, and sustained downwards pressure, enabling them to detect
object motion and force, and finger positioning (∼ 100Hz to ∼ 500Hz). Both corpuscles,
i. e., Meissner’s and Pacinian, are fast adapting receptors sensitive to temporal changes in
skin deformation. Meissner’s corpuscles specifically respond to low-frequency vibrations
(∼ 5Hz to ∼ 50Hz) and transfer the image of skin motion, while Pacinian corpuscles
respond to higher frequency vibrations (∼ 50Hz to ∼ 700Hz) and are highly sensitive to
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(a) Cutaneous Receptors. (b) Kinesthetic Receptors.

Figure 2.2: Diagrams respectively showing the mechanoreceptors, (a) inside the human skin, and (b)
inside the muscles and tendons. Images respectively adapted from OpenStax (2021, fig.
5.21) and Walker (2011, p. 13, fig. 1.7).

transient signals. Of these receptors, Merkel’s disks support pattern and form detection,
and coarse texture perception, while Pacinian corpuscles perform fine texture perception.

During active exploration with our fingers, our cutaneous senses enable us to investigate
the physical world around us. The information gathered by our mechanoreceptors is inte-
grated to form our overall tactile perception. With incredibly high discriminatory power this
allows us to assess a wide range of object qualities, including geometrical characteristics,
e. g., overall shape and edge composition, material properties, e. g., hardness and roughness,
and fine surface details, e. g., textures.

kinesthetic senses Besides innervated in the skin, mechanoreceptors are present,
with varying densities, in our muscles, tendons, fascia, joint capsules, and ligaments (Jones,
2000; Proske and Gandevia, 2012). Stimulation of these receptors evoke kinesthetic sensa-
tions, i. e., sensations of body and limb movements.
Three different types of receptors, shown in Figure 2.2b, contributing to kinesthetic

sensations are commonly described. The first two types of receptors are the spindle receptors
innervated in muscle fibers. Here, primary spindle receptors are highly responsive to
dynamic velocity and acceleration changes during muscle lengthening and contraction,
while secondary spindle receptors respond to constant muscle length. Subsequently, primary
spindle receptors signal the velocity and direction of muscle stretch or limb movement,
whereas secondary spindle receptors inform about static muscle length or limb position.
Found at the junction between muscle tendons and groups of muscle fibers, the Golgi tendon
organs sense forces and all but the smallest muscle contractions. Additionally, cutaneous
receptors contribute to kinesthetic sensations. Through stretching and deformation of the
skin, skin-related information is essential for movement and position perception of our
fingers. Kinesthetic perception not only allows us to understand our body and limbs, but
supports in investigating kinesthetic properties of objects during physical manipulation.
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Cutaneous and vestibular perceptions, i. e., the perception of balance, head position,
acceleration and deceleration, are combined with kinesthetic perception to build propriocep-
tion (Oakley et al., 2000). Described as the perception of the position, state and movement
of our body and limbs in space (Jones, 2000), it is essential for successful navigation and
interaction in both virtual and real environments (Robles-De-La-Torre, 2006).

2.1.1.2 Haptic Exploration

Our haptic perception enables us to investigate and process physical properties of objects
and surfaces for different purposes (Wolfe et al., 2018, p. 466). In perception for action, sensory
input is utilized to prepare and guide interaction with objects and surfaces, while action for
perception utilizes this sensory input to actively explore haptic properties of objects and
surfaces. The latter is used by participants during studies in this dissertation to investigate
and rate haptic qualities.

In terms of qualities that affect our perception, Gibson (1983, p. 135) distinguishes between
tangible properties originating from geometrical variables, such as shape, surface variables,
such as texture, and material variables such as weight. Similarly, Lederman and Klatzky
(2009) classify them as material, geometrical and hybrid properties. Material properties
relate to surface textures, compliance, and thermal qualities, while geometric properties
generally comprise shape and size. Hybrid properties, such as weight, originate from a
combination of an object’s material and its structure.
Through grasping and manipulating objects and surfaces, we actively engage in the

process of haptic exploration. This process is essential in measuring haptic properties
and requires intentional movement to understand spatial relationships and layout, i. e., to
measure our environment in terms of its haptic space (Paterson, 2007, p. 73). The process of
assessing object properties and understanding how they combine to produce the whole, is
also known as haptic apprehension, while the term haptic recognition is used to indicate the
categorization of haptic properties.
Important in this context, are the manner in which objects or surfaces are explored,

if active movement is involved, and if contact is made directly, or through the use of an
intermediate tool.

passive versus active touch Static contact allows us to perceive an object’s
temperature, and a coarse impression of its surface variations. During such passive touch,
the impressive discriminative power of our fingers allows us to identify embossed dots down
to 550 µm in diameter and a height of only 3 µm (Wang and Hayward, 2008). However,
movement is essential to optimally investigate haptic properties (Katz and Krueger, 1989,
p. 5). In the absence of relative lateral motion, texture discrimination becomes nearly
impossible (Katz and Krueger, 1989).

During active exploration, the hand can “grope, palpate, prod, press, rub, or heft” (Gibson,
1983, p. 123), and is wielded as such to actively obtain sensations from the physical envi-
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Lateral Motion
investigates texture investigates hardness investigates temperature

Pressure Static Contact

Unsupported Holding
investigates weight investigates global shape,

volume
investigates exact shape

Enclosure Contour Following

Figure 2.3: Exploratory Procedures as defined by Lederman and Klatzky (1987). Image adapted from
Wolfe et al. (2018, p. 447).

ronment. As finger ridges interact with the underlying substrate they are in contact with,
the resulting effect of pattern beating heightens our sensitivity. This increased temporal
and spatial sensitivity allows us to discriminate sinusoidal gratings down to 13nm in
height (Skedung et al., 2013). When continuously exploring a surface formed of various
bumps, we perceive them as vibrations that are appreciable up to 500Hz with the highest
sensitivity around 240Hz (Israr et al., 2006).

The investigative difference between passive and active touch is also known as the duplex
theory of tactile texture perception (Hollins and Risner, 2000). Therefore, in order to design
effective tactile experiences, users have to be able to actively explore the world with their
hands in order to fully appreciate physical impressions.

exploratory procedures The nature of contact, i. e., the manner in which and the
duration of the exploration of an object, is tightly bound to the properties perceived (Le-
derman and Klatzky, 2009). Based on this understanding, Lederman and Klatzky (1987)
investigate the typical movement patterns employed to engage in intentional exploration
of haptic properties. These patterns, called exploratory procedures (EPs), are stereotyped
movement patterns with certain characteristics that are invariant to others and highly typi-
cal. Each EP associated with an object property is executed spontaneously when information
about that property is desired, and aims to optimize information uptake.
Depicted in Figure 2.3, the taxonomy of the set of basic EPs defined by Lederman and

Klatzky (1987) is as follows.
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• Lateral Movement: the skin is passed laterally across a surface to produce a shear
force, to investigate surface texture;

• Pressure: force is exerted through, e. g., pressing into the surface, or bending or
twisting the object, to investigate compliance or hardness;

• Static Contact: the skin is held in contact with the object’s surface, to investigate
apparent temperature;

• Unsupported Holding: the object is held while the hand is not externally supported,
to investigate weight;

• Enclosure: the fingers or hands are molded closely to the object’s surface, to investi-
gate volume and global shape;

• Contour Following: the gradient of the object’s surface or edges is traced during
skin contact, to investigate exact shape.

Additionally, Lederman and Klatzky (1987) note the EPs of function test and part movement
for compound objects that respectively perform a function, or consist of moving elements.
As specialized interaction patterns that maximize information intake about an associ-

ated object property, EPs are executed to optimize information apprehension for haptic
perception (Lederman and Klatzky, 1987). Some EPs show compatibility to investigate
haptic qualities other than their optimal associated property, e. g., contour following will
also inform about an object’s texture due to the presence of shear forces. However, other
procedures are incompatible as they limit access to other properties, e. g., lateral motion
to perceive texture does not transfer temperature information as static contact is required.
Further work has underlined that some EPs can be executed together to investigate multiple
object properties (Klatzky et al., 1987), e. g., by exerting pressure during lateral exploration
both compliance and texture information can be acquired.
Additionally, EPs have been shown to adapt to what is known as the local context. For

example, during exploration of an object expected to be rigid, greater force will be applied to
determine compliance (Smith et al., 2002). Similarly, during roughness judgements, contact
force will vary more for smoother samples than rougher ones (Tanaka et al., 2014).

From these insights, we note that lateral motion is of particular importance to allow users
to investigate texture properties, while pressure is required for hardness evaluation.

dynamic touch Besides direct exploration, objects can be manipulated and wielded to
interact with the world around us. Known as dynamic touch, this activity allows us to assess
various object properties, including the kinesthetic properties of the manipulated object
itself, and material properties of objects it comes into contact with (Gibson, 1983; Riley et al.,
2002; Turvey and Carello, 1995). As the manipulated object affects the mechanoreceptors
innervated in muscles and tendons during active wielding, the process can be employed
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Figure 2.4: Through direct exploration (left), we are able to investigate tactile properties of objects
and surfaces around us. In dynamic touch (right), we wield objects to interact with the
world around us. Left image generated by the DALL-E 2 Engine, right image courtesy of
Unsplash.

to assess mechanical qualities related to an object’s moment of inertia and static moment,
such as its length, width, and weight (Turvey et al., 1998). In VR, this effect has been used
to simulate a wielded object’s perceived weight and length (Zenner and Krüger, 2017), or
its drag (Zenner et al., 2020; Zenner and Krüger, 2019).

When a wielded object comes into contact with other objects and surfaces, the resulting
vibrations are transferred throughout the whole, e. g., though the use of a paintbrush as
shown in Figure 2.4. Merely from these vibrations, it is possible to distinguish a variety of
materials, such as wood, metal, and porcelain (Loomis and Lederman, 1986). Moreover, a
surface texture’s roughness is particularly well communicated during such manipulations.
Such interactions have been simulated using computer generated vibrotactile actuation,
e. g., for generating haptic textures when interacting with a slider (Strohmeier et al., 2018),
for midair motion-to-vibration simulation (Strohmeier and Hornbæk, 2017), and even in
perceptual modeling of fabricated styli (Piovarči et al., 2020, 2018).

In Chapter 9, we enable designers to create vibrotactile actuation through vocalizations
while immersed in a virtual environment. Here, the controller is wielded as an intermediate
actuator between the user and the virtual objects around them. Through dynamic touch,
several haptic illusions can be perceived, including surface textures, length, and even
complex interactions through sand or rocks embedded inside a virtual object.

2.1.2 Visual Perception

Where touch is considered as primal and direct, vision is a distant sense informing us about
our surroundings (Hutmacher, 2019). It has the advantage of being able to easily recognize
spatial relationships. However, these perspective mappings need to be learned to understand
geometrical distances in the haptic space (Paterson, 2007, p. 73).
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Figure 2.5: Diagram showing the human eye structure. Image recreated from Piovarči (2020).

As there is a subjective and cultural bias towards vision being the most important and
complex of our senses, it has been studied to a much larger degree in research (Hutmacher,
2019). This has creates a self-reinforced scenario where more vision research is being
performed, as present-day technology is better suited for studying vision than for studying
other modalities. Consequently, VR technology has shown a great amount of progress in
terms of visual acuity and resolution, and falls behind in terms of haptic technology.

In this section, we discuss the physiology of visual perception and how it is used to assess
material and texture properties.

2.1.2.1 Physiology of Sight

Central to our visual perception is the sensory organ known as the eye (Wandell, 1995).
The imaging components, shown in Figure 2.5, allow capturing light from its surroundings
and transmit visual stimuli as electrical impulses through the optical nerves to the brain.
A transparent cover over the eyes, called the cornea, serves as a barrier between the

inner eye and the outside world. Thanks to its dome shape, it aids in focusing incoming
light. To adjust the amount of light entering the eye, the diameter of a small opening, called
the pupil, is controlled through muscles connected to the iris. The iris is easily recognizable
as the colored portion of the visible eye. Light is then focused by the lens directly onto the
retina, where specialized photoreceptors respond to incoming light waves.
There are two kinds of photoreceptors, i. e., rods and cones, each with their own spe-

cialized functionality due to a specific wavelength sensitivity. Cones are highly sensitive
to detail, provide tremendous spatial resolution, and are responsible for perceiving color.
Rods, on the other hand, are sensitive to brightness, making them work well in low light
conditions, and are responsible for perceiving objects’ size, shape, and movement. Both
rods and cones are connected to retinal ganglion cells, which converge through the back of
the eye to form the optical nerve. A specific region on the retina called the fovea is densely
packed with cone receptors, and the focal point of light projection from the lens where
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Figure 2.6: The human cone response as defined by Stockman and Sharpe (2000) plotted against the
sRGB spectrum. Image from Wikimedia Commons (2009).

images are sharpest. Distributed throughout the remainder of the retina, rods build our
perception in the periphery of our visual field and our sense of optical movements.
The following paragraphs detail on the visual perception properties of color and depth.

Transferring these concepts into the virtual environment is key in creating effective and
faithful visuo-haptic experiences.

color perception What is perceived as color, is an optical property defined by the
wavelength of light entering our eyes (Hunt, 2004). To mediate color vision, three different
types of cone receptors are present in the retina of the eye. Each receptor is sensitive to a
specific wavelength, i. e., to short (400nm to 500nm), medium (450nm to 630nm), and
long (500nm to 700nm) wavelengths, see Figure 2.6. They are also commonly referenced
to as blue, green, and red receptors.

According to the trichromatic theory of color vision, all colors in the visible spectrum can
be reproduced by combining different light sensitive cones. However, two visual stimuli with
different spectral compositions can elicit identical neural responses in the brain, and thus
be perceived as identical (Kingdom and Prins, 2016). These stimuli are called metamers, and
are the result of photoreceptors responding to cumulative energy received from a broader
range of wavelengths. Therefore, when reproducing colors, a predefined light source is used
to change the spectral distribution of the illuminated surface to affect the perceived colors.

depth perception To understand spatial relationships in three-dimensional space,
depth perception is mitigated through a variety of visual cues. A first set of cues are binocular
cues that rely on the use of both eyes. For example, the slightly different positioning of
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each eye causes binocular disparity, i. e., slightly different views captured by each eye at the
same time. During movement, this view disparity caused by interocular distance creates
what is known as a parallax effect, where objects closer appear to move faster than objects
further away. Furthermore, monocular cues relate to cues captured by a single viewpoint.
Examples include linear perspective, where the conversion of seemingly parallel lines are
perceived as depth, and partial overlap and relative sizing of objects, which hint at spatial
positioning and sizing.

2.1.3 Multisensory Perception

As humans, we perceive the world through the use of multiple different sensory modalities.
To understand how this influences our overall percept, this section provides an introduc-
tion into multisensory perception for the purpose of understanding sensory integration,
crossmodal correspondences and conflicting visuo-haptic sensory information.

2.1.3.1 Multisensory Integration

Multisensory perception enables us to create robust internal representations of our environ-
ment (Ernst and Bülthoff, 2004). In the context of interface design, the addition of multimodal
feedback has been shown to increase the intuitiveness of an interactive interface (Frid et al.,
2019). Multimodal cues can increase the efficiency of sensory processing, and enable users
to be more aware of ongoing events (Oskarsson et al., 2012). Moreover, when estimating
object properties, the combination of cues stemming from different modalities tends to
retain information better (Hillis et al., 2002).

The use of different sensory modalities can support the creation of perception in different
manners (Ernst and Bülthoff, 2004).When different sensory channels receive complementary
information, individual sensations are combined in the process of sensory combination. In
sensory integration, redundant information from multiple sensory channels is integrated to
create meaningful multisensory experiences.
Early investigations into intersensory cooperation, which focused on the visuo-tactile

perception of surface texture details, found that bimodal visual and tactile sensory input
is able to provide a higher level of accuracy in judgements of abrasiveness (Heller, 1982).
However, when discrepant information is presented, a relative weighting of multiple sources
of sensory information seemed to explain observers’ judgements (Lederman and Abbott,
1981). In further investigations, a weighted averaging model described the nature of the
intersensory integration process for both spatial density and roughness perception, with
no fixed dominance hierarchy (Lederman et al., 1986).
More recently, sensory integration of visual and haptic stimuli was found to adhere

to a statistical modelling process (Ernst and Banks, 2002). In a visual-haptic experiment,
observers simultaneously looked at and felt two raised ridges. These ridges were presented
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sequentially, with one being the comparison stimulus where both the visual and haptic
information was equal, and the other being the standard stimulus where a height difference
was introduced between both sensory inputs. As the observers rated which modality’s
stimulus was taller, the visual modality was influenced by the addition of visual noise. From
the psychometric results, it was shown that human observers may combine visual and
haptic information in a manner similar to the statistical model of maximum-likelihood
estimation (MLE). From this, the understanding follows that each modality’s information is
integrated as a weighted sum based on its reliability to form the entirety of the perception.
Multisensory perception not only influences how perception is built, but alters the

manner in which each sense is utilized to acquire information. Klatzky et al. (1993) found
that when objects can be viewed as well as touched, specialized EPs tend only to be executed
when specific material properties are to be investigated. Visually salient textures, such as
coarse sandpaper, will be unlikely to elicit haptic exploration. However, when the aim is
to determine specific roughness information of the surface, the EP of lateral motion was
performed explicitly.

2.1.3.2 Visuo-Haptic Mismatching

In the case of mismatching information, models for multisensory perception aim to predict
the experience of an observer, and if the observer will notice any discrepancies, or if a
unified percept is built.
The MLE model of multisensory integration dictates that a single modality is able to

show dominance over others. This can be seen as a vetoing of a sensory modality to
overcome conflicting inputs and still serve a successful and meaningful overall percept.
Most commonly known, is the case of visual dominance, where visual information overrules
other sensory input. In certain cases, visual dominance is so powerful in relation to touch
that the very touch experience itself undergoes a change. As shown by Gibson (1983),
distorting of an observer’s vision can lead to the perception of curvature during visuo-
haptic exploration of physically straight lines. This illusion was so strong that it remained,
even when observers were instructed to dissociate the two sensory modalities.
For surface textures, the addition of haptic feedback has been shown to change the

subsequent visual perception of surface slant (Ernst et al., 2000). Similarly, Kitahara et al.
(2010) investigated mismatching visuo-haptic stimuli during surface texture exploration
through lateral motion and edge perception through contour following. In a two-part study,
an augmented reality setup was used to project different visual stimuli over physical surfaces
and edges. For edge perception, they note that when the curvature radius became larger,
the haptic sensation was duller, indicating the occupancy rate of visual stimuli increased.

In terms of haptic dominance, Beers et al. (2002) show that the reliability of haptic sensory
information for proprioception can be increased. Their results support the optimal inte-
gration model, and underline that sensory weights are flexible, varying with experimental
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conditions, such as active versus passive movement, or direction. This shows that careful
design of visuo-haptic experiences is able to reliably influence users’ overall perception.

However, breaks in illusions drastically influence overall percept, as shown by Rock and
Victor (1964). Here, authors used a transparent plastic as an optical lens to visually reduce
the width of a small white square. During tactile exploration in the presence of a distorted
image, observers were asked to draw a picture of the perceived shape. The ratio of the
drawn square was clearly biased by visual perception and indicated a high level of visual
dominance. As half of the participants became aware of the conflict, the dominance effect
shifted, which led to a tendency to resolve the conflict in favour of the haptic perception.

2.1.3.3 Crossmodal Correspondence

As perceptual processes build our understanding of the world, perceptual representations
stemming from different modalities are shared between the senses. This is known as
crossmodal interaction and describes how the senses influence each other (Lin et al., 2021;
Spence, 2011; Spence and Parise, 2012). For example, a new object being experienced without
vision, can still be recognized visually based on features accessed through both vision and
touch, such as size, shape, or texture (Dopjans et al., 2009; Wallraven et al., 2014).
A particular class of crossmodal interactions are non-arbitrary associations between

features of different stimuli, known as crossmodal correspondences (CCs). Spence and Parise
(2012) define them as “a tendency for a sensory feature, or attribute, in one modality, either
physically present or merely imagined, to be matched (or associated) with a sensory feature in
another sensory modality”. CCs serve to understand how sensory modalities relate to and
influence each other, and have been documented between pretty much every pair of sensory
modality (Spence, 2011). Showcased by the well-known ‘rubber hand illusion’ (Botvinick
and Cohen, 1998), CCs can give rise to sensory illusions, as they might occur even without
the presence of actual physical stimuli. These synaesthetic associations between the senses
have been used in visuo-haptic illusions, e. g., through pseudo-haptic feedback (Speicher
et al., 2019a), and are recognized as highly relevant future directions for the design of haptic
interfaces (Haans and IJsselsteijn, 2006).
In Chapter 7, this dissertation looks towards CCs between the tactile perception of 3D-

printed surface features and the visual perception of virtual textures. Through visuo-haptic
associations of surface impressions, the design of visuo-haptic experiences for IVEs can be
enhanced using personal fabrication methods.

2.1.3.4 Iconicity and Sound-Symbolism

In visual, spoken or other modalities of communication, the term iconicity is used to indicate
a relationship or resemblance between form and meaning (Lockwood and Dingemanse,
2015). Specifically, for spoken language, the term sound-symbolism is used to refer to
associations between language sounds or vocal expressions, and perceptual or semantic
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Figure 2.7: Onomatopoeia are commonly used in comics and graphical novels to communicate other
perceptual events, such as the non-word ptang here used to depict a bullet hitting a metal
can. Image from Kirkman and Moore (2004).

features (Lockwood and Dingemanse, 2015; Sidhu and Pexman, 2018). The research field of
iconicity has been connected to CCs in studies investigating synaesthetic sound symbolism
to capture mappings between form and meaning that cuts across sensory modalities, with
speech sounds representing content from other modalities, such as the visual or tactile
properties of objects (Ćwiek et al., 2022; Hinton et al., 1995).
In terms of speech, ideophones are words that depict sensory imagery and cover a

wide range of domains, such as motion, texture, and even psychological states (Akita and
Dingemanse, 2019). Onomatopoeia are well-known examples, that use written language for
expressing sounds (Guynes, 2014). As shown in Figure 2.7, onomatopoeia are abundantly
found in comics and graphical novels to express and emphasize ongoing events through
the use of crossmodal interactions.

As a phonic modality of speech, onomatopoeia and mimetic words are able to communi-
cate perceptual qualities such as the visual appearance of metal textures (Sakamoto et al.,
2016; Yakata et al., 2013), tactile sensations (Schneider and MacLean, 2014; Watanabe and
Sakamoto, 2012), or emotional qualities of those sensations (Watanabe et al., 2012), and
can even be used to transfer embodied expertise (Hojo et al., 2014). Perhaps the most well
known, is the ‘bouba/kiki’ effect (Ćwiek et al., 2022; Ramachandran and Hubbard, 2003),
where these non-words have consistently been associated with the visual spikiness of a
shape, illustrated in Figure 2.8.
Iconic vocalizations have been shown to describe tactile sensations (Schneider and

MacLean, 2014; Watanabe and Sakamoto, 2012), and to ground and communicate design in-
tention (Arab et al., 2015; Brunet et al., 2013). While they show great potential for expressing
tactile impressions, outside the cultural consistency of ‘bouba/kiki’ effect (Ćwiek et al., 2022),
vocalizations are highly dependent on the cultural background of the speaker (Sasamoto,
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Figure 2.8: The bouba/kiki effect. Here, people overwhelmingly assign the non-word ‘bouba’ to the
left shape and the non-word ‘kiki’ to the right shape (Ramachandran and Hubbard, 2003).
Image adapted from Ćwiek et al. (2022).

2019). To abstract from these dependencies, research has focused specifically on the acous-
tic properties of vocalizations. For example, the pitch of sound has been associated with
roundness (O’Boyle and Tarte, 1980).

In Chapter 8 and Chapter 9, this dissertation investigates the use of linguistic features of
vocal expressions to enable an in-situ haptic design process in IVEs. One major inspiration
for the use of vocalizations, is the work by Marino et al. (2017), where they have been
used to sketch movement for a single degrees-of-freedom (DOF) robot. This resulted in an
iterative and intuitive design process, with the use of phonetic features, such as amplitude
and pitch, building more affective behavior in the robotic movements.

2.2 psychophysical investigation

From an understanding of the basic constituents that make up our perception, we continue
with an investigation of how perception can be studied through psychophysical procedures.
The notion that touch has a psychological component was first established by Ernst Heinrich
Weber, whose work is considered “the foundation stone of experimental psychology” (Fretwell,
2020, p. 229). His work described in De Subtilitate Tactus (Weber, 1834) and Der Tastsinn und
das Gemeingefühl (Weber, 1846) was the first body of knowledge about human sensation
based on experimental methods for measuring subjective experiences.

2.2.1 Psychophysics

The formal investigative tool to study associations between one’s psychological state and
the physical environment, was described by Weber’s doctoral student Fechner (1860). He
was the first to define the term psychophysics and defined it as “[. . . ] an exact theory of the
functionally dependent relations of body and soul or, more generally, of the material and the
mental, of the physical and the psychological worlds.”. With this proposition, he built the
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understanding that physical stimuli as received by the body and their interpretation by the
mind are related through a function that can be unraveled through experimental studies.

In such psychophysical user studies, environmental stimuli are varied in order to influence
the respective sensations by the sensory organs, which in turn influences users’ perceptions.
In order to build an understanding of the effects and their parametric range, users provide
statements of their personal perception. Through these results, we specifically aim to know
if a user can detect stimuli, describe their magnitude, differentiate between different (levels
of) stimuli, or associate a stimulus with physical properties.

The remainder of this section provides an overview of the fundamentals of psychophysics,
and details on the procedures and methods applied in studies in this dissertation.

2.2.2 Experimental Components

The outcome of a psychophysics experiment is typically a set of measures which reflect the
particular question asked about sensory function (Kingdom and Prins, 2016, p. 12). To this
aim, a number of experimental components needs to be carefully streamlined to achieve
the experimental goal. These components are the stimulus being varied, the task the user
needs to perform, the method defining the manner in which each stimulus is presented, the
measure taken as rated by the user for each trial, and the analysis to process the measures.

One example in the study of vision is called the measure of a contrast detection threshold,
and is defined as the minimum amount of contrast needed for a stimulus to be just detectable,
see Figure 2.9. In one version of this experiment, the contrast between a specific patch and
its background is varied in terms of luminance level. The contrast difference is known as
the Weber contrast and the detection threshold is therefore the smallest value of Weber
contrast needed to detect the patch. In each trial, the stimulus being presented to the user,
is the patch at a certain luminance level.
For this study, different methods and tasks can be implemented. For example, in the

method of adjustment the user is presented with a setup where they have the task to manually
adjust the contrast until the stimulus is just visible. Alternatively, the user can be asked to
perform a two-interval forced-choice (2IFC), where two consecutive stimuli are presented
briefly on each trial. The user must then rate, for each trial, which stimulus contained a
visible patch, which is scored as “correct” or “incorrect”. For the standard 2IFC task, different
methods can be used to select the contrasts presented on each trial. A preselected set of
contrasts, e. g., by using a fixed amount of contrasts with fixed intervals, is known as the
method of constants. Alternatively, an adaptive method, able to select the contrast on each
trial based on previous trial responses, is able to shorten the duration of the experiment
and defined the threshold with more accuracy.

Lastly, to interpret the results of the experiments, the data collected during the experiment
need to be converted into measures through the selected analysis. For the the method of
adjustment the final settings across users could be averaged to obtain the threshold, while
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Figure 2.9: Example results for the contrast detection threshold study. The black circles represent
the proportion of correct responses for each contrast level. The green curve is the best
fit of a psychometric function, and the calculated contrast detection threshold (CT) is
indicated by the arrow. Image adapted from Kingdom and Prins (2016, p. 13, fig. 2.2).

for the 2IFC procedure in conjunction with the method of constants, the proportion of
correct data can be fitted to a function with a shape matching the data. Here, the fitting
procedure is used to estimate the threshold as a proportion of correct indications, with a
commonly accepted proportion of 75%.

The results of the fitting procedure present a functional model that describes the relation-
ship between physical stimuli and human perception. It provides an understanding of the
differential sensitivity to the stimulus in question, i. e., detection and discrimination thresh-
olds (Gescheider, 1997). Here, the former describes the required intensity for a stimulus to be
detected by a user, while the latter defines the required difference in intensity between two
stimuli of the same modality for users to be able to detect a difference between both. The
minimum amount of intensity variation to be detected is also known as the just-noticeable
difference (JND).
Weber’s law states that that JNDs are proportional to the baseline stimulus magnitude,

which has been shown to remain valid for all sensory modalities (Kingdom and Prins, 2016,
p. 228). This is illustrated in the contrast detection study, where the detection threshold
of the patch is dependent on the luminance of the background. Fechner’s law builds upon
this and states that the underlying perceptual scale could be approximated by a logarithmic
function (Kingdom and Prins, 2016, p. 228).

It is to be noted that during studies of human sensory perception, the problem of subjectiv-
ity arises (Schmidt, 1986, p. 1). That is, due to the fact that perceptions are highly personal,
the responses given by users are affected by a number of subjective aspects. For example,
an individual’s internal state, such as their mood, or the context in which the investigation
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occurs, might influence perceptual ratings. Therefore, psychophysical experiments provide
generalized assessments of stimuli and their effects, rather than absolute ratings.

2.2.3 Procedures and Analysis

To correctly address the experimental goal, the procedure applied during a psychophysics
study needs to be tailored. Kingdom and Prins (2016, p. 32) present an initial classification
scheme to guide experimenters in the abundance of available procedures.

Firstly, experiments can either be performance-based or appearance-based. Performance-
based experiments measure something that affords a comparison in terms of aptitude, and
are aimed to detect either thresholds, or other measures, such as accuracy or reaction times.
Appearance-based experiments, on the other hand, measure the apparent magnitude of
some stimulus dimension, and can detect perceived matching rates, i. e., point of subjective
equality (PSE), perceptual scales, or other measures. Lastly, each procedure can either
present the user with a forced-choice or non-forced-choice approach, where respectively
the user is either forced in evaluating a limited set of stimuli for each trial, or has the
freedom to indicate a value within a given range.

The work performed in this dissertation mainly addresses the class of appearance-based
experiments, where the rated appearance is in fact a perceptual tactile property. Specifically,
our work uses scaling assessments where users are asked to rate their subjective perception
of a presented stimulus on a fixed scale addressing one perceptual feature. We further detail
on two procedures implemented in thework in this dissertation, i. e., the Semantic Differential
Method or Magnitude Estimation, and the Similarity Estimation Method or Forced-Choice
Paired Comparison, and elaborate on analysis through Multidimensional Scaling (MDS).

semantic differential method In the field of psychophysics, the Semantic Differ-
ential Method is also known as Magnitude Estimation, a non-forced-choice scaling proce-
dure (Kingdom and Prins, 2016, p. 51). Using this approach, participants rate the perceptual
properties of individual samples during each trial (Okamoto et al., 2013). Commonly, ratings
provided by participants are selected from a fixed scale, e. g., a five or seven-point scale,
with opposing pairs of adjectives, such as ‘smooth’ and ‘rough’. Other implementations
allow participants to rate stimuli using an open scale, where they provide any number that
translates the perceived stimulus into a numerical result. As long as participants remain
consistent in their assessments, data normalization will yield robust results. Lastly, it is
also possible for participants to assess a presented stimulus through using a magnitude
proportional to a modulus, e. g., 50% of the baseline. Originally devised by Osgood et al.
(1957), this method was first applied to study tactile perception by Yoshida (1968).

The data obtained allows for mostly straightforward statistical analysis to interpret
fundamental perceptual ratings. However, the results remain limited by the scale descriptions
used, and can therefore lead to unextracted perceptual dimensions. Therefore, the labels
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should be chosen such that they cover all potential dimensions. In most of our studies, we
use this procedure to assess different tactile dimensions of surface samples, and to evaluate
the matching rate between perceived stimuli stemming from different modalities.

similarity estimation method Using the Similarity Estimation Method, also know
as the Forced-Choice Paired Comparison (Kingdom and Prins, 2016, p. 50), participants rate
the perceived similarity of paired samples (Okamoto et al., 2013). While different implemen-
tations exist, commonly such methods fall within one of three groups, i. e., ratio judgment,
grading, and visual analog scaling. During ratio judgements, for each trial participants
estimate the relative perceptual distance between two presented samples using arithmetic
values. For grading methods, a fixed scale, e. g., a seven-point Likert scale, is used to rate
the similarity between two samples. Lastly, for visual analog scaling, the relative distance
between samples is rated through placing a mark on a line with endpoints representing
two perceptual extremes, e. g., “opposites” and “identical”.
The data obtained is commonly analysed through a Multidimensional Scaling (MDS)

analysis, which we further elaborate on below. In Chapter 5, we utilize the Similarity
Estimation Method combined with a variation of MDS to generate a perceptual space for
understanding distances between original and replicated surface samples.

multi-dimensional scaling To investigate semantic meaning and associate per-
ceived stimuli with physical phenomena, it is possible to generate a perceptual space. This is
a multidimensional embedding of stimuli in which their perceived dissimilarity represents
their Euclidean distance. From the data obtained through the Similarity Estimation Method,
similarity ratings can be converted into a symmetrical dissimilarity matrix. Using this, MDS
performs an ordination resulting in an r-dimensional space where each sample is placed
such that the original distances between samples are optimally obtained (Kruskal, 1964;
Torgerson, 1952). In our work, we utilize non-Metric Multidimensional Scaling (nMDS), a
rank-based approach that substitutes the original distance data with ranks. This method
has been shown to fit human similarity data more consistently than classical metric MDS,
and is therefore commonly applied in the field of haptics (Cooke et al., 2006; Culbertson
et al., 2013; Vardar et al., 2019).

A drawback of the MDS method is that the resulting space has an indeterminate orthog-
onal rotation, meaning that individual axes never correspond to individual psychophysical
dimensions. To ensure interpretation of the obtained results, commonly a perceptual space
is related back to other obtained measures, such as physical measurements or other per-
ceptual assessments. For example, Vardar et al. (2019) utilized a Procrustes analysis to
transform perceptual spaces generated from visual and haptic similarity assessments of
tactile samples, to a 3-dimensional space of physical measurements. In our work, we follow
a similar approach and transform a 3-dimensional space of physical sample measurements
to a perceptual space to understand which physical features influence tactile perception.
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2.3 material and texture perception

The tangible world around us consists of a highly diverse set of objects and surfaces with
varying material and geometrical qualities. As our eyes capture their appearance and
our fingertips reach into contact, individual sensations are integrated into judgements of
physical, functional, and multisensory properties (Fleming, 2017). In turn, we effortlessly
use these impressions evaluate and resolve further interactions.
With this dissertation, we aim to improve on the design of tactile experiences for IVEs.

To understand how effective tactile experience are constructed from variations of physical
qualities, both in terms of haptic and visual stimuli, we detail on the perceptual dimensions
that elicit material perception.

2.3.1 Perceptual Investigations

As different physical features are integrated into judgments of textures and materials,
research has given much attention to the principal perceptual dimensions of touch. This
line of work aims to minimize the dimensions that build tactile perception into a set of
discrete descriptors. Common to these approaches is the use of MDS methods to construct
perceptual spaces from user’s subjective ratings of a given set of samples. Relating the
resulting axes back to physical measurements or individual assessments provides insights
of the underlying factors that cause their differences in perceptions.
In one of the earliest approaches, Yoshida (1968) applied a semantic differential method

to study the tactile perception of a set of 50 samples varying in texture, shape, size and
material. In the presence of vision, each sample’s haptic perception was rated using a set of
20 qualities on a seven point scale. A correlation analysis between the semantic differential
ratings revealed four main factors influencing perception. Here, the first factor represented
the perception of heaviness and coldness, the second indicated smoothness and wetness,
the third depicted hardness, while the fourth differentiated haptic and visual impressions.
Furthermore, MDS indicated opposite material clusters of fibers and metals, separated by
physical properties of mass, thermal conductivity, plasticity and hardness.

Similarly, Hollins et al. (2000, 1993) aimed to reduce physical features into a minimum set
of descriptors. Using a set of 17 diverse stimuli, such as sandpaper, wood, velvet, cork, par-
ticipants were asked to describe their tactile impressions using adjectives. A MDS approach
revealed major axes to correspond to the description of roughness (smooth vs. rough) and
compliance (hard vs. soft), while minor axes were attributed to frictional properties (sticky
vs. slippery) and temperature (warm vs. cold). Moreover, as these dimensions were found
not to be orthogonal, cross-correlations between attributes exist.
Using the results of a free sorting study with 124 texture samples, Bergmann Tiest and

Kappers (2006) performed MDS and noted that their material space was four-dimensional.
As their set of samples was of higher order than previous studies, they posit that ‘less-
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important’ haptic differences were able to surface, through highly detailed distinctions made
by participants. Their perceptual space shows a ‘horseshoe’ shape, which may indicate that
the haptic material space cannot be represented as a simple Euclidean space. Furthermore,
through embedding mechanical qualities of compliance and roughness into the perceptual
space, correlations between the dimensions were apparent, however, not completely aligned.
From their results, they note that roughness had a highly strong effect on perception, but
perceptual dimensions were tangled across features.

In a further investigation, Vardar et al. (2019) conducted two psychophysical experiments
using a set of 10 real surfaces from the Penn Haptic Texture Toolkit (Culbertson et al.,
2014c), with the first investigating their visual perception, and the second their haptic
perception. From the similarity ratings collected from participants, two perceptual spaces
were generated from the respective studies. Additionally, physical measurements were
calculated from accelerometer and force measurements during an experimenter’s fingertip
exploration of the surfaces. From these measurements, hardness was estimated through
calculating the spectral centroid during tapping, roughness through the vibration power
during sliding, and stickiness through the kinetic friction coefficient. Using Procrustes
analysis, the perceptual spaces were linearly transformed to fit the physical measurements
space. From these results, authors note that vision and touch rely on congruent perceptual
representations, and therefore both modalities are perceived similarly, but judged separately.
In Chapter 5, we similarly construct a perceptual space from similarity assessments

taken during a user study. Using a Procrustes analysis, we relate this space back to physical
measurements taken from our set of 3D-printed surface samples to assess how the replication
and fabrication process influence tactile perception. This provides further insights into the
perceptual dimensions of fabricated surfaces, and serves as an initial investigation to more
accurately reproduce the haptics from real surfaces.

2.3.2 Psychophysical Dimensions

The tactile perception of textures and materials is commonly decomposed into a total of four
psychophysical dimensions, i. e., roughness, hardness, warmness, and friction (Bergmann
Tiest, 2010; Loomis and Lederman, 1986; Okamoto et al., 2013). Here, the dimension of
roughness is generally accepted to be the main contributor of tactile perception, and is often
attributed as a complex composite dimension which can be further divided into macro-
and micro-roughness. The latter dimension of friction is also understood as the stickiness
dimension, and additionally involves sensations of moistness or dryness.

In order to understand how to improve on the design of tactile experiences, we evaluate
samples through user studies investigating their psychophysical dimensions, and their
matching rate with visual stimuli. To this aim, the remainder of this section provides an
overview of each property separately, and concludes with an overview of interactions
between them.
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Friction
moist ↔ dry
sticky ↔ slippery

Hardness
hard ↔ soft

Warmness
warm ↔ cold

Roughness

Fine Roughness
rough ↔ smooth

Macro Roughness
uneven, relief

Figure 2.10: The psychophysical dimensions of tactile textures, as proposed by Okamoto et al. (2013)
through an in-depth review of studies investigating the tactile dimensionality of physical
properties of textures and materials.

2.3.2.1 Roughness/Smoothness

Attributed as the most important feature for discriminating haptically explored surfaces,
roughness is the most studied dimension of tactile perception (Bergmann Tiest, 2010;
Bergmann Tiest and Kappers, 2006; Hollins et al., 2000, 1993; Okamoto et al., 2013). Physical
roughness refers to height differences on the surface of an object, and can be measured
and expressed in different ways. In Chapter 5, we determine the physical roughness of
surface texture samples by calculating the root-mean-square of the reconstructed height
fields, which is based on a common approach in manufacturing processes (Black, 2019).
Perceptually, roughness is dependent on the height differences of a surface texture, the

spatial period and spacing of its variations, and its material friction coefficient. Specifically,
perceptual roughness can be subdivided into macro- and micro-roughness, respectively
mediated through two distinct channels, i. e., spatial variations of coarser surfaces, and
vibrations mitigated by fine-structured surfaces. This is supported by the duplex theory of
texture perception, which states there is a difference between passive (or static) and active
touch perception of tactile textures (Hollins and Risner, 2000), see Section 2.1. Namely,
during static touch, the impressive discriminative power of our fingers allows us to identify
embossed dots down to 550 µm in diameter and a height of only 3 µm (Wang and Hayward,
2008). However, during active exploration, our sensitivity to surface textures is increased
even further. The finger ridges interact with the underlying substrate, and the resulting
effect of pattern beating heightens our sensitivity, which allows us to discriminate sinusoidal
gratings down to 13nm in height (Skedung et al., 2013). During such continuous exploration
of a surface, height variations are perceived as vibrations, leading to a perceived roughness
associated with the respective amplitude, weighted with the frequency response of the
Pacinian receptors (Bergmann Tiest, 2010). These vibrations are appreciable up to 500Hz
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with the highest sensitivity around 240Hz (Israr et al., 2006). These insights provide a basis
for the design of tactile roughness for both passive structures and active vibrations.
Additionally, perceptual roughness is also dependent on the spatial and temporal con-

text (Kahrimanovic et al., 2009). For example, a surface that is felt just after a smooth surface
has been explored, feels rougher than the same surface when it is felt just after a rough
surface has been felt. This effect has been found to work both ways, meaning it is not
caused by fatigue in the receptors, but of processes at a higher level. Additionally, while
exploring different surfaces with the index and the middle finger, a rougher surface under
the middle finger will cause the surface under the index finger to feel smoother. Therefore,
in terms of perceptual studies investigating roughness, counterbalancing and consistent
surface exploration remain essential.

2.3.2.2 Hardness/Softness

Hardness or compliance is the second most attributed perceptual dimension of tactile tex-
tures (Bergmann Tiest, 2010). Physically, hardness can be expressed through an object’s
stiffness, i. e., the ratio between the force that is exerted onto it and the resulting displace-
ment. Here, stiffness is dependent on the object’s dimensions, meaning a thick narrow object
can be compressed more than a thin wide object of the same material when the same force
is applied. Compliance can also be expressed through a material’s Young’s modulus, i. e., the
ratio between pressure (force per unit area) and relative displacement (the displacement
divided by the original length). This method is independent of the object’s dimensions for
so called linear materials. Alternatively, the spectral centroid of a recorded acceleration
signal when tapping an object can be used to discriminate hardness (Culbertson et al., 2013;
Vardar et al., 2019). In Chapter 5, we build upon the first approach and measure the physical
hardness of surface texture samples by recording the indicated weight on a load cell when
multiple stacked layers of the surface with a uniform height were compressed with a fixed
displacement (Panetta et al., 2015).

Perceptually, compliance can be investigated through either pressing down on, or tapping
a surface with one finger, or through squeezing an object between fingers. From these
interactions, about 90% of information comes from surface deformation cues, while the
remaining information stems from kinesthetic (force and displacement) cues. Discrimination
values are commonly expressed in terms of Weber fractions, i. e., the ratio of the just-
noticeable difference (JND) to the intensity of the stimulus. With both kinesthetic and
cutaneous cues present, discrimination is possible down to Weber fractions of (∼ 15%),
while only cutaneous cues during passive pressure lead to Weber fractions of (∼ 50%).
This underlines the need for appropriate haptic exploration methods during user studies to
ensure perceptual ratings of hardness are consistently investigated.
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2.3.2.3 Warmness/Coldness

Warmness or coldness still remains an underexplored dimension of tactile perception. Phys-
ically, it is directly related to material properties of heat capacity and thermal conductivity,
and the geometry of the object in question (Bergmann Tiest, 2010). Modeling approaches
describe coldness by cooling the finger along a curve, and generally show a shape similar
to exponential decay. In our work, we did not consider physical measurements of coldness.

Perceptually, coldness is investigated through direct contact with a surface. Discrimina-
tion experiments explore coldness perception in relation to a material’s contact coefficient,
its thermal diffusivity, or its heat transfer rate. Depending on the chosen method, thermal
parameters for discrimination ranges from about 40% to 200% or more. As there is a direct
relation with the material in question, coldness perception can be used to identify differ-
ent materials. When comparing real surfaces to replicated counterparts, or investigating
matching rates between fabricated samples and virtual objects, coldness perception can
give way to discrepancies in the perception of tactile surfaces. While we do not normalize
or control for perceptual coldness, we take these indications in consideration to assess how
discrepancies are perceived and how much they contribute to the general percept.
Interestingly, while physical coldness is independent of room temperature, it directly

influences perceptual coldness. Generally, heat transfer rate upon contact is larger for
thicker stimuli, meaning a thinner object will be perceived warmer. However, from a room
temperature of around 34 °C and higher a reversal phenomenon takes place, where thinner
stimuli will be perceived colder than thicker ones (Bergmann Tiest and Kappers, 2008).

2.3.2.4 Friction (Slipperiness/Stickiness, Moistness/Dryness)

Similar to coldness, research involving the haptic perception of slipperiness is still in its
early stages, and remains underexplored. Slip is caused by the relative motion between
the fingertip and the surface. Physically, slipperiness is related to the friction between the
material and the skin during exploration (Bergmann Tiest, 2010). Frictional force works
in the opposite direction of the applied motion, and depends on the speed of movement.
Here, the coefficient of friction is the ratio between the frictional force and the normal force.
It is important to distinguish stickiness from adhesiveness, where the latter is defined by
attractive forces between an object’s surface and a probe, commonly caused by compounds
or properties other than a surface’s geometry or material. In our work, we classified slip-
periness in texture samples through measuring static friction. Here, we recorded the angle
of inclination a fixed object on top of the surface would start a movement (Kurtus, 2005).
During fingertip exploration, slip perception provides tactile cues of the relative speed

and the relative orientation (Salada et al., 2004). Such cues are important during dexterous
object manipulation (Khurshid et al., 2017), as well as recognizing surface texture informa-
tion (Salada et al., 2005). For conscious perception of slipperiness of surfaces, movement
is essential to ensure accurate perception. During exploration, slipperiness is perceived
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through both kinesthetic and cutaneous channels, whereas the latter is mediated by rapid
adapting mechanoreceptors, i. e., Meissner or Pacinian corpuscles, depending on whether
the slip of a single dot or a textured surface is perceived, respectively. While humans are
able to perceive different levels of slipperiness quite accurately, fundamental research has
not yet determined a perceptual model of slip perception.
Similarly, moistness perception remains an open challenge for research. Interestingly,

there is no physiological basis for moistness detection in humans, as the human skin
does not have the ionotropic receptors required for hygrosensation (Filingeri, 2015). It is
commonly accepted that moistness perception is regulated through integration of tactile
and temperature sensations, however no perceptual model has been determined. In our
work, we choose not to include investigations into moistness perception, as all surface
samples used were not regulated or controlled in terms of wetness.

2.3.2.5 Interactions

Furthermore, interactions between different tactile perceptions exist (Bergmann Tiest, 2010).
As a rougher material might grip the skin on the finger more due to the surface variations
present, perceived slipperiness is potentially rated differently. Visa-versa, a surface with
a high coefficient of friction might be considered rougher due to a learned association
between both perceptions. Similarly, a more compliant surface will create a larger contact
area between the finger and the surface, potentially influencing heat transfer and friction.

In our work, we noted an interaction between a surface’s compliance and its roughness
and stickiness perception. As 3D-printed surface samples were less compliant than their
textile originals, during interaction the substrate beneath the finger was less likely to deform
during exploration. This potentially influenced roughness and stickiness perception, as
harder surfaces emphasized variations in their micro-geometries.

2.3.3 Material Perception

Materials are an integral part of what defines objects (Fleming et al., 2015, 2013). For example,
a screwdriver made out of butter will most likely not perform the same as one made from
metal. Material identification and classification is essential to understand object affordances.

In order to perceive materials and their properties, vision plays an essential part (Fleming,
2017). Through a feedforward process of visual perception, low-level vision extracts local im-
age features, such as the responses of spatio-temporal filters tuned to different orientations,
spatial frequencies, and colors. These low-level image measurements are processed into
mid-level surface computations, i. e., estimating material properties, followed by high-level
recognition processes, i. e., recognizing materials. Mid-level vision is thought to create
a high-dimensional feature space for describing different materials, such as estimates of
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surface properties, e. g., glossiness, or texture, and potentially also physical properties, e. g.,
hardness, or roughness.

When exploring surfaces and objects, multi-modal investigations are used to understand
their textures and materials. As material perception is built through sensory integration
processes, research has investigated how differentmodalities correlate to each other. In terms
of roughness, Bergmann Tiest and Kappers (2007) found that the visual correspondence with
the physical ordering was approximately of the same level as the haptic correspondence.
Analogously, investigations of softness determined that there is a high overall perceptual
correspondence between haptically or visually exploring materials (Cavdan et al., 2021).
Moreover, in terms of affective properties, visual, auditory, and tactile evaluations have
been shown to correlate for material properties of wood (Fujisaki et al., 2015).
In our work, we build visuo-haptic experiences through combining tactile impressions

with visually overlaid textures. Through user studies, we investigate if the presented illusion
builds a successful material perception, or if both controlled modalities are conflicting. In
parts of our work, we ask users to describe the sensation and perception they acquire, which
we examine to understand the perceived materials, their underlying material properties, and
also the affective qualities communicated by each combination. This allows us to understand
the dominant modality and its respective sensations, and additionally hints at how users
make sense of mismatching impressions.

2.4 conclusion

The subject of interest in this work lies with the sense of touch, arguably our most primitive
sense. Touch sensations arise from mechanoreceptors innervated in our skin, muscles,
and tendons. Through different patterns of haptic exploration, touch allows us to explore
physical objects and surfaces around us to understand their tactile and kinesthetic properties,
such as their hardness or weight.

Designing for the sense of touch presents a multi-modal challenge. As humans, we expe-
rience the world around us through different senses. Our perceptual processes integrate
perceptions from different sensory modalities to create robust internal representations.
Even when mismatching information occurs, these processes aim to make sense of our
environment, which might lead to one modality showing dominance over the other. More-
over, perceptual representations stemming from different modalities are shared between the
senses, which might lead to crossmodal correspondences, i. e., non-arbitrary associations
between features of different stimuli, such as sound-symbolic words in language.

In order to design effective tactile experiences, we must understand how to study them.
This is done using psychophysics, the formal investigative tool for examining the relation-
ship between the physical world and one’s psychological state. Using this tool, different
procedures and analyses allow us to understand when a sensation is perceived and how it
compares to other sensations of the same, or even different, modality. Moreover, by investi-



2.4 conclusion 41

gating semantic meaning and associating perceived stimuli with physical phenomena, it is
possible to generate perceptual spaces that visualize differences between stimuli.
Of particular interest to this work, is the perception of materials and textures. Whereas

an object’s material is defined by the matter it is made of, its texture is defined by the com-
position of its surface properties. Perceptions of materials and textures are built through
different psychophysical dimensions that are investigated using varying exploratory pro-
cedures. During lateral motion, surface variations give rise to perceptions of (macro and
fine) roughness, and friction, applying pressure investigates an object’s hardness, while
static contact enables us to investigate the dimension of warmness. In turn, these individual
perceptions are integrated and combined with visual qualities to successfully build material
perception. Previous work has established methods and procedures to study the perception
of different material and texture properties, providing us with the foundation to investigate
the design of tactile experiences in IVEs.





Cyberspace. A consensual hallucination
experienced daily by billions of legitimate
operators, in every nation.

— William Gibson, Neuromancer

3
IMMERS I VE V I RT UAL ENV I RONMEN TS

In the following chapter, we introduce the field of virtual reality (VR), provide an overview
of its history and current technology. To understand how different design aspects of virtual
environments contribute to a user’s perception, we further detail on the concepts of immer-
sion and presence. With our aim to design effective tactile experiences for virtual settings,
we investigate the current state of haptic feedback for virtual environments.

3.1 virtual reality

Somewhere along the line, we made a rock think1. Combined with a pinch of curiosity, a
grain of creativity, and decades of engineering, we have arrived at the point where highly
complex calculators can stimulate different human senses to present artificially generated
magical illusions. While this is a great oversimplification, in essence, VR technology is
merely a modern instrument to capture and present our imagination (Jerald, 2016, p. 15).
The term virtual reality, first coined by Jaron Lanier (Jerald, 2016, p. 26), refers to “a

computer-generated digital environment that can be experienced and interacted with as if that
environment were real” (Jerald, 2016, p. 9). As users experience the virtual world presented to
them, they immerse themselves in the ongoing events through different perceptual senses,

1 ben (@daisyowl) on Twitter: “if you ever code something that “feels like a hack but it works,” just remember
that a CPU is literally a rock that we tricked into thinking” - https://bit.ly/3v1JW6e
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Figure 3.1: AHistory of Virtual Realitywith (left) an artistic representation of experiencing imaginary
worlds through the use of fictional goggles in “Pygmalion’s Spectacles” (Weinbaum, 1935),
and (right) Morton Heilig’s Sensorama (Heilig, 1992).

commonly the visual, auditory and haptic channels. The aim is to present a plausible illusion
that feels realistic to the user, one wherein they can act accordingly (Slater, 2009).
In this work, we aim to enhance the user’s virtual experience through the design of

effective tactile feedback for IVEs. To understand how this builds upon VR technology, we
first address its history, the concepts of immersion and presence, and take a look at the
current state of VR and common application areas.

3.1.1 A Montage of Virtual Reality

Anything that we want to
go from just a beginner to a
pro, you need a montage.2

A “Brave New World” by Aldous Huxley was in part a response to significant technological
advances that were changing the world at the time. Early on in the novel, there is mention
of the feelies, a movie theater experience that includes smell and touch, on top of traditional
sight and sound sensations. As an experience that pulls its viewer into the events displayed
on screen, it paved the way for immersive VR.

One of the earliest mentions of a model for VR resembling what it is approaching today,
dates back to 1935 with the short story titled “Pygmalion’s Spectacles”3. Here, Weinbaum
(1935) describes a pair of goggles that allow its wearer to experience “a movie that gives one
sight and sound [. . . ] taste, smell, even touch.”, artistically depicted in Figure 3.1. Through
the inclusion of multiple sensory modalities, the protagonist not only visually and audibly
discerns a beautiful forest with the “curiously lovely pipings and twitterings” of birds, but
also experiences “[a] faint, deliciously sweet perfume breathed against him”. The events occur
interactively as the wearer is able to speak to the “shadows”, or characters, presented to
them while the story is “[. . . ] all about [the wearer]”. However, as the protagonist inspects

2 Montage from Team America
3 Project Gutenberg’s Pygmalion’s Spectacles by Stanley Grauman Weinbaum — https://bit.ly/3xbDASU

https://bit.ly/3xbDASU
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Figure 3.2: A History of Virtual Reality with (left) the “Sword of Damocles” Sutherland (1968), and
(right) Binocular Omni-Oriented Monitor (BOOM) from (Bryson, 1992).

the floor, he notes that “[t]o his eyes the ground was mossy verdure; to his touch it was merely
a thin hotel carpet.”. Interestingly, this early depiction deals with a number of actual research
interests, such as breaks in immersion through sensory mismatches, the importance of plot
and interactivity, and even (cyber-)sickness after exiting the illusion (all though the latter
was also mitigated due to the protagonist’s alcohol abuse).

The technical origins of VR date back to the early 1800s with the use of stereoscopic
photography (Jerald, 2016, p. 15). Through binocular disparities, i. e., the presentation of
two slightly different images projected into each eye respectively, the stereoscope served
the illusion of depth perception and three-dimensional structure. Combined with the rise
in popularity of film, this set the stage for technology to serve human imagination at a
deeper level. In the mid 1900s, innovation moved beyond static image presentation. The
“Sensorama”, depicted in Figure 3.1, was created by a cinematographer by the name of
Morton Heilig (Heilig, 1992). With the idea to fully immerse a person into a film-like
experience, it provided stereoscopic color displays with a wide field of view, stereo speakers,
a tilting chair with vibrations, as well as smell generators and fans to simulate wind.

Arguably the pivoting point for VR, was the concept of the “Ultimate Display” by Suther-
land (1965). Touching on ideas presented in “Pygmalion’s Spectacles”, this conceptual
display would be able to stimulate reality to a point that the viewer would not be able to
tell the difference between the virtual and the real world. Sutherland (1968) later went on to
demonstrate the first head-mounted display (HMD) that used head tracking and computer-
generated imagery. As the contraption was too heavy for a person to wear comfortably
on their head, the device had to be suspended from the ceiling. Dubbed the “Sword of
Damocles” (Sutherland, 1968), it was named after the story of King Damocles who, with a
sword hanging above his head by a single hair of a horse’s tail, was in constant peril.
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Figure 3.3: A History of Virtual Reality with (left) an immersive virtual file system in the movie
“Hackers” (Softley, 1995), and (right) a fictional HMD with gloves for interaction in the
movie “Johnny Mnemonic” (Longo, 1995).

In the late 1980s and 1990s, a burst of innovations pushed the field of VR beyond its borders,
such as Janon Lanier’s EyePhone 1 and EyePhone HRX4, and the NASA VIEW system5. The
inclusion of haptic feedback was being recognized through custom built simulator setups
and glove-based technologies. In research, different form factors for scientific visualization
applications were being explored, with notable examples including the Binocular Omni-
Oriented Monitor (BOOM) (Bryson, 1992) and the Cave Automatic Virtual Environment
(CAVE) (Cruz-Neira et al., 1993). However, these systems remained high in cost and posed
too many disadvantages compared to advances made for HMDs. In popular culture, the
entertainment industry started implementing VR technology, such as arcade machines
built by The Virtuality Group6, and Nintendo’s Virtual Boy 3D Gaming Console7. For the
film industry, VR provided a new channel of inspiration, as showcased by movies such as
“Hackers” (Softley, 1995) and “Johnny Mnemonic” (Longo, 1995), see Figure 3.3.

During the so called VR winter in the early 2000s, VR was given little media attention (Jer-
ald, 2016, p. 27). However, research continued to investigate novel approaches, with a high
focus on human-centered aspects. With the fame of the Oculus Rift Kickstarter, mainstream
media started picking up the topic of VR again, as it suddenly became a more affordable and
attractive technology. Nowadays, we have reached the point where both visual and auditory
modalities have undergone long iterations leading to high innovations. As applications
are extending themselves into the direction of more diverse haptic feedback, and some
even consider oldfactory or gustation experiences, the future of VR technology is certainly
multimodal. However, there still remains a long road ahead.

4 VPL Research — https://bit.ly/3L2BdHV
5 The Virtual Interface Environment Workstation (VIEW) by NASA — https://go.nasa.gov/2ptyAWs
6 Virtuality — https://bit.ly/3d18zKt
7 Virtual Boy by Nintendo — https://bit.ly/3Rvj2go

https://bit.ly/3L2BdHV
https://go.nasa.gov/2ptyAWs
https://bit.ly/3d18zKt
https://bit.ly/3Rvj2go
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Figure 3.4: VR technologies with (left) a user inside a Cave Automatic Virtual Environment (CAVE)
from Wikimedia Commons (2001) and (right) this dissertation’s author enjoying a cup of
coffee while wearing a head-mounted display (HMD).

3.1.2 The State of Virtual Reality

Since “Pygmalion’s Spectacles” and the early days of stereoscopic photography, VR has
evolved in numerous ways. From a technological point of view, the visual and auditory
output modalities have received most of the attention. However, both research and industry
are realizing the importance of the multimodal aspect that makes (or breaks) the virtual
experience. To understand how current approaches serve the senses, we detail on several
aspects of their technical realization and provide an overview of general application areas.

3.1.2.1 Serving the Senses

A VR system consist of a technical setup that simulates (parts of) the virtual environment
through different output modalities. Common approaches combine visual and auditory
sensations, and are often augmented with haptic feedback through vibrotactile actuation.
While olfactory and gustatory stimulation sometimes find their way into the spotlight, their
practical usage remains rare.

visual The most straightforward method in bringing a virtual scene to life, is through
Desktop VR or mobile systems, where respectively standard desktop monitors and handheld
devices render a specific viewpoint (Anthes et al., 2016). Here, the use of stereoscopic
glasses can support depth perception to further support the presented illusion. Fish Tank
VR systems build on desktop approaches through tracking a user’s head in order to provide
a more natural way for visual inspection (Ware et al., 1993).

A second class, called Immersive Projection Technologies (IPTs) (Bowman and McMahan,
2007), visualize the virtual environment using large projections onto walls or screens.
Through spatial combinations, this method gives rise to omni-directional screen setups, or
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Cave Automatic Virtual Environments (CAVE) (Cruz-Neira et al., 1993) see Figure 3.4. The
size of these approaches increases the user’s field of view (FOV), and provides an increased
freedom of movement within the real environment. However, they remain costly both in
terms of technical and space requirements, and can therefore rarely be found outside of
research or specialized settings.
By bringing the display closer to the user’s eyes, we reach the class of head-based

displays (Muhanna, 2015). Shown in Figure 3.2, the Binocular Omni-Oriented Monitor
(BOOM) was an early implementation which combined close to the eye stereoscopic view
rendering with positional head tracking for data visualization and inspection (Bryson, 1992).
However, the success of the head-mounted display (HMD) (Sutherland, 1968), shown in
Figure 3.4, quickly overtook most methods due to a better trade-off between cost and user
experience. The success of the Oculus Rift Kickstarter8 in 2012 revived the VR scene, and
paved the way for large investments by big tech companies (Jerald, 2016, p. 27). Nowadays,
we find state-of-the-art systems, such as the HTC Vive9, the PlayStation VR headset10

and the Meta Quest11, which provide an all-around setup including visual and auditory
modalities, often augmented with haptic feedback through vibrotactile actuation.

auditory In terms of auditory feedback, most methods can be combined with either
static speakers, or through the use of headsets, which can be separate devices or integrated
into the headset. The challenge lies with providing spatially varying audio that mimics
natural sounds waves emanating from a 3D-point in space. To this aim, many setups already
include spatial audio solutions, and both software12,13 and hardware14 rendering based
approaches exist that allow for easy integration with common platforms.

haptic Commercial solutions for haptic feedback rely on two technical approaches, i. e.,
force-feedback and vibrotactile actuation (O’Malley and Gupta, 2008, p. 36). In the former,
devices, such as haptic joysticks, are able to block movement and provide additional counter
force to an interface controlled by the user. However, due to the need of high exertable
force, these approaches usually remain limited to non-portable interfaces, making them
less attractive for VR haptics where freedom of movement is often preferred.

Therefore, VR systems commonly rely on portable controller interfaces, which simulate a
wide range of haptic sensations through vibrotactile actuation. Using this approach, signals
are generated through low level manipulation of amplitude, frequency, and timing (Wang
et al., 2019). As can be expected, the mapping of such rudimentary vibrations from complex
virtual interactions, such as object collision or texture exploration, is often highly limited.

8 Oculus Rift Kickstarter by Oculus — https://bit.ly/3xc22Ue
9 VIVE by HTC Corporation — https://bit.ly/3Bt3Bj1
10 PlayStation VR by Sony — https://bit.ly/3TV9n49
11 Meta Quest by Meta — https://bit.ly/3B6tjZ9
12 Spatial Audio for Cinematic VR and 360 Videos by Facebook Technologies — https://ocul.us/3cYVXn6
13 VIVE 3DSP Audio SDK by HTC Corporation — https://bit.ly/3Bs45pv
14 VRWorks Audio by NVIDIA Corporation — https://bit.ly/3cYcSX9

https://bit.ly/3xc22Ue
https://bit.ly/3Bt3Bj1
https://bit.ly/3TV9n49
https://bit.ly/3B6tjZ9
https://ocul.us/3cYVXn6
https://bit.ly/3Bs45pv
https://bit.ly/3cYcSX9
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Figure 3.5: VR interfaces with (left) commonly used controllers with basic vibrational feedback, and
(right) gloves by SenseGlove able to exert forces onto the user’s fingers (© SenseGlove).

While still the standard in commercial VR approaches, controller vibration lacks vividness
and surroundedness to present the user with a plausible experience (Wang et al., 2019).
Gradually improvements find their way onto the consumer market. For example, dur-

ing interaction, the Valve Index controllers15 are tied to the user’s hand. Combined with
grab detection, users can throw and release virtual objects by ‘releasing’ the controller.
Recently, PlayStation introduced adaptive triggers in their DualSense controller16 to provide
haptic feedback through force resistance, an interface further investigated by Stellmacher
(2021) and Stellmacher et al. (2022). Furthermore, glove-based interfaces, such as the Sense-
Glove17 or the Manus VR gloves18 support more realistic touch interactions, while suit-based
interfaces, such as the TactSuit19, extend the bodily range of haptic feedback.
The sense of touch is central to the work in this dissertation, and therefore of special

interest. In the field of haptics, different approaches have been illustrated to serve tactile
experiences both in and outside VR. In Section 3.3, we provide a deeper review into different
methods, and include their advantages and disadvantages.

olfactory While research has attempted to classify primary odors that can be used
for constructing more complex smells, arbitrary scent generation remains highly challeng-
ing (Nakaizumi et al., 2006). The psychological dimensions of human odor perception are
still an outstanding issue in olfactory research, and there is a lack of a comprehensive and
generally accepted classification (Kaeppler and Mueller, 2013).

Practical implementations using olfactory stimulation usually remain application specific,
such as in the “Sensorama” byMorton Heilig (Heilig, 1992). In research, olfactory stimulation

15 Index Controllers by Valve — https://bit.ly/3Bq2bpB
16 DualSense Wireless Controller for PS5 by Sony — https://bit.ly/3RyDCwd
17 SenseGlove — https://bit.ly/2A0kbcg
18 Manus Virtual Reality Gloves by Meta — https://bit.ly/3DabbR1
19 TactSuit X40 by bHaptics — https://bit.ly/3d1YeOk

https://bit.ly/3Bq2bpB
https://bit.ly/3RyDCwd
https://bit.ly/2A0kbcg
https://bit.ly/3DabbR1
https://bit.ly/3d1YeOk
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Figure 3.6: VR Olfactory and Gustatory experiences, with (left) simulating the smell of a field (© OVR
Technology), and (right) an immersive gastronomy experience by Aerobanquests RMX
(© Mattia Casalegno20).

has been explored through delivering vapors near or in the nostrils (Amores and Maes, 2017;
Covington et al., 2018; Ranasinghe et al., 2018), through statically positioned systems using
fans (Nakaizumi et al., 2006), through bubbles (Seah et al., 2014), or even using ultrasound
arrays (Hasegawa et al., 2018). Additionally, through utilizing the properties of certain
scents, such as the coolness of mint or hotness of peppers, olfactory stimulation has been
shown to support illusions of environmental temperature (Brooks et al., 2020).
However, these methods have yet to find their way onto the consumer market. One

face-mounted approach, called the Feelreal mask21, was conceptualized for providing an
attachable solution for HMDs to generate scents. With a total available set of 255 avail-
able scents, this device would generate complex smells from 9 embedded aroma capsules.
However, in 2020 the project was placed on hold indefinitely22. A similar technology called
INHALE, presented by OVR Technology23, utilizes scent cartridges during virtual meditation
and training sessions, see Figure 3.6. However, the product is focused towards enterprise,
corporate, and federal applications, and therefore not available for private consumers.

gustation Gustation approaches show a similar trend to olfactory methods. While
research has investigated generalizable methods, such as direct stimulation of the tongue to
simulate the sense of taste through thermal (Karunanayaka et al., 2018) or electrical (Ranas-
inghe and Do, 2016; Ranasinghe et al., 2012) means, their general application remains limited.
To this date, no practical consumer devices exist.

However, gustation has been combined with VR in specialized scenarios. One example can
be found with Aerobanquets RMX24, see Figure 3.6, an immersive gastronomy experience

20 Mattia Casalegno — https://bit.ly/3eF3UhX
21 Feelreal Multisensory VR Mask by Feelreal — https://bit.ly/3QzJCn4
22 Feelreal Kickstarter — https://bit.ly/3xdLBXr
23 OVR Technology — https://bit.ly/3eDimXs
24 Aerobanquets RMX — https://bit.ly/3Qq3cCg

https://bit.ly/3eF3UhX
https://bit.ly/3QzJCn4
https://bit.ly/3xdLBXr
https://bit.ly/3eDimXs
https://bit.ly/3Qq3cCg
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loosely based on the Futurist Cookbook (Marinetti, 2014), the (in)famous Italian book of
surreal recipes and fantastical dinners published in 1932. A similar concept is Tree by
Naked25, where projection mapping techniques are combined with HMD systems to provide
users with multisensory virtual dining and tasting experiences.

software rendering To simulate interactions and render the virtual environment,
commonly 3D engines are employed in VR setups. Software frameworks, such as the
Unreal Engine26, Unity27, or Ogre3D28, allow designers to construct and define their virtual
scenes and render them on HMDs. In our work, we commonly employed Unity for building
scenes with integrated study logic, while 3D-modeling tools, such as Blender29, aided in
constructing 3D-models for both printing and virtual rendering.

3.1.3 Application Areas

While far from perfect, VR is able to present unique experiences to which users react
strongly (Bowman and McMahan, 2007). With unprecedented freedom to create immersive
simulated environments, specific applications are able to support scenarios that would
otherwise be too expensive, too hazardous, or even impossible to achieve in the real world.
Consequently, practical implementations of VR can be found in a highly diverse collection
of applications and scenarios.
Medical applications of VR have been shown to support phobia and anxiety treat-

ments (Powers and Emmelkamp, 2008). By exposing patients to a simulated environment
that evokes their specific fear, or presents themwith a highly stressful scenario, the therapist
is able to guide them to bring the fear to amanageable and reasonable level. Examples include
treatment of panic disorders (Botella et al., 2007), post-traumatic stress disorder (Difede
and Cukor, 2007), or specific phobias, such as arachnophobia (Garcia-Palacios et al., 2002),
acrophobia (Rothbaum et al., 1995), or aerophobia (Baños et al., 2002).
Another prominent domain can be found with simulation and training environments

to lower risk and potential harm. For example, applications such as VR FireTrainer30 aim
to educate users in the use of fire extinguishers and guide them through fire scenarios.
Similar approaches have been used in aerospace scenarios for pilot training (Council, 1995,
p. 392), in military scenarios for urban combat infantry training (Council, 1995, p. 413), and
in medical scenarios for training doctors to recognize brain-dead patients (Kockwelp et al.,
2022), or for simulating dental surgery (Wang et al., 2019).

25 Tree by Naked in Yoyogi Park — https://bit.ly/2wsIBtn
26 Unreal Engine by Epic Games — https://bit.ly/3TXAHyF
27 Unity Real-Time Development Platform by Unity Technologies — https://bit.ly/3RMNBhP
28 OGRE Open Source 3D Graphics Engine by Ogre3D — https://bit.ly/3U08WFZ
29 Blender by The Blender Foundation — https://bit.ly/3eHjHNi
30 VR FireTrainer by Vobling — https://bit.ly/3qopU35

https://bit.ly/2wsIBtn
https://bit.ly/3TXAHyF
https://bit.ly/3RMNBhP
https://bit.ly/3U08WFZ
https://bit.ly/3eHjHNi
https://bit.ly/3qopU35
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Figure 3.7: Example Application Scenarios for VR, with (left) a virtual fire scenario (© VR FireTrainer
by Vobling), and (right) a user meditating in VR (© Samsung34).

Both for preservation and education, VR has made its way to the field of cultural her-
itage (Bekele and Champion, 2019). As historical artifacts and heritage sites are often too
delicate to be exposed to an uncontrolled environment, VR provides the ideal opportunity
to enrich visitor’s experiences. Moreover, in combination with 3D-scanning approaches,
digitization of cultural artifacts enables future knowledge transfer, e. g., through platforms
such as Open Heritage31.
Arguably, a main driver for VR technology can be found in the entertainment industry.

With an average of 132 million active monthly users in 202132, the Steam gaming platform
noted that around 2.05% (or around 2.5 million) of these users have any type of compatible
VR system33. The importance of this area is therefore not to be underestimated.

Thework in this dissertation aims to enhance tactile experiences for VR. Through different
design approaches, we enable designers to more easily create feedback mechanisms that
align with their intentions. As visuo-haptic experiences become more realistic and plausible,
the different application scenarios benefit from our techniques.

3.2 but what is reality?

Real objects and environments have an actual physical existence and can be observed
directly, while virtual objects and environments require mediating technology to be viewed
and manipulated. They therefore only exist “in essence or effect, though not actually or in
fact”35, i. e., virtually. Whereas the term VR is used to indicate technology able to mitigate
the virtual, a highly diverse set of technologies able to blend both representations together

31 Open Heritage by Google — https://bit.ly/2XmXaY2
32 2021 Year in Review by Steam — https://bit.ly/3QvUuCy
33 Hardware and Software Survey by Steam — https://bit.ly/2JIFtzJ
34 VR Games for Mindfulness by Samsung — https://bit.ly/3RLzTuQ
35 Definition of ’virtual’ by Wiktionary — https://bit.ly/3QsoIpX

https://bit.ly/2XmXaY2
https://bit.ly/3QvUuCy
https://bit.ly/2JIFtzJ
https://bit.ly/3RLzTuQ
https://bit.ly/3QsoIpX
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Figure 3.8: The Virtuality Continuum. Image adapted from Milgram and Kishino (1994).

to a varying degrees, exist. To understand this spectrum and mitigate ongoing discussions,
Milgram and Kishino (1994) propose the Virtuality Continuum, depicted in Figure 3.8.

The presented classification contrasts the absolute real environment with the fully immer-
sive virtual environment (VE) on opposite sides of a continuous spectrum. In between these
two extremes, the class of mixed reality (MR) technology encompasses any and all systems
where both real and virtual information is simultaneously present. Within this region, a
further distinction is made between augmented reality (AR) and augmented virtuality (AV).
The former presents any case where an environment, grounded in real world depictions,
is augmented with digital information. An example of such a technology would be a see-
through HMD that is able to project computer generated graphics onto the view of physical
objects. Analogously, the case of AV portrays experiences based in virtual representations
that are augmented with real world information. For example, a virtually generated world
augmented with a projection of a user’s real hands to enhance virtual interaction.

Furthermore, the full taxonomy proposes the dimensions of the Extent of World Knowl-
edge (EWK), the Reproduction Fidelity (RF), and the Extent of Presence Metaphor (EPM). To
illustrate the varying capabilities of different MR technologies, the EWK depicts the level of
comprehension of the real world. Here, this understanding consists of the knowledge of the
location of real objects, i. e., the where, and the knowledge about the objects themselves, i. e.,
the what. Both the RF and EPM dimensions deal with the issue of realism for MR displays,
where the former deals with a technology’s visual quality, the latter represents the level of
immersion or presence that is offered.

While the taxonomy presented by Milgram and Kishino (1994) initially focused on classi-
fication of visual technologies, the underlying concepts remain valid for other modalities,
such as the auditory, haptic, gustation, and olfactory. In the context of this dissertation,
our work deals with visual and haptic technology in the MR space. As we will see in Sec-
tion 3.3, the two-dimensional extension of the Virtuality Continuum which includes the
haptic domain, as presented by Jeon and Choi (2009), will be of particular importance.
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3.2.1 Building a Virtual Illusion

In classical human-computer settings, the user’s world and the world generated by the
computer are separate, making the link between both one that is from the outside in (Witmer
and Singer, 1998). In virtual environments, this link is one from the inside out, where two
separate entities, i. e., the user and the computer, become closer connected. As the user acts
from within the virtual environment, the computer’s world and the user’s world become
one, making the experience more meaningful. The task of a VR system is to provide the
user with sensory experiences that simulate the state of the virtual environment, with the
aim of providing a convincing experience that is able to persuade the user of its reality.
Slater (2009) defines a distinct difference between two orthogonal concepts of IVEs,

namely, Place Illusion (PI) and the Plausibility Illusion (Psi). PI is defined as the qualia of
‘being there’, i. e., the feeling of being in a place depicted by the virtual environment, while
Psi is the illusion that the events occurring inside the virtual environment are real, even
though one realizes they might not be. When these illusions occur, users believe that what
is happening in the virtual scene is what is actually happening to them, and therefore will
behave and interact realistically, i. e., a ‘response-as-if-real’ (RAIR).
Central to these illusions, are the concepts of immersion and presence (Slater et al.,

1996; Slater and Wilbur, 1997). Their definitions show resemblance to the conceptual
divide between objective physical stimuli and subjective sensations and perceptions in
psychophysics (Fechner, 1860), see Section 2.2. Whereas immersion is an objective quality
of a system, the level of presence is a user’s perception of the portrayed environment.

3.2.2 System Immersion

Slater and Wilbur (1997) define immersion as “the extent to which the computer displays
are capable of delivering an inclusive, extensive, surrounding, and vivid illusion of reality
to the senses of a human participant”. As an objective system quality, immersion has the
potential to engage users in the experience, while being independent of the user utilizing
the system (Jerald, 2016, p 45). To measure immersion, several elements have been defined:

• Extensiveness: the range of sensory modalities presented to the user, e. g., visual,
auditory, and haptic;

• Matching: the level of agreement between the presented sensory modalities;

• Surroundness: the extent of cues being panoramic, e. g., the visual field of view;

• Vividness: the quality of the stimuli, e. g., visual resolution;

• Interactability: the level of influence a user’s actions has over the whole of the
environment;
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• Plot: the story.

An analogous definition, by Slater (2009), characterizes the level of immersion by the
Sensorimotor Contingencies (SCs) it supports. Here, an SC refers to the actions that we know
to carry out in order to perceive, for example, moving your head and eyes to change gaze
direction, or bending down and shifting head and gaze direction in order to see underneath
something. The SCs supported by a system define a set of valid actions that are meaningful
in terms of perception within the virtual environment depicted. Based on SCs, authors define
what they call first-order systems that are similar to everyday reality, and second-order
systems that can be simulated with first-order systems.
As both the terms of immersion and presence have been ongoing topics of discussion

in literature, Nilsson et al. (2016) provide an overview of their usage in literature. They
state that it seems reasonable to distinguish between four general views of immersion, i. e.,
immersion as a property of the system used to present the virtual world, immersion as a
perceptual response to that system, immersion as a response to an unfolding narrative, the
characters inhabiting the story world, or the depiction of the world itself, and immersion as
a response to challenges demanding the use of one’s intellect or sensorimotor skills. Based
on these insights, they define a three-dimensional taxonomy of existing conceptualizations.
Here, system immersion is the term that deals with properties of the system, narrative
immersion is the subjective response to the experience’s narrative, and challenge-based
immersion is the subjective response to challenges presented.

The idea behind immersion is to provide an objective level of sensory fidelity a system is
able to generate (Slater, 1999). Optimizing and enhancing a VR system for its immersion, is
therefore able to benefit the user’s experience through a measurable and understandable
approach. While one of the main research focus points of immersion is to increase the user’s
level of presence, as we will see in the next section, recent approaches posit that immersion
benefitsmore aspects, such as a user’s spatial understanding, increased peripheral awareness,
or increased information bandwidth (Bowman and McMahan, 2007).

In our work, we focus on the design of tactile experiences for virtual environments. With
the inclusion of appropriate haptic feedback, we aim to increase the VR system’s immersion
through increasing its extensiveness and matching rate to optimize the user’s experience.

3.2.3 Feeling Presence

Similar to how physical stimuli are interpreted into sensations and perceptions, immersive
qualities of a VR system provide stimuli that are perceived and interpreted by the users
during their experience. This experience commonly aims to support a user’s sense of
presence, a subjective sensation equating to the feeling of “being there” (IJsselsteijn et al.,
2000). Originating from the term telepresence, presence is a psychological state of the user
built through different illusions (Jerald, 2016):
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• Being in a Stable Spatial Place: this illusion is a subset of the place illusion, where
the user feels as if they are in the environment presented to them (Slater, 2009). Here,
sensory modalities need to agree such that the user acts as if stimuli originate from
the real world;

• Self-Embodiment: the perception that the user has a body within the virtual world.
Famously illustrated by the rubber hand illusion (Botvinick and Cohen, 1998), this
illusion can provide a compelling perception that virtual elements, regardless of their
resemblance to real body parts, are part of the user’s body;

• Physical Interaction: this illusion provides the user with a realistic sense of being
able to act in the virtual environment, while receiving appropriate feedback from
their actions;

• Social Communication: the perception of social presence, where the user feels they
are truly communicating with other characters in the virtual environment.

The probability of presence occurring is a function of the system’s level of immersion and
the user. In terms of system qualities, several aspects, such as the addition of multisensory
feedback (Goncalves et al., 2020), have been shown to significantly improve the occurrence
of presence. Similarly, in terms of user factors, qualities such as the meaningfulness of the
experience (Hoffman et al., 1998), are essential.
While different factors influence presence, it is first and foremost not guaranteed to

occur (Cummings and Bailenson, 2016; Jerald, 2016, p. 46). Additionally, presence as a
user’s psychological state depending on the experience, is not a static concept. As the
user experiences the virtual environment, breaks in presence might occur. For example,
a subpar behavior of the system, such as low update rates or noticeable bugs, will create
unrealistic scenarios affecting the user’s experience (Barfield and Hendrix, 1995). Similarly,
a user experiencing presence while observing the virtual events in a passive manner, might
suddenly be pulled out of the illusion when attempting to investigate virtual objects and
noticing the absence of haptic feedback.
To understand how a system and its different aspects can be optimized for presence, a

user’s presence can be measured with different system configurations in user studies. For
this several approaches have been proposed, including physiological measures (Meehan
et al., 2002), behavioral measures (Usoh et al., 1999), subjective questionnaires (Baren and
IJsselsteijn, 2004; Usoh et al., 2000), and counting breaks in presence (Slater and Steed, 2000).
Similarly, factor analytics can provide deeper insights into the level at which each aspect of
the user’s experience contributes (Schubert et al., 2001).

As our work directs itself to the design of tactile feedback, it remains important to evaluate
the user’s experience. Through subjective user presence, we are able to assess if the sensory
modalities presented provided a sufficiently meaningful and convincing experience.
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3.3 haptic feedback

Haptic feedback involves stimulating the sense of touch, one of our most dominant and
informative senses (O’Malley and Gupta, 2008, p. 25). As we have outlined in the previous
sections, including the sense of touch in virtual experiences is essential to support effective
and intuitive interaction strategies, and to support the user’s sense of presence. Through
different haptic feedback methods, such as active actuation or passive proxy objects, virtual
objects gain a sense of tactility. By creating realistic tactile impressions, IVEs provide
plausible visuo-haptic experiences for immersed users.
In this work, we aim to enhance the user’s virtual experience through the design of

effective tactile feedback. To frame our contributions, we briefly provide an overview of the
field of haptics, frame relevant taxonomies, and detail further on both active and passive
approaches for building tactile experiences in virtual settings.

3.3.1 Haptic Interfaces

Research in the field of haptics dates back to as early as the 1920s (Gault, 1927). Here, vibro-
tactile actuation was used to investigate sensory substitution of audio signals. More recently,
the development of haptic interfaces was driven by the need for remote manipulation tasks,
e. g., for handling materials in the context of the nuclear energy industry (Sheridan, 1992).
Through force-reflecting arms, users haptically interface with remote environments to
perform physically dangerous tasks. For similarly critical scenarios, haptic interfaces found
their way into training scenario, e. g., in the context of aviation (Cook, 1965). In scientific
visualization environments, force-feedback was used to increase the perception of data
models (Brooks et al., 1990).
Currently, haptic devices can be found in a wide range of applications (Hayward et al.,

2004), such as in games for enhancing the user’s experience, in arts and music for enabling
different means for creating and sketching, and in the field of engineering for supporting
computer-aided design tasks.

3.3.1.1 Haptics in VR

Classical haptic interfaces involve the use of haptic displays, i. e., mechanical devices capable
of simulating touch sensations through applied forces and vibrations. To serve their purpose,
these types of haptic interfaces need to fulfill a set of basic tasks (Council, 1995, p. 172). Firstly,
through sensing mechanisms, an interface needs to be able to measure the motion, i. e.,
position, velocity, and possibly acceleration, and the contact forces at the point of interaction
with the user. These measurements are used as input variables for the computational
system that models interactions with virtual objects and calculates the resulting output
contact forces and positioning variables. Using these output variables, the haptic interface
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mechanically adjusts its internal actuators accordingly in order to simulate the appropriate
haptic feedback to the user. This process is called haptic rendering, analogous to the term
visual rendering, and creates a bidirectional exchange of information between the interface
and the user (Hayward et al., 2004; Salisbury et al., 1995). In order to calculate output
signals during this process, the environment may be represented through a model allowing
for computational solving of its underlying equations (Hayward et al., 2004). This model
may be developed from first principles, or parameterized to represent only certain desired
aspects (MacLean, 1996).

In a virtual environment, the haptic interface provides the tactile or kinesthetic connection
between virtual objects and the user (Adams and Hannaford, 1999; Council, 1995, p. 161).
Using this interface, users have the ability to mechanically interact with the environment
through pushing, pulling, feeling, and manipulating objects in the virtual space. As visually
simulated objects take on actual physical properties, such as mass, hardness, and texture,
users are able to utilize their manual dexterity for fine interactions.

The haptic interface aims to support different types of haptic interactions (Council, 1995,
p. 172). Firstly, through free motion users experience the environment without making
physical contact with objects, resulting in the absence of haptic feedback. During active
exploration, users might engage in contact involving unbalanced resultant forces, such as
pressing an object with a finger pad. Lastly, through interactions such as squeezing an object
in a pinch grasp, the haptic interface needs to simulate contact involving self-equilibrating
forces. An important further distinction within these interactions can be made on the basis
of whether the interaction is performed directly or through the use of a tool.

Besides the challenges of rendering haptic feedback, haptics in VR needs to take care of
visual alignment, in terms of temporal and spatial qualities, such that the presented haptic
information is in line with the virtual information observed by the user.

3.3.1.2 Classifying Haptic Approaches

Throughout the years, haptic technology has evolved and diversified greatly, resulting in
various classification methods to differentiate between existing realizations.

From a perceptual point of view, a haptic interface can either provide tactile or kinesthetic
feedback (Srinivasan and Basdogan, 1997). The form factor of a haptic device can be either
portable (or holdable) or non-portable (O’Malley and Gupta, 2008; Wang et al., 2020).

A similar classification considers if the device is grounded to the user or not, i. e., grounded
versus ungrounded devices (Jerald, 2016, p. 38), depicted in Figure 3.9. Grounded devices can
further be divided into devices that create a kinesthetic link between the point of contact
with the user and the environment, i. e., world-grounded, between the point of contact with
the user and a different location on the user’s body, i. e., body-grounded, or those that are
directly affixed to the point of contact with the user, i. e., wearable (Culbertson et al., 2018;
Pacchierotti et al., 2017).
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Figure 3.9: Classification of Grounded Interfaces (Culbertson et al., 2018). Here, different groundings
(red) and user contact points (blue) are illustrated to differentiate between (left) world-
grounded, (middle) body-grounded, and (right) wearable interfaces. Image adapted from
Culbertson et al. (2018).

Furthermore, the technical realization of a device’s actuation method can be differentiated,
e. g., electrical motors, voice coil actuators, or pneumatic interfaces (Wang et al., 2019, 2020).
Recent methods, such as ultrasonic feedback, provide an additional category where no
direct contact is needed between the device and the user (Rakkolainen et al., 2021).
In the context of this dissertation, we elaborate further on taxonomies relevant to the

contributions made to the field of haptic feedback in IVE.

active versus passive With the rise in popularity of VR, a more diverse set of
approaches has found itself into haptics research. A common classification contrasts active
and passive approaches. Whereas active haptic feedback (AHF) relates back to the classical
understanding of the haptic interface as detailed above, passive haptic feedback (PHF)
relies on passive objects, or props, to serve as physical proxy objects, or proxies, for virtual
representations (Hinckley et al., 1994; Insko, 2001; Nilsson et al., 2021). One can draw an
analogy between PHF and a computer mouse in the standard desktop setting. While the
mouse does not render forces to simulate haptic sensations, it provides a tangible interface
for the user to control digital events (Hayward et al., 2004). In a virtual environment, PHF
builds upon this through pairing passive proxies with virtual objects to provide a sense of
physicality to the virtual space. Through its inherent physical properties such as its shape,
material, and weight, a haptic proxy provides haptic feedback for its registered virtual
object (Lindeman, 1999).

Both extremes have their advantages and disadvantages. Active methods are considered
generalized approaches (MacLean, 2008). Using haptic rendering algorithms, AHF converts
virtual interactions into actuating forces. This implies that approaches require embedded
electrical components, and functional software models to calculate device specific actuation
from digital simulations. Due to the complexity of touch, both hardware and software
limitations might cause detailed haptic interactions to feel unrealistic. While PHF methods
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Figure 3.10: The Haptic Virtuality Continuum. Image adapted from Jeon and Choi (2009).

remain unburdened of integrated technology and the need for complex rendering methods,
they tend to lack in terms of scaling. For example, a virtual environment with a large set
of diverse objects will easily become unmanageable as the amount of required proxies
increases drastically.

haptic virtuality continuum Building upon the Virtuality Continuum (Milgram
and Kishino, 1994), the Visuo-Haptic Reality-Virtuality Continuum splits the haptic and the
visual dimensions into two separate axes. Each axis contrasts the extreme conditions of
pure reality depictions to virtual simulations, while the case of mixed approaches separates
both, see Figure 3.10.
On the left side of the Haptic Virtuality dimension, the case of haptic reality is plotted.

This area incorporates PHF, where passive props are used to serve as tangible proxy objects
(proxies) to provide haptic impressions to the user. Parts of this dissertation contribute to
this area to replicate and simulate tactile touch experiences. Specifically, through fabrication
technologies, physical objects with varying tactile properties are created. After baseline
examinations of these objects in the area of visual reality, they are later used as proxies in
VR by overlaying them with visual information in the use case of visual virtuality.
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graspable wearable touchable contactless

Figure 3.11: Classification of Haptic Interfaces (Ariza Nuñez, 2020; Culbertson et al., 2018). Here,
different approaches are differentiated based on how the user interacts with them, i. e.,
(left) graspable, (left middle) wearable, (right middle) touchable, and (right) contactless
interfaces. Image adapted from Culbertson et al. (2018).

The right side of the Haptic Virtuality dimension depicts the case of haptic virtuality.
Here, AHF finds itself through computer-controlled actuators are used to apply active
forces to the user’s skin or muscles in order to simulate haptic sensations. Parts of this
dissertation contribute to this area by investigating a rapid prototyping process for designing
tactile touch experiences while immersed in the virtual environment. Specifically, this work,
situating itself in the visual virtuality area, makes use of crossmodal expressions through
vocalizations to allow in-situ creation of vibrotactile feedback.

To combine the best of both worlds, the case of haptic mixed reality visualized in the
center of the Haptic Virtuality dimension, utilizes both real world and generated impressions
to simulate touch sensations.

3.3.2 Active Haptic Feedback

To simulate tactile experiences, a plethora of devices have found their way to virtual
experiences. Here, we review existing approaches and structure them using the haptic
interface classification as presented by Culbertson et al. (2018), and additionally consider
the class of contactless interfaces as suggested by Ariza Nuñez (2020). An overview of this
classification is depicted in Figure 3.11.

In this section, we aim to be as inclusive as possible. While most of the presented methods
fall under the category of AHF, some are considered to be hybrid or dynamic approaches
that rely on both active and passive approaches. We indicate this when necessary, and
reiterate their relevance to passive approaches in the next section.

3.3.2.1 Graspable Interfaces

Using either world-grounded or ungrounded approaches, graspable systems are able to
provide kinesthetic or tactile sensations. Users interact with such systems through either
grasping or holding the device to explore virtual information.
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Figure 3.12: Examples of World-Grounded Haptic Interfaces, with (left) the PHANToM premium con-
figured with a thimble end-effector (© 3D Systems, previously Sensable Technologies),
and (right) a SensAble Phantom Omni with a pen-based interface used for exploring
virtual textures from Culbertson et al. (2014b).

world-grounded World-grounded interfaces typically provide kinesthetic (or push-
pull forces), which allow users to push onto them (and be pushed back) through a held tool.
Such interfaces create a connection between the point of feedback, e. g., the user’s finger,
and a fixed point in the environment (Culbertson et al., 2018). Through this link, kinesthetic
sensations are provided through force-feedback mechanisms, while tactile sensations are
generated through simulating the kinesthetic component of the experience. From a design
perspective, haptic feedback is realized through either admittance or impedance. Here,
the former mode measures forces exerted by the user onto the master device and controls
displacement and/or velocity of the device to simulate virtual sensations, while the latter
measures displacement and/or velocity imposed by the user and controls the force applied
by the device. Whereas admittance control devices are able to apply large forces, impedance
control devices are typically smaller and lower in cost.

A prominent category of world-grounded devices can be found in the class of pen-based
masters (O’Malley and Gupta, 2008). With a compact workspace, these haptic interfaces
provide up to six degrees-of-freedom through arms driven by actuating motors. Interchange-
able end-effectors allow users to interface with the device through different configurations.
For example, thimble attachments support focused feedback onto the user’s finger, while
pen-like interfaces simulate tool and probe interactions. One of the earliest examples is the
family of PHANToM devices (Massie and Salisbury, 1994), illustrated in Figure 3.12.

With the addition of vibrotactile actuation using linear voice-coil motors, such interfaces
have been used to simulate both kinesthetic and cutaneous interactions with virtual environ-
ments (Iwata, 1993), and to replicate tool-based interaction with varying surface textures in
telepresence scenarios (McMahan and Kuchenbecker, 2009a,b). In terms of tactile perception,
they are able to render interactions with virtual objects to simulate different tactile dimen-
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sions of objects and textures, such as shape, roughness, hardness, and friction (Culbertson
and Kuchenbecker, 2017; Shin and Choi, 2018, 2020).
Other world-grounded devices, include robotic arm systems, such as the HapticMas-

ter (Van der Linde et al., 2002), and string-based force displays, such as the SPIDAR (Sato,
2002). Using different end-effectors, such devices provide localized feedback to the user’s
fingers (Endo et al., 2009). While perceptions of object properties such as global shape can
be expressed, these methods are generally too crude for detailed tactile sensations.

ungrounded Ungrounded graspable interfaces are held by users and provide kines-
thetic feedback through generating inertial forces, or tactile feedback through stimulating
the mechanoreceptors innervated into the skin. Handheld interfaces, such as controllers, are
tracked in three-dimensional space and allow users to interface with the virtual environment
while providing freedom of movement. In commercial VR systems, controllers, such as those
depicted in Figure 3.5, commonly utilize vibrotactile feedback using embedded actuators
such as Eccentric Rotating Mass (ERM) vibration motors, Linear Resonant Actuators (LRAs),
piezoelectric motors, or voice coil actuators. While such mechanisms deliver a rudimentary
approach to haptic feedback during interaction, basic vibrotactile actuators remain limited
in the gamut of tactile experiences they are able to provide.
To investigate how vibrotactile experiences can be extended, Strohmeier et al. (2018)

used a vibrotactile actuated rod to simulate haptic textures during midair interaction. Their
work underlines that the coupling between the action and the provided feedback is able to
alter the user’s interpretation of the experience, leading to more material-like experiences
in the case of translation and rotation mappings in their case. Similar findings were noted
in our work called Weirding Haptics (Degraen et al., 2021a), as we found that the in-situ
design of effective vibrotactile feedback heavily relied on spatial and temporal factors that
influence the interpretation of the experience.
Another approach can be found with asymmetric vibrations to create virtual force illu-

sions. First introduced by Rekimoto (2013), Culbertson et al. (2016) used this approach to
induce ungrounded pulling sensations through asymmetric skin displacement. Building on
this, Grabity simulates weight and grasping sensations when lifting virtual objects (Choi et
al., 2017). Furthermore, in combination with vibrotactile texture feedback, pseudo-forces can
result in the sensation of dynamic mass behavior inside a manipulated virtual object (Tanaka
et al., 2020). In our work, a similar effect was created by participants through vocalizing the
design of vibrotactile actuation (Degraen et al., 2021a). Specifically, by shaking a virtual cube,
spatially and temporally aligned vibrations served the virtual illusion of smaller objects
moving inside the enclosure.

In combination with real world objects, such as those used in PHF approaches, vibration
augment objects’ perception. Jeon and Choi (2009) illustrate this effect using a world-
grounded setup to modulate the stiffness of perceived objects during tool interactions, while
Hachisu et al. (2012) present a custom tool for free interaction. Such method uses active
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Figure 3.13: Examples of Ungrounded Graspable Interfaces, with (left top) surface normal simulation
with NormalTouch and (left center) texture simulation using a pin array with Texture-
Touch (Benko et al., 2016), (middle top) slip simulation with RollingStone (Lo et al., 2018),
(middle center) altering the perceived hardness of real objects using active transient
vibrations (Choi et al., 2021), (right top) dexterous finger interaction using TORC (Lee
et al., 2019), (left bottom) surface texture simulation using Haptic Revolver (Whitmire
et al., 2018), (middle bottom) dynamic hardness and roughness using a brush-like inter-
face in HairTouch (Lee et al., 2021), and (right bottom) object shape simulation using
Grabity (Choi et al., 2017).

transient vibrations, i. e., high-frequency vibrations superimposed on interaction events,
such as tapping (Kuchenbecker et al., 2006). In combination with visual manipulation of
virtual objects during interaction, this effect can provide reliable and convincing alterations
of objects’ perceived softness (Choi et al., 2021), and can enable high-dexterity finger
interaction in controller setups (Lee et al., 2019).

Direct stimulation of a user’s finger allows for more focused and localized tactile feedback
during interaction. For example, NormalTouch actuates a force-sensing platform using servo
motors to simulate shape and geometry (Benko et al., 2016). While aligning the controller
to a virtual object, the local surface normal is used to alter the platform’s height and angle
in order to faithfully render the surface at the point of touch. Following a similar concept,
TextureTouch utilizes a 4× 4 pin array to render surface variations (Benko et al., 2016), while
PoCoPo positions the pin interface in the palm of the user’s hand to simulate virtual object
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shapes (Yoshida et al., 2020). Lastly, RollingStone focuses on slip feedback by using a single
slip taxel to influence users’ perception of roughness and slipperiness (Lo et al., 2018).

Another category of ungrounded devices are those that simulate physical properties by
altering the state of the controller (Nilsson et al., 2021; Zenner and Krüger, 2017). Known
as dynamic passive haptic feedback (DPHF) devices, their usage can be found for both
kinesthetic and tactile perception. For example, the Shifty device alters the position of
an internal weight to change the center of mass of the held controller to simulate virtual
objects with different lengths, weights, center of mass, and inertia (Zenner and Krüger,
2017). Similarly, the Drag:on device manipulates the state of two hand fans to simulate
rotational inertia felt by the user during interaction (Zenner and Krüger, 2019).

In terms of tactile perception, such approaches can be used to render virtual objects’ size
and shape (Sun et al., 2019), and surface texture properties by directly presenting materials
underneath the user’s finger (Whitmire et al., 2018), or through altering the angle and
stiffness of the hairs on a brush-like interface (Lee et al., 2021). The latter builds upon our
work, where we fabricate hair-like structures with varying lengths and investigate their
tactile perception in combination with virtually overlaid materials (Degraen et al., 2019b).

3.3.2.2 Wearable Interfaces

Wearable devices are attached to or worn on the user’s body. Here, kinesthetic feedback is
provided through body-grounded approaches, while tactile methods include vibrotactile
feedback, lateral skin stretch, normal skin deformation, or electrical skin, muscle, or tendon
stimulation. We provide a brief overview of interfaces focusing on tactile experiences. For a
detailed overview of available technologies, we refer the reader to the work of Pacchierotti
et al. (2017) and Ariza Nuñez (2020).

body-grounded Body-grounded haptic interfaces are affixed to the user’s body to
provide forces from different grounding locations using kinesthetic links (Nisar et al., 2019),
see Figure 3.14. Similar to world-grounded interfaces, virtual collisions are used to calculate
impedance forces to limit the user’s movements.

For tactile experiences, a first category of devices can be found with hand exoskeletons,
which are able to actively restrict finger movements to simulate dexterous interactions in
telepresence or virtual environments (Ben-Tzvi and Ma, 2015; Blake and Gurocak, 2009;
Bouzit et al., 2002; Gu et al., 2016; Ma and Ben-Tzvi, 2015). Often impedance mode is applied
using braking mechanisms which allows to render spring-like forces (Burdea et al., 1992), or
to simulate a virtual object’s shape (Choi et al., 2016; Hinchet et al., 2018). Here, the addition
of vibrotactile feedback is able to extend tactile perception upon contact, while the addition
of a world-grounded link is able to provide a sense of weight while lifting objects (Choi et al.,
2017). The latter approach has been proposed to be integrated dynamically to overcome the
limitation of body-grounded approaches being unable to restrict users’ movements relative
to the real world (Steed et al., 2020).
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Figure 3.14: Examples of Body-Grounded Haptic Interfaces, with (left) finger and hand strings
simulating a virtual statue with Wireality (Fang et al., 2020), (middle) the Wolverine
device connecting a user’s thumb to other fingers (Choi et al., 2016), (right top) a
hand exoskeleton with active motors (Blake and Gurocak, 2009), (right bottom) a more
compact hand exoskeleton using electrostatic brakes (Hinchet et al., 2018).

Body-grounded interfaces can also come in a controller form-factor. For example, the
CLAW device uses a force impedance approach to provide force feedback and actuated
movement to the user’s index finger for simulating grasping, touching, and triggering
actions (Choi et al., 2018). Here, potential tactile experiences take the form of compliance,
volume, and texture rendering. Similarly, the CapstanCrunch device provides adjustable
friction to render haptic compliance in response to grasping (Sinclair et al., 2019).

hand-worn and finger-worn To directly stimulate the skin on the user’s fingertip,
wearable devices, such as gloves and thimbles, focus on vibrotactile actuation or skin
stimulation through mechanical stretching or deformation, for simulating tactile properties.
Commercially available VR gloves, such as the one depicted in Figure 3.5, rely on vi-

brotactile actuation to simulate virtual interactions. The use of vibration motors in such a
form factor has been investigated in perceptual experiments (Muramatsu et al., 2012), and
has been shown to serve texture discrimination (Martinez et al., 2016), and shape recogni-
tion (Giannopoulos et al., 2015). Similar approaches include low-powered electromagnetic
actuators to render spatial haptic patterns in virtual settings (Vechev et al., 2019), or shape
changing mechanical actuators for rendering virtual shapes (Tsai et al., 2022).
Alternatively, finger-worn devices are directly be attached to the user’s finger, and me-

chanically stretch or deform the skin region underneath the fingertip to provide localized
tactile sensations (Pacchierotti et al., 2017). Such devices are able to provide normal inden-
tation of the fingertip using moving platforms, pin-arrays, pneumatic systems, or ribbon
belt systems, to simulate surface contact, curvature, vibrations, and mass (Bianchi et al.,
2016; Frediani et al., 2014; Gabardi et al., 2016; Minamizawa et al., 2007a,b; Perez et al., 2015;
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Figure 3.15: Examples of Hand-Worn and Finger-Worn Interfaces, with (left top) a vibrotactile
glove (Martinez et al., 2016), (left bottom) low-powered electromagnetic actuators in
TacTiles (Vechev et al., 2019), (left center top) shape changing mechanical actuators
in FingerX (Tsai et al., 2022), (left center bottom) an actuating surface platform for
softness rendering (Perez et al., 2015), (right center top) virtual shape and surface feature
rendering (Gabardi et al., 2016), (right center bottom) a vibrotactile ring (Gaudeni et al.,
2019), (right top) virtual mass rendering through shearing with GravityGrabber (Mi-
namizawa et al., 2007a), (right bottom) virtual object interaction using a tactor on a
motion platform (Schorr and Okamura, 2017).

Prattichizzo et al., 2013; Solazzi et al., 2010). In combination with Peltier elements, such
interfaces are able to serve temperature perception (Murakami et al., 2017).

Through shearing forces applied to the skin using tactile arrays, or actuating pins called
tactors (tactile actuators), tactile properties such as softness, and friction can be simu-
lated (Caldwell et al., 1999; Frediani et al., 2014; Han et al., 2020; Solazzi et al., 2011). Combined
normal platforms and tactors serve the perception of mass, stiffness, and friction (Schorr and
Okamura, 2017), while dual rotating motors are able to provide slip sensations (Tsagarakis
et al., 2005). Moreover, Teng et al. (2021) present a foldable approach able to serve both real
world and virtual sensations in mixed reality environments.

Alternatively, ring-like devices actuate the user’s finger muscles and skin while leaving
the fingertip free for interaction. Here, normal and shearing forces can be applied to the
finger to simulate virtual object interaction (Pacchierotti et al., 2016), while vibrational
forces serve displacements, pressure sensations, and texture patterns (Ariza Nuñez, 2020;
Ariza Núñez et al., 2015; Gaudeni et al., 2019).

electrical stimulation To provide appropriate forces, body-grounded interfaces
often employ tethered motors and complex mechanisms attached to the user’s hands
or fingers, which might limit flexibility and dexterity, and impact user experience. An
alternative approach is to directly stimulate the user’s skin, muscles or tendons using
electrical current.
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Figure 3.16: Examples of Interfaces using Electrical Stimulation, with (left top) an electro-tactile
finger interface (Hummel et al., 2016), (left bottom) on-skin electric actuation in Tact-
too (Withana et al., 2018) next to a combination of mechanical and electrical actuation
in FinGAR (Yem et al., 2016), (middle) EMS applied to the user’s forearm (Lopes and
Baudisch, 2017a), and (right) EMS for simulating heavy objects in VR (Lopes et al., 2017).

Direct stimulation of the user’s muscles and tendons is known as electrical muscle
stimulation (EMS). Originally used in the field of medicine for rehabilitation purposes, EMS
has drawn the attention of HCI research due to its potential to pack strong mechanical
actuation into a compact form factor (Hassan et al., 2017; Lopes and Baudisch, 2017a,b).
Through active muscle stimulation, EMS generates involuntarily movements, and mimics
kinesthetic feedback (Lopes and Baudisch, 2017a,b; Tamaki et al., 2011), which has the
potential to increase perceived presence and realism in virtual settings (Khamis et al., 2019).
When localized on the arm, such feedback is able to generate strong physical forces

while the hands remain unencumbered (Lopes et al., 2018), and can provide the sensation
of resistive forces to simulate virtual walls and objects’ weight perception (Lopes et al.,
2017). Through back of the hand stimulation, more dexterous actuation enables users
to perceive forces applied to individual fingers (Takahashi et al., 2021). Moreover, EMS
experiences can be enriched with vibrotactile actuation, e. g., to mimic the sensation of
being hit (Lopes et al., 2015a), or with body-grounded braking mechanisms to increase the
feedback’s accuracy in terms of dexterity by individually actuating fingers while avoiding
unwanted oscillations (Nith et al., 2021). During object interaction, EMS has been used to
extend the affordances of objects, e. g., by informing how to interact with the object before
interaction even takes place (Lopes et al., 2015b).
In terms of tactile experiences, electro-tactile interfaces use electrodes which directly

apply currents to the user’s skin to stimulate the innervated mechanoreceptors (Kajimoto,
2016; Yem and Kajimoto, 2017). Such stimulation is interpreted as mechanical vibrations,
and is able to deliver varying tactile sensations with high acuity using a wide frequency
range (Solomonow et al., 1977). Direct stimulation of the user’s fingertips has been illustrated
to provide pressure sensations (Visell, 2009), improve grasp experiences in IVEs (Hummel
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Figure 3.17: Examples of Touchable interfaces, with (left top) ShapeShift, a pin array interface (Siu
et al., 2018), (left bottom) a pneumatic tangible interface (Harrison and Hudson, 2009),
(left middle bottom) MagnetoHaptics, a magnetic haptic interface (Ogata, 2018), (right) a
shape changing haptic surface using particle jamming (Stanley et al., 2016).

et al., 2016), and even to manipulate the perception of tactile features (Yoshimoto et al., 2015).
Moreover, such interfaces can come in lightweight form factors that can be fabricated (Kato
et al., 2018; Withana et al., 2018), and combined with other approaches such as mechanical
stimulation (Yem et al., 2016).

3.3.2.3 Touchable Interfaces

Touchable devices are encountered-type haptic surfaces that are explored by the user by
reaching out for them. Able to provide kinesthetic or tactile sensations, their rendering in-
cludes surface shapes, tactile properties, and mechanical properties, which can be providing
through either mechanical vibrations, friction modulation, or surface shape and property
changes (Wang et al., 2019, 2020).

Similar to vibrotactile feedback in other approaches, surface vibrations are able to commu-
nicate tactile features through direct contact or using tool based interactions. For example,
Ban and Ujitoko (2018) render vibrotactile stimuli during pen interaction to simulate surface
textures of prerecorded real surfaces.

In the case of friction rendering, tactile touch displays use either electrostatic feedback, or
squeeze-film effects (Wang et al., 2019). In the former case, electrostatic feedback between
the surface and the user’s finger is modulated based on the normal force of the touching point
to create attraction forces (Bau et al., 2010). Devices using the squeeze-film effect generate
a thin air film by applying high frequency vibrations. Through modulating frequency and
intensity, the fictional coefficient is altered, which influences the contact force between the
user’s finger and the surface to simulate textures (Marchuk et al., 2010).



70 immersive virtual environments

Using two-dimensional tactile arrays, highly detailed micro roughness sensations can
be simulated through electro-tactile feedback (Kajimoto, 2011). Alternatively, one can use
shape changing surfaces which physically alter their topological composition to serve
tactile sensations. Such devices render surface information through mechanically actuated
pin arrays (Siu et al., 2018), and deformable crust interfaces (Rosen and Nguyen, 2005).
Additionally, pneumatic systems have been used to inflate two-dimensional air chambers
for generating tactile interfaces (Harrison and Hudson, 2009), and are able to create surface
deformations using particle jamming (Follmer et al., 2012; Stanley et al., 2016; Stanley
and Okamura, 2015), which can be combined with vibrotactile feedback mechanisms to
create soft haptic interfaces (Brown and Farkhatdinov, 2020). Lastly, using magnetic forces,
magnetic interfaces are able to provide programmed resistance for tangible interfaces (Ogata,
2018), and can be combined with magnetorheological fluids to serve haptic feedback on
multitouch screens (Jansen et al., 2010).

3.3.2.4 Contactless

Contactless devices provide sensations that do not require direct contact between the user
and the device. With the aim to provide a large area of actuation, such interfaces remove the
need for a graspable interface, or on-body device placement. Commonly, such approaches
provide midair tactile sensations to a specific region of the user’s body, but are unable to
provide kinesthetic sensations due to their limit in applied forces. Stimulation using these
approaches is done either through manipulation of airflow, generation of magnetic fields,
or actuation through acoustic means.

airflow In order to manipulate airflow, directed fans or exhaust systems using com-
pressed air are able to provide contactless haptic feedback in VR. Here, direct stimulation
onto the user’s head, allows to simulate virtual airflows (Rietzler et al., 2017). In terms of
tactile experiences, the AIREAL device allows users to sense objects and textures midair
through projecting air vortices directly onto the user’s skin (Sodhi et al., 2013). A similar
approach, illustrated by Tsalamlal et al. (2014), blows air onto the user’s hand to provide
tactile stimulation, while a robotic structure is used to reposition the jet.

magnetic Using a magnetic mixture applied to the user’s arm hair, Boldu et al. (2019)
investigate tactile stimulation through magnetic actuation. In a study using an actuated
two-dimensional magnet, authors found that users showed a low discriminative accuracy,
particularly for shape recognition. However, such actuation was associated with more
positive and calming emotions. A wearable version of their method significantly improved
on the magnetic mixture used, and increased recognition rates (Boldu et al., 2020).

ultrasonic A highly promising approach for contactless tactile experiences are acous-
tic actuation methods (Rakkolainen et al., 2021). Such feedback is provided through gener-
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Figure 3.18: Examples of Contactless Tactile Interfaces, with (left) the UltraHaptics device for ultra-
sonic fingertip stimulation (Carter et al., 2013), (right top) the AIREAL device manipulat-
ing airflow (Sodhi et al., 2013), and (right bottom) magnetic stimulation of body hairs in
M-Hair (Boldu et al., 2019).

ating focused ultrasonic soundwaves using arrays of ultrasonic speakers (Carter et al., 2013;
Iwamoto et al., 2008). Through manipulating the spatial properties of the output, i. e., focal
point position, and the temporal properties of the soundwaves, midair ultrasonic haptics
are able to directly stimulate the skin, and even actuate small objects (Ochiai et al., 2014).

Using a head-mounted setup, ultrasonic haptics are able to enrich digital user interfaces
in VR (Sand et al., 2015). Through skin actuation, approaches for rendering volumetric
shapes (Long et al., 2014) and two-dimensional polygons (Korres et al., 2017; Korres and Eid,
2016) have been explored. However, shape recognition rates generally remain low (Rakko-
lainen et al., 2021; Rutten et al., 2019).
In terms of surface textural qualities, ultrasound devices have been used to generate

macro-scale texture properties, such as gratings, to simulate roughness (Freeman et al., 2017).
Additionally, through generating ultrasonic tactile features from digital texture graphics, the
simulation of macro- and micro-roughness has been explored (Beattie et al., 2020). However,
these approaches still remain in their infancy, and therefore need to significantly improve
in terms of actuation force and haptic rendering (Rakkolainen et al., 2021).
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Figure 3.19: Taxonomy of techniques for deploying haptic proxies for VR by Nilsson et al. (2021).
Here, the horizontal axis represents the reality being manipulated, the vertical axis
considers the time of manipulation, and the diagonal cell division separates the criteria
of similarity (white) or co-location (gray). Image adapted from Nilsson et al. (2021)

3.3.3 Passive Haptic Feedback

To serve tactile experiences, passive approaches make use of real world physical properties.
As outlined in Section 3.3.1, in passive haptic feedback (PHF) physical proxy objects are
paired with virtual objects to serve both visual and haptic modalities (Hinckley et al., 1994;
Insko, 2001). In the following section, we detail further on the challenges of passive haptic
approaches, and outline existing methods for enabling tactile experiences in VR.

3.3.3.1 Challenges of Haptic Proxies

Approaches for PHF are able to provide highly detailed tangible representations of virtual
objects. However, the use of proxy objects presents challenges designers need to overcome
to create consistent experiences. Specifically, PHF is burdened by the challenge of similarity,
and the challenge of co-location (Nilsson et al., 2021).

The challenge of similarity states that haptic proxy objects should provide similar haptic
qualities to the virtual objects they aim to represent. While some freedom is granted,
users, expecting certain physical sensations during interaction, will experience a break in
immersion when those sensations are highly mismatching. The challenge of co-location is
concerned with the spatio-temporal matching of the physical and virtual environment. In
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essence, when a user reaches out to grab a virtual object, they expect physical feedback
to arise at a given time in a given location. Upon grabbing thin air, or noticing misaligned
props, the illusion breaks. Strandholt et al. (2020) found both challenges to be orthogonal,
meaning it is possible to solve both separately.
To understand and categorize different approaches to extend PHF, (Nilsson et al., 2021)

propose the taxonomy for deploying haptic proxies in VR, see Figure 3.19. They contrast
the dimensions of the reality that is being manipulated, i. e., virtual versus physical, to the
time at which the manipulation is taking place, i. e., real-time or offline. Moreover, every
dimension is split into the challenge it aims to address, i. e., similarity or co-location. In
total, their depiction consists of 8 strategies:

• Substitutional Reality is a concept where visual information paired with a passive
proxy may vary in terms of aesthetic features, addition or removal of physical details,
substitution of functional affordances, or even categorical substitution where the
proxy has little or no resemblance to the virtual substitute (Simeone et al., 2015);

• Assisted VE Generation allows users to align a virtual environment with a physical
space, e. g., through manual user effort (Garcia et al., 2018), or through automatic
scanning approaches (Sra et al., 2016);

• Reconfigurable Props consist of toolkits that enable users to construct physical
props from basic building blocks, e. g., through configuring Rubik’s Twists (Zhu et al.,
2019), or by constructing custom sets (Feick et al., 2020);

• Constructed Sets aim to ensure co-location through building an entire physical
environment that aligns with the virtual space, notably illustrated by Insko (2001);

• Virtual Property Distortion manipulates aspects of the virtual space and relies on
visual dominance to alter a user’s perception of certain features, e. g., through pseudo-
haptic feedback (Lecuyer et al., 2000; Speicher et al., 2019a), redirected touching (Kohli,
2013), or resized grasping (Bergström et al., 2019);

• Virtual Remapping refers to the process of aligning virtual objects and haptic
proxies in real time by warping the virtual environment or the users’ movements,
e. g., redirected walking (Kohli et al., 2005), or haptic retargeting (Azmandian et al.,
2016; Zhao and Follmer, 2018);

• Property-Changing Proxies are interfaces that are capable of altering their config-
uration to provide different perceptions to the user, e. g., dynamic passive haptic feed-
back (DPHF) (Zenner and Krüger, 2017, 2019), or human actuated approaches (Cheng
et al., 2017).

• Physical Realignment builds co-location through altering the physical location of
props, e. g., through robotic means (Araujo et al., 2016), or through manual adjust-
ment (Cheng et al., 2015).
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Figure 3.20: Examples of Passive Tactile Experiences, with (left top) the HapticPalette, a DPHF
controller for exploring textures (Degraen et al., 2020a), (left bottom) visual softness
simulation in SoftAR (Punpongsanon et al., 2015), (middle top) a robotic arm for spatially
aligning texture proxies in SnakeCharmer (Araujo et al., 2016), (middle bottom) visual
weight simulation by influencing the C/D ratio (Rietzler et al., 2018), (right top) physical
realignment of walls using human actuation (Cheng et al., 2015), (right bottom) the
Shifty device, a DPHF controller for influencing weight and mass perception through
inertia (Zenner and Krüger, 2017).

3.3.3.2 Passive Tactile Experiences

Tactile experiences are of particular importance to this dissertation. While passive haptic
approaches are capable of serving highly detailed perceptions, they are highly susceptible to
the challenges mentioned above. Building on the requirements of similarity and co-location,
we provide an overview of approaches for extending passive tactile experiences in VR.

material and texture properties Several research contributions investigated
approaches to extend passive haptic material and texture perception in both VR and AR.
To accurately represent virtual tactile properties both visually and haptically, often

passive proxies with corresponding physical materials and textures are aligned with their
virtual counterparts. In order to ensure each object can be perceived upon touch, physical
realignment approaches are used. To this aim, Araujo et al. (2016) build upon the notion of
Robotic Graphics by McNeely (1993), and illustrate a robotic arm which spatially aligns with
different virtual representations to provide physical feedback in terms of shape, texture,
and temperature.

An alternative approach uses property-changing devices. For example, theHaptic Revolver
employs a rotating cylinder underneath the user’s index finger to align physical materials
with virtual surfaces (Whitmire et al., 2018). Their investigation shows that the perceptual
range of a surface can be larger than the total physical surface available. In one example of
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our work, we investigated a texture changing DPHF controller, i. e., the HapticPalette, for
enabling users to explore different texture andmaterial variations of virtual objects (Degraen
et al., 2020a). As user’s select different objects inside the scene, an internal disc rotates in
order to present the correct surface texture for that object. Moreover, we note that such
an approach is able to extend the perceptual range of a limited set of physical materials,
as virtual representations and physical textures can be explored in different combinations.
Using a set of hairs of a brush, Lee et al. (2021) present a controller which is able to change the
compression and angle of the hairs to influence the perception of hardness, roughness and
surface height underneath the user’s index finger. Their results build upon our investigation
into how differently fabricated hair-like structures are able to influence the perception of
hardness and roughness, and how influencing different tactile dimensions is able to alter
material perception in VR (Degraen et al., 2019b).
As virtual environments lend themselves to separate configurations of the visual and

haptic modality, previous work has aimed at utilizing the effect of visual dominance to alter
users’ perception. For example, by presenting discrepancies between different modalities,
the reliability of each modality is weighted. As one modality shows dominance over another,
the user’s entire perception is influenced. For example, Yamaguchi et al. (2020) determined
the permissible range for the discrepancy between tactile and visual perception using a
set of surface samples with varying one-dimensional gratings. They found that the range
showed an increase for textures having a ridge and groove width larger than 0.6mm, while
for coarser textures, the acceptable range remained relatively small. Similarly, lesaki et al.
(2008) used fabricated surface samples to control physical roughness, and superimposed
them with real texture images. Their work shows that tactile perception can be intentionally
changed by providing appropriate visual stimulation. However, the illusion only remained
valid when the coarseness of the visual and tactile textures were highly similar.

A similar approach, called pseudo-haptic feedback, visually simulates haptic sensations,
such as stiffness or friction, to influence users’ perception (Lécuyer, 2009). Here, methods
manipulating the control/display ratio (C/D) alter the gain in visual restitution, i. e., the
ratio between the user’s displacement of the input interface and the visual displacement of
the virtual object. Through reducing the displacement of a virtual object moved horizontally
across a virtual environment, the C/D effect was used for manipulating the perception of
object friction (Lécuyer, 2009). Specifically, as the user drags a physical object across a
surface, the delayed visual representation creates the impression that the object is harder to
drag due to a high level of friction.

In terms of hardness perception, previous research on pseudo-haptics investigated differ-
ent degrees of visual deformations to modify an object’s perceived stiffness Lécuyer, 2009.
Hirano et al. (2011) superimposed an indentation animation when users pressed down on
an object, and note that the visual manipulation affected hardness perception regardless
of the physical hardness experienced during touch. Building on this, Punpongsanon et al.
(2015) present a computational model based on two visual augmentation approaches to
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reliably influence softness perception in an AR environment. In our work, we investigated
the perception of pseudo-haptic effects on virtual user interface elements, and show that
visual manipulation is able to improve performance (Speicher et al., 2019a).

In terms of material perception, Kitahara et al. (2010) observed that by overlaying different
visual materials onto physical samples, the physical properties of the haptic sample can
control which variant of the visual material is perceived. This effect exploits users’ real
world experience with known materials, indicating that existing knowledge influences
sensory integration in terms of material perception. Our work builds upon these insights
by investigating different matching and mismatching visuo-haptic combinations in order to
evoke material perceptions in VR (Degraen et al., 2019b).

shape and size To simulate different shape and size configurations, research has
investigated property-changing proxies. For example, McClelland et al. (2017) present a
shape changing interface capable of folding together to represent a larger set of two- and
three-dimensional shapes. In a similar approach, Teng et al. (2018) utilize an inflatable prop
attached to the user’s hand palm, and investigate the extent to which the size of a virtual
object can differ from the size of its proxy.
On-demand props for size perception have been illustrated using DPHF controllers

affixed to the user’s wrist (Kovacs et al., 2020). Similarly, encountered-type haptic devices
(ETHD) utilize robotic interfaces to physically align and configure proxy objects such that
they match their virtual counterpart (Bouzbib and Bailly, 2022). One example includes the
work by Yoshida et al. (2020), where authors present a handheld pin-based shape display
rendering size and shape information. For room-scale environments, objects, such as walls
and furniture, realignment has been illustrated using computer controlled robots (Suzuki
et al., 2020; Yixian et al., 2020), or by employing bystanders (Cheng et al., 2015), while Teng
et al. (2019) use large inflatable interfaces that align with virtual content.

Another approach includes the use of real world objects. To this aim, Hettiarachchi and
Wigdor (2016) present a method to track physical objects and match their size and shape
information to virtual representations. In a similar approach, our work employs everyday
objects for PHF (Daiber et al., 2021, 2020), or the use of smart devices to provide both passive
and active feedback (Makhsadov et al., 2022). Alternatively, research has proposed various
reconfigurable objects (Feick et al., 2020; Zhao et al., 2017; Zhu et al., 2019).

When dealing with proxies of different sizes and shapes, the degree of mismatching prop-
erties has been investigated. Specifically, Tinguy et al. (2019a) focused on pinch interactions
to determine to which degree physical and virtual shapes can differ without users noticing.
Using their insights, authors present a follow-up work that details on an optimization ap-
proach for haptic pinching sensations in virtual settings (Tinguy et al., 2019b). To determine
the influence of size and shape on general usability, Kwon et al. (2009) focused on relative
differences between virtual objects and tangible props. Authors found that manipulation
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was more efficient with equally sized and shaped props and virtual objects, while the size
factor by itself did not significantly affect interaction.

mass and inertia Through influencing the perception of an object’s mass or its
inertial properties, the perception of its material can be altered. To this aim, Rietzler et al.
(2018) influenced the C/D ratio during virtual object manipulation. Upon lifting a physical
object, its virtual representation would lag behind, creating the perception of an object with
a higher weight. As their approach was able to influence user’s weight perception, they
note that visual attention to the illusion was required.
To investigate the impact of different weight distributions, Zenner and Krüger (2017)

present Shifty, a DPHF controller capable of shifting an internal weight. Their results
underline that weight distribution is a highly influential proxy property that lends itself
to generate perceptual illusions. For example, through visual-haptic discrepancies, their
approach is able to simulate different length and weight configurations of virtual objects. In
a follow-up work, their Drag:on controller utilizes a shape changing interface to influence
drag perception in VR (Zenner and Krüger, 2019).

3.4 conclusion

Virtual reality (VR) is a computer-generated digital environment that can be experienced
and interacted with as if it were real. Throughout the years, technology for VR has evolved
greatly to provide convincing experiences that serve the different senses. Gradually, different
application areas have found their way to VR to support scenarios that would otherwise be
too expensive, too hazardous, or even impossible to achieve in the real world.

The goal of an immersive virtual environment (IVE) is to provide the user with a plausible
VR experience wherein they can feel present. As we are used to concurrently experiencing
the real world through multiple modalities, high expectations are placed upon interacting
with such virtual scenes. Therefore, the system has to fulfill these requirements to a certain
degree in order to maintain the illusion of the virtual world presented to the user.
In this work, we look towards the haptic modality of IVEs to enhance the user’s virtual

experience. Through the design of effective tactile feedback, the user’s sense of touch is
stimulated, which allows virtual objects to gain a sense of tactility. By creating realistic
tactile impressions, IVEs provide plausible visuo-haptic experiences for immersed users.

To provide such haptic sensations, a plethora of different approaches have been illustrated
in both research and industry. Whereas active haptic feedback (AHF) involves the use of
haptic interfaces that mechanically adjust their internal actuators in order to simulate the
appropriate haptic feedback to the user, passive haptic feedback (PHF) relies on passive
objects, or props, to serve as physical proxy objects, or proxies, for virtual representa-
tions. Additionally, mixed approaches, such as dynamic passive haptic feedback (DPHF), or
substitutional reality, take advantage of both worlds to stimulate the user’s tactile senses.
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Using these methods, convincing tactile experiences can be created, such as the percep-
tion of different shapes, textures, and materials. However, each approach has their own
drawbacks and caveats. As AHF requires a powered connection to drive complex internal
circuits and actuators, their form factor can become burdening for the user. On the other
hand, PHF is able to serve highly realistic tactile perceptions, however, it lacks in terms
of flexibility and scalability, as each user requires access to each object with its respective
material represented in the virtual scene. Mixed approaches are heavily streamlined to solve
one specific problem, and therefore lack generalizability. With this in mind, our work aims
to enhance tactile experiences in IVEs by looking to improve their design approach.



These were subtle, nuanced sensations that
could never be re-created or simulated by
a pair of haptic gloves.

— Ernest Cline, Ready Player Two

4
DES IGN ING TACT I L E EXPER I ENCES

The design of effective haptic feedback for immersive virtual environments (IVEs) is essential
for supporting a user’s sense of presence in the virtually generated experience. In this chapter,
we investigate the field of haptic design. Specifically, we discuss why the design of haptic
experiences remains a challenging aspect, elaborate on existing design approaches for both
active and passive technologies, and detail on modeling methods that aim to understand
the relationship between haptic designs and user perception.

4.1 haptic design

Haptic technology is maturing. Through miniaturization, tactile actuators are abundantly
present in our everyday devices to provide subtle notifications, support interaction mecha-
nisms, and enhance overall user experience. Analogously, in the field of fabrication, tech-
nological advances continuously increase the resolution to which designs can be realized,
which is enabling designers to look beyond mere functional aspects and consider the tactile
experience of physical artifacts they create.
However, designing effective haptic experiences remains a challenging task. Reasons

for this are manifold, e. g., the high complexity of the haptic sense in itself (MacLean et
al., 2017), a general unfamiliarity with the haptic domain in other fields (Moussette and
Banks, 2010), a high diversity of haptic interfaces that remains difficult to navigate (Seifi
et al., 2019), and even a lack of understanding of the need for including the user’s sense of
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touch (Schneider et al., 2017; Vezzoli et al., 2022). To address these challenges, haptic design
is establishing itself as a field of research, and aims to construct universal and sustainable
design practices to ensure designers do not need to “reinvent the [haptic] wheel” with each
new project (Schneider et al., 2022; Seifi et al., 2020b).

In this work, we focus on the design of tactile experiences for visuo-haptic exploration in
IVEs. To this aim, we investigate different approaches to create effective feedback and exam-
ine if they are perceived as intended. This starts from an understanding of the field of haptic
design and its ongoing challenges, how current technologies are used to create experiences,
and how design parameters can be modeled to influence users’ haptic perception.

4.1.1 Central Challenges

The task of the haptic designer, or haptician, is to bring the world of touch to digital
experiences. Through haptic technology, the haptician aims to translate their intention into
an effective haptic experience (HX). To understand how HX constitutes to user experience
(UX), Kim and Schneider (2020) define HX as follows.

“[HX is] a distinct set of quality criteria combining usability requirements and
experiential dimensions that are the most important considerations for people
interacting with technology that involves one or more perceived senses of touch,
possibly as part of a multisensory experience.”

While this might seem trivial, the field of haptic design still remains in its infancy, and
is lacking universal design practices that allow designers to consistently translate their
intention into effective haptic experiences. To understand where the ongoing challenges lie,
we investigate the difficulties of designing for the sense of touch.

touch is complex As illustrated in Chapter 2, our sense of touch stems from a complex
network of diverse receptors distributed throughout the skin and muscles. With varying
density, these give rise to sensations and perceptions of temperature, texture, forces, and
motion, initiated through physical interactions with the world around us. Designing for
the entirety of such a distributed and multiparameter sense requires integrated devices
supporting different modalities (MacLean et al., 2017).
Touch sensations can originate from different interactions, i. e., from passive sensory

reception where stimuli are applied to a passive receiver, or from active sensorimotor
exploration to support bidirectional physical manipulation and interaction. These varying
uses of our haptic sense challenge a designer, as they must consider the context of the
feedback. Moreover, the manner in which touch is obtained, defines a different connection
to attention, providing different affordances and design requirements (MacLean et al., 2017).

Additionally, our sense of touch is closely related to, and influenced by, other senses. As
underlined in Chapter 2, different sensations are integrated based on their reliability and
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the context in which they are perceived. Therefore, designing for the sense of touch is a
multi-modal challenge that needs to consider all relevant senses.

touch is personal The personal nature of the sense of touch is made apparent due
to individual user characteristics in perception and preferences (Schneider et al., 2017).
Not only does this involve social norms and etiquette of appropriateness, each one of us
experiences touch differently. Tactile acuity varies between bodily position, age, and person,
therefore haptic equity is a challenging task. As the work of Seifi (2019) underlines, there is
an urgent need for methods to personalize haptics.
The nature of haptic sensations makes them personal and private (MacLean, 2008). As

haptic perceptions are perceived on our body, haptic interfaces either require continuous
contact with their user, or need to inform themwhen they need to interact with the interface,
which might further complicate the design of the feedback.

While many users can simultaneously observe visual information, haptic sensations
are individual. This makes touch a sense that remains difficult to share, and complicates
collaborative design practices. Chan et al. (2019) underline that research in the field of haptic
feedback has primarily focused on two directions, i. e., simulating realistic experiences,
and information transfer, e. g., for communicating symbolic or affective information. This
narrow focus has caused a communication gap between haptic designers and users, as it
remains unclear if a haptic design is perceived as intended.

haptic media is novel The field of haptic design still remains it its infancy, with lots
of progress to be made. One major challenge, lies with the fact that there is no universally
accepted vocabulary for physical sensations (Obrist et al., 2013). This is impacting users’
ability to describe, communicate, and possibly even to perceive distinctions.

Furthermore, users are not accustomed to processing synthetically encoded haptic mean-
ing (MacLean et al., 2017). In other modalities, sensory design language has been developed
over years, even to support relatively simple communication. For example, gestural language
is able to communicate ideas using iconic representations, e. g., a thumbs-up.

Lastly, haptic design is in need of common design practices to underpin the factors that
constitute experience of haptic technology (Kim and Schneider, 2020). Through improved
conceptual infrastructure, such as design languages and evaluative tools, haptic designers
are better able to understand the experiences they aim to design (Schneider et al., 2017).
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Figure 4.1: Iterative design process incorporating four design activities for haptics, i. e., browsing,
sketching, refining, and sharing. Image adapted from MacLean et al. (2017).

4.1.2 Haptic Experience Design

To translate knowledge of the physical and semantic haptic design space into compelling,
coherent, and learnable haptic experiences, research in the field of haptic design has built
upon the notion of design thinking (MacLean et al., 2017; Schneider et al., 2017). At the
basis of this notion lies a rapid generation, evaluation and iteration of multiple ideas at
once, in order to converge to a representative result (Buxton, 2007). Activities performed
in the design thinking framework are generalized as problem preparation, sketching-like
iteration, and collaboration.
To this aim, research has established the field of haptic experience design (HaXD) to

frame the design of haptic experiences in the context of user experience design. To better
understand the haptic design process, Schneider et al. (2017) identified four major design
activities and associated obstacles.

browse Often, a first step in any design process is to rely on previous experience
and look towards existing solutions that address similar problems. From mood boards
to inspirational websites, this ‘gathering’ step provides a first direction that enables the
designer to get a handle on the problem by framing the challenges and match it to their
repertoire (Schneider et al., 2017). Therefore, research has proposed collections of a wide
range of haptic experiences, e. g., VibViz (Seifi et al., 2015), or the UPenn Texture Toolkit (Cul-
bertson et al., 2014a), combined with different ways of organizing and exploring haptic
elements such that users can conceptualize them (Seifi and MacLean, 2017).
In our work, we look towards information available to us in the real world. To this

aim, Chapter 5 proposes to capture information from physical textures to appropriate
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their perceptual qualities in the design of haptic experiences. We illustrate this through
fabricating haptic replicas and investigating their perception, both inside and outside VR.

sketching To better understand the different aspects of a design problem, sketching
supports users to form abstracted and partial views (MacLean et al., 2017). Mostly used
in the early design phases, sketching supports rapid iteration of potential solutions and
is key in collaborative processes. Prototypes can be constructed to explore and express
practical design implementations that guide future decisions (Houde and Hill, 1997). In
the context of haptic design, prototyping haptic media can be done using physical materi-
als combined with interactive technologies to build effective interactive, physical haptic
prototypes (Moussette and Banks, 2010), or through rapid iteration methods for designing
vibrotactile actuation (Hong et al., 2013; Schneider and MacLean, 2014).

In our work, we look towards sketching tactile feedback by capturing designers’ vocal-
izations of haptic designs. This creates a rapid prototyping cycle in which the designer is
able to iterate over different designs during interaction. From our results, we see that this
approach provides an intuitive method for communicating design intent in VR.

refining Going from initial sketches and prototypes to an effective solution, requires
an iterative refinement process (MacLean et al., 2017). Gradual improvements narrow the
path to the final design, and additionally allow final tweaks and modifications valuable to
support individual differences. In the process of haptic design, this step is often cumbersome,
as each complex set of hardware solutions demand significant effort. Here, customization
tools support iterative refinement through software design (Seifi et al., 2014), however, such
approaches still remain in their infancy.
In our work, we look towards refinement by allowing the designer to fine-tune their

designs. Specifically, in Chapter 9, we use modifiers that are able to influence the process of
converting recorded vocalizations into vibrotactile actuation. Combined with user-specific
calibration, our approach provides an intuitive method for translating intent into effective
haptic designs.

sharing Lastly, during the design process, sharing designs is essential for receiving
feedback, general evaluation, and distribution (MacLean et al., 2017). With haptic experi-
ences, the challenge lies with the fact that the experience must be felt, creating a hardware
dependency in terms of available technology and physical materials. While visual and audio
design support capturing and sharing of ideas, this remains an open challenge in haptics.

As a central motivation for this dissertation, sharing touch experiences is an end-goal we
build towards. Through the use of digital fabrication technologies, haptic experiences can be
fabricated on-demand to share with other stakeholders. The added value of VR contributes
to the multi-modal aspect of tactile experiences, and allows sharing the context of touch.
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4.2 tactile signal design

From an understanding of the complexity and challenges associated with the design of
haptic experiences, we continue with an investigation of practical approaches for creating
tactile experiences. Parts of this dissertation address the design of active haptic feedback,
specifically in terms of vibrotactile actuation. The following section provides an overview
of different approaches that support the design of such feedback mechanisms.

4.2.1 Haptic Signals

During surface texture exploration, lateral movements of the fingertip generate collisions
between the skin and the variations of the investigated surface. These interactions are
translated into vibrations that are received by the skin’s mechanoreceptors. With this under-
standing, research has investigated the close relationship between vibrotactile sensations
and physical object properties, and has drawn parallels between the signal features of
vibrations elicited by textures and their tactile perception (Bensmaïa and Hollins, 2003).

Simulating tactile properties through vibrations is done through defining a haptic signal.
Each signal is encoded in terms of variations in frequency and amplitude over time, where
time can relate to a spatio-temporal mapping of a tactile experience. Using vibrotactile
actuators, a haptic signal can then be rendered through physical activation of the actuator
based on the properties of the stored signal.
However, developing effective and convincing tactile experiences using vibrotactile

feedback remains a challenge. While manipulate low-level controllable parameters, such as
frequency and amplitude, allows for designing a wide range of experiences, it is unclear
how to transfer such abstract parameters into understandable haptic effects (Schneider
et al., 2017; Seifi and MacLean, 2017). Implementing convincing experiences is an even
greater challenge for those inexperienced in haptics, e. g., video game programmers who
seek to design playful experiences with tactile sensations, students learning haptics through
prototyping, or interaction designers wanting to provide tactile feedback in UI widgets (Seifi
et al., 2020a). As pointed out by recent work (Kim and Schneider, 2020; Seifi et al., 2020a),
there is a need for more timely, intuitive and hands-on interfaces and tools to allow designers
to better grasp the experiences they aim to design.

4.2.2 Design Methodologies

Different methodologies for haptic design have been proposed. With the aim of providing
more understandable methods for creating experiences, these methods draw inspiration
from different fields and build upon different concepts. To illustrate their variety, we focus
on conceptual methods for defining vibrotactile experiences.



4.2 tactile signal design 85

tactons Haptic icons, tactons, and haptic phonomenes are different terms used to
refer to structured abstract messages that encode information (Brewster and Brown, 2004;
Enriquez et al., 2006; Maclean and Enriquez, 2003; MacLean et al., 2017). Building upon the
notion of visual icons and their auditory equivalent earcons (Blattner et al., 1989; Brewster
et al., 1993), tactons are small, compositional, and iconic signals are aimed at providing
designers with a set of basic building blocks to share haptic ideas (Brewster and Brown,
2004). Enriquez et al. (2006) introduce the concept of haptic phonomenes to construct haptic
icons similar to the construction of language words. The use of tactons can lead to distinct,
recognizable haptic messages that relate to perceptual roughness (Brown et al., 2005, 2006a),
and can support collaborative turn taking processes (Chan et al., 2008).

metaphors In order to construct haptic signals, different metaphors or design schemas
have been used. One important analogy connects the design of haptics to musical design,
especially for vibrotactile actuation. The use of musical notes and rests to build upon rhythm
provides an intuitive method for design (Brown et al., 2005, 2006b; Chan et al., 2008; Ternes
and MacLean, 2008), while notes by themselves provide descriptive support for tactile
icons (Brewster and Brown, 2004; Brewster et al., 1993), complete with tactile analogues of
crescendos and sforzandos (Brown et al., 2006b). Moreover, musical approaches have been
illustrated to ‘compose’ vibrotactile sensations (Gunther and O’Modhrain, 2003).

schemas and facets Another method of conceptualizing haptic signals, is to employ
a conceptual or translational schemas (MacLean et al., 2017). Here, a haptic sensation can be
interpreted as an emotion, e. g., exciting, or compared to a different natural occurrence, e. g.,
a purring cat. Such schemas are influenced by the context of use and the background of the
interpreter (Obrist et al., 2013; Schneider and MacLean, 2014; Seifi et al., 2015). Analogously,
facets capture the sense-making schemas for haptic sensations and define a set of related
properties or labels that describe an aspect of an object (MacLean et al., 2017). For the design
of vibrotactile stimuli, five descriptive facets have been proposed (Seifi et al., 2015). Physical
properties are defined by low-level signal properties, e. g., duration and energy, whereas
sensory properties refer to tactile sensations, e. g., roughness. Emotional connotations relate
to a signal’s mental interpretation, e. g., its pleasantness, while metaphors create analogies,
e. g., a purring cat, and usage examples refer to other contexts, e. g., an incoming message.

language Haptic design research has given great attention to uncovering the basic
building blocks of touch sensations. To this aim, defining a language of touch is gener-
ally considered a promising way to capture user experience, both more generally and for
haptics in particular (Obrist et al., 2013). However, its personal nature makes touch diffi-
cult to describe, with evidence that the existence of a general tactile language is highly
unlikely (Jansson-Boyd, 2011). Therefore, a unifying haptic language remains an open
challenge to this day.
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Figure 4.2: Examples of Haptic Signal Library Approaches, with (left) organizing signals using facets
in VibViz (Seifi et al., 2015) (Image adapted from Seifi et al. (2015)), and (right) real physical
texture recordings in the UPenn Texture Toolkit (Culbertson et al., 2014a,c) (Image adapted
from Culbertson et al. (2014b)).

4.2.3 Design Tools

Building upon different design methodologies, research has proposed different design tools.
Whereas collections support the activities of browsing and sharing, tools aim to provide
intuitive ways for sketching and refining. Here, we detail on several approaches focused at
designing and understanding vibrotactile feedback.

collections Libraries and content collections support developers by providing exam-
ples to browse, and supporting faster, easier programming and customization for sketching
and refining (MacLean et al., 2017). Examples include the UPenn Texture Toolkit which con-
sists of recordings of 100 physical textures (Culbertson et al., 2014a,b,c), and the vibration
pattern database presented by Toscani and Metzger (2022), which includes signals elicited
by free haptic exploration and participants’ judgements about its perceptual attributes
and material category. Through vibrotactile and impedance-type force feedback devices,
these signals can be used to render haptic texture data. Both the HapticTouch toolkit (Ledo
et al., 2012) and the Feel Effect library (Israr et al., 2014) take a practical design approach to
support designers in defining tactile effects through controlling semantic parameters, such
as softness, or oscillation, and connecting these to digital interaction scenarios. In VibViz,
Seifi et al. (2015) structure 120 vibrations using a multi-faceted scheme. Their approach
allows designers to organize, visualize and navigate vibration libraries through physical
properties, sensory properties, emotional connotations, metaphors, and usage examples.

hardware Hardware platforms lower the barrier to designing haptics, and support
exploration and knowledge transfer through prototyping (MacLean et al., 2017). Here, tools
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Figure 4.3: Examples of Haptic Hardware Platforms, with (left top) the HapticLabs platform, (left
bottom) designing vibrotactile actuation with TactJam (Wittchen et al., 2022), (right top)
a slider prototype from the Simple Haptics toolkit (Moussette and Banks, 2010), and (right
bottom) a wooden force feedback design from WoodenHaptics (Forsslund et al., 2015).

aim to bring physical interaction widgets to a wider audience, e. g., Phidgets1 (Greenberg
and Fitchett, 2001), or Zooids (Kim and Follmer, 2019; Le Goc et al., 2016). In terms of force
feedback, Forsslund et al. (2015) proposeWoodenHaptics2 using fast laser cutting techniques,
while Moussette and Banks (2010) present a set of physical haptic prototypes called Simple
Haptics to explore the haptic design space. Similarly, a wide range of expressive actuators is
available3, such as the Haptuator (Yao and Hayward, 2010), to allow designers to integrate
vibrotactile actuation using microcontroller prototyping platforms, such as Arduino4, by
controlling them using signal parameters or audio design approaches. Moreover, no-code
frameworks, such as TactJam (Wittchen et al., 2022), or HapticLabs5, provide all-in-one
approaches to prototype vibrational feedback.

1 Phidgets — https://bit.ly/3BFCboZ
2 WoodenHaptics — https://bit.ly/3LJPoSy
3 Tactile Labs — https://bit.ly/3C7X6Th
4 Arduino — https://bit.ly/3SdKHma
5 HapticLabs — https://bit.ly/3LNwJoL

https://bit.ly/3BFCboZ
https://bit.ly/3LJPoSy
https://bit.ly/3C7X6Th
https://bit.ly/3SdKHma
https://bit.ly/3LNwJoL
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Figure 4.4: Examples of Haptic Software Editors, with (left top) a musical notation analogy from
Vibrotactile Score (Lee et al., 2009), (left bottom) spatially drawing feedback with 3DTac-
tileDraw (Kaul et al., 2019), (right top) track-based haptic effect composing with ViviTouch
Studio (Swindells et al., 2014), and (right bottom) drawing vibrotactile feedback using a
musical instrument metaphor with mHIVE (Schneider and MacLean, 2014).

software Lastly, different software tools provide designers with the means to com-
pose haptic feedback using different methodologies. For a detailed overview of prototypes
presented in literature, we refer to the work of Terenti and Vatavu (2022). Numerous proto-
typing interfaces revert to the direct representation of the underlying signal, and present
the designer with graphical representations to edit either waveforms or profiles of dynamic
parameters, often combined with track-based composition using an audio-tool analogy.
Examples include the Haptic Icon Prototyper (Swindells et al., 2006), the The Hapticon Edi-
tor (Enriquez and MacLean, 2003), VITAKI (Martínez et al., 2014), the posVibEditor (Ryu
and Choi, 2008), and Macaron (Schneider and MacLean, 2016). Swindells et al. (2014) build
upon the notion of track-based audio editing and use haptic tracks for rapid prototyping of
haptic effects by connecting events to audio and vibrotactile output.

Furthermore, indirect representation tools use metaphor-based approaches to design hap-
tic effects and interactions. Panëels et al. (2013) use a visual metaphor-based approach that
combines temporal and spatial feedback mechanisms. Building on visual abstraction, using
visual prototyping tools for haptic interactions, designers can easily and quickly create hap-
tic interactions through a visual programming interface with tunable parameters (Panëels
et al., 2010). A similar approach for force-based feedback, uses a visual programming en-
vironment which combines sketching in terms of position based haptics and time based
haptic effects (Oosterhout et al., 2020).
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Building on musical representations, the Vibrotactile Score presents a graphical editing
tool for designing vibration patterns as musical notes (Lee et al., 2009). As musical repre-
sentations often require expert knowledge of musical theory and notation (Lee and Choi,
2012), research has looked towards more improvisational musical design methods. Here,
mHIVE provides the designer with a touch interfaces for rapid prototyping and exploration
of vibrotactile feedback using a musical instrument methodology (Schneider and MacLean,
2014). Analogously, the TactJam prototype allows for recording of improvisational feedback
with a spatial component, i. e., to ‘jam’ tactile feedback (Wittchen et al., 2022). Musical anal-
ogy has further been explored by creating tactile compositions, or aesthetic compositions
for the sense of touch (Gunther and O’Modhrain, 2003). Here, Beadbox uses a composition
analogy with iconic representation of haptic effects using beads (Nam and Fels, 2016).
Touch-based tools allow designers to use a ‘by-example’ approach, where direct inter-

action is translated to haptic effects (Hong et al., 2013). For example, painting interfaces
allow both spatial and temporal drawing of tactile actuation, e. g., 3DTactileDraw (Kaul
et al., 2019), while direct manipulation has been used in the context of designing feedback
for VR (Huang et al., 2016). Moreover, Schneider et al. (2015) present an approach to design
tactile animations using spatially defined haptic effects.

4.3 fabricating haptic artifacts

Parts of this dissertation address the design of passive proxy objects for tactile experiences
in VR. In our work, we employ fabrication technologies to produce haptically-varying
artifacts, which we overlay with virtual information. To this aim, this section introduces
the field of personal fabrication, describes different available technologies, and discusses
how these have been (and potentially could be) used to create tactile experiences.

4.3.1 Fabrication Technologies

Initial fabrication technologies, such as computer-controller laser cutting or 3D printing,
were conceived to support the need for fast prototyping in industry settings (Baudisch
and Mueller, 2017). With the expiration of the first major patent in 2009, the transfer of
technology from industry was able to start. This led to the rapid growth of a new culture of
Do-It-Yourself (DIY) technology enthusiasts, and paved the way for the democratization of
manufacturing through personal fabrication technologies (Mota, 2011).

classification Personal fabrication hardware is typically classified based on the
manufacturing method used, i. e., additive, subtractive, or formative methods (Baudisch and
Mueller, 2017). Subtractive fabrication technologies, such as milling and laser cutting, cut
objects from a block or sheet of material. While a key benefit is that the qualities of the
used material remain preserved, e. g., the inner structure of a wooden block persists, these
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methods are generally only able to utilize a single material type and are unable to alter the
inner structure of the final object. Formative technologies, such as vacuum forming, reshape
materials through stretching or compressing them. Such approaches are generally less time-
consuming than other methods. However, similar to subtractive methods, they are even
more limited in designing internal structures. Additive fabrication technologies, such as
3D printing, construct artifacts by depositing smaller amounts of material to incrementally
reach the intended design goal. Using a voxel-by-voxel or layer-by-layer process, additive
methods require materials that can be broken down and reassembled, which might affect
the integrity of the final product. However, such methods provide the most amount of
freedom to design both the inner structure and outer shape, making them an extensively
researched fabrication approach.

digital-analog conversion Nowadays, a large variety of digital fabrication tech-
nologies exists. In essence, their underlying concept remains the same, i. e., converting
digital designs into physical objects. To understand this process, Baudisch and Mueller
(2017) draw analogy to specialized key copy machines that trace the design of an existing
key and simultaneously mill the recorded pattern onto a blank key. The personal fabrication
workflow shows a high level of similarity to a key copy machine, with an analog-to-digital
conversion process that records physical information into a digital representation, and
a digital-to-analog conversion process that turns virtual objects into physical artifacts.
This underlying enables users to create, modify and share customized designs of highly
specialized parts, and supports remote collaboration through iterative design processes.

While digitization abstracts from the fabrication hardware used, the final output remains
dependent on the selected method in terms of supported materials and output resolution.
For example, the smoothness of a final product heavily relies on the minimum amount
of material that can be deposited at a single location when 3D printing. Low resolutions
can cause discretization effects, such as stair-stepping artifacts, and degrades the physical
output of the digital design, which in turn affects an object’s tactile experience.

Part of this dissertation looks towards fabrication methods for producing physical objects
with tactile properties. The goal of producing such objects is to create physical props which
can be used as haptic proxies for virtual objects, building upon passive haptic feedback for
IVE (Insko, 2001). By visually overlaying such proxies with virtual content, users can both
visually and haptically explore objects in the virtual environment and assess their tangible
properties. Through fabrication methods, we can utilize the underlying digitization aspect
to enable sharing and on-demand production of haptic proxies.

4.3.2 Fabricating Tactile Artifacts

The haptic response of a fabricated object is dependent on the used material, its digital
design, e. g., outer shape and inner structure, and the utilized fabrication process. This
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Figure 4.5: Durometer Shore Hardness Scale by Smooth-On. Figure adapted from © Smooth-On6.

section introduces various personal fabrication methods able to produce haptically-varying
structures, with a focus on tactile properties. While not exhaustive, we aim to provide a
general overview of vastly different approaches to underline their parametric range.

4.3.2.1 Material Design Approaches

Each material has a set of intensive properties, independent of the amount of material
used, which provide insights into the material’s performance under specific conditions. By
harnessing these underlying properties and understanding how they can be combined, the
haptic perception of a fabricated object can be influenced reliably.

material variation To fabricate objects varying in terms of hardness, a material’s
hardness property can be harnessed. For materials such as rubbers and plastics, hardness
can be determined using a Shore durometer, which measures the depth of an indentation in
the material created by a given force. The results are expressed in different Shore Hardness
scales to provide a common point of reference, see Figure 4.5. For common materials,
three different scales dependent on the standardized indenter are used. The Shore 00 scale
measures soft rubbers and gels, while Shore A is used for flexible mold rubbers ranging from
very soft and flexible, to medium and somewhat flexible, to hard with almost no flexibility
at all, and Shore D measures the hardness of hard rubbers, and semi-rigid and hard plastics.
Materials used in fabrication processes can vary in terms of hardness properties, with

the applied method additionally influencing the hardness of the final artifact (Truby and
Lewis, 2016). Commonly used thermoplastics used in additive manufacturing range from
medium soft to extra hard7,8 (Vian and Denton, 2018), while light- and ink-based 3D printing
technologies range even further in terms of printing soft matter (Truby and Lewis, 2016).

6 Durometer Shore Hardness Scale by Smooth-On — https://bit.ly/3SeB5HB
7 Polylactic Acid (PLA) Biopolymer by MatWeb — https://bit.ly/3f42Fci
8 Acrylonitrile Butadiene Styrene (ABS), Extruded by MatWeb — https://bit.ly/3dn1B2Q

https://bit.ly/3SeB5HB
https://bit.ly/3f42Fci
https://bit.ly/3dn1B2Q
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Figure 4.6: Examples of (Multi-)Material Hardness approaches, with (left top) different tactile samples
made from biofoam (Lazaro Vasquez et al., 2022), (right top) multi-material method for
desired compliance fabrication (Zehnder et al., 2017), and (bottom) inner channels filled
during post-processing for creating strong objects (Yan et al., 2020).

However, many soft materials used for fabrication lack durability, causing them to break
or rupture upon deformation. Consequently, research has looked towards multi-material
printing approaches (Choi et al., 2011; Khalil et al., 2005; Maruo et al., 2001; Sitthi-Amorn
et al., 2015). To create objects with low stiffness levels, Greenwood et al. (2021) elaborate
on a removable embedded 3D printing process. Here, an ink-based deposition approach
is combined with a support silicone that can easily be removed afterwards. Zehnder et
al. (2017) pair a similar syringe-based deposition method with conventional molding to
fabricate objects with a desired compliance while maintaining detailed surface geometry.
On the other side of the spectrum, Yan et al. (2020) focus on 3D printing strong objects.

Their method generates inner structures used as channels into which external materials of
any desired property and strength can be injected. A similar approach is taken by Torres
et al. (2015) in their design tool called HapticPrint. Here, an inner chambering design method
allows users to fill a design with other materials during the post-processing stage in order
to modify an artifact’s weight or hardness.
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In a recent approach, motivated to reduce the use of petroleum-based materials to support
more sustainable fabrication processes, Lazaro Vasquez et al. (2022) look towards bio-based
materials for tangible interaction. Such materials are defined as materials that are created
from biomass, and remain biodegradable (Curran, 2010). Through different fabrication
methods, e. g., molding, layering, or extruding, their approach enables the design of artifacts
varying in hardness through material composition, and roughness through surface texture
design, while additionally supporting conductivity.

magnetic properties Magnetic properties, while for some still considered to be
miraculous9, are well understood material properties that can provide convenient building
blocks to generate attraction and repulsion forces. In HCI, permanent magnets have been
used to enhance various interaction scenarios, e. g., for detecting user actions during smart
device interaction (Kadomura and Siio, 2014), or for providing tactile feedback on multitouch
screens (Jansen et al., 2010) and tabletops (Weiss et al., 2011).
Yasu and Katsumoto (2015) illustrate the use of magnetic interfaces using permanent

magnets for haptic stimulation with tangible artifacts. Through careful arrangement of
magnetic arrays, their approach proposes an easy, simple, cheap method for constructing
haptic surface systems. Building upon this concept, Zheng and Do (2018) and Zheng et
al. (2019) integrate permanent magnets into the 3D printing process for creating tactile
mechanisms. The design of their tangible interfaces provide attraction and repulsion forces
through tangent and normal alignment of cylindrical neodymium magnets. Their work
showcases a set of 6 input mechanisms, i. e., a toggle switch, a push button, an analog stick,
a stepped slider, a 2D slider, and a slide toggle, and 3 actuation mechanisms, i. e., a latch,
and 2 types of multi-solenoid configurations. Ogata (2018) connect the design of permanent
magnet interfaces to perceived tactile properties during interaction. Their work models and
simulates the forces provided by arranged magnets during motion on a physical slider. From
their user study, they note that users were able to distinguish between 4 distinctly designed
magneto-haptic devices, and that their perception in terms of weight, roughness, hardness,
and sharpness was influenced. In a follow-up work, authors present a computational design
approach, where an optimization solves the arrangement of permanent magnets to provide
haptic feedback according to a target input graph (Ogata and Koyama, 2021).

While permanent magnets do not require any augmentation, they provide relatively weak
forces in relationship to their size, while their strength and polarity cannot be changed.
To enable the design of magnetic interfaces, Yasu (2017) presents an approach that uses
magnetically programmable thin magnetic rubber sheets as media to create magnetic fields.
Using a desktop-sized plotter, neodymium magnets are used to write and rewrite the active
fields on a sheet’s surface. By altering the pattern and its sizing, the vibrating frequency of
two sheets interacting together is able to simulate a programmed haptic texture through
interacting lateral forces. This approach is similar to methods which simulate surface

9 Know Your Meme - "Miracles" / Magnets, How Do They Work? - https://bit.ly/3ujW2Yf

https://bit.ly/3ujW2Yf
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Figure 4.7: Examples of Magnetic Haptic Fabrication, with (left top) a button with embedded magnets
for tactile feedback (Zheng and Do, 2018), (left bottom) a toy car with embedded magnets
to simulate bumps (Yasu and Katsumoto, 2015), (right top) twomagnetic sheets interacting
to simulatemacrotextures (Yasu, 2017), and (right bottom) a haptic shifter to altermagnetic
frequencies without re-magnetization (Yasu, 2020).

textures from surface texture depth maps (Minsky et al., 1990), and has been used in
lateral-force-based haptic displays (Saga, 2015). Authors investigate the interacting forces
of differently spaced striped and checkered patterns. They conclude that similarly spaced
patterns provide the highest attraction force area ratio, while the sizing of the pattern is able
to reliably influence the frequency of the macrotexture during interaction. Authors build
upon their concept with a set of magnetic interfaces for interacting with touch screens (Yasu,
2019). Their toolkit consists of customizable buttons, switches, cross keys, and sliders, that
provide haptic feedback while still supporting touch detection due to the dielectric behavior
of the magnetic sheet. A recent contribution called Mixels presents an automated approach
for designing magnetic pixels to enable the design of new tangible, tactile, and haptic
interfaces (Nisser et al., 2022).

Through superimposingmultiplemagnetic sheets on top of each other, evenmore complex
patterns and haptic magnetic fields can be designed Yasu (2020). Their layering approach
allows for a robot to select a different path based on interacting magnetic patterns, and
supports varying tactile feedback for different devices interacting with the same base layer.
Moreover, shifting layers respectively shifts the haptic response of the combined sheets.
Furthermore, the frequency response of interacting tactile sheets has been translated into
upward motion to animate kinetic toy animals (Yasu and Ishikawa, 2021).
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Figure 4.8: Examples of ConductiveHaptic Fabrication, with (left top) tactile feel-trough effects (With-
ana et al., 2018), (left bottom) combined electro-tactile and electrostatic forces (Kato et al.,
2018), (right top) tactile pixels embedded inside a 3D printed remote (Groeger et al., 2019),
and (right bottom) an on-skin interface (Muth et al., 2014).

conductive properties In recent years, research in the field of fabrication has
explored a diverse set of materials. This includes polymers and filaments with electrical
and thermal conductive properties through metal, carbon, and polymer composites (Zheng
et al., 2021). With a wide range of application areas, such as wearable devices (Muth et al.,
2014), or interactive paper (Ramakers et al., 2015), fabrication of conductive materials allows
designers to easily prototype interactive devices.
In the context of tactile experiences, Groeger et al. (2019) illustrate a method for the

design and rapid fabrication of interactive devices that include electro-tactile feedback.
Their design tool allows users to modify digital designs with tactile pixels, or taxels, that
can be arranged in order to create an array providing tactile output. Each taxel is realized as
two or more printed electrodes, while user input is captured using a resistive touch-sensing.

Conductive fabrication approaches, such as inkjet printing, often lend themselves for cre-
ating flexible interfaces with a small spatial footprint. Consequently, research has employed
conductive printing to create wearable and on-skin interfaces with integrated sensing and
actuation (Nittala et al., 2019; Yu et al., 2019). For prototyping such wearable interfaces,
Withana et al. (2018) embed taxels into fabricated on-skin tattoos. Their method is specifi-
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cally aimed at providing feel-through effects, where the wearer’s touch sensation of real
objects is modified through electro-tactile actuation during physical exploration. Similarly,
Yun et al. (2020) present a soft and transparent wearable with an integrated touch sensitive
visual display able to provide vibrational feedback. Their approach combines different
fabrication approaches, such as molding and spray coating, to create a flexible layered
interface aimed at creating interactive skin when worn. Another method is illustrated by
Shi et al. (2021), where they embed actuated ball electrodes in a skin-based interface to
provide tactile feedback during virtual experiences.
Furthermore, the use of conductive material has been shown to be able to influence the

perception of friction. For example, Mishra et al. (2022) utilize the electroadhesion principle
to generate attractive forces between objects. Their investigation includes preliminary
insights for visuo-haptic friction perception in a VR scenario. Kato et al. (2018) present a
wearable hybrid tactile display able to combining electrostatic forces with electro-tactile
feedback. Using a double-sided conductive ink fabrication method, they present a multi-
finger prototype designed and fabricated for use in VR. Their results underline that their
combined feedback approach presents more realistic and richer tactile feedback compared
to a single modality method.

sensory and actuator integration In order to create haptic interfaces through
fabrication, integration of sensory and actuation technologies can take place. For example,
haptic displays and shape changing surfaces providing detailed tactile experiences can be
designed and fabricated using diverse actuation methods (Follmer et al., 2013; Hachisu
and Fukumoto, 2014; Hafez and Khoudja, 2004; Iwata et al., 2001; Poupyrev et al., 2004).
Consequently, many of the haptic devices used for studying haptic feedback in VR, see
Section 3.3.2 and Section 3.3.3, were realized using a combination of fabrication and proto-
typing methods. As a plethora of approaches exist to create interactive devices, we focus
on a short overview of methods that utilize integrated sensors and actuators to build upon
material design approaches.

In order to manipulate hardness and roughness perception, research has explored meth-
ods to create dynamically soft interfaces. One such approach, called GelTouch, utilizes
programmable gel interfaces that are able to change their viscoelasticity (Miruchna et al.,
2015). Through integrating heating elements into the embedded hydrogel, predefined areas
become taxels or tactile edges to render stiffness on top of a digital interface. Yao et al. (2013)
utilize pneumatically-actuated composite materials to create soft interfaces. Their shape
changing devices are able to provide haptic sensations in the form of dynamic hardness
through changing air pressure, or surface texture simulation through the use of different
composite layers. Through different form factors, pneumatic interfaces are able to provide
localized haptic feedback, e. g., on the user’s wrist using a band interface (Young et al.,
2019). In terms of vibrotactile feedback, Yoon et al. (2019) present a soft haptic device with
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Figure 4.9: Examples of Sensory Integration Approaches, with (left top) a pneumatic interface with
surface texture changing properties (Yao et al., 2013), (left bottom) a pneumatic wrist-
band (Young et al., 2019), (middle) an arm-worn SMA-based interface for simulating
virtual touch (Muthukumarana et al., 2020), (right top) an on-skin SMA-based soft in-
terface with touch detection in HapSense (Yoon et al., 2019), (right bottom) an on-skin
SMA-based interface in Springlets (Hamdan et al., 2019).

integrated force sensing. In a compact form factor, their approach provides a wearable
interface able to build vibrations while simultaneously detecting user input.

Another interesting approach involves the use of shapememory alloy (SMA). Such springs
are thin and soft alloys with a higher force-to-weight density than any electromechanical
actuator, and are able to generate expressive, non-vibrating, and silent output through
actuation. In terms of tactile output, Hamdan et al. (2019) propose the concept of Springlets,
a class of SMA-based tactile interfaces that consist of worn stickers with integrated actuators.
Analogously, Muthukumarana et al. (2020) present an SMA matrix approach intended to be
worn as an on-skin interface. Their layered approach integrates actuators with stretchable
and adhesive textiles, and simulates skin touch through generating shearing forces. More
recently, Messerschmidt et al. (2022) build upon this concept, and propose an end-to-end
prototyping approach for SMA-based skin deformation devices.

textile integration To create more flexible artifacts, recent work has looked
towards integrating textiles and fabrics into fabrication processes. To this aim, Mikkonen
(2013) create flexible, 3D printed objects intended to be integrated with cloth. Their approach
uses post-processing methods for attaching hard objects to textiles, such as sewing buttons
onto the fabric. Similarly, Sabantina et al. (2015) demonstrate simple 3D printed shapes
combined with textile structures and their mechanical and geometric properties. Building
upon this, the work by Rivera et al. (2017) presents a first set of design primitives, techniques
and examples to support the combination of textiles and 3D printed components.
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Figure 4.10: Examples of Textile Integrated Haptic Design, with (left top) providing brushing sensa-
tions with KnitDermis (Kim et al., 2021b), (left bottom) textile-embedded, string actuated
mechanical arms (Rivera et al., 2017), (right top)WovenProbe’s on-skin woven interactive
textiles (Huang et al., 2021), and (right bottom) Project Jacquard’s interactive jacket with
sensing and vibrotactile feedback (Poupyrev et al., 2016).

Fabrics and textiles also lend themselves for integration with interactive technologies.
Through weaving and knitting techniques, electrical circuits and components can be in-
tegrated on the structural level to create e-textiles or smart fabric capable of sensing and
actuation (Devendorf and Di Lauro, 2019; Friske et al., 2019; Ou et al., 2019; Poupyrev et al.,
2016; Pouta and Mikkonen, 2022). For example, Huang et al. (2021) elaborate on an approach
for creating interactive on-skin fabrics, while Poupyrev et al. (2016) manufacture interactive
textiles at scale starting from the yarn itself. Alternatively, fabrics and textiles can be made
interactive after manufacturing. For example, Honnet et al. (2020) use polymerization to
enhance existing textiles with piezoresistive properties. This process enables pressure and
deformation sensing, while preserving the fabric’s haptic and mechanical properties.
In terms of tactile experiences, the close relationship between a fabric and the wearer’s

skin supports an intimate and subtle interface. This is illustrated by the work of Kim et al.
(2021b) through machine-knitted on-body textiles. Using SMA micro-springs that contract
when activated, their tactile interfaces provide feedback in terms of compression, skin
stretch, and brushing. Similarly, Muthukumarana et al. (2021) combine 3D printing with
SMAs to create a set of tiles for actuating textiles.
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Figure 4.11: Examples of Surface Texture Design, with (left top) cylindrical objects fabricated with
different surface variations using HapticPrint (Torres et al., 2015), (left bottom) extrusion
based surface variation to generate tactile objects and sheets (Takahashi and Miyashita,
2016), (right top) parametric surface variations applied with Tabby (Suzuki et al., 2018),
and (right bottom) natural texture application onto a digital design (Yan et al., 2021).

4.3.2.2 Digital Design Approaches

As the resolution of common fabrication technologies is already high enough to produce
rich and fine-grained tactile structures, increasingly more complex and detailed physical
objects can be manufactured from digital representations. Through meticulous design of
both the inner and outer geometrical properties, artifacts can be designed with customized
haptic feedback.

surface texture design Through lateral exploration of an object’s surface, tactile
properties, such as roughness, are extracted. Therefore, the surface texture of a digital design
is an essential aspect in varying the fabricated object’s tactile impression. Consequently,
research has investigated different approaches to prototype varying surface designs.

A first approach includes generated designs that can be applied to existing digital objects.
To this aim, Torres et al. (2015) consider the feel aesthetics during the design of digital
objects (Torres et al., 2015). To extend the haptic gamut (or vocabulary) of 3D-printing
tools, authors present HapticPrint, a set of design tools to augment the external and internal
features of a print. In terms of exploratory procedures as defined by Lederman and Klatzky
(1987), their external design tool focuses on lateral motion and contour following (cutaneous
touch), while the internal design tool provides methods for augmenting pressure and un-
supported holding (kinesthetic touch). Therefore, their external design tool allows applying
a diverse set of surface variations onto the surface of existing digital designs, while their
internal design tool builds upon different infill and slicing methods. As different regions
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can be filled differently to provide a local compliance variations, while additional weight
can be provided through post-processing a print by filling the infill with a heavier material.
Similarly, Suzuki et al. (2018) present Tabby, an interactive design tool for creating and
exploring 3D printing textures. To design textures, a designer would only need to indicate
the first few units of a texture through either drawing on a 2D canvas or importing an SVG
file. Users place starting units on top of a 3D object, after which the system automatically
infers a complete pattern through an autocompletion process. Once satisfied, the system
will convert the 2D indications to a series of triangle meshes to create 3D textures and
ensures these meshes are fused with the main object.
Using FDM printing, Takahashi and Miyashita (2016) present a method for fabricating

tactile sheets. Specifically, they influence the extrusion rate during the printing process to
control the amount of deposited material at any given time. This allows for the creation
of thickness controlled patterns on an object’s surface. Their method directly generates
G-code, therefore does not require any augmentation to the used 3D printer.
However, artificially generated surface information can lead to unrealistically looking

objects. In computer graphics, surface modification of digital designs using textures or
displacement maps has since long been investigated (Elber, 2005; Fu et al., 2018; Jeschke et
al., 2009; Oliveira et al., 2000; Szirmay-Kalos and Umenhoffer, 2008). In terms of fabrication,
such approaches have been extended to generate more natural and realistic looking artifacts.
For example, Yan et al. (2021) present a method for applying existing 2D textures onto 3D
objects for fabrication. Through directly modifying the G-code of an object to be printed,
their approach is generalizable across different additive manufacturing technologies. As
their method focuses on the aesthetics of fabricated designs, their tactile perception remains
unexplored. To this aim, our work in Chapter 5 investigates the haptic elements of applying
surface textures onto digital designs.

internal and structural design Through altering the internal material or
construction of a digital design, a fabricated object can vary in terms of its tactile perception.
As illustrated by Lu et al. (2014), careful design of internal honeycomb structures is able to
influence an object’s weight through optimizing its strength-to-weight ratio. TheHapticPrint
design tool builds on this concept by allowing the user to alter the internal infill in order to
design an object’s feel aesthetics (Torres et al., 2015). Moreover, through filling a fabricated
object with a curable material during the post-processing phase, the final design can be
made heavier than a complete infill with the original printing material.
By designing and optimizing microstructures, additive manufacturing has been used to

create elastic textures, i. e., parametric, tileable, and printable cubic patterns which achieve a
broad range of isotropic elastic material properties (Panetta et al., 2015). Through combining
and optimizing truss-like elements, topologies built through such cell-based patterning are
able to gain material-like properties in terms of elasticity and compliance. Schumacher et al.
(2015) propose a similar approach in a framework for fabricating deformable objects. Here,
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Figure 4.12: Examples of Internal and Structural Design, with (left top) microstructures creating
elastic textures (Panetta et al., 2015), (left bottom) perceptually motivated compliance
design (Piovarči et al., 2016), (middle top) FDM 3D-printed hair-like structures (Laput
et al., 2015), (middle bottom) SLA 3D-printed hair-like structures in Cilllia (Ou et al.,
2016), (right top) fabricated textiles using fiber bridging (Takahashi and Kim, 2019), and
(right bottom) fabricated textiles using FDM extrusion variation in DefeXtiles (Forman
et al., 2020).

the interior of a digital design is tiled with microstructures from a database to construct
desired and localized elastic properties while maintaining the outer design. A similar method
for additive manufacturing of foams procedurally generates internal Voronoi microstruc-
tures to define an object’s elasticity (Martínez et al., 2016, 2018). Piovarči et al. (2016) build
upon computational approaches, and take the human in the loop. Their method connects
tactile perception to procedural fabrication to express the controlled deformation in terms
of perceived compliance, and builds a computational model for stiffness.

Through either structural design or extrusion modification, recent advancements in addi-
tive manufacturing have made it possible to create thin hair-like structures. Such structures
are easily bendable, providing more subtle tactile impressions than solid designs (Gedsun
et al., 2022). To this aim, Laput et al. (2015) utilize a concept known as fiber bridging, where
thin strands are extruded to serve as bridges connecting fixed endpoints in FDM 3D-printing.
Originally used for connecting points in a model without support material, this fabrication
technique is able to construct soft strands, fibers and bristles. Using Stereolithography (SLA)
3D-printing, Ou et al. (2016) construct similar surface structures using a volumetric stair-
case approach. In our work, this method’s ability to construct dense and flexible hair-like
interfaces provided the ideal foundation for visuo-haptic texture simulation in VR.
Other structural design approaches take inspiration from the field of textile and fabric

design, i. e., through warp and weft components. In textile design, the lengthwise warp yarns
are held stationary while the transverse weft is drawn through and inserted over and under
thewarp. Inspired by suchmethods, bothMelnikova et al. (2014) and Beecroft (2016) fabricate
weft knitted structures to create fabric-like designs, while Yao et al. (2021) create weft yarn-
like structures that serve as infill patterns. Furthermore, Takahashi and Kim (2019) present
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Figure 4.13: Examples of Metamaterial Designs, with (left) a door handle consisting of metamaterial
structures that can alter in surface texture (Ion et al., 2018), and (right) fabricated pliers
consisting of cell-based metamaterial structures (Ion et al., 2016).

a technique for fabricating soft and flexible textiles using FDM 3D-printing. Their method
builds upon fiber bridging to achieve a stringing effect, while creating intermediate pillars
serving as support structures. In DefeXtiles, Forman et al. (2020) increase the geometrical
complexity of fabricated textiles through dynamically modifying the extrusion parameters
to generate quasi-warp and quasi-weft microstructures.

metamaterials Akin to approaches that redesign the internal structure of an artifact
to influence its behavior, are metamaterial structures. First theoretically conceptualized
by Russian physicist Victor Veselago in the context of electrodynamics (Veselago, 2002),
metamaterials are understood as any given material engineered to have a property that
is not found in naturally occurring materials (Kshetrimayum, 2005). For example, auxetic
metamaterials are carefully constructed to exhibit a negative Poisson’s ratio. When such
a structure is stretched, it will become thicker, rather than thinner, perpendicular to the
applied force.

Initial investigations of metamaterial structures focused on manipulating optical, acoustic
and thermal properties, which led to new applications such as perfect lenses (Bertoldi et al.,
2017). More recently, they have found their way into the field of digital fabrication to design
the behavior of fabricated artifacts (Ion et al., 2016). This is commonly done by dividing a
digital design into repetitive cells with specific deformation behaviors.
Ion et al. (2016) illustrate the concept of 3D printed metamaterials to create desired

mechanical behaviors. Using their toolkit, users interactively design objects that exhibit
controlled directional movements using a cell-based approach. Individual cells consist of
basic open squares with optional single or double diagonal reinforcements to control and
limit shear direction. Each cell’s wall thickness is used to influence the level of stiffness. By
compounding cells, their method is able to build reinforced hinge and four-bar mechanisms
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which have a programmed shearing or rotational behavior. These mechanisms build what
authors call fabricated machines performing a mechanical function, such as pliers.
In terms of tactile fabrication, metamaterial mechanisms have been used for shape-

changing interfaces able to alter their surface texture under compression (Ion et al., 2018).
Here, single cell primitives consist of parameterizable walls, hinges, and members that
enable an upwards fold to transform the surface composition from straight to textured. The
topological deformations of metamaterial textures can be influenced in terms of amplitude
and frequency of the resulting texture, with different texture primitives and force dependent
actuation behavior. Utilizing this approach, surface texture properties, such as roughness
and hardness, can be adjusted through simple actuation, therefore providing a currently
unexplored basis for creating haptic proxies. Furthermore, Bilal et al. (2020) propose spiral
shaped metamaterials that have a specific resonant frequency in order to create haptic
interfaces in compact form. Such interfaces build the gap between passive and active haptics
through specialized design.

4.3.2.3 Specialized Fabrication Methods

Through varying the used material and the design of fabricated objects, off-the-shelf fab-
rication technologies are able to support a wide range of tactile experiences. To extend
this gamut, research has looked proposed modifying existing technologies, or creating
specialized fabrication methods.

extrusion modification As we have illustrated in the previous section, changing
the amount of deposited material in additive manufacturing, such as FDM 3D-printing, is
able to create tactile structures (Takahashi and Miyashita, 2016), or construct thin hair-like
strands (Laput et al., 2015). Building further on this concept, Pezutti-Dyer and Buechley
(2022) present ExtruderTurtle, a library for fabricating delicate, textured, and flexible objects.
Their approach combines existing methods to enable designers to create a wide range of
tactile objects by only modifying G-code instructions. Extrusion modification approaches
have further been investigated in 3D-printing methods that apply spinning procedures
during fabrication. For example, Hamanishi et al. (2019) propose a method that extrudes
fiber-like structures through heating thermoplastic pellets inside a spinning centrifuge.
Based on the concept of a cotton candy machine, the rotary extrusion method is able to
create primitive shapes that can post-processed into a final design (Hamanishi et al., 2018).
A similar concept is proposed by Rivera and Hudson (2019). However, rather than applying
rotational movements to the extruded material, authors modify the standard FDM process
by adding a high voltage power connection between the print head and the build plate. In
electrospinning mode, the connection applies a high electric potential to a polymer, which
propels the material out of the spinneret towards the collector. This procedure results in
electrospun fibers dependent on the temperature, voltage, extrusion rate and infill density.
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Figure 4.14: Examples of Specialized Fabrication Methods, with (left top) rotary-spun fibers with
Fibritary (Hamanishi et al., 2019), (left bottom) electro-spun fibers (Rivera and Hudson,
2019), (left middle top) felting a teddy bear (Hudson, 2014), (left middle bottom) the Stan-
ford bunny in layered fabric (Peng et al., 2015), (right middle top) Kirigami inspired paper
interfaces (Chang et al., 2020), (right middle bottom) embossed tactile interfaces (Klamka
and Dachselt, 2018), and (right) a large spray-painted wall interface (Wessely et al., 2020).

The fiber-like structures these approaches generate, show a potential for tactile experiences,
can easily be post-processed, e. g., by applying conductive paint to detect user input.

fabrics and textiles As fabrics have a wide range of tactile properties, research
has proposed specialized fabric printing technologies. In terms of weaving, a plethora of
approaches exist to construct e-textiles (Pouta and Mikkonen, 2022). Through different
material combinations and yarn arrangements, both visual and tactile surface characteristics
can be influenced, for example in Project Jaquard (Poupyrev et al., 2016), or the Involving the
Machines collection (Perner-Wilson and Satomi, 2012). Building upon felting, Hudson (2014)
present a needle felting print head able to feed yarn that is felted onto a build plate consisting
of fabric. Their approach is able to generate soft objects, while the addition of nylon or
thermoplastic meshes is able to alter the stiffness of the resulting design. Furthermore,
Peng et al. (2015) present an approach for creating layered soft objects through cutting
and combining layers of fabric sheets. This method is able to print electrically functional
objects, while multiple materials can be combined to influence visual and tactile properties.

interactive paper Layering and folding paper augmented with printed conductive
circuits and interactive components enables rapid fabrication of thin, lightweight, and
inexpensive interactive prototypes (Ramakers et al., 2015). Interactive paper has been used
to create interactive paper user interfaces (Klamka and Dachselt, 2017), while combined
with different technologies, hybrid interactive paper (Han et al., 2021) is able to extend paper
affordances, e. g., by providing intuitive notifications (Probst et al., 2014). Furthermore, the
flexibility of interactive paper has been used to create prototypes for underwater usage (Liu
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et al., 2021), while conductive ink, the main element for printing circuits, can be printed on
the fly on a variety of different surfaces (Pourjafarian et al., 2022).
In terms of tactile experiences, paper lends itself to folding, leading to research investi-

gating interactive paper to create shape changing objects (Olberding et al., 2015). Kirigami
and origami inspired methods use cut-and-fold fabrication techniques to add height to
interactive paper, enabling different types of haptic feedback (Chang et al., 2020). Moreover,
through heated embossing, dome-shaped membrane switches allow for novel interactive
paper prototypes that provide push-button haptic feedback (Klamka and Dachselt, 2018).

spray-painting Lastly, research has investigated spray-coating and painting methods
to post-process 3D-printed objects, or modify existing surfaces. To this aim, spray-deposition
is able to create interactive surface elements (Falco et al., 2016) onto large areas and complex
surfaces (Sandström et al., 2014). In the field of HCI, Hanton et al. (2020) propose ProtoSpray,
a fabrication technique that combines 3D printing with spray coating to create interactive
displays of arbitrary shapes, while Wessely et al. (2020) enable makers to create large-scale
interactive surfaces on various materials and curved geometries.
In terms of tactile perception, off-the-shelf spray paints commonly create a smooth

surface, as their main focus lies with aesthetic modification. Through different compounds,
spraying is able to alter the surface composition to create more varied features, e. g., the
Montana texture and effect sprays10. However, as of now, no formal investigation into the
potential of spray-painting for tactile perception exists.

4.4 modeling tactile responses

The previous sections provided an overview of why designing haptic feedback is difficult,
and how active and passive experiences can be built from a technical perspective. With this
understanding, we now focus on approaches that bridge the gap between the process of
haptic design and the experience of the end-user. To this aim, we detail on computational
design approaches that model physical experiences, haptic reproduction methods that
aim to reproduce real world impressions, and perceptual modeling techniques that aim to
understand a user’s sense of touch in terms of physical variations.

4.4.1 Computational Design

The idea behind computational design, is to employ algorithms and parameters to solve
complex design problems. Often, these design problems target a certain behavior or property
that is not straightforward to achieve. For tactile experiences, computational design has been
used for simulating texture and material properties in both active and passive approaches.

10 Montana Cans — https://bit.ly/3xPa7P4

https://bit.ly/3xPa7P4
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rigid flexible

Figure 4.15: Examples of Computational Design approaches, with (top) procedurally generated
Voronoi foams for controlling rigidity (Martínez et al., 2016), (left bottom) microstruc-
tures to control elasticity (Schumacher et al., 2015), (right bottom) designing desired
deformation behavior through varying internal microstructure (Bickel et al., 2010).

In the field of fabrication, computational fabrication aims to produce a wide range of
artifacts based on algorithmic design. Here, meta-materials are commonly used to produce
objects with varying properties, such as surface textures (Ion et al., 2018), or weight (Torres
et al., 2015). In order to generate objects with desired characteristics, optimization-based
approaches can be applied to produce physical qualities, such as a desired compliance, or
global object properties, such as desired motion. In terms of desired mechanical deformation,
Bickel et al. (2010) use a data-driven process that considers a set of example deformations.
Using a finite-element method, their approach is able to reproduce desired deformation
behavior using a set of predefined material structures and a multi-material printer. Similarly,
Schumacher et al. (2015) and Panetta et al. (2015) propose methods to approximate hetero-
geneous and anisotropic material behavior with high-resolution 3D structures, significantly
widening the gamut of existing single-material 3D printing technologies. Martínez et al.
(2016) use a stochastic approach to synthesize materials with a desired elastic behavior, and
support the generation of metamaterials at the slicing stage. Instead of relying on connected
structures, Zehnder et al. (2017) propose a multi-material approach for designing desired
mechanical properties in silicone rubbers.

Parts of our work apply computational fabrication. Specifically, in Chapter 5, we utilize
the microgeometry of real surface textures to generate and fabricate tactile structures. In
Chapter 7, we synthesize physical hair-like structures with varying tactile properties for use
in passive haptic in VR. This method, based on an existing approach (Ou et al., 2016), uses a
voxel-based staircase construction algorithm to generate thin structures that converge to
the top. By altering the height of the produced structures, their tactile perception is varied
in terms of roughness and hardness.



4.4 modeling tactile responses 107

Six-axis force/torque sensor

Interchangeable tooltip

Two two-axis accelerometers

Magnetic motion tracking sensor

Figure 4.16: Examples of Haptic Reproduction approaches, with (left top) retrographic sensing with
GelSight (Johnson and Adelson, 2009), (left bottom) a tactile probe to measure force
and acceleration (Culbertson et al., 2013), (right top) rendering haptic textures using an
augmented tablet and pen interface (Romano and Kuchenbecker, 2012), (right bottom)
rendering haptic textures using a wold-grounded robotic interface (Lu et al., 2022).

4.4.2 Haptic Reproduction

Haptic reproduction, also referred to as haptography, aims to record and reproduce the
haptic impression of surfaces and objects (Kuchenbecker, 2008; Kuchenbecker et al., 2011).
Building upon the idea of photography, haptography aims to empower users to capture
their own experiences and share them with others. With common application areas in
teleoperation and virtual environments, haptography aims to recreate the richness and
usefulness of natural haptic feedback.
Here, modeling-based approaches aim to reproduce haptic sensations using computa-

tional metrics. For example, Basdogan et al. (1997) use grayscale surface images to render
surface shapes, while Choi and Tan (2004) proposed a parametric approach using sinusoidal
waveforms to generate non-uniform haptic surface shapes. In terms of tactile properties,
Minsky et al. (1990) propose to simulate surface roughness using a lateral-force-based
haptic illusion. Here, the probe used during interaction receives tangential repelling and
attracting forces when moved across a flat surface. A similar rendering approach gener-
ates Gaussian-distributed force fields to simulate texture interaction (Fritz and Barner,
1996). More recently, Park and Choi (2017) presented a physics-based rendering method
for synthesizing vibrotactile feedback using collision events. Their approach, although
computationally expensive, was able to synthesize plausible feedback during interaction.
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On the other hand, data-driven modeling methods propose to generate haptic sensations
from real-world physical measurements (Lang and Andrews, 2011). Reproducing such
haptic impressions from real surface textures requires a challenging three-step approach,
i. e., capturing, modeling, and rendering (Romano and Kuchenbecker, 2012). As haptic
information arises from detailed surface variations, the capturing process needs to be
accurate enough to investigate the small-scale topography and interaction properties of a
surface and the used recording device. To this aim, different approaches have been illustrated,
e. g., through the use of surface profilometers (Costa and Cutkosky, 2000; Wall and Harwin,
1999), tactile probes (Culbertson et al., 2013; Pai and Rizun, 2003), accelerometer-based
measurements (Meyer et al., 2016; Okamura et al., 2001), pressure sensor arrays (Maheshwari
and Saraf, 2006), or visual surface reconstructions (Shin and Choi, 2020).
Once such measurements are taken, they need to be represented in a model able to

capture the subtleties of micro-surface interaction, while the rendering of the recorded
information needs to be able to accurately simulate computationally complex real-time
interactions. To this aim, Lu et al. (2022) present a preference-driven rendering approach
that uses a friction model and haptic texture model for simulating surface features using
a Phantom haptic interface. Such robotic interfaces have previously been used to render
physical hardness, friction, and texture (Culbertson and Kuchenbecker, 2017; McMahan and
Kuchenbecker, 2009a,b; Shin and Choi, 2020). Romano and Kuchenbecker (2012) present a
complete solution for simulating realistic virtual textures. Their rendering approach builds
a linear predictive model from real-world captured texture information. Using a tablet and
pen setup augmented with electromagnetic actuators, their results show their method was
able to recreate the tactile feeling of real textured surfaces. Furthermore, optimization based
approaches have been used to render tactile information using a haptic display attached
to the user’s finger (Perez et al., 2017). This method formulates the computation of the
device configuration as a contact surface matching optimization problem to simulate surface
contact with a virtual object. Alternatively, Ban and Ujitoko (2018) illustrate a generative
adversarial network-based approach for haptic rendering of texture images. To simulate
haptic textures, Heravi et al. (2020) propose a data-driven model that uses both visual and
height map information of real surface textures.
In our work presented in Chapter 5, we use a vision-based approach to capture the

microgeometry of real surfaces. Our implementation, based on a retrographic sensing
approach called GelSight (Johnson and Adelson, 2009; Johnson et al., 2011), employs a
transparent elastomeric silicone coated with a layer of reflective paint. Through capturing
the microscopic deformations of the reflective layer when an object is pressed against
it, the object’s surface topography is made visible through the clear side of the sensor.
Using a photometric stereo algorithm, the reconstructed surface texture information was
reproduced using state-of-the-art 3D-printing. Combined with visual information in VR, we
investigate their perception to inform future fabrication approaches for haptic reproduction.
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Figure 4.17: Examples of Perceptual Modeling approaches, with (left top) 3D-printed surface struc-
tures varying in surface bump density (Tymms et al., 2018), (left bottom) varying surfaces’
topographic structure and statistical roughness (Sahli et al., 2020), (right top) fibrillar
surfaces for softness perception (Gedsun et al., 2022), (right bottom) internal microstruc-
ture variation for softness perception Piovarči et al., 2016.

4.4.3 Perceptual Modeling

As detailed in the previous section, optimization-based approaches for computational
fabrication are able to extend the gamut of haptic properties of a 3D-printed designs.
However, as their implementation commonly uses standard metrics to quantify differences
in material mechanical properties, they ignore a major component of haptic interaction,
namely the user. Therefore, perceptual modeling approaches use perceptual metrics to find
computationally efficient and accurate models that can outperform standard measures for
designing fabricated objects with desired haptic properties.

To this aim, Piovarči et al. (2016) introduced a perceptual-aware approach that modifies
the softness of 3D-printed objects through quantifying their elastic modulus. Their work
found that one tactile dimension is sufficient to describe compliance perception on objects
with a non-linear mechanical characteristic. Similarly, Dhong et al. (2019) fabricated elastic
slabs with micro-patterned pits to investigate softness perception. Their results indicate an
explicit relationship between the perception of softness and the slab parameters, and note
that indentation depth and contact area were key factors for softness discrimination. For
fibrillar surfaces, i. e., surfaces with bristle-like structures on top, Gedsun et al. (2022) found
that their bending during tactile exploration was a key mechanism for tactile discrimination.

In terms of the tactile roughness, Sahli et al. (2020) investigate the perception of randomly
rough surface textures. Through independently varying topographic structure and statistical
roughness, their results indicate that the tactile perception of similarity between surfaces
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was dominated by the statistical micro-scale roughness, while their similarity in terms of
visual perception was dominated by their topographic resemblance. Analogously, Hartcher-
O’Brien et al. (2019) examine the influence of fabrication parameters, such as print speed,
in 3D-printed surface structures on perceptual roughness, and found that objective surface
roughness parameters were unable to predict users’ haptic experience. Furthermore, Tymms
et al. (2018) propose a quantifiable roughness perception model for fabricated surface
textures. Through psychophysical experiments using a set of 3D-printed surface structures
varying in surface bump density, their model is able to predict perceptual roughness with
a single scalar value. Their follow-up work integrates the final object’s visual aspect in
the design process (Tymms et al., 2020). From a target texture, their optimization-based
procedure models desired tactile roughness while preserving visual appearance, resulting
in visually similar but haptically-varying objects.
In terms of design tools, Kim et al. (2021a) propose to connect perceptual softness to

the design of 3D-printed objects using a by-example metaphor. This enables designers to
model an object’s softness using reference objects with varying softness factors to fabricate
desired tactile characteristics. Furthermore, Miyoshi et al. (2021) detail on a concept to allow
users to design the desired softness and roughness as an input for 3D printing. Using both
surface texture variation and infill modification, their work connects perceptual aspects
with physical manufacturing parameters.

In our work, we build upon the notion of perceptual modeling by taking the user’s
perception in mind. To this aim, in Chapter 5, we use non-Metric Multidimensional Scaling
(nMDS) to build a perceptual model of replicated surface textures, and further investigate
their visuo-haptic perception in Chapter 6. Furthermore, through user studies, we investigate
users’ perception of computationally fabricated hair-like structures in Chapter 7, while
Chapter 8 investigates users’ perception of object interaction by having them vocalize their
experience. The latter was used to inform a rapid prototyping process in Chapter 9 that
allows designers to create vibrotactile feedback while immersed.

4.5 conclusion

Haptic technology is maturing. However, designing effective haptic experiences remains
challenging. Reasons for this can be found with the complexity of the haptic sense itself,
the novelty of designing for the sense of touch, and the personal and private nature of
touch sensations. Therefore, haptic design is establishing itself as a field of research by
investigating universal and sustainable design practices that build upon other design fields,
such as user experience design.

In the field of active haptics, a wide range of haptic experiences has been illustrated using
different haptic rendering methods. Designing such experiences often relies onmanipulating
low-level signal parameters, such as frequency and amplitude, making it challenging to
transfer such abstract concepts into understandable haptic effects. To better understand
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the design parameters of effective and convincing tactile experiences, haptic design has
proposed different methodologies, including the use of abstract messages, e. g., tactons,
conceptualizations of haptic signals, e. g., metaphors, schemas, and facets, or by addressing
a generalizable language for communicating haptic sensations. While design tools building
upon these concepts have broadened the space of active haptic experiences, there is still no
generalizable and scalable method for designing visuo-tactile experiences for VR.

In terms of passive haptics, recent advancements in fabrication technologies have enabled
designers to produce rich and fine-grained tactile structures. Through variations of the used
material, alterations of the digital design, or modifications to the fabrication process, the
haptic response of fabricated objects can be altered. Considering the broad design space of
fabricated haptics, we envision these methods to be able to extend passive haptic feedback
in VR. The use of fabricated props as haptic proxies for virtual objects enables the design of
more scalable and flexible haptic proxies that can be fabricated by the end-user. However, it
remains unclear how to transfer these approaches to a wide gamut of experiences through
utilizing fabricated proxies in virtual environments.
As a large amount of research has investigated the design of active and passive haptic

experiences from a technical perspective, there remains a need to bridge the gap between
the process of haptic design and the experience of the end-user. To this aim, computational
design approaches model physical experiences, while haptic reproduction methods aim at
reproducing real world impressions. Moreover, perceptual modeling techniques build an
understanding of a user’s sense of touch in relation to physical design variations. These
insights lay the foundation to enhance the design of tactile experiences for IVEs.





Part III

CON TR I BU T IONS





“Taking pictures is savoring life intensely,
every hundredth of a second.”

—Marc Riboud

5
CAPT UR ING TACT I L E PROPERT I E S FOR HAPT IC REPRODUCT ION

To extend the design of tactile experiences, we firstly investigate the case of haptic reproduc-
tion. By capturing and replicating real-world information, we aim to create effective tactile
experiences from known properties of the physical environment. This chapter addresses
rq1, and was previously published under the following publication.

Donald Degraen, Michal Piovarči, Bernd Bickel, and Antonio Krüger (2021c). “Capturing Tactile Properties of

Real Surfaces for Haptic Reproduction.” In: The 34th Annual ACM Symposium on User Interface Software and

Technology. UIST ’21. Virtual Event, USA. doi: 10.1145/3472749.3474798

5.1 introduction

In this chapter, we investigate the replication of real-world information for the purpose of
fabricating tactile variations. Rather than aiming for direct reproduction of tactile perception,
we investigate the change in haptic properties upon replication. To this aim, we follow an
end-to-end process. We start by capturing the haptic properties of materials, which we
propose to do by reproducing their stable surface geometry. The geometry is captured using
a photometric sensing technique called GelSight (Johnson and Adelson, 2009) as height
fields of surface samples. This approach works by pressing a soft polymer onto the material,
similar to the investigation by direct touch. As a set of materials, we opted for a set of 15
cloth samples from a fabric samples book, depicted in the leftmost image in Figure 5.1. We
opted for these challenging materials due to their large coverage of compliance, roughness,
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Figure 5.1: Overview of our approach. By reconstructing surface textures from a sample book using
a photometric reconstruction method, we created fabricated replicas. The set of original
and replica surface samples were used in a 2-part user study to investigate the transfer
of tactile properties for additive manufacturing.

and friction properties, as well as their varying surface structures. To fabricate the materials,
we treat the captured height maps as displacement maps and use an Objet Connex 260
multi-jet printer1 with VeroBlack2 material.
In a psychophysical experiment, we assess the perception of the reproductions based

on individually perceived attributes. From these results, we conclude that our fabrication
process supports a wide gamut of feel aesthetics. While direct reproduction of surface
geometry is not sufficient to consistently replicate the haptics of real-life materials, certain
stable properties can still be reproduced to an extent. By further analyzing the results, we
discover that our reproductions manifest a consistent shift in perceived attributes. This
suggests that the alteration of haptic feedback due to the selected fabrication technique
is systematic and could be reversed by adjusting the printing parameters for our surfaces.
Therefore, we propose a method to appropriate, i. e., adapt, the haptic feedback of materials
for digital fabrication. As a core of our approach, we construct a so-called perceptual space
of our stimuli in which the perceived difference corresponds with measurable physical
attributes. We leverage the perceptual space to propose several strategies for adapting ma-
terial properties to more closely mimic their haptic properties after fabrication. Our results
provide insights for the field of haptic design by supporting hapticians in creating versatile
haptic experiences through capturing real-world information for fabrication processes.

5.2 haptic surface replication

When exploring an object’s surface, the high spatial acuity of our fingertips enables us
to distinguish between the minuscule details in its texture. During this process, different
aspects of the material are taken into account, most notably roughness, compliance, coldness,
and slipperiness (Bergmann Tiest, 2010). Of these features, related work has established
roughness to be the most important for discrimination of haptically explored surface
textures (Bergmann Tiest and Kappers, 2006; Hollins et al., 2000, 1993). The perception of
roughness is evoked by an uneven pressure distribution on the skin when touched statically,

1 Statasys Objet260 Connex — https://bit.ly/3SP0bx6
2 Stratasys Vero — https://bit.ly/3C2uLwc

https://bit.ly/3SP0bx6
https://bit.ly/3C2uLwc
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and vibrations when stroked. Physically, roughness is related to height differences on a
material’s surface.
We follow the idea that the geometric roughness of a surface can explain its tactile be-

havior. To reproduce the haptic feedback of real-life materials, we leverage the capabilities
of modern manufacturing to reproduce the surface details at micron resolution. Recover-
ing the surface information for fabrication requires a capture method that estimates the
geometric features appreciated by an observer. During exploration, our fingers actively
contact the underlying substrate, which causes deformations of surface geometry. As a
result, estimating the true stable contact requires a scanning method capable of inducing
and measuring finger-like deformation of the original material.

5.2.1 Approach

Our implementation is based on retrographic sensing (Johnson and Adelson, 2009; Johnson
et al., 2011). This approach also referred to as GelSight, employs a transparent elastomeric
silicone coated with a layer of reflective paint of which the bidirectional reflectance distribu-
tion function (BDRF) is known. When pressing the silicone onto an object, the microscopic
deformations of the reflective layer caused by the object’s surface topography are made
visible through the clear side of the sensor. By capturing the deformation under calibrated
lighting conditions from different angles, the desired 3D shape and texture can be accurately
reconstructed using a photometric stereo algorithm. This approach is highly flexible as the
overall shape, thickness, and hardness of the sensor do not significantly affect the precision
due to individual calibration (Johnson et al., 2011; Shimonomura, 2019). Additionally, sur-
face reconstruction with a calibrated sensor is possible using a single image capture while
abstracting physical surface information from the visual appearance. The only practical
constraint is that the sensor needs to be sufficiently large enough to scan the area of interest.
This technique is closely related to the haptic exploration of surface textures with our

fingers. While pressing down onto an object, stable surface features, such as surface vari-
ations, are perceived by the receptors in our fingers, while unstable features, such as
hairs, are compressed. We envisioned this approach to serve as a realistic means for haptic
reproduction.

5.2.2 Surface Reconstruction

Building on the GelSight technique, we constructed a sensor, see Figure 5.2a, consisting of a
hexagonal silicone slab measuring 1.5 cm in height and 8 cm in diameter. The clear silicone
used has a Shore A hardness rating of 153 and was spray-painted with a layer of aluminum
powder with a purity of 99.7% and a size of −325 mesh using a silicone paint base4. The

3 KauPo Solaris®— https://bit.ly/3CDWHIz
4 Smooth-On PsychoPaint — https://bit.ly/3UVEPzE

https://bit.ly/3CDWHIz
https://bit.ly/3UVEPzE
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(a) Silicone Sensor (b) Bench Setup

Figure 5.2: Our reconstruction setup. (a) A silicone slab with a reflective layer deforms and visualizes
the surface texture of an object pressed underneath. (b) Using a bench setup, consistent
captures are taken with a high resolution camera and a macro lens.

reflective layer was powdered with corn starch to reduce stickiness. To capture consistent
images, we built a bench setup, see Figure 5.2b. Attached to the top of the setup is a Sony
Alpha 7s full-frame DSLR camera with a Sony SEL FE 50mm f2.8 macro lens. The camera is
pointed towards the silicone sensor attached to a 2mm transparent acrylic support. Driven
by an Arduino Uno, 3 LEDs illuminate the sensor from different angles, each corresponding
to a different base color, i. e., green, red and blue. The base of the setup contains a load
cell measuring the applied pressure to the surface. The reconstruction process follows a
photometric stereo algorithm to generate a height field from the object visible under the
sensor. To calibrate our setup, we capture the sensor’s deformation of a 4mm spherical
object in 36 locations across the image. For each surface texture to be reconstructed, 4
pictures of the sensor’s deformation were taken with the texture in different locations and
orientations. For more details on the reconstruction algorithm, please refer to the work by
Johnson and Adelson (2009) and Johnson et al. (2011).
For each recorded texture sample, the resulting height field corresponded to a surface

area of 2.8 cm2 of the original texture. As we considered this surface area too small to be
sufficiently explored by participants, we upscaled the surface area to a size of 5 cm2 using
a blended texture tiling approach. Here, each height field was tiled in a 4× 4 grid with a
10% gradually blended overlap. The vertices of a 5× 5 plane were transformed along the
Z-axis by using the associated height field as a displacement map in Blender5. The edges
of the plane were extruded downwards along the Z-axis by a factor of 0.4 and a bottom
face was generated to create a closed cuboid with the replicated texture on top. Our models
were fabricated using an Objet Connex 260 printer with VeroBlack material and a layer
resolution of 30 µm. VeroBlack is a rigid, durable and high resolution photo-polymer with a

5 Blender, a free and open-source 3D creation suite – https://bit.ly/3CcBVOK

https://bit.ly/3CcBVOK
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Figure 5.3: Reconstruction example. Visually capturing the texture surface (A) yields (B). The Gel-
Sight approach captures the stable subsurface geometry in a heightfield (C). From this
information, we create a 5 cm2 height field (D) using a combination of tiling and blending.
The full height field is used as a displacement map to generate a textured surface (E),
which is fabricated in (F). This process replicates the stable subsurface geometry of (A)
in (F). For accuracy estimation, the fabricated sample (F) was re-reconstructed, i.e., here
(G) is re-reconstructed in (H).

Shore Hardness of 83–86 (Scale D). A step-by-step overview of the reconstruction process
is presented in Figure 5.3.

5.2.3 Textures

To study the human perception of materials, we seek to construct a dataset that covers a
wide variety of haptic properties. As we were interested in how physical features affect
the perception after reconstruction, we explored a large assortment of materials with a
high variety of characteristics. For our final set of reconstructed materials, we decided on
15 samples from a sample book for a commercially available sofa. These materials were
found to have a wide range of tactile properties, and maintained a stable surface suitable
for reconstruction.
After reconstruction, physical measurements of the samples were taken to record their

tactile properties of roughness, hardness, and slipperiness, see Table 5.1. The assessment of
roughness was determined by calculating the root-mean-square of the reconstructed height
field (Black, 2019). Hardness was measured by recording the indicated weight on a load cell
when multiple stacked layers of the surface with a uniform height were compressed with a
fixed displacement (Panetta et al., 2015). Lastly, we recorded the angle of inclination of which
a fixed object on top of the surface would start a movement to assess slipperiness (Kurtus,
2005). These data, depicted in Table 5.1, show the range of tactile properties present in the
selected set of samples.

To prepare the cloth samples for our study, we cut 5 cm2 rectangles from the bulk material
and attached them to 2mm acrylic plates of the same dimensions. The final set of samples
and their height field reconstructions are depicted in Figure 5.4.



120 capturing tactile properties for haptic reproduction

1 – Casino 2 – Velvet 3 – Crown

4 – Havanna 5 – Deluxe 6 – Clash

7 – Cosy 8 – Florida 9 – Yelda

10 – Trend 11 – Onyx 12 – Cosmopolitan

13 – Easy Care 14 – Matrix 15 – Vintage

Figure 5.4: Our final set of surface textures and their reconstructed height fields.

5.3 study

To evaluate the haptic feedback of our original and reproduced textures, we rely on psy-
chophysical experiments grounded in literature (Vardar et al., 2019). More specifically, we
conducted our user study in two phases: (A) a self-assessment test in which the participants
compare the samples based on a set of perceptual attributes, and (B) a magnitude estimation
study that recovers the differences between our stimuli in an unsupervised manner.
Ethical approval for this study was obtained from the Ethical Review Board of the

Department of Computer Sciences at Saarland University (No. 20-07-2).
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Sample Name Roughness (RMS) Compliance (kg) Stickiness (angle)

1 Casino 0.16259 2.82 16.5
2 Velvet 0.01412 1.03 28.0
3 Crown 0.07589 2.40 26.0
4 Havanna 0.06618 1.75 27.0
5 Deluxe 0.07799 2.00 22.0
6 Clash 0.03667 1.20 20.5
7 Cosy 0.09089 0.52 20.5
8 Florida 0.09807 1.38 14.5
9 Yelda 0.05816 2.03 19.0
10 Trend 0.06598 1.36 19.0
11 Onyx 0.15941 1.14 14.5
12 Cosmopolitan 0.04553 0.99 24.5
13 Easy Care 0.10260 3.75 19.5
14 Matrix 0.01632 3.15 22.0
15 Vintage 0.08882 0.72 15.5

Mean 0.07728 1.75 20.6
SD 0.04342 0.94 4.37

Table 5.1: The physical measurements of our texture samples, taken from the set of original texture
samples before reproduction to provide insights into their physical variations in terms of
roughness, compliance and stickiness.

5.3.1 Apparatus

To limit visual cues, participants were seated in front of a screen separating them from the
experimenter and the surface samples, see Figure 5.5. A gap in the screen with a piece of
cloth in front allowed the participants to reach their hand through to access the presented
samples. On the other side, the experimenter prepared the samples for exploration by
the participant. Samples were fixed in place using a laser cut MDF frame. The order of
presentation of the samples was listed in a spreadsheet on a laptop next to the screen. Here,
the experimenter would also record participants’ answers.

5.3.2 Participants

A total of 20 participants (9 female, 11 male, 24–33 years, avg. 26.6 years) with backgrounds
in Computer Science, Microbiology, Linguistics, and Law, were recruited for our study.
When asked about their hand dominance, 19 participants indicated to be right-handed,
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(a) The experimenter side (b) The participant side

Figure 5.5: The experimental setup. (a) The experimenter prepared the samples for exploration by
the participant. (b) The participant rated the tactile perception of the samples hidden
behind the screen.

while 1 participant stated to be ambidextrous. All participants performed the study with
the index finger of their right hand, and were informed they could only use this finger.
All participants confirmed that, to the best of their knowledge, they did not suffer from

any impairment of their haptic perception, such as arthritis or hypoesthesia (numbness).
Participants rated on a scale from 1 (= never) to 5 (= regularly) how often they performed
precise handwork (M = 2.50, SD = 1.00) and how frequently they worked with textiles
(M = 1.55, SD = 0.76). The study lasted between 2 and 2.5 hours, depending on the speed
of the participant. Compensation in the equivalent of AC 20 was given to all participants not
employed in our lab.

5.3.3 Procedure

Before starting the experiment, participants provided written consent and completed a
COVID-19 form for contact tracing purposes. To comply with data protection regulations,
the responses of the latter were removed 14 days after participation. The experimenter
briefed participants on the upcoming events and asked them to seat themselves behind a
separation screen.

After introducing the participants to the experimental conditions, we conducted a short
training session. This training aimed to ensure understanding of the perceptual descriptors
investigated in the study. Participants were presented with exemplar structures for each
descriptor and asked to explore them under the experimental conditions. Once we were
confident participants could identify the individual descriptors, we proceeded with the
study itself.
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Our study consisted of two phases, i. e., individual surface texture assessments (A), and
surface texture similarity assessments (B). During phase A, the experimenter placed one of
the surface samples on a fixed location behind the screen. The participant was then asked
to explore the sample and rate various tactile properties of the sample one by one. During
this phase, the participant was allowed to touch the sample continuously with the index
finger of their dominant hand. The experimenter noted the responses for each trial and
placed the next sample upon completion of the 9 questions. The following questions were
depicted on a sheet of paper in front of the participant:

• Q1: How hard does this surface feel?
(1 meaning extremely soft, 9 meaning extremely hard)

• Q2: How rough does this surface feel?
(1 meaning extremely smooth, 9 meaning extremely rough)

• Q3: How bumpy does this surface feel?
(1 meaning extremely flat, 9 meaning extremely bumpy)

• Q4: How sticky does this surface feel?
(1 meaning extremely slippery, 9 meaning extremely sticky)

• Q5: How scratchy does this surface feel?
(1 meaning extremely dull, 9 meaning extremely scratchy)

• Q6: How hairy does this surface feel?
(1 meaning extremely clean, 9 meaning extremely hairy)

• Q7: How uniform does this surface feel?
(1 meaning extremely irregular, 9 meaning extremely uniform)

• Q8: How isotropic does this surface feel?
(1 meaning extremely anisotropic, 9 meaning extremely isotropic)

• Q9: What kind of material is this?
(Open question)

During phase B, the experimenter placed two surface samples behind the screen on fixed
locations next to each other. The participant was then asked to explore both samples and
rate the similarity of the tactile sensations on a 9-point scale, where 1 meant both samples
were extremely dissimilar, i. e., opposites, and 9 meant both samples were extremely similar,
i. e., identical. To improve consistency, participants were only allowed to use the tip of
their index finger on their dominant hand to interact with the samples. The interaction
window was limited to 5 seconds per sample to ensure participants’ first impressions
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were communicated to the experimenter, and to limit the study duration. Within this time,
there were no limitations on the interaction mode. Participants were allowed to stroke the
samples in arbitrary patterns and lightly press or tap the samples to assess their hardness.
The experimenter noted the response for each trial and placed the next samples upon
completion of the similarity question.
Breaks were issued between phases, every 100 assessments, or when the participant

noted a feeling of numbness in their finger. In terms of COVID-19, windows were opened
to air the room at regular intervals, both the experimenter and the participant wore masks,
and the setup and all samples were disinfected between participants. After the experiment,
participants completed a post-study questionnaire inquiring about their demographics.

5.3.4 Design

We used a within-subjects experimental design with a total set of 30 samples, consisting
of 15 real surface textures and their 15 replicated counterparts. In order to counterbalance
both study phases for carry-over effects, participants were assigned sequence numbers.
Each evenly numbered participant started with phase A, while each unevenly numbered
participant first performed phase B.
For phase A, we considered the presented sample as the independent variable and dis-

tinguish 9 dependent variables, i. e., participants’ tactile impressions of a sample in terms
of hardness, roughness, bumpiness, stickiness, scratchiness, hairiness, uniformity, and to
which degree the surface geometry of the sample felt isotropic, each on a 1-to-9 Likert
scale, 1 indicating a low assessment and 9 indicating a high assessment of the respective
variable. We chose compliance, roughness, and stickiness since they are considered the
base of tactile exploration models (Hollins et al., 2000, 1993; Okamoto et al., 2013; Vardar
et al., 2019; Yoshioka et al., 2007). The inclusion of bumpiness and scratchiness is motivated
by (Okamoto et al., 2013) where the authors show that roughness can be divided into two
dimensions for macro and micro roughness. The inclusion of hairiness, uniformity, and
isotropy was motivated by the fact that our original set of textures were fabric samples.
As hairs are inherent to them, their lack in the set of replicated structures would show
correlations to other perceptions, specifically uniformity and isotropy, as the directionality
given by the sensing of hairs could influence these factors. The last dependent measure was
the open answer, in which participants stated which material they thought to experience.
For this open question, participants were not provided a list of materials to choose from,
but were free to provide any answer they saw fit. For counterbalancing measures, we con-
structed experimental design tables using a 30× 30 Latin square. Here, counter-balancing
was incomplete as the Latin square was performed for 20 rows, i. e., one row per participant.

For phase B, we distinguish the independent variable as the combination of samples
presented to the user. Each participant was presented with all 435 possible combinations of
our 30 samples. The order of sample presentationwas randomized, while the relative location



5.4 results 125

of the presented sample for a given combination was alternated between participants. This
meant that for a given combination, a sample was presented on the left side for an evenly
numbered participant and on the right side for an unevenly numbered participant.

5.4 results

In the following section, we describe the analysis and the obtained results from our texture
perception study.

5.4.1 Individual Tactile Ratings

To analyze the individual tactile assessments, we conducted Friedman tests with post-
hoc analysis using Wilcoxon signed ranks tests and Bonferroni-Holm correction for all
comparisons. For completeness, all results are depicted in Section a.1. The ratings per sample
for each case are depicted in Figure 5.6 and Figure 5.7. Here, we focus our results on the
patterns that arise in the analysis, specifically for the results within the set of original texture
samples (T), within the set of replicated surface samples (R), and their cross-comparison for
the same surface texture (T-R).

hardness The ratings of hardness were found to significantly differ depending on
the sample (χ2(29) = 445.83, p < .001). Overall, the average ratings for the T samples
(M = 4.10) were found to be lower than the average ratings for the R samples (M = 7.95).
From our results, we could verify that the original set of samples consisted of surfaces with
differing degrees of hardness. In contrast, the replicated samples were rated consistently
high in terms of hardness. While this caused most original samples to differ from their
replicas significantly, some similarities remained. The hardness of rough samples did not
significantly differ between the original samples and their replicas. This effect was most
notable for T15-vintage. From these observations, we can conclude that the surface replication
process affected the tactile perception of hardness.

roughness The ratings of roughness were found to significantly differ depending on
the sample (χ2(29) = 382.29, p < .001). In terms of roughness, the T samples’ average
ratings (M = 4.26) were found to be lower than the R samples (M = 6.82). Differences
in perceived roughness were significant in both original and replicated samples. While
the general trend indicates an increase in tactile roughness after replication, the replica-
tion process created a varying set of replicas by partly translating the roughness gamut.
Cross-comparisons between all T and R samples indicated that 9 of our surface samples
showed roughness to significantly increase from their original counterpart, while 6 samples
preserved their level of roughness.
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(a) Hardness.
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(b) Bumpiness.
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(c) Scratchiness.
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(d) Uniformity.

Figure 5.6: Boxplots indicating the individual assessments for each sample (Part 1).
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(b) Stickiness.
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(c) Hairiness.
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Figure 5.7: Boxplots indicating the individual assessments for each sample (Part 2).
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bumpiness The ratings of bumpiness were found to significantly differ depending on
the sample (χ2(29) = 393.01, p < .001). The average ratings for the T samples (M = 3.19)
were found to be lower than those of the R samples (M = 6.14). Similar to the results
of perceived roughness, the ratings of bumpiness indicate differences within the original
samples’ set and within the set of replicated samples. The general trend indicates an
increase in tactile bumpiness, while some variance was preserved after replication. Cross-
comparisons between all T and R samples indicated 6 samples preserved their level of
bumpiness.

stickiness The ratings of stickiness were found to significantly differ depending on
the sample (χ2(29) = 172.08, p < .001). The average rating of the T samples (M = 3.18)
was lower than the R samples (M = 4.92). Pair-wise analysis within the set of T samples
and within the set of R samples indicated no significant differences. Cross-comparison
between T and R samples revealed that only T2-velvet significantly differed from its replica.
Here, we note that both our original and replicated samples were found to be mostly neutral
in terms of stickiness, and the replication process did not alter its perception.

scratchiness The ratings of scratchiness were found to significantly differ depending
on the sample (χ2(29) = 315.01, p < .001). In terms of scratchiness, the T samples’ average
rating (M = 3.11) was lower than the R samples (M = 4.91). Both within the set of
original samples and the set of replicated samples, differences in perceived scratchiness
were significant. While the general trend indicates an increase in tactile scratchiness after
replication, the replication process created a varying set of replicas by partly translating
the gamut of scratchiness. Cross-comparisons between all T and R samples indicated that
only 5 of our surface samples showed scratchiness to differ from their original counterpart
significantly; meanwhile, 10 samples preserved their level of scratchiness.

hairiness The ratings of hairiness were found to significantly differ depending on the
sample (χ2(29) = 394.38, p < .001). The average rating of hairs on the replicated samples
was lower than those of the T samples (T,M = 5.63; R,M = 1.78). For some T samples, the
presence of hairs was significantly apparent compared to other T samples. As expected, in
between all replicated samples, no significant differences were found for all combinations.
For the cross-comparison between T and R samples, we note that the R samples were
significantly different from most T samples, excluding those with a low hair presence. These
results show that participants noticed the lack of hairs on the replicated samples.

uniformity The ratings of uniformity were found to significantly differ depending on
the sample (χ2(29) = 329.88, p < .001). On average, the T samples’ ratings (M = 7.15)
were higher than the set of R samples (M = 3.91). While some significant differences were
found within the original sample set, no differences were found within the set of replicas.
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Cross-comparison for the same texture showed 6 samples preserved their uniformity while
9 did not. From this, we see that the replication process lowered some indications of
uniformity.

isotropy The ratings of isotropy were found to significantly differ depending on
the sample (χ2(29) = 189.08, p < .001). When rating the uniformity in all orientations,
participants noted higher isotropy for the original samples (T, M = 6.33; R, M = 4.20).
Only three comparisons showed significant differences for all T samples, while for all R
samples, no significant differences occurred. When comparing T samples to their partnered
R samples, only T6-clash and T14-matrix did not preserve their level of isotropy. These results
indicate that the replication process did not significantly alter the perceived isotropy for 13
samples.

5.4.2 Tactile Correlations

Using a Spearman’s rank-order correlation, we found significant correlations between the
different tactile assessments provided by participants. All correlations with their Spearman’s
rank order coefficients (Rs) are depicted in Figure 5.8. Here, all correlations were found to
be significant (p < .01).

Strong positive correlations were found between the tactile ratings of roughness, bumpi-
ness, and scratchiness. These observations were confirmed by the fact that participants
noted it was sometimes difficult to distinguish between the individual features. The hardness
of our samples is with varying effects positively correlated with the roughness, bumpiness,
and scratchiness assessments. Interestingly, while hairiness is negatively correlated with
hardness it has almost no effect on roughness, bumpiness, or stickiness. Two groups of
tactile properties are appearing with opposite correlations with each other. While hairi-
ness, uniformity, and isotropy are positively correlated with varying effect sizes, they are
negatively correlated to the other tactile ratings.

5.4.3 Material Perceptions

The anecdotal data of the perceived materials were further analyzed by manually extracting
the materials and objects identified by the participants. For the R samples, we characterized a
set of 12 distinct perceived categories, namely plastic-like (28%), stone-like (27%), wood-like
(27%), fabric-like (3%), paper-like (2%), rubber-like (2%), and other (4%, e. g.soap, dry glue,
rough human skin, a surface with Braille, plastic made to feel like wood). For the T samples,
we characterized a set of 9 distinct perceived categories, namely fabric-like (77%), hair-like
(6%), sponge-like (6%), leather-like (6%), rubber-like (6%), plastic-like (6%), paper-like (6%),
stone-like (6%), and other (6%, e. g.skin, mouse pad, feather, car ceiling). Within the category
of fabric-like of the latter, we noted 10 recurring indications across participants, i. e.carpet,
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Figure 5.8: Correlation plot for the individual assessments. The numbers depict the Spearman’s rank
order coefficient (Rs). All correlations were found to be significant (p < .01).

cloth, clothing, velvet, cotton, wool, felt, fleece, generic fabric, and others (fibers, linen,
couch, curtain, and pillow).

5.4.4 Analysis of Similarities

To determine consistency across participants, we used Spearman’s rank correlation tests on
the similarity assessments. Here, we found the similarity ratings for each participant to be
highly correlated with those of every other participant (Mr = 0.69, p < .01). Given this
result, we note that participants rated the similarity assessments consistently.
For further analysis, the similarity assessments (1–9) were converted to normalized

dissimilarity ratings (0–1). With these ratings, we created a symmetric dissimilarity matrix
containing the perceptual distances between all original and replicated samples. Using
an analysis of similarities, we compared different groupings within our distance matrix.
We found a significant difference when comparing groups of the different sample types,
i. e.original textures and replicated samples (R = 0.9528, p < 0.001). However, we did not
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Figure 5.9: NMDS analysis. Here, (a) depicts the stress values for solutions using 1 to 6 dimensions,
while (b) visualizes the relationship between the original and the ordination distances
for a 3-dimensional solution.

find a significant difference when comparing groups of different sample numbers, i. e.all
different sets of textures (R = −0.3456, p = 0.99).

5.4.5 Perceptual Space

For rating perceived similarity between two samples, participants were asked to consider
all aspects of the tactile perception as they saw fit. This instruction was given in order to
not bias the judgments and acquire the true similarity assessments between our samples.

Analogous to literature (Vardar et al., 2019), we used the obtained symmetric dissimilarity
matrix to perform a non-Metric Multidimensional Scaling (nMDS) analysis, which is an
indirect gradient analysis approach producing an ordination based on a distance or dissimi-
larity matrix. When dealing with human similarity data, such an approach is common for
calculating and visualizing perceptual spaces of the distances (Cooke et al., 2006; Culbertson
et al., 2013; Vardar et al., 2019). To understand how many axes are sufficient to visualize the
perceptual space, we calculated the stress values for the first 6 dimensions, see Figure 5.9a.
Here, the stress value of 0.05 for 3 dimensions approaches a faithful representation with
no prospect of misinterpretation (Clarke, 1993). The low-stress level is underlined by the
relationship between the original and ordination distances in Figure 5.9b.
Using Kruskal’s non-metric multidimensional scaling approach, we then generated the

perceptual space for our recorded assessments. In the resulting representation, the axes
are unknown combinations, as they do not represent apparent tactile assessments. To
better understand the relationship between samples, we first build a physical space for
the original texture samples. To this end, we build upon the previous work and use the 3
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Figure 5.10: NMDS Perceptual space. Here, the distances between the original set of samples (blue),
their physical measurements (red) and the replicated set (green) are visualized. The
vectors represent the transformed axes of the physical measurement space taken from
the original set of samples.
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dominant dimensions of the tactile perception of surfaces, i. e., hardness, roughness, and
stickiness (Culbertson and Kuchenbecker, 2017; Yoshioka et al., 2007). For each dimension,
we use the z-scores of the respective recorded physical values for roughness, hardness and
slipperiness, see Section 5.2.2.
Using a Procrustean randomization test, we calculated the goodness of fit and its sig-

nificance between the dissimilarity space of the original samples and the physical space
(m2 = 0.65, p < 0.01), between the dissimilarity space of the replicated samples and the
physical space (m2 = 0.64, p < 0.01), and between the dissimilarity space of the replicated
samples and the original samples (m2 = 0.57, p < 0.01). These results indicate that all
data sets exhibit greater concordance than expected at random, indicating an agreement
between the measurements obtained. Next, we performed a Procrustes analysis to calculate
the transformation function from the physical space to the original sample’s dissimilarity
space such that they are in a state of maximal superimposition (ss = 0.64). The resulting
rotation, translation, and scaling matrices were used to transform the physical space onto
the perceptual space. Here, we included the physical’s space axis as vectors in the trans-
formation and label them according to their metrics. We depict the final perceptual space
using 3 individual plots per dimension combination, see Figure 5.10.

5.5 discussion

Motivated by the recent advancements in the field of fabrication, we replicated a set of 15
texture samples by capturing and reconstructing their height fields. Rather than aiming for
direct reproduction of tactile perception, we investigate how the fabrication process affects
the perceived haptic properties. We frame our discussion in two parts by first elaborating
on the obtained results and their interpretations, and providing insights for the fabrication
of haptic properties.

5.5.1 Surface Haptics Appropriation

We aimed to determine how our approach influenced tactile surface properties’ perception
and gain insights into the relationship between the replication method and material percep-
tions. As we expected to see interactions between the original samples’ tactile features and
the perception of their replicated counterparts, we performed a psychophysical user study
to understand these relationships. Here, we discuss our results that indicate our approach
is an initial step for appropriating surface haptics and propose strategies for fabricating
tactile properties.
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5.5.1.1 Does surface geometry replication reproduce aspects of its feeling?

The individual assessment results reveal that our set of original textures manifests sig-
nificant variations in all observed tactile properties across samples. While many of the
tactile variations of the set of replicated surfaces were compressed into smaller ranges, the
replicas still indicated a degree of diversity. Therefore, appropriating tactile features from a
diverse set of natural surfaces can provide an attractive solution for creating diverse haptic
impressions on fabricated objects.
When comparing the original textures to their replicas, we observe that the printed

materials do not maintain all the original materials’ tactile properties. As is inherent to
our replication approach, in terms of hardness and hairiness, participants’ assessments
showed significant differences to occur. However, in terms of stickiness and isotropy, most
replicas maintained their tactile properties, as no significant differences could be found for
respectively 14 and 13 pairs. For scratchiness, 10 samples were close to the original, while in
terms of roughness, bumpiness, and uniformity, only 6 pairs did not show any significant de-
viations. In terms of tactile properties, the pairs of T-R1-casino, T-R10-trend, T-R11-onyx were not
significantly different for a total of 6 metrics, while T-R7-cosy, T-R12-cosmopolitan, T-R13-easycare,
and T-R15-vintage for 5; T-R5-deluxe for 4, T-R4-havanna and T-R14-matrix for 3, T-R3-crown, T-R6-clash,
and T-R8-florida and T-R9-yelda for only 2. The composition of T2-velvet proved it to be the most
challenging surface sample to reproduce. Here, participants indicated to be able to quickly
identify T2-velvet as the tactile perception of velvet was a unique sensation compared to all
other samples.

Additionally, we found tactile perceptions to show high correlations with each other. Most
importantly, the effect of increasing hardness was positively coupled to other properties,
such as roughness, or bumpiness. From this, we see that the loss of hardness in our replication
method influenced other tactile properties, as our manufacturing process only reproduced
a surface’s stable geometry. Intuitively seen, a hard surface makes the specific geometrical
surface features more pronounced as they comply less to touch. This interaction may lead
to increased subjective ratings of other perceptions. While hairiness did negatively correlate
to hardness, its effect on other tactile assessments seemed to be limited. Here, we note that
the influence of highly deformable structures, i. e., hairs, is minimized upon direct touch.

5.5.1.2 Does surface geometry replication convey the feeling of the original material?

The high degree with which participants reported the original samples’ material as fabric-
like indicates that they correctly identified their material properties. Interestingly, in contrast
to the original materials, our replicas manifest a wide variation in identified materials. Our
set of reconstructed samples was printed using the same plastic material. We see that by
changing the surface structure, participants indicated to perceive different materials. This
underlines the influence of surface microgeometry on the perception of materials and its
benefit to fabrication processes. Here, an opportunity exists to explore different methods to
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guide the participant’s perception towards a specific material, e. g., through visual priming
in a Virtual Reality context.

5.5.1.3 Does surface geometry replication support a wide gamut of feel aesthetics?

Our perceptual space allows us to inspect how the replication process influences the dis-
tance between the original and fabricated samples, see Figure 5.10. We can observe a clear
separation between original materials and our replicas based on the perceived hardness,
which is an effect of the manufacturing process that does not use elastic materials. However,
the space occupied by the set of replicas shows the great variety with which microgeometry
replication influenced the tactile impressions.

The similarity analysis results indicate that the replication process significantly affected
the original and replicated samples’ perceived distance. However, the distance created by
the fabrication process did not seem to vary between different textures. From this, we
can conclude that the replication process uniformly distorted perception between original
and replicated samples, meaning no randomness was introduced in the process. Therefore,
optimizing the replication process would optimize the haptic perception distance between
the original and replicated sample.

Further visual analysis of the perceptual space in terms of roughness and stickiness vectors
allows us to comprehend the surface replication distortion. Here, we observe that the shift
between original and reproduction potentially leads to perceptually goodmatches for certain
other sample combinations, e.g, T-R3-crown with T1-casino, T-R2-velvet with T7-cosy, T-R6-clash

with T10-trend, and T-R14-matrix with T12-cosmopolitan. These results indicate that a potential
transformation function of haptic surface appropriation could guide the understanding
of tactile properties before fabrication. Such a function can be integrated into existing
literature, such as in Torres et al., 2015, where authors present a tool for designing the feel
aesthetics of objects to be fabricated.

5.5.2 Applications for Fabricating Haptics

Designing haptic experiences remains a challenging task. Our work is motivated by the
lack of prototyping methods for haptic design (Schneider et al., 2017), and the importance
of supporting personalization by end-users (Seifi et al., 2020a). Rather than relying on
computational tools, surface capturing methods support both end-users and professionals
to design their own feel aesthetics (Torres et al., 2015) guided by real-life tactile experiences.
With our approach, designers could use portable capturing devices, as illustrated in (Li et al.,
2014), to record information in the world around them and build custom tactile libraries.
Using these, digital objects fabrication can be enriched with tactile properties using common
modeling tools.
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The results of our study show that stable surface replication supports the fabrication of
materials with similar haptic properties to the originals. Our approach to capturing only
the stable features corresponds well with how our participants perceived the presented
materials. We found that the deformable hair-like features of the materials affect the per-
ceived compliance but do not have an influence on the perceived geometrical attributes
like roughness, bumpiness, and scratchiness. As a result, deformable hair-like structures
can be integrated into compliance and do not need to be present on the surface of the
object. Focusing reproduction effort on stable features not only significantly facilitates
the reproduction process but also increases the durability of reproduced surfaces, as thin
deformable features are most likely to be affected by mechanical wear.
Another exciting result of our study is the discovered coupling between the perceived

properties. Prior works generally considered the perceived compliance, roughness, and
stickiness as independent orthogonal directions (Bergmann Tiest and Kappers, 2006; Hollins
et al., 2000). However, our results suggest that the increase in hardness caused the shift
in perceived roughness of the 3D printed stimuli. We can distill this observation into a
simple design rule. To successfully reproduce the perceived roughness, the designer should
decrease the roughness of the object proportionally with the increase in hardness.
The printing process used in our work had a significant effect on the perceived haptic

properties of our samples. Upon closer investigation, we observe that the pairwise dis-
similarity captured by the original materials is still present in our digital replicas. This
suggests that our manufacturing process applies a systematic transformation that effects
the haptics of our digital replicas. This is further supported by the anecdotal assessment
where participants were able to correctly identify the material of the original cloth samples
but perceived a far wider gamut of materials in the digital replicas, ranging from plastics,
through stone, to wood. These results underline an uncertainty present in the material
perception of the replicas, which could be guided through the addition of multisensory
perception. As visual and haptic perception are statistically integrated Ernst and Banks,
2002, our approach could serve material perception using passive haptics in immersive
virtual environments.

5.6 conclusion

In this chapter, we presented an approach for adapting haptic experiences from real-life for
manufacturing purposes. To this end, we implemented an existing pressure-based geometry
acquisition process for recovering the stable microgeometry investigated during active
touch. We use this method on a challenging set of 15 cloth samples that manifest a wide
range of haptic properties. We evaluate the reproduction quality by conducting individual
assessments of the perceived qualities. From our results, we see that that direct reproduction
of a material’s surface can approximate the perceived geometry of some materials, but it
is not sufficient to consistently mimic their haptics. However, both in terms of perceptual
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features, such as roughness, and material perceptions, our digital reproductions show a great
variation only through alterations of their surface construction. Therefore, our fabrication
process supports a wide gamut of feel aesthetics. Furthermore, we investigate the shift
that occurs after replication and discover that the change in perception of the reproduced
samples was not stochastic, but rather followed a uniform transformation. To find this
transformation, we conduct a magnitude estimation study and recover a perceptual-space
of our samples, which we correlate with measurable physical attributes. We leverage our
perceptual space to formulate direct strategies that can be applied to the digital designs to
better resemble the haptic sensations of the original materials.We believe that the techniques
proposed here will have direct benefits for fabrication methods of haptic features, and that
our findings can serve as a basis for the future development of the field. Our results provide
insights for the field of haptic design by supporting hapticians in creating versatile haptic
experiences through capturing real-world information for fabrication processes.





“In life you need colors.”

— Bob Ross, Happy Little Accidents

6
V I SUO -HAPT IC PERCEPT ION OF REPL I CATED TEXT URE SURFACES

Building upon the results of the haptic reproduction process in the previous chapter, we
further extend our investigation of this approach to VR. In this chapter, we use the generated
haptic replicas as passive haptic structures while overlaying them with visual texture
information. This chapter continues to build upon rq1, and was not previously published.

6.1 introduction

In this chapter, we build upon the insights of the previous chapter, and consider the visuo-
haptic perception of replicated surface textures in VR. To this aim, we look towards passive
haptic feedback (PHF), a method where physical props are registered to virtual objects
as haptic proxies, typically in a 1-to-1 fashion (Insko, 2001). A naïve implementation of
passive haptics requires virtual objects with varying materials to be represented by the
same number of physical objects with corresponding materials. While this approach can
provide highly realistic haptic details, it remains bound by several limitations. As continuous
synchronization of physical and virtual objects is required for every change in the virtual
environment, it is inherently inflexible. Additionally, when IVEs consist of large numbers of
objects, each with their own different surface material, scaling issues arise as the required
collection of physical materials with increases rapidly.

Our aim is to counter issues related to the material availability of proxy objects. To serve
consistent visuo-haptic experiences in VR, each user requires access to the same materials.
As transporting physical materials is costly and does not scale well, we consider the case of
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replication using fabrication technologies an ideal solution. The idea behind this, is that
the user locally fabricates proxy objects on demand, which enables sharing and physical
duplication of tactile impressions. To this intent, we explore the use of replicated surface
structures to serve as versatile proxy surfaces for influencing texture perception.

Specifically, we present a user study in which we used a subset of the replicated surface
textures presented in Chapter 5. In combination with their corresponding original samples,
we investigate users’ visuo-haptic perception of virtual materials in VR. Our results describe
how participants experienced both virtual and haptic textures separately, and how tactile
perceptions of replicated surface textures are influenced through mixed visual-haptic com-
binations. We discuss practical findings for the future of using fabricating passive haptic
feedback in virtual settings.

6.2 visuo-haptic texture replicas

The following section describes the selection of samples used in the study, and the generation
of the virtual texture modals.

6.2.1 Sample Selection

In order to investigate the visuo-haptic perception of our replicated surface textures, we
selected a set of representative samples from our previous investigation. Here, we considered
5 samples that varied across the dimensions of hardness, roughness, and stickiness. Our
final set of samples was T1-casino, T3-crown, T7-cosy, T8-florida, and T15-vintage.
To ensure consistent sample quality for this study, we re-fabricated the reconstructed

digital models. To this aim, we used a Stratasys PolyJet J826 3D printer1 with VeroVivid
material2, a rigid, durable and high resolution photo-polymer with a Shore Hardness of
83–86 (Scale D). The change in used fabrication method was caused by printer availability.
Both the used material and printer were comparable in terms of quality to the previously
used setup, therefore, the resolution of the final samples and their tactile characteristics
remained indistinguishable. As this study considered visual characteristics of the fabricated
samples, we intentionally changed the color of the material from black to blue to ensure
surface features were easily recognizable.

In case of the cloth samples, we cut 5 cm2 rectangles from the bulk material and attached
them to 2mm acrylic plates of the same dimensions. Some of the source material was not
available anymore in the same color, therefore, some of the real textures differed in color
from those that were used for reconstruction. This was not considered an issue, as all
material stemmed from the same fabric sample book and therefore remained identical in
terms of surface features, regardless of color.

1 Stratasys J826 Prime — https://bit.ly/3eqN0nd
2 Stratasys VeroVivid Color Family — https://bit.ly/3TejUWW

https://bit.ly/3eqN0nd
https://bit.ly/3TejUWW
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1 – Casino 3 – Crown

7 – Cosy 8 – Florida

15 – Vintage

Figure 6.1: Our set of used surface textures, together with their reconstructed height fields, and the
visual image used to generate the virtual representation.

6.2.2 Virtual Texture Models

In order to accurately represent the visual appearance of our samples in VR, we captured high
resolution images of the bulk material using a Sony Alpha 7s full-frame DSLR camera with a
Sony SEL2870 35mm (FE 28–70 mm F 3.5—5.6 OSS) lens. The set of original textures together
with their captured height maps and visually captured bulk material are shown in Figure 6.1.
The color discrepancies between T3-crown and T15-vintage originate from the availability of
materials. As all materials stem from the same fabric sample book, no distinguishable
differences in tactile properties were present between materials with color differences.
An X-Rite ColorChecker Passport3 embedded in the image allowed us to ensure color

consistency across captured textures, and additionally provided a ruler that easily allowed
to convert pixels to real world measurements. For each material, the captured images were
cropped to a 5 cm2 rectangle. Both the cropped textures and the digital reconstruction

3 X-Rite ColorChecker Passport Photo 2 — https://bit.ly/3RSjCUK

https://bit.ly/3RSjCUK
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Figure 6.2: The setup used during the study, with (left top) the physical plate showing one real
texture, (left bottom) the plate with the cover removed, (right top) the virtual plate
showing one virtual texture, (right bottom) the virtual plate with the cover removed.

models used for 3D-printing were imported into a virtual environment in the Unity game
engine. This setup allowed us to virtually represent the real surface textures through texture
mapping, and the replicated surface samples through the capture models. The latter models
were colored using a blue color shader to ensure the virtual models were consistent with
the physical replicated samples.

6.3 study

To evaluate the haptic feedback of the selected subset of original and reproduced textures,
we conducted a user study where participants rated visual and haptic properties of the
samples, both inside and outside VR. By overlaying physical samples with virtual textures,
we further investigated different combinations of visuo-haptic sensations.

Ethical approval for this study was obtained from the Ethical Review Board of the
Department of Computer Sciences at Saarland University (No. 21-10-6).
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6.3.1 Apparatus

We performed the user study in our lab. Using a laser cut wooden board, we placed the
selected original and reproduced surface textures in an interleaved circular manner. A
removable and rotatable cover enabled the experimenter to hide all but one texture during
real-world conditions. This physical cover was removed during virtual conditions. In the
center of the board, a Vive tracker was placed to register and track the setup in the virtual
scene. This plate, shown in Figure 6.2, allowed participants to precisely hit a required
structure without touching a different surface. A Leap Motion controller, used for hand
tracking, was statically positioned above the table facing downwards.
The virtual context consisted of a neutral environment where the user was seated in

front of a virtual desk. The construction carrying the sample structures was represented
by a 1-to-1 scale virtual model, including the cover element. To prevent participants from
colliding with the physical Vive tracker, we placed the upper half of a virtual sphere over
its physical location. The sphere and the plate were rendered in a neutral gray texture in
order not to distract the participant.
Rendering was done in Unity 2019.4.30f1 using a HTC Vive Pro headset connected to a

laptop computer with an Intel i7 CPU, 32 GB RAM and an Nvidia GeForce RTX 3070 Max-Q
graphics card. A second laptop was used to record participants’ answers in a spreadsheet.

6.3.2 Participants

A total of 18 participants (13 male, 5 female, 19 – 35 years, avg. 26 years) with backgrounds
in Computer Science, Haptic Design, Engineering, Medical Science, and Sports Science,
were recruited for our study. Regarding vision, 2 participants indicated they wore corrective
glasses or contact lenses. In terms of hand dominance, 16 participants indicated to be right-
handed, while 2 participants were left-handed. All participants confirmed that, to the best
of their knowledge, they did not suffer from any impairment of their haptic perception,
such as arthritis or hypoesthesia (numbness). Participants performed the study with the
index finger of their dominant hand, and were informed they could only use this finger.
Participants rated on a scale from 1 (= never) to 5 (= regularly) how frequently they

used VR technology (M = 2.67, SD = 1.15), how often they performed precise hand-
work (M = 2.81, SD = 1.24), and how frequently they worked with textiles (M = 1.72,
SD = 0.80). Sickness ratings on a scale from 1 (= I never felt ill) to 5 (= I felt ill all the
time) after completion of the experiment verified low levels of cyber-sickness (M = 1.56,
SD = 0.90), while post-experiment presence scores (M = 1.28, SD = 2.14) suggested low
but sufficient immersion of the virtual experience (Slater et al., 1994).
Each study lasted between 45 and 60 minutes. Compensation in the equivalent of AC 20

was given to all participants not employed in our lab.
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6.3.3 Procedure

Before starting the experiment, participants provided written consent and completed a
COVID-19 form for contact tracing purposes. To comply with data protection regulations,
the responses of the latter were removed 14 days after participation. Afterwards, the lead
experimenter briefed participants on the upcoming events.

Our study consisted of two phases, i. e., (A) baseline perception assessments, and (B) mixed
perception assessments. During phase A, participants were asked to rate the characteristics
of each sample presented to them. Here, participants were only able to either see or touch a
sample, and were motivated to only rate the respective available modality, i. e., either visual
or haptic. Depending on the condition, participants rated either (A1) the haptic properties of
a physical sample without the presence of visual information, (A2) the visual properties of a
real structure without the presence of haptic information, or (A3) the visual properties of a
virtual texture without the presence of haptic information.

During phase B, participants were again asked to rate the characteristics of each sample
presented to them. Here, participants were allowed to both see and touch the sample, and
were asked to rate the entire perception by considering both visual and haptic impressions.
Depending on the condition, participants rated each sample’s characteristics, while (B1)
touching the sample and seeing a matching visual texture in VR, (B2) touching the sample
and seeing a mismatching visual texture in VR, and (B3) touching and seeing the sample in
the real world.
The study consisted of mixed real and virtual conditions. In the case of real world

conditions, a second experimenter prepared the correct sample on the plate by rotating the
physical setup such that the sample in question was as close to the participant as possible,
and the only one visible at that time. For virtual conditions, the second experimenter
performed the same task in the real world. However, an automated script would rotate and
present the virtual information required at the moment. The lead experimenter noted the
responses for each trial, and guided the experimental procedure. For each rating, participants
were asked the following questions, either presented to them in VR or on a sheet of paper.

• Q1: On a scale from 1 to 9, how hard is this surface?
(1 meaning extremely soft, 5 meaning neutral, 9 meaning extremely hard)

• Q2: On a scale from 1 to 9, how rough is this surface?
(1 meaning extremely smooth, 5 meaning neutral, 9 meaning extremely rough)

• Q3: On a scale from 1 to 9, how sticky is this surface?
(1 meaning extremely slippery, 5 meaning neutral, 9 meaning extremely sticky)

• Q4: What kind of material is this?
(Open question)
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During the study, participants were asked to remain seated in front of the desk with the
setup. To improve consistency in evaluations that included haptic exploration, participants
were only allowed to use the tip of their index finger on their dominant hand to interact with
the samples. There were no limitations on the interaction mode, meaning participants were
allowed to stroke the samples in arbitrary patterns and lightly press or tap the samples to
assess their hardness. For visual ratings, participants were allowed to reposition their head
to visually inspect each texture. The general evaluation window for each trial was limited
to 10 seconds per sample to ensure participants’ first impressions were communicated to
the experimenter, and to limit the study duration.

After the experiment, participants completed two post-study questionnaires. One inquired
about their demographics, and the Slater-Usoh-Steed presence questionnaire (Slater et al.,
1994) recorded the experienced presence in the virtual environment.

6.3.4 Design

We used a within-subjects experimental design consisting of two phases, i. e., (A) baseline
perception assessments, and (B) mixed perception assessments. In order to counterbalance
both study phases for carry-over effects, participants were assigned sequence numbers.
Each unevenly numbered participant started with phase A and ended with phase B, while
each evenly numbered participant first performed phase B, and continued with phase A.

Each phase consisted of 3 sub-phases. During phase A, participants rated either (A1) the
haptic properties of the structure without the presence of visual information, (A2) the visual
properties of the real structure without the presence of haptic information, or (A3) the
visual properties of the virtual structure without the presence of haptic information. Here,
we consider 2 independent variables, i. e., the presented sample, and the active modality
(haptic in VR, visual in VR, visual in real world). During phase B, participants rated each
sample’s characteristics either (B1) while touching the sample and seeing a matching visual
texture in VR, (B2) while touching the sample and seeing a mismatching visual texture in
VR, and (B3) while touching and seeing the sample in the real world. Here, we distinguish
2 independent variables, i. e., the type of haptic structure (original versus replicated), and
the type of visual texture shown on top (matching virtual texture, mismatching virtual
texture, and real texture). Within each phase, we counterbalanced the sub-phases and each
condition using experimental design tables according to the Williams design using Latin
squares (Williams, 1949). For counterbalancing the sub-phases, we used a 9 × 3 design,
while each condition within used one row of a 10 × 10 design.

We further distinguish 4 dependent variables. For each presented sample, we consider
the rating of its roughness, its hardness, and its stickiness, each on a 1-to-9 Likert scale. The
last dependent measure was the open answer, in which participants stated which material
they thought to experience. For this open question, participants were not provided a list of
materials to choose from, but were free to provide any answer they saw fit.
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6.4 results

In the following section, we describe the analysis and the obtained results from our study.
We focus the current contribution on the flexibility of the replicated surfaces to serve as
material proxies in VR. Therefore, we only consider data points concerning the perception
of the haptic replicas, and their visual perception while overlaid as virtual proxy objects.

6.4.1 Modality Variation

The first part of our analysis investigates the haptic perception of the replicated surface
textures, the visual perception of the virtual textures, and the visuo-haptic perception of
the haptic replicas overlaid with virtual textures in VR. Specifically, we investigate how
each modality is rated separately and how mismatching visuo-haptic information is rated in
terms of the tactile dimensions of roughness, hardness, and stickiness. For each replicated
texture, we conducted a Friedman test with post-hoc analysis using Wilcoxon signed-ranks
tests and Bonferroni-Holm correction. The ratings combined with significant differences
are visualized in Figure 6.3.

casino The ratings for T1-casino were found to significantly differ depending on the
modality presented to the user, i. e., in terms of hardness (χ2(2) = 17.018, p < .001), and
roughness (χ2(2) = 8.170, p < .05). In terms of stickiness, no significant statistical differ-
ence was found (χ2(2) = 5.547, p = .062). Pair-wise analysis of hardness showed that the
visual perception of the virtual texture was significantly lower than the haptic perception of
the replica (p < .001), and the visuo-haptic perception of the combined perception (p < .01).
In terms of roughness, the visual perception of the virtual texture was significantly lower
than the haptic perception of the replica (p < .05).

crown The ratings for T3-crown were found to significantly differ depending on the
modality presented to the user, i. e., in terms of hardness (χ2(2) = 11.207, p < .01), rough-
ness (χ2(2) = 17.746, p < .001), and stickiness (χ2(2) = 8.585, p < .05). Pair-wise analy-
sis of hardness showed that the visual perception of the virtual texture was significantly
lower than the haptic perception of the replica (p < .01), and the visuo-haptic perception
of the combined perception (p < .05). In terms of roughness, the visual perception of the
virtual texture was significantly lower than the haptic perception of the replica (p < .001),
and the visuo-haptic perception of the combined perception (p < .001). For stickiness, the
visual perception of the virtual texture was significantly lower than the haptic perception of
the replica (p < .01), and the visuo-haptic perception of the combined perception (p < .05).

cosy The ratings for T7-cosy were found to significantly differ depending on the modality
presented to the user, i. e., in terms of hardness (χ2(2) = 21.046, p < .001), roughness
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(b) Roughness Ratings
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(c) Stickiness Ratings

Figure 6.3: Boxplots depicting the assessments for different modalities. Brackets connect groups
with statistically significant differences (*, p < .05; **, p < .01; ***, p < .001).
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(χ2(2) = 11.246, p < .01), and stickiness (χ2(2) = 7.746, p < .05). Pair-wise analysis of
hardness showed that the visual perception of the virtual texture was significantly lower
than the haptic perception of the replica (p < .001), and the visuo-haptic perception of the
combined perception (p < .001). In terms of roughness, the visual perception of the virtual
texture was significantly lower than the haptic perception of the replica (p < .01), and the
visuo-haptic perception of the combined perception (p < .01). For stickiness, no pair-wise
significant differences appeared after correction.

florida The ratings for T8-florida were found to significantly differ depending on the
modality presented to the user, i. e., in terms of hardness (χ2(2) = 23.560, p < .001), rough-
ness (χ2(2) = 28.459, p < .001), and stickiness (χ2(2) = 9.480, p < .01) Pair-wise analysis
of hardness showed that the visual perception of the virtual texture was significantly lower
than the haptic perception of the replica (p < .01), and the visuo-haptic perception of the
combined perception (p < .01). In terms of roughness, the visual perception of the virtual
texture was significantly lower than the haptic perception of the replica (p < .001), and the
visuo-haptic perception of the combined perception (p < .001). For stickiness, no pair-wise
significant differences appeared after correction.

vintage The ratings for T15-vintage were found to significantly differ depending on
the modality presented to the user, i. e., in terms of hardness (χ2(2) = 13.672, p < .01),
roughness (χ2(2) = 19.964, p < .001), and stickiness (χ2(2) = 14.140, p < .001) Pair-wise
analysis of hardness showed that the visual perception of the virtual texture was significantly
lower than the haptic perception of the replica (p < .05), and the visuo-haptic perception
of the combined perception (p < .01). In terms of roughness, the visual perception of the
virtual texture was significantly lower than the haptic perception of the replica (p < .001),
and the visuo-haptic perception of the combined perception (p < .001). For stickiness, the
visual perception of the virtual texture was significantly lower than the haptic perception
of the replica (p < .01).

6.4.2 Subjective Material Perception

The anecdotal data of the perceived materials was further analyzed by manually extracting
the materials and objects identified by the participants. In total, we characterized a set of 50
distinct perceived materials, both abstract and concrete depictions. These were grouped
into 7 categories, namely fabric-like (backside of carpet, blanket, burlap, carpet, cloth,
cover, curtain, doormat, fabric, felt, jeans, polyester, Santa’s bag, sofa, textile, velvet), stone-
like (asphalt, brick, concrete, granite, gravel, grout, marble, plaster, plate, rendering, rock,
sandstone, stone, tile), metal-like (grid, grindstone, iron plate, metal), paper-like (cardboard,
paper, sandpaper, wallpaper), plastic-like (fake leather, plastic, Plexiglas, rubber), wood-like
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Figure 6.4: Distribution of material perceptions per presented modality.

(bark, fiber, floor, particle board, table, tree, turf, wood), and other (algae, broom, elephant
skin, flax, foam, leather, moss, Nori, soap).
The distribution per modality is plotted in Figure 6.4. From these results, we see that

for the visual rating of the virtual texture, when a material was recognized (91.11%), the
majority of the indications point to fabric-like impressions (44.44%), followed by other
(15.65%), stone-like (14.44%), wood-like (11.11%), metal-like (4.44%), and paper-like (1.11%),
with no reference to plastic-like materials. For the haptic rating of the replicated surface
textures, when materials were indicated (75.56%), the indications pointed to stone-like
(37.78%), plastic-like (14.44%), wood-like (11.11%), fabric-like (6.67%), paper-like (3.33%), and
other materials (2.22%), with no reference to metal-like materials. In the case of visuo-haptic
perception of the combination, materials were perceived 80.00% of the time, with material
categories referring to stone-like (30.00%), wood-like (18.89%), fabric-like (10.00%), paper-like
and other (both 7.78%), metal-like (3.33%), and paper-like (2.22%).

6.5 discussion

Building upon the results obtained from Chapter 5, we investigated the use of replicated
surface textures as passive haptic proxy objects in VR.

When comparing the ratings for the haptic perception of replicated surface textures to the
ratings of the visual perception of virtual textures, and the visuo-haptic perception of haptic
replicas overlaid with virtual textures, a common trend arises. For all indications of hardness,
the visual perception of the virtual texture was clearly found to be lower than both other
modalities. In terms of roughness, results indicate the same tendency, excluding the case of
T1-casino, while for stickiness only T3-crown adhere to the same principle. This reinforces the
results from Chapter 5, by underlining that the loss of compliance and surface variety of
the original samples to the replicated surfaces was noticed by participants. Additionally,
the perception of stickiness of the replicas was influenced more by the used material, while
the visual perception of stickiness of the virtual textures was in most cases not significantly
different.
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In terms of visuo-haptic integration, our results show that for most cases, the haptic
modality dominated the perception in terms of roughness and hardness. Following the
notion of multisensory integration, this indicates that the haptic modality was found to be
more reliable than the visual one. This could have been caused by different reasons. One
explanation is that in the absence of haptic information, the impression of the virtual texture
left more room for interpretation, while the addition of haptic input provided certainty of
its characteristics. This implies that a visual texture experienced in VR can be perceived as
a texture material, while the addition of mismatching haptic information causes the visual
texture to be interpreted as a visual overlay without haptic properties. Alternatively, the
questions asked during the study referred to tactile dimensions, which can be interpreted
differently. When asked about the roughness of an object, visual assessments are made
based on different qualities, such as glossiness, compared to haptic assessments. Faced with
mismatching visuo-haptic information, users might tend to interpret questions inquiring
about tactile dimensions through haptic characteristics, meanwhile ignoring visual qualities.

Considering material perception, both the separate haptic and visual scenarios provided
room for interpretation. This underlines that mere surface variations on the same physical
material, i. e., plastic, or mere visual texture variations in VR can provide a wide range of
interpretations. In the case of mixed perception, the material perception of the visuo-haptic
scenarios shows that users are able to combine material interpretations, even if tactile
dimensions are significantly varying. We see this by the absence of metal-like indications of
the haptic modality and the absence of plastic-like indications in the visual modality, which
were both present in the visuo-haptic case. This points towards the potential of creating a
broader gamut of material perceptions in virtual settings through combining a limited set
of haptic samples and visual textures.
As an initial exploration of combining replicated surface sample with visual textures

as passive haptic proxy objects in VR, our results underline the potential of fabrication
processes to support passive haptics. However, our current investigation has limitations that
need to be taken into account. Firstly, the full study compared a wider range of modalities
and samples, which were not all taken into account for this initial analysis. Therefore, it
remains to be seen how the results transfer to other cases, such as the visual perception of
the replicated textures, the haptic perception of the original textures, and the visuo-haptic
perception of different combinations.

While all cases were counterbalanced, there still might have been an influence on other
perceptions. For example, participants that first rated the samples in the real world, could
have considered this information in virtual scenarios, as visual correspondences could easily
be made. However, in practical application scenarios where users would fabricate their
own structures at home, they will firstly see what they have made, before experiencing
the visuo-haptic scenario during immersion. Considering this, the results underlining that
participants tried to make sense of different combinations, supports the use of fabricated
proxies for material perception in VR.
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6.6 conclusion

Based on multi-modal perception, this chapter investigated how replicated surface textures
can serve as passive haptic structures in VR. In a user study, we investigated the perception
of a subset of original and reproduced textures from Chapter 5. Through baseline and mixed
perception investigations, we examined the haptic perception of the replicated surface
textures, the visual perception of the virtual textures, and the visuo-haptic perception of the
haptic replicas overlaid with virtual textures in VR. Our focus in this work was on the tactile
dimensions of hardness, roughness, and stickiness, and the general material perception.
From our results, we see that in terms of hardness and roughness, most visual textures

communicated lower haptic values, while the visuo-haptic perception aligned more with
the haptic perception of our samples. In terms of stickiness, ratings were found to be closer
in most assessments, indicating that its perception for our set of samples was more aligned
regardless of the modality available to the user. Considering material perception, we note
that the material perception of haptic and visual impressions are combined when both
modalities are present. This indicates that our visuo-haptic approach has the potential to
increase the gamut of material perception in VR.
As haptic impressions highly influenced the visuo-haptic case, their sensations over-

whelmingly push perception in a certain direction. Therefore, the use of more abstract
structures with varying degrees of hardness and roughness would be able to extend our
method. To this aim, the next chapter details on an investigation using fabricated hair-like
structures with more versatile tactile characteristics.





“Going to the Feelies this evening, Henry?” enquired the Assistant
Predestinator. “I hear the new one at the Alhambra is first-rate. There’s
a love scene on a bearskin rug; they say it’s marvelous. Every hair of
the bear reproduced. The most amazing tactual effects.”

— Aldous Huxley, Brave New World

7
PROCEDURAL TEXT URE PERCEPT ION IN V I RT UAL REAL I T Y

As we conclude from the previous chapters, fabrication of haptically-varying surface struc-
tures is able to support passive haptic feedback in VR. In this chapter, rather than aiming for
haptic reproduction, we investigate the case of procedurally generated surfaces to enhance
tactile experiences. This chapter addresses rq2, and was previously published under the
following publication.

Donald Degraen, André Zenner, and Antonio Krüger (2019b). “Enhancing Texture Perception in Virtual

Reality Using 3D-Printed Hair Structures.” In: Proceedings of the 2019 CHI Conference on Human Factors in

Computing Systems. CHI ’19. Glasgow, Scotland UK. doi: 10.1145/3290605.3300479

7.1 introduction

In order to support haptic feedback beyond standard hand-held controllers, literature has
investigated passive haptic feedback, a technique which enables users to touch and feel
their virtual surroundings through passive haptic proxy objects (Insko, 2001). Here, props
are physical representations of virtual objects, typically registered in a 1-to-1 fashion. A
naïve implementation of passive haptics requires virtual objects with varying materials
to be represented by the same number of physical objects with corresponding materials.
While this approach can provide highly realistic haptic details, it remains bound by several
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Figure 7.1: A sample book to explore different fabrics.

limitations. As continuous synchronization of physical and virtual objects is required for
every change in the virtual environment, it is inherently inflexible. Additionally, when IVEs
consist of large numbers of objects, each with their own different surface material, scaling
issues arise as the required collection of physical materials with increases rapidly.

Our aim is to counter the limitations of passive haptics by looking towards novel fabrica-
tion techniques for constructing more flexible proxy objects. Similar to the evolution of the
paper printer, 3D printers will take their place into the everyday lives of consumers. As the
resolution of these printers is already high enough to produce rich and fine-grained tactile
structures, they have the potential to extend IVEs with customized haptic feedback. To
this intent, we explore the design of 3D-printed hair structures to serve as versatile proxy
surfaces for influencing texture perception.

In this chapter, we present a user study in which we used hair samples of different lengths
overlaid with visual textures to investigate the users’ perception of virtual materials in VR.
Our results describe how participants experienced both virtual and haptic textures separately,
and how both modalities are influenced through mixed visual-haptic combinations. We
discuss practical findings for the future of fabricating passive haptic feedback.
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7.2 hair-like structures for texture perception

The following section introduces our approach to enhance texture perception in VR using
3D-printed hair structures.

7.2.1 Use Cases

Our aim was to investigate the perception in terms of roughness and hardness of combined
visual and haptic sensations using fabricated structures. To test the appropriateness of
potential fabrication designs, we motivated two use cases in which our approach could fit.

A customer looking to buy a couch uses a furniture store’s mobile application to browse
through their collection. The novel augmented reality (AR) functionality makes it easier to
decide on size and color by visualizing the couch in the customer’s living room. As sitting in
a couch stimulates the tactile senses, its feeling in terms of fabric and material is extremely
important. Similar to a fabric sample books, see Figure 7.1, the customer is able to explore
different types of upholstery using a limited set of 3D-printed samples. Combined with
visual information, each sample is able to convey a larger set of materials.

An interior designer working on cars goes through an elaborate process to configure
every small aspect according to the needs and requirements of the company. Physical
prototypes give detailed visual and tactile impressions, but can become extremely expensive.
Using VR, the designer is able to experience both visual aspects of 3D designs and tactile
elements using passive haptic feedback. Supported by fabricated tactile structures, this
approach reduces the cost of the proxy objects while ensuring reusability. Additionally, a
varying set of material impressions is offered to potential customers at local car dealers.

7.2.2 3D-Printed Hair

During our initial exploration, we aimed to find a uniform structure which allowed a
maximum of haptic variance in roughness and hardness, yet minimized the degrees of
freedom in the print. After exploring a multitude of fabrication techniques and designs
using different printers and materials, 3D-printed hair-like structures promised to be the
most favorable haptic structures. While relatively easy to fabricate, we noticed changes in
design directly influenced perceived tactile properties. After printing a large set of samples
varying hair length, density and thickness, We found that decreasing the density or the
thickness severely harmed the structural integrity of the design. An increase rapidly affected
the flexibility of the hairs, causing hardness to reach a plateau. The length of hair was found
to be a crucial parameter strongly affecting tactile impressions. While short 3D-printed
hair conveyed a very rough and hard feeling, with increasing hair length samples grew
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Figure 7.2: Overview of the five physical surfaces and five virtual textures used in our study. Note
that the material used for glass is highly transparent and would reflect the environment.

smoother and at the same time softer. Thus, we designed and printed a set of hair structures
to experimentally investigate during VR interaction.

Our set of hair-like structures, shown in Figure 7.2, was printed using an Autodesk Ember1

with an X-Y resolution of 50 µm and a layer thickness of 25 µm. Our printing technique was
based on the staircase approach described in (Ou et al., 2016). The maximum length we
could print reliably was 1 cm as longer designs would not produce uniform structures. To
keep the experiment feasible with regard to time and user fatigue, we limited our final set
of prints to 5 different samples with enough haptic variance. As an interesting extreme case,
the first sample was a flat surface without attached hairs, i. e., a sample with hair length
of 0 cm. Each subsequent structure increased the hair length by 2.5mm. The structures
were printed on a 800 px × 800 px (40mm × 40mm) base with a height of 2.0mm. Each
individual hair consisted of a 8 px × 8 px base, converging to a 2 px × 2 px top. Depending
on its length, each hair print resulted in a growing cone-like shape. All hairs were spaced
apart by 8 px, yielding a 50 × 50 grid.

7.2.3 Augmented Virtual Textures

Based on the expected tactile feeling of the five tested hair samples, we chose five materials
to be haptically augmented by them in VR. For every sample, we chose a representative
texture that matched the anticipated feeling of the hair sample with regard to hardness and
roughness. For the flat, hard and smooth sample without hairs (P0), we chose glass as a
representative texture. For the short-haired samples (P25, 2.5mm & P50, 5mm), we chose
concrete and brushedmetal, respectively. The decrease in hardness and roughness of the last
two samples (P75, 7.5mm & P100, 10mm), we associated with a medium rough fabric, i. e.,
jeans, and the soft and smooth plastic of a balloon, i. e., latex. To improve recognizability,
every texture’s color hinted at its intended material. The virtual textures, seen in Figure 7.2,
were purchased from various sources and imported into the Unity environment.

1 Autodesk Ember - https://bit.ly/3RIi3bZ

https://bit.ly/3RIi3bZ
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7.3 study

In this section, we describe the design of the user study, where we presented participants
with different physical samples overlaid with different virtual textures in VR and recorded
the perception of roughness and hardness.

7.3.1 Apparatus

We performed the user study in our lab. The hair structures, fabricated as described above,
were attached in a clockwise manner on a circular wooden board. This board was raised
in order to allow the placement of a Vive controller used for registration and tracking. A
Leap Motion controller, used for hand tracking, was statically positioned above the table
facing downwards. This setup, shown in Figure 7.3, allowed participants to precisely hit a
required hair structure without touching a different surface.
The virtual environment consisted of a virtual apartment model where the user was

positioned in a small room in front of a virtual work desk. The construction carrying
the hair structures was represented by a 1-to-1 scale model of a wooden cylinder. The
location of each sample was indicated by a cuboid with a neutral gray texture. To prevent
participants from colliding with the physical Vive controller, we placed the upper half of
a virtual sphere over its physical location. By applying the active texture to the sphere,
the reflected environmental lighting allowed participants to better inspect the material’s
surface properties. Additionally, participants could reposition their head to receive better
impressions of the visual details.
Rendering was done in Unity 5.6 using a HTC Vive headset connected to a desktop

computer with an Intel i7 CPU, 16 GB RAM and an Nvidia GeForce GTX 980Ti graphics
card. The experimenter recorded participants’ answers on a second computer.

7.3.2 Participants

A total of 10 participants (7 male, 22 – 29 years, avg. 26 years) volunteered for our study. All
participants were right-handed and 2 wore glasses or contact lenses. Participants rated on a
scale from 1 (= never) to 5 (= regularly) how often they played 3D video games (M = 3.00,
SD = 1.49) and how frequently they used VR technology (M = 2.00, SD = 1.25). We
asked how regularly the participants performed precise handcrafts on the same scale and
received responses between 1 and 4 (M = 2.90, SD = 1.20). Sickness ratings on a scale from
1 (= I never felt ill) to 5 (= I felt ill all the time) after completion of the experiment verified
the absence of cyber-sickness, as all participants responded with 1. The post-experiment
SUS presence scores (M = 1.20, SD = 1.62) suggested low but sufficient immersion of the
virtual experience (Slater et al., 1994).
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Figure 7.3: Experiment Setup. (left) A user touching a physical sample on the proxy plate with a
Vive controller in the center and a Leap Motion positioned above the user’s hand. (right
top) First person view of a user touching a virtual plastic material. (right bottom) A patch
of 3D-printed hair.

7.3.3 Procedure

Before starting the experiment, each participant signed a consent form and was briefed
regarding the course of events. During the initial phase, each participant performed two
separate baseline assessments. Here, we collected visual and haptic baseline ratings of both
roughness and hardness for each virtual texture and each physical sample.

During the haptic baseline assessment, the view of the virtual environment in the HMD
was blacked out. This was to ensure no visual input would influence the participant’s haptic
sensation. The operator guided the participant’s dominant hand to each of the physical
samples and asked them to rate on a scale from 1 to 10 how rough the sample felt (1 = very
smooth, 10 = very rough) and how hard the sample felt (1 = very soft, 10 = very hard).
These questions were simultaneously visible in the blacked out HMD.

During the visual baseline assessment, the participant was shown the virtual environment
where each visual texture appeared one by one. For each visual texture, the participant
was asked to rate on a scale from 1 to 10 how rough the texture looked (1 = very smooth,
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10= very rough) and how hard the texture looked (1= very soft, 10= very hard). Touching
any object in the real world was not allowed to ensure no haptic input would influence the
visual assessments.

Upon completion of both baseline phases, each combination of physical sample and
virtual texture was shown 5 times per participant, resulting in 125 individual trials per
participant. For each trial, the virtual cuboid corresponding to the location of the active
physical sample was assigned the active visual texture. Participants were instructed to both
look at and touch the sample, see Figure 7.3, while answering 6 questions, i. e., 2 regarding
haptic sensations, 2 regarding visual sensations, and 2 regarding the combined haptic and
visual sensations. The questions, depicted in the virtual environment on the wall in front of
the participant, were:

1. On a scale from 1 to 10, how rough does this object feel?
(1 meaning very smooth, 10 meaning very rough)

2. On a scale from 1 to 10, how hard does this object feel?
(1 meaning very soft, 10 meaning very hard)

3. On a scale from 1 to 10, how rough does this object look?
(1 meaning very smooth, 10 meaning very rough)

4. On a scale from 1 to 10, how hard does this object look?
(1 meaning very soft, 10 meaning very hard)

5. On a scale from 1 to 10, how well do you think the visual perception of the object
matches the tactile perception?
(1 meaning no match, 10 meaning perfect match)

6. What do you think thematerial of the object is?
(Open question)

The observer noted the responses for each trial and activated the next sample upon
completion of the 6 questions. The table containing the physical samples was rotated after
each set of 25 combinations to counterbalance any learning effect associating positional
knowledge to haptic properties. During this, the rendering of the virtual object was disabled
to ensure participants were not able to see the manipulations.

After the experiment, participants completed two post-study questionnaires. One inquired
about their demographics, and the SUS presence questionnaire (Slater et al., 1994) recorded
the experienced presence in the virtual environment.

7.3.4 Design

We used a within-subjects experimental design consisting of two baseline phases, i.e., the
tactile perception of the printed structures and the visual perception of the visual textures,
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and a main phase in which we assessed all visual-haptic combinations. We distinguish 2
independent variables (the hair length on the physical sample and the type of visual texture
shown on top), each with 5 different instances.

In order to balance for first-order carry-over effects, we constructed experimental design
tables according to the Williams design using Latin squares (Williams, 1949). For an uneven
number of conditions such as our 25 visual-haptic combinations, each table consists of
two Latin squares, i. e., a 50 × 25 experimental design table. Here, the Latin square was
completed exactly once as each of the 10 participants achieved 125 trials by assessing
each of the 25 combinations 5 times. During the analysis, the results were averaged for
each participant. The visual and haptic baseline stages were counterbalanced amongst the
participants using a Latin square of n = 2 and in both stages, the texture exposures were
counterbalanced using a Latin square design of n = 5.
We further distinguish 6 dependent variables: the ratings of how rough a combination

feels, how hard it feels, how rough it looks, how hard it looks and how well tactile and
visual perception match, each on a 1-to-10 Likert scale. The sixth dependent measure was
the open answer, in which participants stated which material they thought to experience.
For this open question, participants were not provided a list of materials to choose from,
but were free to provide any answer they saw fit.

7.4 results

In the following section, we describe the analysis and the obtained results from our texture
perception study.

7.4.1 Baseline Results

Participants’ assessments of both baselines allowed us to test our initial assumptions about
the perception of each physical sample and each virtual texture. We distinguish between
roughness and hardness for the haptic ratings of physical samples without visual information,
see Figure 7.4a and 7.4c, and the visual ratings of virtual textures without haptic information,
see Figure 7.4b and 7.4d. For each case, we conducted a Friedman test with post-hoc analysis
using Wilcoxon signed-ranks tests and Bonferroni-Holm correction.

7.4.1.1 Haptic Baseline

The haptic ratings were found to significantly differ depending on the type of physical
sample presented to the user, i. e., in terms of roughness (χ2(4) = 28.908, p < .001), and
hardness (χ2(4) = 38.184, p < .001). Pair-wise analysis of roughness showed a significant
increase from the P0 sample to all others (p < .05), however, no differences were found
between P25, P50, P75, and P100. Hardness significantly decreased for each step of hair length
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(b) Visual roughness
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(c) Haptic hardness
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Figure 7.4: Boxplots depicting the baseline assessments. Haptic ratings of the physical samples
without visual information for roughness (a) and hardness (c). Visual ratings of the
virtual textures without haptic information for roughness (b) and hardness (d). Brackets
connect groups with statistically significant differences (p < .05).
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for all physical sample combinations (p < .05), excluding the increase from P75 to P100. The
brackets in Figure 7.4a and 7.4c indicate significant differences.
These results reveal that the addition of hair to the surface of a sample was clearly

noticeable by users. While most increases in hair length were above the just-noticeable
difference (JND) threshold for the perception of hardness, there was no significant change
in the feeling of roughness.

7.4.1.2 Visual Baseline

Depending on the virtual texture presented to the user, visual roughness (χ2(4) = 32.978,
p < .001) and hardness (χ2(4) = 14.262, p < .001) were found to change significantly. For
roughness, we found Vcloth and Vconcrete to be substantially rougher than Vglass, Vplastic, and
Vmetal. The virtual textures did not significantly vary in terms of visual hardness.

When asked what material was recognized for each visual texture, Vglass was identified
the best, as all participants indicated glass. For Vmetal 9 participants correctly appointed
metal and one participant specified the material onyx, a banded variety of quartz mineral.
While 7 participants assigned plastic for Vplastic, 2 indicated it could be wood, leaving one
participant with rubber. Stone-like materials in Vconcrete were viewed by 8 participants, with
4 participants indicating stone, 3 indicating concrete and one indicating marble. Vconcrete was
also designated once as polystyrene foam (Styrofoam) and once as sponge. Vcloth demonstrated
the widest range of possible materials, including stone (3), denim (2), wood (2), soil (1),marble
(1) and a shell (1).

These results show that our set of virtual textures were divided into 2 groups when con-
sidering how rough they appeared. Where Vcloth and Vconcrete were regarded medium-high
in roughness, Vglass, Vplastic, and Vmetal were considered to be very smooth. The resolution
and quality of the image projected in the HMD seemingly had an effect on the details and
visual artifacts that hinted towards more a more diverse roughness. All virtual textures were
believed to be generally high in hardness. While Vglass and Vmetal were clearly identifiable,
other textures left some confusion as to what they represented. Here, the static visual
representation of our textures might have caused a lack in visual hints.

7.4.1.3 Baseline Matching

Our set of virtual textures was compiled based on the expected tactile feeling of the 3D-
printed hair samples. Even though we did not expect the visual ratings to perfectly match
the haptic ratings, it is worthwhile to reflect on the appropriate matching of the visual and
haptic choices.

As expected, Vglass paired almost exactly as the physical sample P0, i.e., very smooth and
hard. Even though absolute average ratings clearly deviated, the textures Vconcrete, Vcloth,
and Vplastic showed a similar downwards trend in roughness and hardness compared to
their physical pairs P25, P75 and P100 respectively. In contrast to our intended brushed metal
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Vglass Vcloth Vconcrete Vplastic Vmetal

P (%) M A (%) P (%) M A (%) P (%) M A (%) P (%) M A (%) P (%) M A (%)
P0 94% 8.70 30% 64% 4.86 60% 56% 5.74 64% 98% 9.10 16% 88% 8.46 36%
P25 28% 4.02 100% 84% 7.02 48% 84% 8.06 36% 66% 5.34 61% 62% 5.60 68%
P50 24% 3.16 92% 78% 7.08 41% 72% 6.70 28% 48% 4.82 42% 44% 4.64 55%
P75 24% 2.70 67% 68% 6.40 24% 54% 4.90 19% 34% 4.04 53% 18% 2.80 22%
P100 18% 2.60 56% 64% 5.78 34% 50% 4.24 32% 44% 4.28 32% 18% 2.50 45%

Table 7.1: Perception and Matching Rate Summary. P: Percentage each combination was identified
as some material. M: Average visual-haptic match on a scale from 1 to 10. A: Percentage of
used adjectives for positive perceptions.

texture, Vmetal was visually assessed as very smooth and very hard. We believe that the
visual quality of the HMD is in part responsible for this, as fine reflections and bumps that
indicate the roughness were hard to identify.

7.4.2 Roughness and Hardness Augmentation

For all visual-haptic combinations, we recorded users’ visual and haptic assessments of
roughness and hardness. Similar to the baseline, Friedman tests were used to detect over-
all significant differences with post-hoc analysis using Wilcoxon signed-ranks tests and
Bonferroni-Holm correction applied. In the analysis, we considered 2 statistical variants,
i. e., the cross-modal influence and the multi-modal influence.

7.4.2.1 Cross-modal Influence

For the analysis of the cross-modal influence, we assessed how consistently a modality
is rated while the other modality is changed. For each visual texture, we compared how
users visually rated them while experiencing different physical samples underneath. For
each physical sample, we compared how users rated haptic properties while varying visual
textures are visualized on top. In these 2 cases, the baseline assessments are considered an
extra group, i. e., visual ratings without haptic information and haptic ratings without visual
information respectively. For both analyses, we did not find any statistically significant
differences between groups.

While rating one modality, users consistently assess perceptual properties belonging to
that modality. There was no apparent guidance of one modality onto the other.

7.4.2.2 Multi-modal Influence

In the analysis of the multi-modal influence, we investigated how a changing modality is
rated in the presence of another fixed modality. Here, we firstly compared how the haptic
perception between physical samples changes while a fixed visual texture is shown. We
found that regardless of the visual texture present, the haptic ratings between physical
samples significantly change (p < .001). More specifically, the feeling of roughness signifi-
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cantly decreases with increasing hair length for all cases (p < .05) excluding the increase in
hair from P75 to P100 when Vglass or Vplastic were visible. For all samples with hairs attached,
the rating for hardness significantly decreases with increasing hair length, regardless of
the visual texture shown (p < .05). The addition of hair from P0 to P25 did not cause a
significant decrease in the perception of hardness.

Secondly, we compared how the visual assessments differ across visual textures while a
fixed physical sample is present. Similar to the trend in the visual baseline, the rating of
visual roughness for Vcloth and Vconcrete was significantly higher than Vglass, Vplastic, and
Vmetal, regardless of the physical sample active (P0 & P50, p < .05; P25 & P75 & P100, p = .05).
In the case of visual hardness, users rated Vcloth to be significantly softer than Vmetal (P0 &
P25, p < .05; P50, p < .01; P100, p = 0.05) and Vglass (P50, p < .05; P100, p = 0.05).
These results show that the perception of haptic roughness for varying hair lengths

became clearly pronounced for most cases in the visual-haptic augmentation. While the
difference in haptic hardness between P75 and P100 also became more apparent, the change
from P0 to P25 fell below the JND threshold. This indicates that haptic perception benefits
from the presence of visual information. Considering visual roughness, the same trend of 2
groups of virtual textures appears compared to the visual baseline, however many of the
significances were borderline. While visually the textures did not seem to differ in hardness
during the visual baseline, the presence of most physical samples caused a difference to
occur between Vcloth and Vmetal, and to a lesser degree between Vcloth and Vglass during the
visual-haptic augmentation. Visual perception of haptic properties can thus be enhanced
by haptic presence, however to a much lesser degree than the inverse, due to the effect of
visual dominance.

7.4.3 Perception and Matching Rate

For each visual-haptic combination, we recorded the matching rate by asking participants
how well the experienced haptic and visual perceptions agreed. Additionally, material
perceptions for all combinations were recorded by asking participants what they thought
the material they experienced, was. If the participant was able to provide a meaningful
material or object assignment, the trial was indicated as a positive perception.

The perception rate combined with each combination’s matching rate provided insights
into how specific combinations were identified. As expected, certain combinations showed
high perception percentages, and were perceived as a better match, which can be seen
in Table 7.1. The combinations of Vglass, Vmetal and Vplastic with P0 clearly had very high
recognition rates. Here, the haptic feedback of a smooth and hard surface matched the
expected feeling implied through the visuals. Both Vconcrete and Vcloth were recognized
most in combination with P25. As they showed overall perception ratings ⩾ 50% across
all physical samples, these textures showed the highest perceptual flexibility. The look of
Vplastic left room for interpretation regarding the expected roughness and hardness. There-
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 Vglass  Vcloth  Vconcrete  Vplastic  Vmetal 
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Figure 7.5: Stacked perception graphs per virtual texture indicating for each physical sample the
percentage of samples identified per material category. Unassigned space depicts the
percentage of times no meaningful material or object was assigned.

fore, Vplastic showed moderate to high recognition rates ⩾ 34% across all haptic samples.
However, as Vglass and Vmetal seemed to unarguably convey a distinct feeling of smoothness
and hardness, perception rates decreased rapidly with increasing roughness and softness.
These results imply that, when facing textures that visually provide strong indications of
their tactile properties, modifying users’ perception with discrepant tactile cues is harder.
Contrarily, more ambiguous visual surfaces can show shifts in haptic perception.

Performing a Kendall’s rank correlation coefficient test, we found the matching and the
perception rates to significantly correlate across the entire dataset (p < .001, N = 1250).
This positive correlation indicates that when users have a concrete idea of the material they
engage with, they typically perceive the visual texture and the haptic surface as matching.
Vice-versa, if users are unable to create a mental model of the mixed texture impression, they
tend to regard both stimuli as a weakmatch. This suggests that in borderline cases, providing
additional information about the mixed texture could push users towards perceiving a better
match through priming their expectations.

7.4.4 Subjective Material Perception

The anecdotal data of the perceived materials was further analyzed by manually extracting
the materials and objects identified by the participants. In total, we characterized a set of 35
distinct perceived materials, both abstract and concrete depictions. These were grouped into
7 categories, namely fabric-like (brush, carpet, denim, fabric, fiber, flanel, fur, silk, wool),
foam-like (polystyrene, sponge), glass-like (crystal, glass), metal-like (aluminum, metal,
steel), paper-like (drywall, paper, sandpaper, wood), plastic-like (crayon, linoleum, plastic,
rubber, silicone), and stone-like (coal, concrete, coral, chalk, clay, granite, marble, mineral,
stone, tarmac).
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The percentages per group for each visual-haptic combination are plotted in Figure 7.5.
Colored areas represent the percentage and distribution of identified materials, while
unassigned space in the graphs reflects the users’ inability to providemeaningful perceptions.
This is clearly illustrated by Vglass where increasing the length of hair quickly restricted
meaningful impressions. Both within and in between groups, we observed switches in
material perception for the same visual texture presented with different physical samples.
For example, Vcloth with shorter hair length samples led to variations of fabric-like and
stone-like while an increase in length more consistently indicated fabric-like perceptions.
Interestingly, increasing the hair length for Vconcrete caused users to note more fabric-like
or foam-like materials, e. g., polystyrene.
During the study, participants used adjectives to clarify their impression, as they felt

a simple material or object would not suffice. Three distinct groups of adjectives were
noted, i.e., visual, haptic and other. Visual adjectives indicated properties referring to cues
such as coloring, reflectance or observable visual artifacts. Haptic adjectives described
tactile impressions, e.g., details in roughness or hardness. Lastly, other adjectives elaborated
on features such as age, quality or temperature. For each combination, the percentage
of adjectives for all positive perceptions is shown in Table 7.1. Kendall’s rank correlation
coefficient tests indicated inverse correlations for the adjective usage to the rate of perception
and to the average matching rate (both p < .05, N = 25).

7.5 discussion

Motivated by related work (Kitahara et al., 2010), we used fabricated passive proxy ob-
jects with varying tactile properties overlaid with different virtual textures. We aimed
to determine the effectiveness of 3D-printed hair samples as more flexible and universal
structures for the perception of roughness and hardness. As we expected to see interactions
between the visual and haptic modalities, we assessed how our approach influenced the
users’ material impressions. Here, we discuss our results which support using 3D-printed
hair to enhance texture perception in VR and open questions for future work.

7.5.1 Haptic Perception of Hair Length

From the baseline assessment of our physical samples, we find that the addition of hairs
was clearly perceived in terms of roughness and hardness. Without visual information, an
incremental increase of hair length did not cause the expected decrease in the perception
of roughness. For hardness, the expected decrease for each increasing step in hair length
was noticed by the users, excluding the step from P75 to P100. In a multi-modal setting with
virtual textures overlaid on physical samples, the sensation of roughness rises above the
JND. A shift in hardness perception caused the difference between P75 and P100 to appear,
while the difference between P0 and P25 faded.
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These results support the use of hair-like structures for roughness and hardness percep-
tion in the presence of visual information. By combining our approach with state-of-the-art
redirection techniques, users are able to experience different variations of physical proxies
with varying tactile properties. While we only focused on hair-like structures, other fabri-
cation designs could extend our results with more detailed tactile variants or might include
alternative perceptual properties, such as stickiness.

7.5.2 Haptic Perception of Visual Textures

In terms of roughness, our set of virtual textures was divided into two groups, with Vcloth

and Vconcrete visually appearing medium rough while Vglass, Vmetal and Vconcrete seemed
smooth. In the presence of haptic information, the results indicated the same trend to occur.
When considering hardness, users consistently rated all virtual textures to be hard in the
baseline assessment. The limited differences that arose in the presence of haptic input were
not consistent across physical samples.

From this, we can see that influencing the perception of visual information is much harder.
Although visual dominance remains highly present, our results suggest that the potential
for the tactile to guide the visual does occur. As our set of visual textures was limited, a
much broader range could uncover visual aspects important in the interplay between visual
and haptic modalities.

7.5.3 Cross-Modal Consistency

In our study, neither the visual nor the haptic modality was able to overwhelm, as indicated
by the lack of significant differences in the analysis of the cross-modal influence. This shows
users were consistently rating perceptual properties belonging to each modality. A user
asked to rate visual properties focused on the visual information presented and, vice-versa,
focus on haptic input when asked to rate haptic properties. Making one modality convincing
enough to guide the other, remains future work.

7.5.4 Visuo-Haptic Material Perception

A total of 35 materials were perceived from our set of 5 visual textures and 5 different
physical samples. As perception and matching rates correlated, most of these materials
were perceived when users found both haptic and visual information to be corresponding.
In cases where matching rates were low, the use of adjectives for explaining materials
increased. In certain instances, the variation in haptic perception for a given virtual texture
led to perceptional switches where perception of a material changes.



168 procedural texture perception in virtual reality

These results show users actively try to make sense of sensory input, whether matching or
not. By providing additional information related to the texture in borderline combinations,
the user’s perception could be primed. This might lead to more precise and consistent
material perceptions and would open up our approach for practical applications.

7.6 conclusion

Based on multi-modal perception, this chapter investigated how 3D-printed hair structures
can serve as versatile passive haptic structures for VR. In a user study, we found that visual-
haptic augmentations enhance the user’s haptic perception by making small variations in
hair length distinguishable. We show that higher rates of matching perceptions correlate to
material recognitions. As users actively make sense of mixed modalities, mismatches are
clarified with adjectives and varying augmentations cause perceptual switches.
In this work, the single parameter of hair length allowed users to perceive a larger set

of material impressions. While other designs could more controllably guide perception,
active approaches might build upon our results by manipulating hair length in real-time.
Future experiments improving consistency and accuracy would require a larger amount
of participants. By combining our approach with techniques for redirection in VR, the
perception of a large set of materials can be supported by a limited set of fabricated proxies.



Did it sound anything like this?
Squawk!

— Kelly, Modern Girls (1986)

8
CROS SMODAL EXPRE S S ION OF TACT I L E F EEDBACK

The previous chapters addressed the design of tactile experiences from either real-world
physical information through haptic reproduction, or through procedural generation of
haptically-varying structures. In this chapter, we investigate the relationship between tactile
impressions and vocal expressions, with the aim of supporting rapid design processes of
haptic feedback. This chapter addresses rq3, and was previously published under the
following publication.

Donald Degraen, Bruno Fruchard, Frederik Smolders, Emmanouil Potetsianakis, Seref Güngör, Antonio Krüger,

and Jürgen Steimle (2021a). “Weirding Haptics: In-Situ Prototyping of Vibrotactile Feedback in Virtual Reality

through Vocalization.” In: The 34th Annual ACM Symposium on User Interface Software and Technology. UIST ’21.

Virtual Event, USA. doi: 10.1145/3472749.3474797

8.1 introduction

Developing effective and convincing tactile experiences using vibrotactile feedback remains
a challenge. State-of-the-art design tools, e. g., as illustrated by Interhaptics (2021), Lofelt
(2021), Schneider and MacLean (2014), and Strohmeier et al. (2020), propose to manipulate
low-level controllable parameters such as frequency and amplitude, but it remains challeng-
ing to transfer such abstract parameters into understandable haptic effects (Schneider et al.,
2017; Seifi and MacLean, 2017). Moreover, these design tools rarely support fast-prototyping
methods nor do they support direct and easy mapping of vibrotactile feedback to users’
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(spatio-temporal) interactions in VR (Kim and Schneider, 2020). Implementing convincing
experiences is an even greater challenge for those inexperienced in haptics, e. g., video
game programmers who seek to design playful experiences with tactile sensations, students
learning haptics through prototyping, or interaction designers wanting to provide tactile
feedback in UI widgets (Seifi et al., 2020a). As pointed out by recent work (Kim and Schneider,
2020; Seifi et al., 2020a), novice hapticians need more timely, hands-on interfaces leveraging
direct manipulation to better grasp the experiences they want to design.

In this chapter, we investigate the use of the voice to serve as a means for designing tactile
experiences. To this aim, we performed an elicitation study where participants were asked
to vocally express the tactile impression received during interaction with a wide range of
objects. Through a thematic analysis approach, we identify what kind of spatio-temporal
mappings are needed to create convincing haptic experiences that are directly linked to
object interactions. Additionally, as we want to assist untrained voices and support a rapid
design cycle while immersed in IVEs, we identify modifiers that enable designers to rapidly
fine-tune the output generated by their vocalizations in real-time.

8.2 study

To investigate the use of the voice to serve as a means for designing tactile experiences, we
conducted a study where we elicited vocalizations of tactile impressions. While interacting
with common physical objects, we asked participants to vocally express their tactile impres-
sions in as many ways as they saw fit. The goal of this study was to provide insights into
(1) spatial and temporal relationships between vocalizations and the user’s actions, and (2)
how a computational tool can support novice hapticians to vocalize tactile experiences.
Ethical approval for this study was obtained from the Ethical Review Board of the

Department of Computer Sciences at Saarland University (No. 21-01-3).

8.2.1 Design and Apparatus

Using an iterative process, we aimed to identify parameters that would influence users’
vocalizations. To this aim, rather than selecting a wide range of shapes, we focused on
the manner in which objects would be interacted with and included variations in size
and texture, as these parameters highly influence the type of feedback produced during
manipulation.
We identified three primary features important to our context, i. e., the type of action

performed, whether the object is directly manipulated or is used as a tool, and the size of
the manipulated object. We consider the two former as independent variables (Action and
Tool) and the latter as a control variable (Size). The list of actions, inspired from the haptic
exploration procedures by Lederman and Klatzky (1987), is as follows: slide, pull, push,
press, rotate, passive feel. By crossing the two independent variables, we obtain a set of 10
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Figure 8.1: Experimental Setup. Here, (left) the objects used for interaction are depicted, each having
a label detailing the action to be applied, while (right) the laptop and camera for recording
the study are shown. For a full list of objects and their actions, please refer to Section b.1.

categories; most tools could be pushed and pulled so we merge these actions, and the action
passive feel includes a tool by definition. Each category included a set of 3 to 6 object-action
pairs. In total, we evaluated a set of 44 objects that present various characteristics (size,
texture, weight), e. g., fabric samples, knobs and buttons offering various levels of resistance,
sponges and elastic bands, or an electrical toothbrush, see Figure 8.1. While we tried to
cover a broad range of object-action tasks to include tactile experiences produced by object
deformation (e. g., stretching an elastic band or squeezing a sponge), object actuation (e. g.,
sliding a camera trolley), or the object’s texture (e. g., rubbing fabric samples with various
roughness), this list is not exhaustive.

We counterbalanced the categories to avoid any order effect. To allow simple comparisons
between similar objects like fabric samples with various roughness or elastic bands with
various stiffness, we always use the same order of object-action tasks for a given category.

8.2.2 Participants

We recruited nine novice hapticians (2 identified as female, 7 identified as male) aged
between 23 and 35 (median 29) with backgrounds in Computer Science, Media Informatics
and Linguistics. Participants had diverse cultural backgrounds and various native tongues
such as English, Ukrainian, Russian, Chinese, Hindi, Farsi, and French. Seven of nine (78%)
participants indicated to have a background in musical training, while three (33%) had prior
experience in voice acting or singing.
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8.2.3 Procedure

Before starting the experiment, participants completed a short warm-up task to stimulate
their creative skills, which consisted in producing as many animal noises as possible in
under one minute. Afterwards, each participant proceeded with the vocalization tasks. For
each task, we asked participants to perform a single action with the object as many times as
they wanted. When ready, they were asked to vocalize the tactile experience. In pre-pilots,
we noticed participants reproduced the sound that objects would make during manipulation.
To avoid confusion and ensure participants would focus on tactile sensations, we instructed
them to focus primarily on the tactile sensation while producing vocalizations. However, we
did not forbid them to reproduce those noises if they felt the sensation matched the noises
produced by the objects. We motivated participants to provide as many vocalizations as
they could come up with. Should a participant not be able to provide any vocalization, the
experimenter would move on to the next task. However, if a participant could not produce
the vocalizations they intended due to physical constraints (e.g., frequency too high to
produce), we asked them to explain as clearly as possible what they were missing.

8.2.4 Analysis

We video recorded each session and analyzed them using a thematic analysis approach,
following an inductive process (Braun and Clarke, 2006). Our focus was to observe in detail
how participants mapped these vocalizations to their interactions with the objects, and
where they would need features their voice could not produce. Data consisted of short
video clips of participants vocalizing tactile feedback while manipulating an object and
occasional remarks. In a first round, the two first authors watched the video recordings
and coded the temporal and spatial features of the vocalizations (instantaneous, repetitive,
continuous, interaction bound, random) as well as the kind of sounds produced (pitch-based,
amplitude-based, onomatopoeia, etc.). In a second round, they refined the set of codes used
to reach agreement, and used it to generate a set of themes.

8.3 results

From our analysis, we identified four themes of spatio-temporal mappings between the
vocalization and the action performed.We complement these themes with a set of challenges
participants faced during vocalization.
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8.3.1 Spatio-Temporal Mappings

Participants mapped their vocalizations to specific events during object manipulation,
relating to either time or space, from which we abstracted the following mappings.

instantaneous. An instantaneous vocalization described short events in the tactile
experiences such as flicking a marble, pressing a button, or closing scissors. This was
sometimes combined with continuous vocalizations as a way to express a stronger signal,
like a bump when reaching the end of a rotatory knob. All participants produced such a
mapping at least once during the experiment.

repetitive. A repetitive mapping consists of a sequence of similar instantaneous
vocalizations. A repetitive vocalization strongly relates to the speed of the user’s action as
its frequency increases or decreases accordingly. All participants used repetitive mappings
during the experiment to describe bursts in the tactile experience, such as a knob producing
distinct positional clicks during rotation.

continuous. A continuous mapping represents a smooth, invariable experience while
performing an action with an object. Participants unanimously used such a mapping when
passively feeling the vibrations of an active electric toothbrush. A majority of participants
also used such mappings while sliding a coin over a table or sliding their finger on smooth
or rough, uniform pieces of fabric.

action-related. While all mappings relate to the actions performed, some mappings
are tightly connected to the movement or the force exerted on the object. By varying their
pitch or volume based on the change in tactile sensations, participants used these mappings
when squeezing or pulling deformable objects (e.g., sponge or elastic band), or when sliding
actuated parts of a tool (e.g., sliding a bike pump or a drawer).

8.3.2 Challenges in Producing Vocalizations

Participants sometimes faced difficulties producing vocalizations. For instance, a participant
remarked “the pitch [for the hard sponge] should be higher than [the pitch for] the soft sponge”
(P6) and “I would like a more grainy voice” when pressing a finger on a rough sponge. Another
participant produced a vocalization and specified it should be “with a higher pitch, very high”
(P3). In general, participants acknowledged the complexity of the tactile experience and
the various layers they comprehend. In this regard, one participant (P6) made interesting
remarks while vocalizing the rotation of a stepper motor. They wanted to superimpose two
different “tracks”: a repetitive pattern and “some random stuff ”. While this is challenging in
terms of vocalizations, a design tool could provide support here.
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8.4 discussion

The themes extracted from this study alongside participants’ comments enable us to infer
design implications for design tools implementing vocalization design processes.

8.4.1 Spatio-temporal Mapping Inferrence

We observed four distinct spatio-temporal mappings adopted by the participants to vocalize
tactile experiences. A design tool should infer such mappings and let users decide upon
them in a fine-tuning stage of the design process. For example, a system might infer an
instantaneous mapping based on the user’s actions, while they actually intended to use a
repetitive mapping with the same vocalization, e. g., pouring water out of a bottle.

8.4.2 Interaction Speed Adaption

To not bias participants’ natural ways to manipulate an object, we intentionally did not
constrain the speed of their actions. This speed, however, has a great impact on the vocal-
ization process for repetitive and action-based mappings; stretching an elastic band rapidly
or slowly results in the elastic band wiggling or not. Features of a vocalization should adapt
based on the speed of the action performed.

8.4.3 Supporting Untrained Voices

Vocal skills of users are limited, particularly when their voice is not trained. Our observations
showed the necessity to provide such virtual augmentations in various scenarios. For
instance, participants needed to produce random patterns to generate noise that would
better match the tactile experiences, or to increase their frequency range at multiple occasion.
A design tool should provide fine-tuning functionalities that one can use to compensate for
imprecise vocalizations and provide computer-supported functionalities.

8.4.4 Layered-based Approach

Our analysis showed users sometimes needed to decouple their voice in several layers to
reach a desired result. Combining different layered tracks, and adding various effects and
setting unique properties, is a common concept in audio production software, and other
vibrotactile design tools. Therefore, users should be able to iterate over a design, and stack
various layers together to generate a complete experience.
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8.5 conclusion

In this chapter, we presented an investigation of the crossmodal relationship between
tactile experiences and users’ vocalizations. With the aim of understanding how novice
hapticians express tactile sensations, and how this could support the haptic design process,
we conducted an elicitation study. While interacting with a varying set of objects, we asked
participants to vocalize their tactile sensations. From a thematic analysis of the recorded
interviews, we derive different spatio-temporal mappings that were used by participants,
and uncover challenges that need to be overcome to reach a successful expression. We
further detail on four design implications that guide tools aiming to implement a vocalization
design process for creating tactile experiences. These guidelines relate to the use of spatio-
temporal mappings, the relationship between the interaction speed and users’ vocalizations,
the need for supporting users’ untrained voices, and the requirement to provide a layered
and incremental design process.





This is part of the weirding
way that we will teach you.

— Paul Atreides, Dune (1984)

9
PROTOT YP ING V I BROTACT I L E F EEDBACK IN V I RT UAL REAL I T Y

Building upon the results of the investigation of tactile vocalizations in the previous chapter,
we further extend our investigation of this approach to VR. In this chapter, we use the
insights gained, and present a design tool that allows designers to create tactile experiences
in a rapid-prototyping method while immersed. This chapter addresses rq3, and was
previously published under the following publication.

Donald Degraen, Bruno Fruchard, Frederik Smolders, Emmanouil Potetsianakis, Seref Güngör, Antonio Krüger,

and Jürgen Steimle (2021a). “Weirding Haptics: In-Situ Prototyping of Vibrotactile Feedback in Virtual Reality

through Vocalization.” In: The 34th Annual ACM Symposium on User Interface Software and Technology. UIST ’21.

Virtual Event, USA. doi: 10.1145/3472749.3474797

9.1 introduction

In this chapter, we contribute Weirding Haptics1, a novel concept for in-situ rapid pro-
totyping of vibrotactile feedback in VR environments. It combines fast and expressive
vocalizations with the ease and directness of interaction with virtual objects, to offer a
streamlined process for prototyping tactile experiences of virtual objects. Compared to
existing approaches, using the voice enables designers to vocalize vibrotactile feedback

1 Inspired by the weirding module, an object controlled by vocalizing an intention, from the 1984 Dune movie —
https://bit.ly/3T4tfAS
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Figure 9.1: With the Weirding Haptics design tool, one can design vibrotactile feedback in a virtual
environment using their voice. (a) A designer waves a lightsaber in the air while vocalizing
the intended feedback. (b) A vocalization layer depicts properties of the tactile experience
and allows for switching mappings as well as fine-tuning using modifiers (sliders) directly
in VR. (c) While waving the lightsaber, the feedback can be felt with the controller.

while interacting with virtual objects inside VR (Figure 9.2). Moreover, designing with the
voice does not require expert knowledge in haptic design.

Informed by the insights of Chapter 8, we contribute a VR design tool that enables in-situ
fast-prototyping of vibrotactile experiences using vocalizations. Using this tool, one can
synchronously vocalize the intended vibrotactile experience of a virtual object during in-situ
interaction with objects in VR, see Figure 9.1a. After sampling frequency and amplitude,
the design tool infers how to map these vocalizations to vibrations in space and time based
on the designer’s interactions. Moreover, the designer can control properties of the tactile
experience through a vocalization layer inside the VR environment, see Figure 9.1b. With
this layer, the designer can switch between different spatio-temporal mappings and fine-
tune the experience in real-time using modifiers. Changes are immediate, meaning the
designer can quickly experience the vibrotactile feedback and assess whether it matches
their original intention, see Figure 9.1c. Several vocalization layers can be combined to
stack different effects, e. g., background sensation with bursts overlaid, or enable quick
comparison. To the best of our knowledge, this design tool is the first to support direct
object interaction synchronized with vocalizations to design vibrotactile feedback in-situ.

Through a validation study involving a set of virtual objects, we demonstrate how Weird-
ing Haptics, with only a short training period (∼15 minutes), supports novice hapticians in
designing experiences that match their intentions. Participants designed effective illusions of
sand flowing or a rock tumbling inside wooden boxes, a slider providing resistance, surface
textures with different roughness sensations, waving a lightsaber in the air, or the realistic
sensation of opening and closing metallic and wooden drawers. The results of our study
uncovered design implications concerning the in-situ design of vibrotactile feedback with
the voice. Future tools must balance the level of fidelity designers require while supporting
a fast-prototyping approach, and need to support high spatio-temporal resolutions for
synchronizing vocalizations with the user’s interactions. We discuss these challenges and
conclude that using the voice to design tactile experiences in VR enables novice hapticians
to create vibrotactile feedback for virtual objects aligned with their intentions.
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How to design
the haptic feeling
of a 3D button?

evaluate

refine

State-of-the-art

Weirding Haptics

Figure 9.2: To design the tactile experience of a virtual 3D button, state-of-the-art design tools require
designers to go back and forth between designing low-level parameters on a desktop
computer and experiencing tactile feedback in VR. In contrast, Weirding Haptics enables
designing inside the VR environment through vocalizations and supports fast-prototyping
through a rapid iterative process.

9.2 designing vibrotactile feedback in vr

Based on the design implications presented in Chapter 8, we created the Weirding Haptics
design tool, which transforms users’ vocalizations into vibrotactile feedback inside a virtual
environment. Designers can rapidly record vocalization while interacting with virtual
objects inside VR and iterate over different designs quickly. To design effective vibrotactile
feedback, the design tool takes an in-situ design approach based on direct manipulation
methods, infers spatio-temporal mappings based on object interactions, and enables fine-
tuning output from vocalizations through real-time modifiers, see Figure 9.3. The Weirding
Haptics design tool is built on top of the Unity2 game engine and is available online (Degraen
and Fruchard, 2021). While we used the Oculus Quest 2 during development, we made our
tool adaptable to various VR setups by building upon the SteamVR Unity plugin (Valve
Corporation, 2022).

2 Unity Real-Time Development Platform — https://bit.ly/2uxjqBS

https://bit.ly/2uxjqBS
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Figure 9.3: Core principles of the Weirding Haptics design tool. Through an in-situ design approach,
designers can vocalize vibrotactile feedback while interacting with virtual objects in
VR. The spatio-temporal mapping is inferred based on the movement magnitude and
recording duration. To support rapid iterative design, vibrotactile feedback can be fine-
tuned using modifiers.

9.2.1 In-Situ Design Process

Our aim is to enable the designer to easily and rapidly prototype expressive vibrotactile
feedback for virtual object interactions. The design tool builds on vocalizations, i. e., audio
signals produced by the user’s voice, recorded while directly manipulating objects inside
the virtual environment. From these recordings, we extract audio features, i. e., frequency
and amplitude, map them to vibrotactile feedback, and enable the designer to control their
processing during the playback pipeline.
To normalize the range of vibrotactile feedback everyone can produce, the design tool

allows designers to calibrate their voice with two simple tasks to set the bounds of their vocal
range in terms of amplitude and frequency. The tool only considers normalized features in
the playback pipeline.
In the current version, we focus on the design of haptic feedback for interaction with

single objects. To avoid conflicts between recording and experiencing vibrotactile feedback,
we leverage a bi-manual interaction design, with the non-dominant hand controlling the
context and the dominant hand interacting with objects (Guiard, 1987). The non-dominant
hand is used to arm and possibly stop the recording process, while the dominant hand is
used to perform interactions with objects inside the scene.
The recording process starts once the user has armed the recording and starts directly

when manipulating an object. It ends as soon as the user stops interacting with the object,
or releases the trigger used to arm the recording. The vocalization is automatically mapped
to the respective object and interaction, and immediately visually depicted in the VR scene
as a vocalization layer, see Figure 9.4. The designer can directly experience the vibrotactile
output by again performing the interaction with the object. To support fast prototyping of
vibrotactile designs, vocalizations can easily be added, removed and fine-tuned.
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c

b

a

Figure 9.4: Graphical representation of a vocalization layer. (a) The vocalization is represented as
a stylized waveform. (b) The designer can switch between different spatio-temporal
mappings to try out different experiences, (c) or fine-tune the experience by manipulating
the modifiers using sliders.

Multiple vocalization layers can be superimposed on an object, to create more complex
vibrotactile feedback of multiple discrete vocalizations. For instance, a designer could design
the continuous humming vibrations of a lightsaber as one layer, and more intense bursts
when waving it as another. Superimposed layers are experienced synchronously during
interaction by compounding them and playing the maximums of their amplitudes and
frequencies. While recording new vocalizations, all vibrotactile feedback from already
existing layers for the same object interactions can be felt to ensure alignment.

9.2.1.1 Implementation

Once a vocalization is recorded, the system will optionally timescale the vocalization, and
pre-process the signal by sampling frequency and amplitude.

time-scaling. In order to support vocalizations that are directly linked to positions
in space, it is important to produce the correct vibrations at defined landmarks. As the
speed of interaction when experiencing the feedback is unknown at the time of recording,
we normalize the audio recording based on the recording speed. Therefore, for positional
recordings, we record the user’s hand position through time on a one-dimensional line
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Figure 9.5: The design tool infers the spatio-temporal mapping of a vocalization directly after record-
ing by considering the user’s movement magnitude and the recording duration. D (0.5m)
and T (2.5 s) are empirically determined constants.

segment. Using this information, we apply a non-linear time-scaling algorithm using the
python Rubber Band Library (Breakfast Quay, 2021). The time-scaling ensures signal features
remain correctly aligned to the position at which they were recorded. This phase is only
applied once for objects able to receive a positional mapping.

sampling. As processing delays negatively influence the timeliness of the provided
feedback, the system pre-processes recorded vocalizations to extract frequency and ampli-
tude. For amplitude extraction, we first calculate the envelope of the signal3 and sample
the result in 50ms intervals. Frequency extraction is done directly on the signal using a
Yin pitch recognizer (Cheveigné and Kawahara, 2002) with 100ms intervals. The interval
for frequency sampling is longer than the interval of the amplitude sampling, as frequency
sampling on shorter signals provides incorrect or no results.

9.2.2 Spatio-Temporal Mappings

Each vocalization layer is assigned a spatio-temporal mapping which defines how the signal
is sequenced and repeated in relation to the interaction. Based on the insights gained from
the pilot study, we distinguish between four different types of mappings, i.e., instantaneous,
continuous, motion, and positional.

With an instantaneous mapping, the vocalization is experienced exactly once. This map-
ping supports, for example, designing the tactile experience of tapping on a surface or
pressing a button. Using the continuous mapping, the layer is played repetitively as long as
the user interacts with the object. This mapping supports, for example, constant humming
vibrations produced by an active object like an electrical toothbrush. Similar to the continu-
ous mapping, the motion mapping will keep iterating over the vocalization as long as the

3 We implemented the Shockley diode algorithm used in the audio_dspy python library:
https://bit.ly/3SArR9i

https://bit.ly/3SArR9i
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user is interacting with the object, such as moving while grabbing or touching the object. In
this case, however, we multiply the vocalization amplitude and frequency by the designer’s
movement velocity. As a consequence, the designer will not feel the vocalization when
idling, while the intensity will increase with speed. This mapping supports, for example,
exploring surface textures or particles moving inside a container. The positional mapping is
used to map parts of the vocalization at given spatial positions. This mapping supports, for
example, interacting with a drawer that provides various resistance throughout its path or
when opening a door that creaks at given landmarks.

9.2.2.1 Implementation

After recording a vocalization, the spatio-temporal mapping is inferred based on the user’s
movement magnitude while manipulating the object as well as the recording duration. We
assess the movement magnitude based on the SteamVR Unity plugin’s controller velocity for
free movement and angular velocity for rotational interaction. Our current implementation
infers the mapping based on two thresholds established during informal testing of the
system: D = 0.5m for the magnitude, and T = 2.5 s for the duration, see Figure 9.5. Of note,
our concept is not limited to this approach and compatible with future, more advanced
algorithms for automatically inferring the mapping.

When interacting with the object, the features of the recorded signal are extracted during
the sampling phase. Based on the spatio-temporal mapping assigned to the vocalization
layer, the sampling location within the signal is determined. For all the mappings excluding
the positional one, the system samples the signal based on time. For the positional mapping,
the system samples the signal based on the current position of the user’s hand on a line
segment. This limitation was chosen to lower the complexity of the mapping between the
recorded signal and the generated output. Our framework easily allows us to extend the
positional mapping to any segment in 3D space. Once the sampling interval within the
signal is determined, we get the amplitude (Araw) and frequency (Fraw) for the current
interval. We then normalize the vocalization features in real-time based on the designer’s
calibration. Once the features are normalized, we obtain Anorm and Fnorm.

9.2.3 Rapid Iterations with Fine-Tuning Modifiers

Enabling fine-tuning of vocalization layers is crucial in our approach: it allows tweaking
subtle parameters of the vibrotactile feedback that would be hard to control with the
voice, supports designers with computer-generated modifications, and supports untrained
designers’ voices. We propose modifiers for simple and direct fine-tuning of a vibrotactile
experience, by adjusting sliders on the vocalization layer, see Figure 9.4c and Figure 9.6.
Whenmodifying the vibrotactile feedbackwith one of themodifiers, it is updated in real-time
such that the designer can directly feel the changes.
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Figure 9.6: The designer can interact with the object to evaluate a vibrotactile feedback (left), and
leverage the rapid prototyping cycle provided by the system to fine-tune it (right).

The design tool proposes an intensity and modulation modifier, respectively modifying
the amplitude and frequency of the vocalization. The former is particularly useful to amplify
or dampen a vocalization when it does not match the initial intention of the designer, or
to balance several vocalization layers. The latter is useful to change how the vibrotactile
feedback can be perceived, as shown by previous work (Obrist et al., 2013).

In the pilot study, some participants remarked they would like to create random patterns
for certain tactile experiences they could not produce directly with their voice. Previous
work showed the interest of such patterns when generating virtual material to "evoke
natural experiences" (Strohmeier et al., 2020), as well as when designing robotic movements
to create more natural behaviors (Marino et al., 2017). Therefore, the design tool proposes a
randomness modifier to introduce noise in the feedback.

Lastly, the system provides an expressivenessmodifier that enables contrasting peaks in the
signal. Based on the pilot study, we noted participants repeating certain onomatopoeia, e.g.,
saying “tick”, to describe singular bursts in the tactile sensation. Such bursts can be smoothed
out based on the vocalization rhythm and the tool frame rate, thus the expressiveness
modifier enables designers to control their attack and intensity directly, whereas boosting
up the intensity would uniformly change the vocalization.

9.2.3.1 Implementation

Each modifier controls a given variable (E for expressiveness, R for randomness, I for
intensity, andM for modulation) that has a unique impact on the output signal. We detail
how we take into account these variables in the following, along with explanations about
how the vocalization-to-vibration algorithm iterates for each update cycle (50ms update
rate), see Figure 9.7.
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Figure 9.7: The playback pipeline. Based on the normalized samples produced by the mapping used,
we first compute the expressiveness, then add the randomness, and later apply the intensity
and modulation respectively. The resulting features are multiplied by the relative velocity
of the user’s movement for motion or positional mappings.

modifiers. We first apply the expressiveness modifier. It builds on a sigmoid function
using the normalized features to contrast peaks in the vocalizations:

Aexpr = Anorm ×
(

2

1+ e−E(Anorm−Amedian)
− 1

)
× e,

for

E ∈ ]0, 10],

where
e is an empirically informed constant;

A the amplitude of the current vocalization;

Anorm the normalized amplitude;

Amedian the median between the minimum and maximum amplitude.

We apply the same procedure for the frequency. Both the amplitude and frequency results
are added to the normalized features. We then add the randomness modifier, i.e., we add a
random value R× r with R ∈ [0, 1] and r ∈ [−0.5, 0.5]. As a last step, we add the intensity
value I ∈ [0; 1] to the amplitude, and the modulation valueM ∈ [0; 1] to the frequency.

velocity factor. For motion and positional mappings, once all modifiers have been
applied to the amplitude and frequency values, we multiply the ratio between the velocity
of the user’s action and the average recording velocity with Amod and Fmod.

After all the processing stages, the amplitude (Aout) and frequency (Fout) values are ready
to be sent to the controller for actuation.
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Figure 9.8: The custom actuator attached to the standard Oculus controller to enable direct parame-
terization of a vibrotactile signal’s amplitude and frequency.

9.2.4 Haptic Output

Varying both frequency and amplitude is essential to build a large gamut of tactile ex-
periences (Obrist et al., 2013; Strohmeier et al., 2018, 2020). While the SteamVR plugin
proposes to input both frequency and amplitude to control VR controller vibrations, it
seems to not correctly control these two variables for all commodity controllers. To verify
this, we performed hardware tests by placing an IMU on the Oculus controller and swiping
through frequencies using the same amplitude, which confirmed changing frequencies to
have no effect. To tackle this issue, we devised two possible solutions. Firstly, for commodity
controllers with frequency limitations, we compound the Fout result as a factor to the Aout,

Aout = Aout + (Fout × 2− 1)× f,

where
f = 0.25 is an empirically informed constant.

This method compensates for the limitations by varying vibrations based on frequency
modulation.
Secondly, to avoid restraining our vocalization approach with a low-resolution output,

we built an alternative hardware setup for more advanced vibrotactile rendering that can be
attached to the VR controller. We use a similar actuator (AFT14A903A) as the one found in



9.3 study 187

Oculus Touch controllers4. To compensate for natural resonant frequencies inherent to such
a device, we normalize the amplitude response of frequencies between 150Hz to 300Hz to
produce a 1G output approximation. We chose this frequency range as Pacinian cells are
most sensitive to ranges around 220Hz (Obrist et al., 2013; Strohmeier et al., 2020; Strohmeier
and Hornbæk, 2017; Verrillo, 1966), but the design tool can adapt to any kind of frequency
range as it solely deals with relative values. The final device is controlled by an ESP32-
DevKitC V4 microcontroller board, connected via USB. The input frequency, amplitude
and duration values sent by the host are used to create fitting sine waves to avoid artifacts
created by switching frequencies too abruptly. A digital potentiometer (AD5280BRUZ50)
applies the amplitude to the signal, and a Class D amplifier (PAM8403) amplifies the result
for playback by the actuator. We attach this custom actuator on the Oculus controller and
directly use the Aout and Fout values for vibrotactile actuation, see Figure 9.8.

9.3 study

We conducted a user study with novice hapticians in which they designed vibrotactile
sensations inside VR using their voice. The focus of this study was to assess the usability of
theWeirding Haptics concept and design tool, and better understand the research challenges
related to in-situ design of haptic feedback. We used a think-aloud process with open-ended
tasks. Ethical approval for this study was obtained from the Ethical Review Board of the
Department of Computer Sciences at Saarland University (No. 21-03-9).

9.3.1 Apparatus

To provide participants with a varying and attractive virtual environment, we created a
scene with 6 different types of objects, see Figure 9.9. These objects were partly inspired from
the pilot study, leveraged various types of interactions, and provided different appearances,
thus could convey various properties such as roughness, weight, or uniformity. Three
surface textures and two walls were stationary and allowed the user to design vibrotactile
feedback to touch events. Two sliders with different designs and two drawers of varying
materials invited participants to design positional mappings. Lastly, three boxes of different
sizes and two types of swords supported vibrotactile feedback for touch interaction or for
moving them. Vibrotactile feedback was first provided with the native actuators of the
Oculus Quest 2 controllers, followed by the custom actuator. This comparison aimed to
understand the effect of high-resolution frequencies on the vocalization design process.

4 iFixit Nintendo Switch Teardown — https://bit.ly/3E8Flo4

https://bit.ly/3E8Flo4
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Figure 9.9: Virtual objects used in the study to inspire participants to design vibrotactile feedback: (a)
boxes of different sizes, (b) surface textures, (c) slider, (d) slider with textures on sliding
rod, (e) medieval sword and lightsaber, (f) textured walls, and (g) metallic and (h) wooden
drawers.



9.3 study 189

9.3.2 Participants

We recruited a total of 8 novice hapticians (4 identified as male, 4 identified as female) aged
between 23 and 33 (avg. 27) with backgrounds in Computer Science, Media, Microbiology
and Linguistics. Three of these participants had participated in the pilot study, while 5
where newly recruited5. One participant indicated to regularly use VR for work purposes, 4
participants indicated to have experienced VR a few times, 1 participant indicated to have
experienced VR only once, while 2 participants did not have any VR experience at all. All
participants indicated to be novices in the field of haptic design. All participants provided
consent to record both video and audio during their session.

9.3.3 Procedure

Before starting the experiment, participants were explained the concept of designing hap-
tics through vocalizations. Using an example of a vocalization layer, see Figure 9.4, we
explained the procedure of creating, experiencing, fine-tuning and deleting layers. After
this introduction, participants were asked to attach a clip-on microphone and enter the
virtual environment by putting on the Oculus Quest 2 HMD.

Once inside the virtual environment, a training scene was loaded. Here, participants
calibrated the framework to their vocal range. We then introduced participants to the
controls and guided them in creating a vibrotactile design for touching a surface and for
grabbing a box. As soon as participants felt they could control the system efficiently, the
next scene was loaded. On average, this training task lasted around 14 minutes (σ = 2min).

The study scene consisted of all the objects depicted in Figure 9.9. We asked participants
to vocalize haptic experiences for these objects in a given sequence. To help them to get
inspired, we started the tasks with the three boxes and gave specific instructions for each
of them: we tasked participants to create the illusion of sand flowing, pebbles moving,
or a rock tumbling inside the small, medium, and large box respectively. For the other
objects, they were free to interact with each object as they saw fit and were allowed to
create, fine-tune and delete as many experiences as they wanted. Their initial designs
were first experienced with the native controller actuators for each object. Once they were
satisfied with the result, participants were asked to rate their creations based on their initial
vocalization intention on a 7-point scale, where 1 meant “not as intended”, and 7 meant a
“perfect fit”. If something was not aligned with how they wanted it to be, participants were
asked to elaborate on which aspects of the resulting experience felt close or near to their
intentions. After each rating, the haptic output was provided using the custom actuator.
Here, participants were able to experience their designs again and were free to fine-tune or

5 This partial overlap was caused by the difficulties of recruiting participants during the COVID-19 pandemic.
Due to the time in-between both studies (2 months) and their difference in nature, we did not find a reason for
this to bias participants’ performance.
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even re-design the experience if necessary. Again, they were asked to rate and elaborate on
the experience based on their intention. After completing the experiment, participants filled
out a demographics form, and were asked about their experience of designing vibrotactile
feedback using vocalizations.

On average, the study lasted 84 min (σ=14) and breaks were issued at the halfway point,
or upon request by the participant.

9.4 results

After the experiment, the video recordings and remarks provided by participants were
analyzed. Based on our observations, we assess the usability of our approach, reflect on
the impact of the Weirding Haptics core principles on the tactile experiences created, and
discuss the limitations of our current approach for designing vibrotactile feedback in VR.

9.4.1 In-Situ Design of Vibrotactile Feedback

After a relatively short training session, all participants were able to design and fine-tune
vibrotactile experiences regardless of their previous experience with VR. On average, the
designed feedback was indicated to be close to their intention (x̄ = 5.49), see Figure 9.10.
The highest average rating was given for feedback designed for the lightsaber (x̄ = 6.25),
followed closely by the textured slider (x̄ = 6.13), the illusion of a rock inside the large
box (x̄ = 6.13), and opening or closing the wooden drawer (x̄ = 6.06). The lowest ratings
were given to the designed feedback of touching the right wall (x̄ = 4.63), and the right
texture (x̄ = 4.21). Participants commented that the initial experience felt “surprisingly
good” (P3) and rated their overall experience positively (P4: “it was fun”; P8: “it’s really
cool, it’s fun”). Interestingly, we observed participants being sometimes satisfied by the
result of a vocalization on the very first iteration, i.e., recording one vocalization that
would instantly match their intention, see Figure 9.11b. This indicates novice hapticians can
produce vocalizations that are accurate enough to match their intention using an in-situ
design approach.

On average, participants used 1.11 layers (σ = 0.37) for each tactile experience. Most of
the designed tactile experiences consisted of a single vocalization layer (81.21%), while the
use of 2 (6.84%) or even 3 layers (1.71%) was infrequent. While some participants intuitively
used this feature to enhance experiences, others needed to be reminded of its availability, or
we had to explain to them how a certain effect they described could be implemented using
this feature. Designs using multiple layers were mostly aimed at adding more detail to a
signal. Additionally, by using layers, participants were able to separately design individual
features of the tactile experience. For example, while looking at the lightsaber, P3 said "OK,
I’m going to do two layers" and proceeded to create two layers with two different mappings,
one for the background humming and another for the waving interactions, see Figure 9.11a.
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Figure 9.10: Occurrences of the participants’ ratings for each object used in the validation study.

9.4.2 Spatio-Temporal Mappings Usage

From the created designs, we saw that both the motion and positional mappings were most
commonly used, respectively 63 (50%) and 34 times (27%), while the instantaneous and
continuous mapping were less common, respectively 17 (13%) and 13 times (10%). This
underlines the relevance of mapping vibrotactile feedback to spatial and temporal interac-
tions in the VR environment. Figure 9.11a shows an interesting example of a participant
leveraging two layers to produce an experience combining continuous andmotionmappings.
Figure 9.11c depicts an example where a participant designed vibrotactile actuation for
opening a metallic drawer. As noted by the participant, it was important to have a smooth
experience that would provide an intense “boom” when the drawer reached the end. While
the mappings available in the design tool enabled participants to create various experiences,
participants were sometimes missing added temporal or spatial resolution. For instance, in
our design tool vocalizations start as soon as the user starts interacting, however, this was
not always matching the user’s intention (P1: “the sword, for instance, I had some vibrations
when I was taking it, but not when I was putting [it] back on the table”). Also, some partici-
pants wanted to have more degrees of freedom on the action performed. For instance, one
participant wanted to trigger different vocalizations based on the direction of the movement
while stroking a texture (P4: “one [vocalization] I’d like to have when I move to the right, and
one [vocalization] when I move to the left”) and another wanted to feel sand moving inside
the box only when rotating it, but not when translating it (P8: “I would have found it cooler
to use the rotation as the playback [...] now it does not really matter how you move it, since I
am moving it will produce this [output]”).

9.4.3 Relevance of the Fine-tuning Modifiers

Generally, participants felt more inclined to alter the experience with modifiers than to
re-record their vocalization, as explained by P2: “for me, it’s better to adjust the first recording
than to record over and over again”. We observed participants manipulating modifiers
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a

b c
Figure 9.11: Examples of vibrotactile experiences designed by the participants during the study: (a)

two layers with different mappings for isolating tactile experiences of a lightsaber, (b)
the illusion of pebbles inside a box when shaking, (c) emphasis on end of movement
with positional mapping when interacting with a drawer. More examples can be found
in Section c.1.
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extensively to refine a vocalization layer for better matching their intentions. Out of 117
effective vocalization layers, only 19 (16%) were left with modifiers untouched, which
indicates the importance of the fine-tuning phase. Expressiveness was used 58 times (50%)
and helped, for example, to make the rock illusion more convincing (P1: “[expressiveness]
makes the rock feel bigger”). Randomness was used 28 times (24%) and helped, for example, to
create more sand grains in the small box (P7: “[randomness] helps to make [the objects inside]
feel less dense.”, or make a surface rougher (P6: “Randomness [...] makes [the slider] rougher.”).
Intensity was used often (66 times, 56%) to amplify a vocalization, and sometimes to balance
various layers. However, modulation was used less (25 times, 21%) as its effect only slightly
impacted the experience using the commodity controller. When using the custom actuator,
modulation was used more often to fine-tune experiences, as here the effect was clearly
noticeable. Overall, these results indicate fine-tuning modifiers are essentials to design
vibrotactile feedback in-situ through vocalizations. However, several participants wished
a more pronounced visual feedback on the effect of modifiers, as part of the waveform
representing the vocalization.

While Weirding Haptics promotes direct manipulation and rapid prototyping through a
quick vocalization process rather than through extensive post-processing functionalities,
participants pointed out an important trade-off in the design process: they were missing
audio processing functionalities. For example, they wanted to trim or dampen part of the
vocalization to better control the timing of the vocalization or to fine-tune it (P2: “can I
somehow delete one part of the audio, because [then the experience] would be perfect’, P5: “It
would be very good if I can directly edit this [waveform]. [...] I would like to remove this part”).
Several participants wanted to apply the modifiers to certain parts rather than the entire
vocalization (P2: “I would like to [apply] intensity only on this part of the audio, but if I adjust
the intensity, everything will change”). Some participants wondered whether they could
speed up or down the vocalization they recorded to better match the movements performed
in the playback phase (P8: “can I speed it up? That would be great”).

9.4.4 Output Modalities

To understand the effect of high-resolution frequencies on the vocalization design process,
participants were asked to rate all experiences using both native and custom actuators. On
average, the former was rated lower than the latter (native actuator: x̄ = 5.25; custom
actuator: x̄ = 5.75; Mann-Whitney test: p < 0.01, r = 0.361 - moderate effect). Participants
found the custom actuator could “bring out the details” (P1) of the experience and made
objects feel lighter or heavier (P6: “it feels heavier, and it makes it more realistic kind of "; P8:
“feels much more heavy, much more deep, and way too strong”). Outputting frequencies could
also produce better precision (P7: “it feels like a smoother experience, like I am pulling the
drawer more easily”; P8: "it’s more refined, there is more difference in the signal”), or increase
the randomness or sharpness of the experience (P3: “feels more random”). Additionally,
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frequencies produced rougher (P7: “it feels better, it feels rougher”) and stickier sensations
(P8: “it feels like it’s slightly sticky [...] that’s actually not what I wanted, but feels pretty cool”).

However, sometimes the custom actuator produced worse experiences. Some participants
remarked it could introduce a sense of delay (P3: “weird, it feels delayed”; P6: “it feels more
off, it does not really react to my movements”) or dampen vibrations to the extent of canceling
out important bits of a vocalization (P3: “it feels like there is a dip [...] like you’re not doing
anything”). While producing sharper experiences made some of the experiences more
convincing, it could also feel off in certain cases (P5: “I think you made it even more random
and also sharper, but in this case, it should not be sharper”; P7: “it does not feel as smooth”).
Similarly, while frequencies induced weight, it sometimes did not align with the intention
of the participant (P4: “it feels a bit softer, that’s not how I imagine it would feel”; P8: “too
deep kind of ”).

9.5 discussion

Here, we discuss lessons learned through the implementation of our design tool and ob-
servations from our studies. We reflect on Weirding Haptics’ efficiency to rapidly design
vibrotactile feedback using the voice, as well as limitations highlighted during design. Fur-
thermore, we formulate important design implications uncovered by the results of our
initial validation study for in-situ fast-prototyping of vibrotactile feedback.

in-situ design of vibrotactile feedback Our validation study results show
that novice hapticians can use their voice to design a variety of tactile experiences that
match their intention, after only a short training period (∼15min). They quickly grasped
how to control vibrotactile feedback through vocalizations, and how to interact with virtual
objects to map these vocalizations to actions in the VR environment using spatio-temporal
mappings. While users have created interesting tactile experiences only with their voice,
they fine-tuned most (84%) of the vocalizations with the set of modifiers proposed by our
design tool. This highlights the importance of the refinement phase in the design process.
Furthermore, while we offered a multi-layered vocalization approach, in most cases (81.20%)
a single vocalization layer was sufficient to reach the user’s goals.

high-resolution spatio-temporal mappings While the number and type of
virtual objects used in our study might have constrained the mappings used, all available
spatio-temporal mappings were used during the study. The limitation placed on the po-
sitional mapping to be constrained to a line segment was not mentioned as an issue by
participants. As the visual mapping corresponded to the vibrational mapping, the interaction
was similar to how real-world interactions are constrained, e.g., when opening a door using
its handle the same path is traversed each time. Future versions of our framework could
extend the positional mapping’s functionality to consider any segment in 3D space.
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Some participants were observed using multiple mappings for a single interaction by
leveraging multiple vocalization layers. While participants created convincing tactile expe-
riences with these mappings, they sometimes remarked missing some degree-of-freedom
to map their vocalizations to visuo-spatial features or specific actions. For example, some
participants wanted to map vibrotactile feedback to visuo-spatial features of a texture (e.g.,
holes between bricks in a wall), or trigger vibrotactile feedback based on the direction or
type of their movements (rotational vs. translational). While such features can be supported
by analyzing users’ movements in more depth, high resolution spatial alignments remain a
challenge. To tackle this, one could identify the correct part of the vocalization, and inter-
polate the feedback between landmarks of the same object. Our framework is compatible
with more advanced mapping schemes, as extensions can easily be incorporated.

trade-off in the fidelity level while fine-tuning Our studies highlighted
the importance of the fine-tuning process while designing vibrotactile feedback, as also
indicated in previous work (Seifi et al., 2014). With fine-tuning modifiers, our design tool
supports rapid iterations for low- and medium-fidelity prototyping. Nevertheless, partici-
pants required a finer control of the vocalization audio processing. A recurring request was
to provide tools to trim the audio signal to compensate for delays and support better timing
of the vocalizations, as well as edit (with the modifiers or other functionalities) parts of the
audio to preserve satisfactory ones. This underlines a limitation in the timeliness aspect
of our design tool, as well as a trade-off between the fast-prototyping approach supported
by our tool and the relatively high-fidelity control participants aimed to have. While we
expected users to re-record mistimed vocalizations, they seemed to be willing to spend
more time fine-tuning features of their recordings. Future work will need to investigate the
inclusion of higher-fidelity editing features with the ease and directness of in-situ design.

generalizability of weirding haptics With Weirding Haptics, a vocalization
is strongly bound to the object interactions performed while recording. A drawback of this
principle is that in order to experience exactly the same experience, one might need to
execute exactly the same action (e.g., waving an object using the same timing). Generalizing
object interactions to match several interactive scenarios remains a major challenge. To
achieve this, a designer’s object interactions and vocalizations need to be considered in
depth.

Furthermore, the Weirding Haptics design tool only considers single-object manipulation.
Yet, many haptic experiences felt in the physical world involve several objects interacting
together (e.g., sliding a cup of coffee on a table). Enabling free design of multi-object
interactions is not obvious to design tools centered on non-expert users. Open challenges
relate to how vocalization layers are assigned in this case, and how to manipulate them.
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actuator’s output resolution. We compared two levels of resolution with two
actuators.While we observed higher resolution output to producemore accurate experiences
with respect to users’ expectations, we constrained users to design with the low resolution
actuator. Future work should investigate differences in design strategies depending on the
degrees-of-freedom.

9.6 conclusion

We presented Weirding Haptics, a novel concept for in-situ rapid prototyping of vibrotactile
feedback in VR environments. Designing such feedback in-situ enables designers to syn-
chronize vocalizations and object interactions using automatically inferred spatio-temporal
mappings. Moreover, to provide a rapid design cycle inside VR, we identified fine-tuning
modifiers to refine vibrotactile feedback and compensate for vocal limitations. Based on
these insights, we presented a VR design tool implementing Weirding Haptics. Through a
validation study, we tasked novice hapticians to freely design a set of haptic experiences
for several virtual objects. The study results show that Weirding Haptics enables designing
vibrotactile feedback that matches the designer’s expectations, after only a short training
time. Our observations uncovered important research challenges for the design of haptic
experiences in-situ.
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Everything you need to know you have
learned through your journey.

— Paulo Coelho, The Alchemist

10
GENERAL CONCLUS ION

In the final chapter, we conclude this dissertation. Firstly, we provide a summary of our
work aimed at understanding and improving the design of tactile experiences for virtual
environments. Next, we frame and outline the major contributions made in terms of the
research questions posed in Chapter 1. With an eye towards the future, we underline the
limitations of our approach and describe potential future work.

10.1 summary and contributions

In this work, we investigated the design of tactile experiences for immersive virtual envi-
ronments (IVEs). Our main question, guiding this work, inquired how our understanding
of real-world touch experiences could enhance the design of effective tactile feedback. To
contribute to this, we looked towards the research fields of human-computer interaction
(HCI), haptic design, fabrication, haptics, and virtual reality (VR). Our methods considered a
wide range of approaches, including prototyping, and procedural and computational design,
and relied on investigation and validation through user studies, such as semi-structured
interviews, and laboratory studies. To derive answers and insights, we used statistical meth-
ods for hypothesis testing, statistical analysis for dataset visualization and investigation,
and qualitative research approaches, such as thematic analysis (Braun and Clarke, 2006).

Our work is motivated by the importance of haptic feedback for virtual experiences. As
VR technology is finding itself into our everyday lives, the user’s experience of the virtually
generated world highly depends on convincing and plausible stimulation of different senses.

199
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Without appropriate haptic feedback, the illusion of virtual objects breaks as users grasp for
thin air. In turn, this negatively affects the user’s sense of presence, which has detrimental
effects on the effectiveness of the virtual experience.While the necessity of haptic feedback is
well understood, designing for the sense of touch remains challenging. As haptic experiences
are inherently personal and private, they are difficult to capture and share. Additionally,
haptic media is poorly understood and highly novel to most designers, while lacking a
set of basic building blocks to design from. From these insights, we formulated the main
question guiding our work, and considered different perspectives which we used to pose
our research questions. The main research question is as follows.

How can we utilize our understanding of real-world touch experiences to

enhance the design of tactile feedback for immersive virtual environments?

To provide the necessary foundation, we build our work upon a broad range of back-
ground and related work. Our investigation started out by framing the human aspects of
perception in Chapter 2. With a focus on haptic perception, we noted that touch sensations
arise from mechanoreceptors innervated in our skin, muscles, and tendons. We particularly
saw that tactile perception consists of different dimensions, i. e., (macro and micro) rough-
ness, hardness, warmness, and friction, which are investigated using different exploratory
procedures. However, the sense of touch presents a multi-modal challenge, as perceptual
processes integrate different sensory modalities to create robust internal representations. To
understand how these sensations can be investigated, we outlined the field of psychophysi-
cal investigation. These elements underlined the complexity of designing and evaluating
haptic experiences, specifically in terms of texture and material perception.
In Chapter 3, we investigated the history of VR and provided an overview of ongoing

research. Our investigation uncovered the importance of the user’s sense of presence to
provide convincing and plausible experiences, and underlined that effective and appropriate
haptic feedback is an essential aspect. Furthermore, we provided an overview of previous
workwhich has explored a plethora of approaches for simulating different haptic experiences.
Whereas active haptic feedback (AHF) involves the use of haptic interfaces that mechanically
adjust their internal actuators in order to simulate the appropriate haptic feedback to the
user, passive haptic feedback (PHF) relies on passive objects, or props, to serve as physical
proxy objects, or proxies, for virtual representations. Additionally, mixed approaches, such
as dynamic passive haptic feedback (DPHF), or substitutional reality, take advantage of both
worlds to stimulate the user’s tactile senses. While these methods allow users to engage
in convincing tactile experiences, such as the perception of different shapes, textures, and
materials, each approach has their own drawbacks and caveats. Moreover, there is still
no generalizable and scalable method for simulating detailed and realistic surface texture
perceptions, such as the perception of roughness or hardness, for tactile exploration in VR.
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Lastly, we considered the field of haptic design to understand how haptic experiences are
built, and why this remains challenging. We noted that this field is establishing itself by
investigating universal and sustainable design practices that build upon other areas, such
as user experience design. From a technological perspective, we noted that different haptic
technologies afford highly different approaches. In the field of active haptic experiences,
design approaches have evolved from relying on low-level signal parameters, such as
frequency and amplitude, to providing different conceptualizations of haptic sensations
for creating more understandable haptic effects. Meanwhile, in the field of passive haptic
experiences, recent advancements in fabrication technologies have been used to produce
rich and fine-grained tactile structures. However, both technologies are burdened by the
difficulty of transferring design parameters to generalizable and scalable haptic effects,
specifically in the context of VRs. To bridge the gap between the process of haptic design
and the experience of the end-user, computational design approaches model physical
experiences, while haptic reproduction methods aim at reproducing real world impressions,
and perceptual modeling techniques have been used to build an understanding of a user’s
sense of touch in relation to physical design variations.
In our work, we aimed to enhance the design of tactile experiences for visuo-haptic

exploration. We proposed different methods to support the haptic design process in creating
feedback that provides users with realistic impressions aligned to the designer’s intention.
Specifically, we investigated haptic reproduction through capturing and fabricating surface
microgeometry, procedural haptic design by generating and fabricating haptically-varying
surface structures, and crossmodal correspondence by translating designers’ vocalizations
into vibrotactile actuation.

10.1.1 Major Contributions to RQ1

With rq1, we looked towards the reproduction of real-world haptics to enhance the design
of tactile experiences. The idea behind this follows the notion that designers are already, or
could easily get, intimately familiar with their physical surroundings. By taking inspiration
from the real world, and reproducing such experiences, the process of haptic design can be
guided by designers’ personal haptic impressions.
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rq1: How can reproduction of real-world haptics enhance the design of tactile
experiences for IVEs?

• Haptic reproduction of physical surface information supports the design of a
wide gamut of feel aesthetics.

• Visuo-haptic combinations of virtual textures and physical replicas are able to
build material perception in VR.

• Using vocalizations, designers are able to reproduce tactile impressions to
design vibrotactile feedback during object interaction in VR.

We firstly looked towards haptic reproduction, i. e., the direct replication of physical
information to serve tactile experiences. To this aim, we built upon an existing method for
capturing a surface’s microgeometry, and reconstructed the stable surface information of a
set of 15 textures from a texture sample book. Fabric sample books often contain different
texture samples consisting of identical material and texture properties, but with varying
visual appearances. With our digitization process, we abstract the visual information of our
set of textures from their haptic characteristics.
In Chapter 5, we investigated this approach by studying which tactile information is

reproduced through additive manufacturing. From the evaluation of the replicas compared
to the original surfaces, we saw that that direct reproduction of a material’s surface can
approximate the perceived geometry of some materials, but it was not sufficient to consis-
tently mimic their haptic impression. However, both in terms of perceptual features, such as
roughness, and material perceptions, our digital reproductions show a great variation only
through alterations of their surface construction. Therefore, our approach supports a wide
gamut of feel aesthetics. We further investigated the shift that occurred after replication,
and discovered that the change in perception of the reproduced samples was not stochastic,
but rather followed a uniform transformation. To find this transformation, we conducted
a magnitude estimation study, and recovered a perceptual space of our samples, which
we correlated with measurable physical attributes. We leveraged our perceptual space to
formulate direct strategies that can be applied to the digital designs to better resemble the
haptic sensations of the original materials. The technique we proposed directly benefits
fabrication methods of haptic features, and provides insights for the field of haptic design by
supporting hapticians in creating versatile haptic experiences through capturing real-world
information for fabrication processes.

In Chapter 6, we further examined our set of replicas and investigated how the captured
physical information can be combined with visual information using VR. From the results of
a user study where we presented participants with physical replicas overlaid with different
visual variations, we saw that perceptual discrepancies showed haptic dominance in most
cases. Interestingly, in terms of material perception, the visuo-haptic combinations were
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interpreted in a wide gamut. This underlined that reproduced physical structures using a
uniform material, i. e., plastic, can be combined with visual information to build material
and texture perception in virtual settings.

Furthermore, we contributed to rq1 by investigating reproduction of tactile experiences
using vocalizations. Here, the idea is to enable designers to express the tactile experiences
they aim to design, such that the replication process of haptic experiences is done by the
designers themselves. Specifically, we contributed a design tool called Weirding Haptics in
Chapter 9 which allows designers to record their voices during interaction with virtual ob-
jects. These vocalizations are then converted to vibrotactile actuation, and can be iteratively
refined to build effective tactile experiences.

10.1.2 Major Contributions to RQ2

With rq2, we considered procedural fabrication methods to enhance the design of tactile
experiences for IVEs. Here, rather than replicating real world information, we utilize digital
design processes to create more flexible and universal structures that directly influence
tactile dimensions, i. e., roughness and hardness. By utilizing such structures in visuo-haptic
settings, we aimed to build more flexible tactile experiences, and extend the wide gamut of
material perception we noted in the previous approach.

rq2: How can procedural fabrication methods enhance the design of tactile experi-
ences for IVEs?

• Procedural generation of haptically-varying structures is able to reliably influ-
ence tactile perception in terms of hardness and roughness.

• Visuo-haptic combinations of virtual textures and procedurally generated
structures are able to extend the gamut of material perception in VR.

• Procedural fabrication is able to extend the scalability and generalizability of
PHF through on-demand production of haptic proxies.

In Chapter 7, we utilized the high resolution of available digital fabrication technology
to generate fine-grained surface variations. Specifically, we constructed 3D-printed hair-
like structures that varied with a single parameter, i. e., hair length. From the results of
a user study, we confirmed that the construction of these structures was able to reliably
influence tactile perception in different dimensions. Combined with visual textures, we
found that visual-haptic augmentations enhance the user’s haptic perception by making
small variations in hair length distinguishable.

As visual and haptic information was manipulated individually, we were able to investi-
gate a wide range of visuo-haptic combinations. While matching perceptions correlated
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to a higher rate of material recognitions, mismatches presented an interesting case to
understand multisensory integration. As users actively made sense of mixed modalities,
mismatches were clarified with adjectives. Moreover, in certain instances, the variation in
haptic perception for a given virtual texture led to perceptional switches where perception
of a material changed.

Our results underline that digital fabrication technology lends itself to share and produce
physical objects on demand. Specifically for VR, our approach is able to support passive
haptic feedback, where physical props are used as haptic proxies for virtual objects. By
overlaying proxies with visual textures, we showed that the visuo-haptic perception of
tactile textures can be simulated, and that fabrication of proxy objects is able to extend the
scalability and generalizability of PHF.

10.1.3 Major Contributions to RQ3

With rq3, we investigated correspondences between different sensorymodalities to enhance
the design of tactile experiences. As perceptual processes actively build our understanding
of the world, perceptual representations stemming from different modalities are shared
between the senses. This leads to non-arbitrary associations between features of different
stimuli, e. g., the agreement between the color red and awarm temperature, or the correlation
of the visual speed of an object and a higher pitch level of an associated sound. In our work,
we look towards correspondences between tactile, visual, and auditory modalities.

rq3: How can correspondences between different sensory modalities enhance the
design of tactile experiences for IVEs?

• Crossmodal correspondences between visual and haptic sensations are able to
support material and texture perception in IVEs.

• Crossmodal expression through vocalization is able to transfer design intent
into effective haptic experiences.

In Chapter 7, we investigated the relationship between visual textures and haptic impres-
sions. In a virtual setting, we asked participants to rate tactile properties of visual textures
using only visual exploration, and of physical structures using only haptic exploration.
By combining visual and haptic information using PHF in VR, we saw that the matching
rate of the visual and haptic perception positively correlated to material perception. This
underlines that the single material of the physical structure, i. e., plastic, was interpreted as a
broader range of materials due to the combination of visual textures and physical structures.
Building upon correspondences between visual and haptic sensations is therefore able to
support material and texture perception in IVEs.
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In Chapter 8, we investigated the relationship between the haptic and auditory modalities.
Specifically, we performed an elicitation study where participants were asked to vocally
express the tactile impression received during interaction with a wide range of objects.
Following this method, we saw that the spatio-temporal relationship of interacting with
objects is essential to communicate such experiences, while a layered and incremental design
process is required to support untrained voices. In Chapter 9, we built upon these insights
with the design tool called Weirding Haptics, and saw that novice designers were able to
rapidly create vibrotactile experiences aligned with their intention. Utilizing crossmodal
expression was therefore able to transfer design intent into effective haptic experiences.

10.2 limitations and future work

The work presented in this dissertation is subject to certain limitations, which can be
improved in future work.

datasets Several chapters in this work utilized specific sets of objects, materials and
textures, some virtual, others physical. The set of textures used in Chapter 5 and Chapter 6
stemmed from a single fabric sample book, while the virtual textures used in Chapter 7 and
Chapter 9 were purchased online, and the objects interacted with in Chapter 8 were chosen
based on availability in the lab. The selection of these artifacts presents a dependency that
might have influenced certain results.

For example, in Chapter 5, for analyzing the effects of the manufacturing process on the
printed replicas, we needed a representative dataset of samples that vary in compliance,
geometrical features, and used materials. We opted for a set of 15 cloth samples that we
show achieve good coverage in both measured and perceived assessments, with the hopes
that the results we achieve in our work would generalize to other material categories. An
interesting direction of future work is to investigate new materials, e. g., leathers, metals, or
woods, and observe if the results from this work generalize beyond our cloth samples.

Similarly, the objects used in Chapter 8 were selected to cover a broad range of object-
action tasks to include tactile experiences produced by object deformation, object actuation,
or object texture. The final set of 44 objects came about gradually, and was iterated over
several times by the main collaborators. However, our list is not exhaustive, meaning that
future work is needed to ensure generalizability, and to explore other types of interaction
that produce tactile impressions, e. g., object-to-object interactions.

printing technology Several chapters in this work rely on digital fabrication
technologies to produce haptically-varying structures. Here, the choice of both hardware
and software used, depended on availability. While the results of different studies agreed
on several insights, further work is needed to ensure generalizability.
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In Chapter 5, Chapter 6, and Chapter 7, our results are dependent on the availability of
a sufficient printing resolution respectively to reproduce surface microgeometry, and to
produce hair-like structures. Unfortunately, common consumer 3D-printing technologies
utilize FDM approaches, which rely on filaments at scales that dominate the haptic feedback
of many everyday materials. However, higher resolution printing techniques are slowly
becoming more accessible. Resin printers with comparable resolution to multi-jet printers
are becoming available at competitive prices to FDMs.We believe that now is the correct time
to study the haptics achievable with higher resolution processes, as the results discovered
today will help makers design haptic experiences soon.
The respective studies focused on the most commonly available material for printing,

namely hard plastic polymers. We believe our results are robust to specific plastic selection,
as the main difference will be in the coefficient of friction between the material and the
finger. This is supported by the results of Chapter 5, where we found only a weak correlation
between friction and the remaining perceptual attributes. This indicates that changing the
plastic material will likely not have a significant effect on other perceptual attributes. An
exciting avenue for futurework is to investigate the use of soft materials, as the demonstrated
coupling between hardness and roughness leads to an interesting optimization problem.

The proposed observations and strategies for appropriating the haptics of real-life mate-
rials are valid only for the used fabrication process. Utilizing drastically different processes
and/or materials would lead to perceivable differences in haptic response. While in principle,
our study design can be replicated for each new fabrication setup, it might be inefficient in
the number of samples and participants required. To this end, an interesting future work lies
in identifying a minimal dataset that should be fabricated with a new process to calibrate
the haptic reproduction capabilities.

tactile dimensions In order to understand users’ tactile experiences, we inquired
them about their perception in terms of different tactile dimensions. To this aim, most of
our work focused on the dominant dimensions of roughness and hardness. However, as the
results in Chapter 5 show, different tactile dimensions are correlated, indicating that further
work is needed to assess each dimension’s respective contribution to material perception.

The latter is emphasized by the individual assessment analysis in Chapter 5. Here, we
found a surprising result, that reproducing the surface geometry is not always sufficient
to match the perceived roughness. We explained this by an effect on the compliance of
the sample on the perception of roughness. It is possible that such coupled effects also
affect the perception of other physical attributes like hardness and friction. An interesting
avenue for future work would be to investigate materials that match in a physical property
but manifest extreme variation in others. This would allow us to investigate how we can
leverage the perceptual coupling between individual physical parameters to design better
haptic experiences.
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Furthermore, our digital replicas manifest similar perceived friction to the original mate-
rials. While we did not specifically optimize for the perceived friction, our reproduction
process relies on mimicking the surface geometry, which is one of the governing factors
for friction (Skedung et al., 2020). The second important factor is the used materials. An
interesting direction of future work would be to investigate how much influence on per-
ceived friction do common manufacturing materials have, and how much we can affect the
perceived friction by adjusting the surface geometry.

extending the haptic gamut In our work, several investigations into individual
material perception revealed that different approaches can produce materials with a wide
range of perceived qualities, ranging from plastic-like to wood-like. Considering that our
fabricated structures consisted of a uniform material, the one-to-many relationship from a
single physical material to multiple visuo-haptic material perceptions uncovers potential
for future work. An interesting approach lies in further exploring the classes of materials
that can be manufactured and quantifying the haptic gamut of a particular manufacturing
method.
Furthermore, most of our studies utilized a static approach to PHF, as the focus was on

investigating users’ visuo-haptic perception, rather than providing them with an interactive
virtual experience. Therefore, it remains to be seen how our approach to tactile experience
design holds up in more engaging contexts, e. g., VR gaming or training scenarios. An
engaging path for future work would be to combine fabricated proxies with other techniques
for redirection in VR, e. g., haptic redirection, or through the use of a controller interface,
such as the Haptic Revolver (Whitmire et al., 2018).
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256 annex: expressing tactile feedback

b
ANNEX : EXPRE S S ING TACT I L E F EEDBACK

b.1 pilot study

Category Actions Object #Objects
Push flick paper football

5

marble

push small
medium box

large

Slide sliding finger over smooth
rough textured surface

6
rougher

sliding hand over smooth
rough textured surface

rougher

Rotate mix water
in cup with finger

3sand

waving fan

Pull stretch with fingers soft
elastic band

6

strong
textured hairtie

stretch with hands soft
exercise band

strong

pull feet of small tripod

Passive Feel
touch

base
toothbrush

3tip

pour water bottle

Tool Slide slide small coin
table

4
large coin

slide boxcutter knife
camera trolley

Tool Rotate rotate (smooth) potentiometer

5

servomotor
stepper motor
dial (boxcutter)

turn with both hands steering wheel

Tool Pull/Push pull bike pump

4
open door

open drawer

open scissors

Tool Press push small
button

4
medium

large

press pressure pen

Press press finger soft
sponge

5

stiff

squeeze soft
sponge

stiff

pressing two hands pregnancy ball

Figure b.1: List of actions and objects used in the pilot study.
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c.1 participant design examples
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258 annex: prototyping vibrotactile feedback

(a) Design of vibrotactile feedback for a slider with textures on top. Here, the difference in vocalization strength
(see waveform) is balanced out using the expressiveness and intensity modifiers

(b) Design of vibrotactile feedback for a virtual lightsaber. Here, a layer with a continuous mapping provides
active background vibrations, while a layer using a motion mapping emphasizes the swing of the lightsaber.

Figure c.1: Example designs using multi-layered approaches.
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(a) Illusion of pebbles inside a box. Here, the initial
vocalization provided the intended result, as no
modifiers were changed.

(b) Illusion of a rock inside a box. Here, the modula-
tion modifier was used to provide a sharper sensa-
tions.

Figure c.2: Example designs for simulating illusions inside boxes.

(a) A smooth, continuous sensation ends with a
“boom” upon opening the drawer and reaching
the end.

(b) Here, the participant aimed to create a sensation
when dropping the sword, indicating a limitation
of the current framework.

Figure c.3: Example designs for a metallic drawer and a metal sword.



260 annex: prototyping vibrotactile feedback

Figure c.4: Design of vibrotactile feedback for touching a brick wall. Here, the modifiers were
extensively changed to enhance the experience. Note the high amount of randomness
aimed at providing the sensation of touching stone features.



rip and tear
until it is done





colophon

This document was typeset using the typographical look-and-feel classicthesis
developed by André Miede and Ivo Pletikosić. The style was inspired by Robert Bringhurst’s
seminal book on typography “The Elements of Typographic Style”. classicthesis is
available for both LATEX and LYX:

https://bitbucket.org/amiede/classicthesis/

https://bitbucket.org/amiede/classicthesis/

	Dedication
	Abstract
	Zusammenfassung
	Publications
	Acknowledgments
	Contents
	List of Figures
	List of Figures

	List of Tables
	List of Tables

	Acronyms
	Acronyms

	 Foundation
	1 Introduction
	1.1 Motivation
	1.2 Problem Statement
	1.3 Research Questions
	1.4 Research Methodology
	1.5 Contributions
	1.6 Thesis Overview


	 Background & Related Work
	2 Senses, Sensations, and Perceptions
	2.1 Understanding Perception
	2.1.1 Haptic Perception
	2.1.2 Visual Perception
	2.1.3 Multisensory Perception

	2.2 Psychophysical Investigation
	2.2.1 Psychophysics
	2.2.2 Experimental Components
	2.2.3 Procedures and Analysis

	2.3 Material and Texture Perception
	2.3.1 Perceptual Investigations
	2.3.2 Psychophysical Dimensions
	2.3.3 Material Perception

	2.4 Conclusion

	3 Immersive Virtual Environments
	3.1 Virtual Reality
	3.1.1 A Montage of Virtual Reality
	3.1.2 The State of Virtual Reality
	3.1.3 Application Areas

	3.2 But What is Reality?
	3.2.1 Building a Virtual Illusion
	3.2.2 System Immersion
	3.2.3 Feeling Presence

	3.3 Haptic Feedback
	3.3.1 Haptic Interfaces
	3.3.2 Active Haptic Feedback
	3.3.3 Passive Haptic Feedback

	3.4 Conclusion

	4 Designing Tactile Experiences
	4.1 Haptic Design
	4.1.1 Central Challenges
	4.1.2 Haptic Experience Design

	4.2 Tactile Signal Design
	4.2.1 Haptic Signals
	4.2.2 Design Methodologies
	4.2.3 Design Tools

	4.3 Fabricating Haptic Artifacts
	4.3.1 Fabrication Technologies
	4.3.2 Fabricating Tactile Artifacts

	4.4 Modeling Tactile Responses
	4.4.1 Computational Design
	4.4.2 Haptic Reproduction
	4.4.3 Perceptual Modeling

	4.5 Conclusion


	 Contributions
	5 Capturing Tactile Properties for Haptic Reproduction
	5.1 Introduction
	5.2 Haptic Surface Replication
	5.2.1 Approach
	5.2.2 Surface Reconstruction
	5.2.3 Textures

	5.3 Study
	5.3.1 Apparatus
	5.3.2 Participants
	5.3.3 Procedure
	5.3.4 Design

	5.4 Results
	5.4.1 Individual Tactile Ratings
	5.4.2 Tactile Correlations
	5.4.3 Material Perceptions
	5.4.4 Analysis of Similarities
	5.4.5 Perceptual Space

	5.5 Discussion
	5.5.1 Surface Haptics Appropriation
	5.5.2 Applications for Fabricating Haptics

	5.6 Conclusion

	6 Visuo-Haptic Perception of Replicated Texture Surfaces
	6.1 Introduction
	6.2 Visuo-Haptic Texture Replicas
	6.2.1 Sample Selection
	6.2.2 Virtual Texture Models

	6.3 Study
	6.3.1 Apparatus
	6.3.2 Participants
	6.3.3 Procedure
	6.3.4 Design

	6.4 Results
	6.4.1 Modality Variation
	6.4.2 Subjective Material Perception

	6.5 Discussion
	6.6 Conclusion

	7 Procedural Texture Perception in Virtual Reality
	7.1 Introduction
	7.2 Hair-Like Structures for Texture Perception
	7.2.1 Use Cases
	7.2.2 3D-Printed Hair
	7.2.3 Augmented Virtual Textures

	7.3 Study
	7.3.1 Apparatus
	7.3.2 Participants
	7.3.3 Procedure
	7.3.4 Design

	7.4 Results
	7.4.1 Baseline Results
	7.4.2 Roughness and Hardness Augmentation
	7.4.3 Perception and Matching Rate
	7.4.4 Subjective Material Perception

	7.5 Discussion
	7.5.1 Haptic Perception of Hair Length
	7.5.2 Haptic Perception of Visual Textures
	7.5.3 Cross-Modal Consistency
	7.5.4 Visuo-Haptic Material Perception

	7.6 Conclusion

	8 Crossmodal Expression of Tactile Feedback
	8.1 Introduction
	8.2 Study
	8.2.1 Design and Apparatus
	8.2.2 Participants
	8.2.3 Procedure
	8.2.4 Analysis

	8.3 Results
	8.3.1 Spatio-Temporal Mappings
	8.3.2 Challenges in Producing Vocalizations

	8.4 Discussion
	8.4.1 Spatio-temporal Mapping Inferrence
	8.4.2 Interaction Speed Adaption
	8.4.3 Supporting Untrained Voices
	8.4.4 Layered-based Approach

	8.5 Conclusion

	9 Prototyping Vibrotactile Feedback in Virtual Reality
	9.1 Introduction
	9.2 Designing Vibrotactile Feedback in VR
	9.2.1 In-Situ Design Process
	9.2.2 Spatio-Temporal Mappings
	9.2.3 Rapid Iterations with Fine-Tuning Modifiers
	9.2.4 Haptic Output

	9.3 Study
	9.3.1 Apparatus
	9.3.2 Participants
	9.3.3 Procedure

	9.4 Results
	9.4.1 In-Situ Design of Vibrotactile Feedback
	9.4.2 Spatio-Temporal Mappings Usage
	9.4.3 Relevance of the Fine-tuning Modifiers
	9.4.4 Output Modalities

	9.5 Discussion
	9.6 Conclusion


	 Conclusion
	10 General Conclusion
	10.1 Summary and Contributions
	10.1.1 Major Contributions to RQ1
	10.1.2 Major Contributions to RQ2
	10.1.3 Major Contributions to RQ3

	10.2 Limitations and Future Work

	 Bibliography

	 Appendix
	a Annex: Capturing Tactile Properties
	a.1 Individual Tactile Ratings

	b Annex: Expressing Tactile Feedback
	b.1 Pilot Study

	c Annex: Prototyping Vibrotactile Feedback
	c.1 Participant Design Examples

	Colophon


