




************ SCENELAB ************ 

Abstract 

ihis paper describes SCENELAB~ a computer system for LabeLLing 
Line drawings of scenes 111 simpL~ poLyhedraL worlds. The key 
idea behind SCENELAB is ta bring together the concept of 
con t r a i n t - b a sed f i l t er i n gal go r i t h msand the p a I' ad i gm 0 f 
socIeties of cooperating agents. The problem of finding LabelL­
in9s for pictures drawn from blocks worLb scenes has been taken 
as a sampLe appLicatIon. CLearly~ thlS makes SCENELA8 no vision 
system, but we claim that a system designed aLong these Lln05 
couLd be part of a reaL vision system. 

FolLowing e.g. Alan Mackworth~ we argue that constraint ex­
pLoitation on resp. between various representational LeveLs is a 
key t e c h n i q LI e 0 f 's e e i n 9 t h i '1 9 s ' • F Ll r the r m0 r e ~ con s t r' a i n t s Cl n cl 
COil S t I' Cl i n t pr' I) p a gat ion nl~ ZI t LY f i l i n tot he f r a me \~ 0 r k 0 f 
societIes of 3~Jents, real ized by asynchronuo'1sly concurrent 
processing units and messag,-= pClssing I1lcchClnisms. 

SCE NELAB ~ asit i sac t u aLL y run n i n 9 ~ can b e u " e d t 0 s p e cif y 
and solve arbitrary labeLting problems that can be seen as in­
stances of a particuLar class of simpLe constraint probLems~ 

based on finite, pseudo-transitive binary constraints. However~ 

i t i s f e L t t hat the 0 v e r' all ) p pro a c h 9 e n era L i z est 0 a " bit ,~ il I' Y 
constraint Dt~oblems. 

Emphasis is given to a m~thematicaL modeL of the problem and 
its solution, to be able to specify the reasoning techniques of 
SCE NELAB ~ and t 0 i den t i f Y t t1 '= c Lass 0 f pro b Lems i ~ can h and Le. I 
t I' I e cl t 0 she cl SOil) e l i ~1 h ton tot hem e t hod 0 Log i c a l b 2 C !< g r 0 u n cl 0 f 
S CION E LAG , I') hie h sec III S nee e '; :; i) I' Y t 0 j u cl get h e i) chi eve III e n t s (j n d 
ci i sac hie v e III e n t s 0 f the p ,~ e s ell t 1'1 0 r' I< • 

After some lntroductoi-y C;lapters on the key corlcc-pt,; involved 
inS CEN ELAB, (s c e ne) l a le e l. l I 11 9 P I~ 0 b Lems, con s t r a i 11 t P r~ 0 P Cl gat i 0 n , 
and so c i et i e s 0 fag e n t s ~ an 0 v e r vie \'1 0 n I) 0 t h the s t r u r: t u r e 3 '1 cl 
be h a I} i 0 r 0 f SCE I-J r: LAB i s 9 i vc n i n p Cl "t B 0 f the p a I) er. I n p ZJ r t C, 
then, an 2lgeb:-,:)lC modeL IS intro(l~cc~d~ \,)hich s(~rves ilS a bZJse 
f 0 r~ d i s c u s sin 9 s '.': v era L () p p r IJ a c h est 0 Lab ell i n 9 p t~ () [) l ems , n a In e l y 
Wa Lt z • s 0 rig i n aLL and mark a l 9 0 r i t h m~ a s y n c h r () n i z e cl p a " aLL e L 
sol uti 0 n s u 9 9 est e d by A z r i e L R0 S e n f e l d, and c lea r i. y ~ t :1 e Pt' e s en t 
aPPI' 0 a ch. A proof 0 f t 11 e c 0 r~ r~ e c t n e S S 0 f SCE NE LAB~; a L9 0 r i t h ms i s 
included. This proof takes into account the spec<fities of sys­
t ems 0 f as y 11 chI' 'J n 0 UsLy c 0 I~l mu n i cat i n ~J age n t s l'l i. ere '1 Q 9 l o!) d L 
st2te is obser'vab Le. 

Michael Th. Reinfrank 
Ki e f ,~rmIC~! 4 
G730 Ne LI S t a (1 t - H rJ rrr b a c h 
West Germany 
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o Preface 

o Preface 

This paper describes SCENElAB, a fuLly implemented computer 
system for LabeLLing line drawings of scenes in simple 
poLyhedraL worLds. The key idea behind SCENELAB is to bring 
together the concept of contraint-based fi Ltering aLgorithms and 
the paradigm of societies of cooperating agents. The probLem of 
finding LabeLLings for pictures drawn from bLocks worLd scenes 
has been taken as a sample application. CLearly, this makes 
SCENElAB no vision system, but we cLaim that a system designed 
aLong these Lines couLd be part of a reaL vision system. 

FoLLowing e.g. Alan Mackworth [Mackworth-83], we argue that 
constraint exploitation on resp. between various representa­
tionaL Levels is a key technique of 'seeing thincJs·. 
Furthermore, constraints and constraint propagation neatly fit 
into the framework of societies of agents, realized by 
asynchronuously concurrent processing units and message passing 
mechanisms. 

SCENELAB, as it is actuaLLy'running, can be used to specify 
and soLve arbitrary LabeLLing probLems that can be seen as in­
stances of a particular cLass of simple constraint problems, 
based on finite, pseudo-transitive binary constraints. However, 
it is felt that the overaLL approach generaLizes to arbitrary 
constraint probLems. 

Emphasis is glven to a mathematical model of the problem and 
its soLution, to be abLe to specify the reasoning techniques of 
SCE NElAB, and to; den t i f y t h E~ C l (] S S 0 f pro b Lems i t car h a n cl le. I 
tried to shed some Light onto the methodoLogicaL background of 
SCENElAB, which seems necessary to judge the achievements and 
disachievements of the present work. 

After some introductory chapters on the key concepts invoLved 
in SCENELAB, (scene) LabeLLing probLems, constraint propagatioll, 
and societies of agents, an overview on both the structure and 
behavior of SCENELAB is given in part 8 of the paper. In part C, 
the n , a n a L9 e bra i c m0 ci e Lis i n t rod u c e ci , \.) h i c h set' v e ~. a s a b a S e 
for d i s c u s sill 9 s eve r a lap p r c.\ 21 c h est 0 Lab eLL i 11 9 DI" 0 b Lems , n a rn e l y 
Waltz's originaL lanclm3t~k dLgorithm [WaLtz-7Z], a synchronized 
paraLleL solution sugg('sted by Azriel Rosenfelcl 
[ R0 s e n f e Lci IHum mell Z 1I eke r - 7 6 ] , a n cl c lea I' l y, the p res e n tap pro a ch. 
i\ proof 0 f the COt' 1-' e c t n e S s 0 f SCE NE LAB saL gOt' i t h Il) s i sinc L1I cl fe· ci • 
This proof takes into ac(:ount the specifities of s'/sterns of 
as'lnchl~onousLy communicatin() agents \,}11et'e no glob~l state IS 

ob s e I' v a b Le. 

18AUG85 1 M. Reinfr'ank 



1 Scene AnaLysis 

1 Scene Analysis 

1 1 A Note on Computer Vision 

This is a paper on distributed constraint propagation rather 
than on vision. NevertheLess, the probLem of LabeLLing Line 
drawings pLays n centraL roLe throughout the paper, so I feeL 
some generaL remarks on computer vision in order. This is simpLy 
to pLace the problems addressed into their proper context, to be 
abLe to judge what has and what has not been achieved by the 
~JOrk presented herein. 

NaturaL vision is considered to be a kind of inteLligent in­
formation processing, hence vision 1S an integraL part of 
art i f i cia L i n t elL i g e nc e, too. H 0 \0} eve r, n a t u r' a Lvi s ion i s not un ­
derstood welL enough to directly copy the visual machinery of 
bioLogicaL seeing into some artificiaL hardware. Therefore, AI 
research strives for a better understanding of the key issues 
involved in 'seeing things', and focusses on making a computer 
be rather than simulate a seeing machine. 

Research thus far has provided the key insight that vision 
reLies both on massive computation and knowLedge-based 
processing. I.e., vision is neither Cl matter of pattern anaLysis 
onLy, nor can it be hoped that some eLabor3te probLem soLving 
component can compLeteLy replace extensive Low LeveL compu­
tations. 

The purpose of scene anaLysis is not onLy to process a 2D im­
age but also to understand that image in terms of a 3D scene it 
has bee n mad e 0 f. The r e for e, sce n e a n Cl LYs i s i s 0 f ten r e f et' t' e d t 0 

as to image understanding to contrast it with lmage processing 
[CohenIFeigenbaum-82]. It seems to be a matter of fact that the 
gap between a 20 image and a 3D interpretation cannot be come 
a c I' 0 S s by 0 n e sin g Le La r 9 est e p. How eve r, i t i s s t iLL sub j e c t t 0 

a rather controverse discussion ~hat the intermediate LeveL 
representations shouLd be, and how ,processing should proceed 
(bottom-up, top-down, mixed heterarchicaL controL ... ). One of 
the currentLy most popuLar approaches has been suggested by 
David Marr [Marr-82J. Marr separates the foLLowing representa­
tionaL LeveLs (see figure 1.1): 

A digitaLized 20 image, a so-caLLed pixeL (for picture eLe­
ments) array~ representing brightness vaLues, i.e. the 
powers per unit area sensored by a camera. 

A primaL sketch~ where some Low LeveL computations have 
made facts about brightness chanries, texture, etc. ex­
pLicit. 

A '2-1/20 sketch, including e.g. information about surface 
orientation 

18AUG85 2 M. Reinfrank 
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1 Scene Analysis 

A 3D world model, representing facts about volumes. These 
modeLs are frequentLy based on Binford's generalized 
cyLinders [Binforc!-8Z]. 

2.. ill. () 
$KE: rCM 

'" 3 0 WO"LO 
t'\OO€:L 

Fig U I' e . 1 Scene anaLysis proceeds through severaL 
intel'mecll<lte Levels of representation 

'------------------ ---------------------------

One particuLarly impot~tant point made by Marr (see ()Lso 
[ ~, a c k I') 0 r t h - 8 3 ] ) i s t hat ani mage i n her e n t Ly u n d ere 0 n s t r a ins the 
scene(s) it mi9ht represent, and that the process of vision can 
\) e con s i d ere d a sex pLo r i n g vat' i 0 U ski n d s 0 f con s t r a i n t s I') i t h i n 
and/or between different LeveLs of abstraction, to increasingLy 
restrict the equivaLence cLass of scenes that couL~ provide a 
satisfactory interpretation for the image. 

do not pursue the discussion of generaL issues in computer 
V'f s, 0 n her e . So mc i n t rod u cl: 0 I' Y rea din ~f son vis ion can be f 0 l.' n cl 
e . 9 . i n r. C0 hen ! F e i 9 e n r) 2 LI m- 8 ? ] a n cl [ Win s ton - 8 4 ] . 0 a v i cl Ma I' r • s 
boo k VI S I 0 r~ [ Md I' t' - 8 2] pro v i cl e s Cl d eta i Le cl t rea t fn e n t 0 f h i ~~ 

the 0 r y 0 n vis ion. S 0 In est 3 t e 0 f the art pap e r s a ,~ e 9 a i: her e din u 
s p (. cia Lis ~ u e 0 f the A I - J 0 1I I' n ~! L 0 nth i s sub j e c t [A I 1 7 - Li 1 ] . A LCl n 
1'\ d c k I') 0 r t h [ Ma c k I,) 0 I' t h - 8 3 ] I' E~ V 1 e \.) s the Cl chi eve men t s (> f co mput (' r 
vis ion f I' 0 m a 9 Lob alp e r s p e c t i v e • 

18AUG85 3 M. Rei n rI- ,) il k 



1 Scene Analysis 

1 2 Perfect	 Dr~wjngs of Trihedral Scenes 

Throughout this paper~ I use a vel')' simpLe modeL of the vision 
pro c e ss t hat r I~ lie son se v er Cl l res t r i c t i ve ass umpt ion s. Fir s t 0 f 
all~ the world in consideration is a toy blocks worLd~ composed 
of opaque polyhedraL objects. We suppose that at every vertex of 
a compLex object that may consist of several such polyeders~ ex­
act l y t h r e e s u,' f ace s me et. I . e. po lye d e r S \'1 i t h c I' a c k s , and so In e 
par tic u La I' a l i 9 n men t s 0 f po lye d e r s Cl r e e xc l ud e d (f i 9 u l~ e 1. 2) • 

,
 

Figure 1.2:	 Non-trihedral object. Crack-Line (a), 
shadows (b)~ more than three surfaces 
meeting at one vertex (c). 

Furthermore, we assume that the choice of viewpoint is such that 
a minor movement of the eye cannot Lead to significant changes 
of the image~ e.g. no axis of projection may faLL into a pLane 
defined by a surface (figure 1.3). ,Finally, \'le assume that no 
significant brlghtness change is due to a shadow in the scene~ 

or to some borderline between two differently coLored regions of 
one surface. 

Given a 3D scene in such a trihedral world~ we use onLy one 
intermediate Level representation between its 20 image and its 
interpretation, namely a line drawing showing the edges, 
r e g ion s , and v e r tic e s 0 f the sce n e fro m a p a I' tic u '- a r~ po i n t 0 f 
V1EW. In this context~ then~ the purpose of scene anaLysis is to 
fin d ani n t e r p r eta t ion 0 f t hat d r a \'1 i n 9 (f i 9 ur e 1. 4) . 

1BAUG85	 4 r1. Rei n f ran k 



1 Scene Analysis 

9L::e 1. 3_:_A_n_a_c cid e _n_t_a_l__3_L_i__n_m_e_n_t_" ....J 

StI!N\~~
 
l..O lM~~E 

(f~TeNs'T'f 
follATRIX) 

Figure 1.4: Our simpLified model uses only one inter­
mediate LeveL representation. 

It should be clear that in any recsonabLy compLex reaL worLd 
environment, none of these restrictions wi LL be ~et" Note that 
t h i n 9 s get eve n 111 0 r e C 0 mp l i C cl t e d \-1 hen e" 9 • s e Cl u e '1 Ce S 0 f i mCl I) le S 
fro m t i me - v Cl r y 1 n 9 5 C e n e~, h a v C' to be i n t er p r et e d . Ho \-J elf er, ~_ 0 In e 

18AUG85 5 r1. Rei n f I' a n k 



1 Scene AnaLysis 

of the key probLems of vision can be si udied in such simple 
W 0 r Lds , and the b a sic con c e p .: S ( not the i r~ tee h n i c a L 
r'caLlzations) Like e.g. constra1111 expl.oitation that apply 111 
s i In p Le Iv 0 I' l cl s 0 f ten 9 e n era L i Z t' tor e ,1 l. 1'101' Lcl s . A La n Ma c I< \'l 0 t' t h 
[ f1 iJ c k ~l 0 r t h - -( 7 ] sur v e y saIl u nl b e r 0 f sce n e t1 n a Ly s 1 S ~ Y s t e 11\ S t h Cl t 
work in simpLe worLds. 

1.3 The Relation of Representation 

computer vision is cLoseLy reLated to naturaL Language under­
standing, \·Jhich is another field of major interest in AI. As 
M.B. (Lowes has pointed out in his Landmark pubLication 'On See­
i n g T h i n 9 s' [( L() I.'l e s - 7 2 ] , s 0 me con c e p t s t 11 a t h a v er:' r 0 v e n f r u i t f u L 
fOI' semantlc-ba';ed natural language \J1'oc~ssing cat: be very use­
f u L l Y i n t r' c, due e din tot h ear' e a 0 f s C t~ n e c' n Cl Ly s is. I n par tic u l a r , 
t his i s t rue ~ 0 t' the d i s tin c t ion III Cl cl e le e t \.J e e n e x p res s ion s L i k e 
the sound of a spoken r, a written r, etc ... , and their cor­
res p 0 n d j n gab s t r' act ion s , her c the l (: t t err. Ta kin 9 pat t et' n fro m 
(lO\'ieS, \H, say that a 3D scene beLollgs to an abstr'Llct scene 
cl 0 ma in, \'l I, i Le cl r a \.J i n g s 0 f t hat sce n e beL 0 n 9 t c, a n e x p res s i v e 
picture domain. The relation !Jehleetl ZI scene and its expression 
i n t e r ms 0 f the p i c t u red 0 m2 ins p r i 1'\ i t i v e s L i k e l i n e s , p 0 i n t s , 
and r e g ion Co , i sea L Le cl - a 9 a i n f 0 L L0 I'l i n 9 (L 0 \oJ e s - the Re La t ion 
of Representation. 

In the sequel, our considerations \oJi Ll reLy on an additionaL 
assumption about a given line drawino. A dra\oJing is assumed to 
be perfect in the sense that each of :ts junctions, regions, and 
Lines corr~sponds to resp. eXZlctly one vertex, surface, or ed~e, 

a n cl t hat eve r 'J S 1I C 11 sce tIe e l e met 1t t hat can b e see n f r~ 0 III the 
CUI' r e n t vip \·l P 0 i t1 t i ~ rep res e n t e cl i n L h e cl r' a \'l i n g. The per fee t n e s s 
assumption is even more demClncJing thdn the simpLicity 3ssump­
t ion s a b 0 u t t r i I) e d r a L sce n e ~ , sin c e i t i III P 0 s e S s 0 III e u n I~ e a Lis tic 
requiremenrs on the sensol'ic machiner';; and the Line extl'acting 
module of a vision system. 

Notice that a cLean distinction between the scene domain and 
the picture domain, aLthough it may seem a LittLe bit too 
sophisticated, is essentiZll for the uhderstanding of the capa­
b i I. i tie s 0 r Lab eLL i n 9 pro c e cl u res , a sdi s c u s s e cl i nth i spapet' . 
Sue h a Lg 0 r i t h mS \.J 0 I~ k 0 n Ly i nth e p i c t: u r e cl 0 ma in, Ll n cl any i n t e r ­
p r eta t ion b a sed 0 n Lab ell i n rJ she a v i LY r e Lie son the des cri p t i v e 
Cl cl e Cl u a c y 0 f the p i c t Ut' e pr i III i t i ve s (I he lab e Lsin c Lu d e cl) ch 0 sell , 

a n cl 0 napI' 0 per re La t i 0 n beL \'l f' C n a clr';) \" i n <::! and I.: he cor I'· C S P 0 n cl i 11 9 
sCene. 

18AUG85 6 M. Reinfrank 



2 Labell(~d Line Drawings 

2 Labelled Line Draw;ngs 

2 1 The General Idea 

Given a line drawing, we are seeking a description in terms 
like "there is a smalL block in front of a big bLock, a 
tetraeder stands on that big bLock " One big st~p towards 
s u c h ani n t e r p r eta t ion i s f r e que n t l l' a c cam p Lis h e d b l' fin din ~I " n 
ass i 9 n men t 0 f S 0 me me ani n g f u L Lab e L5 top i c t u r eeL e In e n t s . T (', ~ 

key ideas hereby are: 

LabeLs stand for properties of the objects in a 3D scene 
being represented by the elements of a Line dr~al'Jing. An 
attachment of a labeL to such an eLement means that the 
corresponding scene el0ment has a particular property. 

There are naturaL constraints upon the properties of ele­
ments that stand in a particuLar reLationship. This means 
t hat 0 n L l' c e I' t a i n c 0 mb ' n a t ion S 0 f lab e l s are a d mi s sib l e f 0 r~ 

the corresponding picture eLements, whi Le other com­
binations wouLd denote a physicaLLy impossibLe situation. 

In order to reaLize tl)is,dea, tl'IO major probLems have to be 
soL v e d . Fir s t l y , a n cl P P r (I P r" i Cl t e c: h 0 ice 0 f PI' 0 P e I' tie s t 0 b e 
rep res e n t e cl mu s t b e ma cl e , (:n cl a d e q u ~J t erep res e n l a t ion sin t e rills 
o f lab e L S In U s l b e f 0 U n d . F 1.I r' the r In 0 rc, the con s j r a 1 n t sup 0 nth e 
occurences of Ccol!lbinaticJns) of these propt,,'tie'; must be 
elaborated. Secondly, given slIch a coLLection of LabeLs and cor­
res I) 0 n d i 11 g con s t r a i 11 t s, met f J CJ d S In U s t bed e s i 9 n e d t 0 fin d L Cl beL L­
ings for Line ,ir'a\lIings that sati~fy ,dL of these consir'aints. 

C Lea r Ly , t h -= ch 0 1 C e 0 f pro per tiE'S and Lab e L~, s h 0 11 Ld be s II C h 
t n a tit i sea s y to de r i ve rea dab Led E: S cri pt ion s c, fa'; c e ne fro m 
a LCl beL Led d :' a 1'1 i n 9 . I n t I) e p res e n l pap er, 1'1 ear et'! a i n Lye 0 n ­
cern e d 1'1 i t h the pro I) Le m 0 f fin cl i n 9 a; L the a cl m i s ~. i b Le l Cl beL L i n'J S 

o f a L i ne d r a 1'1 i n 9 u sin q Cl pt' e d e fin e d set 0 f Lab e Lsan cl re Late cl 
constraints. 

? 2 The HUffman-Clowes Labe:_ Set 

I n 1 9 7 1 , D . A • H i.I f f 10 , I n [ H u f f n! a n - 7 1 ] Cl n cl M • B • ( Low e ~; 

[ C Low e s - -(1 ) i n cl e p e 11 den L I Y i> U I:, Lis h e d two P i1 pet '~ 0 n s er' 11 e 
an;j Ly si S l h Cl tea n b e ,~ e ~J jH' l! (. d as t I) e ant e c e cl en t S 0 f III any :., 'I b-­

se q LI e n t Ll' de vel 0 p e cl La I; eLL J "g pro c e cl ures. I n f cl et, the i r s ~/ ;, ­
tems, too, had some predecessors ;JS e.g. the SEE-program by A. 
Gu z ma n [ Gu z ma :,- 6 8 ] • but f; ~ f f a ma I) c, n cl C L01'1 e s 1'1 t re t I) e fir s t lo 
mak e the vel' y p r i n c i p Le sex I) Lie i t t hit u n d e r Ly s l C h PlO c e cl LI r~ e s . 

Huffman and CLowes re~tricted their considerations mainly to 
the pro per tie s 0 f e cl 9 e sin t t' i h e cl I' a L sce n e s . B a ~ i c a L ' 1', a n e d 9 e 
can be concave or conve:<. C;iven a fixed vie\'Jpcint, one se'2S 

-------- --_._----­
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2 Labelled Line Drawings 

either both or none of the surfaces meeting at a concave edge~ 

i.e. one label suffices to mark concave edges. The case is dif­
ferent for a convex edge: it may be invisible~ or one can see 
one or both of the surfaces meeting at the edge. Furthermore~ if 
only one surface is visible~ it may be on one of two different 
sides. These three cases are reflected by three different labeLs 
for convex edges. The complete set of four line labels is shown 
in figure 2.1. 

1=-­
eo~E TWO 

)+ 
"'!d ell,. t? 

,s ON Tt-4E 

L\TTt.l! 

Figure 2.1: The Huffman/CLowes segment labels 

or 

For reasons that soon wi Ll become clear~ we adopt the convention 
that we always look at a segment from the point of view of one 
of its two end-junctions. We therefore temporari Ly use pairs of 
labels fOf' segments~ one for each junction in consideration. The 
pro pet' t y 0 f be i n g res p. a con c a v e e cl 9 e 0 t' a con vex e d 9 e \'l i t h t \.} 0 

SUt~faces visible is independent from the viepoint. Ho\·}ever~ a 
r e 9 ion t hat i son the I' i g h t s i d e 0 r Cl s e 9 men t t·) hen vie t·) e cl f t' 0 m 
one j u n c t ion i son the Left s i cJ e \~ hen vie \.} e d fro m the 0 p p 0 sit e 
junction~ and vice versa. To make the viepoint expLicit~ we 
replace the little arrow Labels by 0> and >0, ancl speak of ingo­
ing and outgoing segments w.r.t. that particular junction. 

It is easy to see that the properties chosen are both exhaus­
tive and exclusive in th~ sense that every eclge~ in combination 
t·)ith a given point of vie\'}~ must have one and only one of these 
properties. I.e.~ every Line must be LabelLed with exactLy one 
of the follo\'ling pairs of LabeLs: (+,+), (-~-), (o>,>o)~ 

(>0,0». Given an assignment of such pairs of labeLs to seg­
rn .' n t s , t'l e can 0 r i e n tat '? the s e g men t '; Ll C cor din g tot h e f 0 LL0 \.) i n 9 
cl ,-: fin i t i 0 11 : 

18AUG85 8 f-l. Rei n f ran k 



2 LabeLLed Line Drawings 

If a segment is LateLL~d (+,+) or (-,-) , choose an arbi­
trary but fixed direction. 

A segment with LabeLs (0),>0) or (>0,0» is directed from 
the junction where it is outgoing to the junction where it 
is ingoing, i.e. from 0> to >0. 

Thus, having a unique LabeLling, we can use the singular 
LabeLs shown 1n figure 2.1 instead of pairs of LabeLs. For 
a r r 0 \'1 - Lab eLL e d s e g men t s 1'1 e imp Li c i t e Ly ass umet hat the s e 9 men t 
has the same direction as the arrO\'I, and hence that the visibLe 
sUI'face is on the right side of the segment \~hen the movement of 
eye f 0 LL0 I'! S the d ire c t ion 9 I V e n b y the a r r 0 vi • Fig u r e Z. Z s h 0 \'1 S 

the Lab eLL e d d I' a I·} i n g s 0 F a cub e and 0 f a s maLL s t air . 

<
 

Figure 2.2: LabeLled Line drawings 

2 3 Admissible_Huffman-Clowes Labellinqs 

The very central idea behind LabeLLing algorithms no \01 is the 
foLLowing: the edges meeting at a trihedraL vertex can onLy ex­
hibit some combinbations of the properties reprEsented by 
labeLs, for physicaL reasons, and these are usus2lly only a 
smClL L subset of aLL combinatorialLy possibLe combinations. 

As every trihedraL vertex joins exactLy three surfaces, it 
subdivides the space into eight octants. The foLLwoing procedure 
can be Llsed to systematicaLLy derive aLL possibLe comolnations 
o f Lab e Lsat ] L1 net ion s rep I' e ~; e n tin 9 s LI C h a ve r t ex. C(0 n s i d era LL 
combinations of 1 to 7 ef tl"1(: l'esuLting octants beln~J fiLLed 
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2 Labelled Line Drawings 

with opaque materiaL~ and pLace the observer into each of the 
remaining free octants to Look at the vertex (figure 2.3). 

Figure 2.3: A trihedral vertex subdivides the space 
into eight octants 

It turns out hat trihedral junctions faLL into one of four dif­
ferent classes, properLy separabLe by some geometric features 
(figure 2.4). Notice that all but one of these figures, the 
FORK, alLol'l for the definition of a unique ordering of the seg­
ments invoLved. This ordering i~ based on the fact that ther 
segments of a junction concaveLy bound at most one region, which 
can serve dS a starting point for a cLockwise order. For a FORK, 
we can choose one of three possibLe cycLic permutations of an 
a r bit r a r y but fix e d c L0 c kwi s e 0 r d e ,~ i ri 9 . Fig ur e Z. 5 the 11 s h 0 \1 S 

aLL of the eighteen possibLe combinatlons of segment labels at a 
9 i v e n j un et ion, us i n 9 the Hu f f man /C L0 \'1 e s lab e Lse t . The co m­
bination of segment labeLs L,t a junction is said to be a (com­
posite) junction LabeL, and a List of 13c1missibLe junction LabeLs 
is referrecl to dS to a labeL dictiotlary. 
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2 Labelled Line Drawings 

ELL A 

J:' () ~ ,~ y 
A~lt-6~ 1" 

~ TTeE .. 
eLL 

Figure 2.4: TrihedraL junctions faLL into one of four 
possible classes 

yyyyy
 
1: 1: ~ 
1: ·I,~ -'r:- T 

Fig ur e 2. 5: The c 0 mp let e H u f f ID d n/ C l 0 Ives lab e l 
dictionary 

Note that e.g. an ARROW can only be labelled in 3 different 
I'Jays, aLthough thel~e are 64 combinatoriaL possibiLities. The 
probLem of scene LabeLLing t~en states 3S: 
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2 Labelled Line Drawings 

Given a label dictionary and a Line drawing, find an assig'" 
ment of junction LabeLs to junctions such that every junc­
t ion i s lab eLL e d \.J i t h c1 LJ n i que Labelf r 0 m the a p pro P I' i ate 
c Lass, a n cl s uc h t hat d n y p air Cl f n e i 9 h bot' i n~' j un c l ion sin ­
d uc e sap a " r 0 f C 0 mpat i b l e s e gmt' n t lab e l s for the s e 9 men t 
joining tht:m. 

We no\~ could expect that every drawing that is labelld this 
way represents a possible reaL worLd scene. Unfort~nateLy, this 
is not the case, as shown in figure 2.6. However, every drawing 
of a trihedral scene has at least one admissible labelling. 
I.e., having an admissibLe labeLLing is a necessary but not a 
sufficient condition for a drawing to depict a possibLe scene. 
Sugihara [Sugihara-8Z] argued that a sufficient condition can 
onLy be achieved when information about surface orientation is 
incLuded. Other authors ~s e.g. Draper [Draper-81J came to 
simiLar resuLts. 

As we have yet mentioned~ the information given by an imnge, 
and e s p e c ) aLL y b y s uc h a h i 9 h LY Cl b ~ t t' () c t e d rep t' e s e n t Cl t ion a s a 
Line dra\·/ing, inhet'entLy unclerconstl'ains the scene. It shouLd be 
clear that a labelled line drawing stands for an entire 
euivaLence class of scenes, since e.g. no difference is made 
bet ~J e e n a f La t c' rape a ked a r r 0 \.J • r., 0 reo ver, many asp e c t s Of 

scenes such as caLor and te~ture are not represented in our sim­
pLe modeLs. There are aLso Line drawings with more than one 
admissibLe LabeLLings (figure 2.7)~ i.e. the equivaLence cLasses 
i n d LI C e d b 'I u n lab eLL e d d r a \./ i n 9 s are n (I t s 0 fin e - 9 r a i n e d a s t has e 
induced by LabeLled drawings. 

However, there is one point to be made: eLaborate vision sys­
tems, .too, make extensive use of simi lar constraint directed 
representation and reasoning techniques~ LaheLs ~tanding e.g. 
f 0 I' de p t h , iLL u m i n a t ion, Cl ndo,' i en t Cl t ion i n f 0 I' tll •.1 t i 011 , 0 I' eve 11 

for specific objects in the domain of dlscourse. Tenenbaum and 
Ba I' r 0 \.J [T e n e n b a umIBar r 0 v/ - 7 6 ] use r e g ion Lab e Ls Li k e • cl 0 0 r - k nob' 
a n cl ' d 0 0 r ' , a p 0 S sib Le con s t t~ a i n t b e i n 9 t hat are 9 i 0 Il lab eLL e d 
, d 0 0 r - k nob' mu s t b e \./ i t h i 11 2 r e 9 ion Lab eLL e cl 'cl 0 0 t' , • 
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2 LabeLled Line Drawings 

>. 

: .... 

Figure 2.6: An impossibLe object with an admissible 
L~beLLing (Left), and another impossible 

object, having no odmissibLe LabeLLing. (Figures due 
to Sugihara [Sugihara-82] ). 

A 

F i ~I u r e Z. 7: A l i ne d r' a I'J i n 9 mi t h mu l tip Lea d mi s sib Le 
LabeLLing,:; 
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3 Constraints and Constraint Propagation 

3 Constraints and Constraint Propaga~ion 

3 1 Waltz-Filtering 

EarLy LabeLling procedures used standard search strategies to 
find admissibLe LabeLLings, Like e.g. depth-first search with 
backtracking [Huffman-71]. The structure of the search tree 
thereby depends upon the order in which the procedure attempts 
to LabeL the junctions. In 1972, David Waltz [WaLtz-72], 
[Winston-75] tried to loosen the restrictions imposed by a 
trihedral world ~y a substantiaL extension of the Huffman/Clowes 
Label set. The introduction of labels e.g. for crack lines and 
for re g ion ill umi n at ion Le cl to an ex pLo s i ve g r 0 I'} t h 0 f the nu mbel' 
o f p 0 s sib Lee 0 tn p 0 sit e j un c t ion Lab ~ Ls t hat not·! I' an g e d a t m0 !' e 
than 3,000. Standard search methods ..1suaLLy faiL \:0 find ·soLu­
tions in such a giant search space within an acceptabLe time. 

I t to} a s the mer i t 0 f Wa l t z tor e cog I) i z e t hat the a d mi s sib i Lit y 
of Labellings mainly depends on local features, and that there­
for e , a l 0 c all y res t r i c t e d sea " c h can d r a s tic aLL y pr unet he 
search space. A labeL from a given universe of potentiaLly pos­
sibLe LabeLs for a junction of a certain cLass can onLy con­
t " i but e t 0 a n a d mi s sib l e Lab eLL i n 9 i fat Lea s tone c 0 mpat i b Le 
labeL can be found for each adjacent junction. The key idea of 
the WaLtz-aLgorithm is to expLoit this restriction and to 
eLiminate every LabeL that can not be part of an admissibLe 
LabeLLing for these local reasons. Properly speaking, the Waltz­
aLgorithm works as foLLows: 

(1) for	 every junction x of the drawing do 

(1.1)	 assign the set of phys icaL Ly possible LabeLs, 
as given by a LabeL dictionary, to x 

(1.2)	 mark x visited 

(1	 . 3 ) a d jus t the Lab e '- Li n g 0 f x I'}. r . t. aLL 0 fit s 
neighbors that have been previously visited, 
i.e. remove from x every labeL 6 for which 
there is some neighbor y of x without any 
Lab e L c 0 mpat i b LCl'} i t h .;; 

(1.4)	 recursively do unti L no more deletions occur 
for aLL marked neighbors y of x, adjust the 
Labelling of y w.r.t. that one of x. 

We call a set valued labelLing locally consistent at a junction 
x if every label ~ of x can consistently reside at x in the 
sense that every neighbor y of x has at Least one compatibLe 
labeL r. As will be shown in a later chapter, the Waltz­
aLgorithm correct,-y determines the maximal set-vaLued labelLing 
being contained in the originaL labeLLing given by the dic­
tionary that enjoys this Local consistency property J9r every 
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3 Constraints and Constraint Propagation 

junction. 

Unfortunately~ local consistency does not guarantee that the 
remaining LabeLs aLLow for the construction of a unique admissi­
b l e lab elL i n g . We \.J iLL s h 0 \.J t hat the res u l t 0 f the Wa l t z ­
aLgorithm necessari Ly comprises every admissible LabeLLing of a 
dr a \.J i ng ~ \.J h i Le not eve r y i n a d mi s sib Le Lab eLL i n g i s f i Lt ere d 0 LJ t • 
Thus~ the reLevance of WaLtz-Like aLgorithms is to scaLe down to 
a manageabLe size the number of possibi Lities to be considered 
by a costly gLobaL search strategy. Recently~ so~e authors 
[Gaschnig-79]~ [NudeL-83] have suggested to use hybrid algor­
i t 11 ms t hat C 0 mbin e f i Lt e r i n 9 and t t' e e sea r ch. For a n 0 v e r vie \.} c f 
such consistency providing procedures~ see e.g. 
[MackworthIFreuder-85]. 

3 2 Constraint Propagat;on 

The WaLtz-fi Ltering procedure derives constraints upon possi­
ble LabeLlings by LocaL computations and then it propagates 
these restrictions towards junctions in the neighborhood. This 
is in fact the key idea of the constraint propagation paradigm 
which nowadays pLays a prominent roLe in AI. Constraint problems 
usualLy exhibit the foLLowing structure: There is 2 number of 
variabLes VARS and corresponding domains DOMS~ a variabLe v 
taking values from an associated domain dom(v). A constraint re­
l a t ion i san n - a r Y I' e La t ion 0 n d 0 ma ins ~ i. e . : 

A constraint instance or~ simpLy, a constraint is a named tripLe 
of the form <NAME~REL~VAR-LIST>, where NAME is a unique symbolic 
n ame, VA R- LIS T i san n - t up Le ( v 1 ~ V 2 ~ ••• , v" ) €V ARS " 0 f v a I~ i ab Le s , 
aY)d REL is an n-ary constroint reLation on the clDPropriate 
co ma ins. A con s t r a i n t net vi c r' k, the n , i s corn p 0 sed 0 f () nu 111 bel' 0 f 
such constraints. 

It is often convenient to represent such networks graphicalLy 
a 5 f 0 LL 0 \v S : the rea r p t l'} 0 t Ypes 0 f n 0 cl e s , v a r i a b Lf- nod e san d 
con s t I' a 1 n t nod cs, 0 n e r 0 rea c h v a r i ab Lea n d con s t r a i ,.. t i:1 con­
siderattion. The constrait't nodes are Linked exactLy to U'Iose 
variabLes ment~oned in its variabLe list (see figure 3.1). 

----------------_._----­
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3 Constraints and Constraint Propagation 

'lA 'R S ~ EA, 6) t) 0 i e1 
<A no E:~ S u'" (A 8 C) >) ) J) 

<MlAl..T~ ~(toolA(.T (Co)D e)
) ) J 

< TW() 
) 

(.()t" ~ T........T- '4 
) 

(0) >
 

Figure 3.1: Constraint nodes and variabLe nodes in a 
constraint network 

A single-valeued assignment of values to variables is a partial 
function 

ass:	 VARS ~ DOMS
 
v ~ ass(v)€dom(v)
 

Definition 3.1 [admissible assignments] 

An assignment ass is admissibLe w.r.t. a constraint 
<N,R, ('1 1 ,'1 2 , ••• ,'1,,» if and onLy if it is defined for every 
variable in the list ancl 

(ass(v 1 ),ass(v 2 ), ••• ,ass(v.,)) € REL 

holds. Admissibi lity extends to constraint networks in that 
an assignment is admissible w.r.t. to a network of con­
straints if and only if it is admissible w.r.t. to every 
singLe constr2int of the network. .. 

A constraint network thus can be seen as a decLarative specifi ­
cation of aLL admissible assignments to its variabLes. Given a 
partial assignment to some of the variabLes, a procedure that 
finds admissible compLetions, if any, can be used to perform 
a I'bit r arye 0 mput a t ion s • Fig u r e 3 - 1 s h 0 \.) s a V I SIC ALe - L i k e 
[SteeLe-80], [sussmanISteeLe-80] network representing the 
a" 1 t h met iceCl U ;) t ion s f\ + B = C , C* 0 = E , a n cl 0 = 2 • The con s t r a i n t 
r e LZl t ion sin t h Zl t e Y. a mp L~, h 0 l·j eve r , are v e r y s imp t e . For' eve " y 
n - Zl rye 0 n s t r a i n t , ( Il -1) v a L u e 5 un i que L 'I ,-1 e t e r m i net her e In a i n i n CJ 
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3 Constraints and Constraint Propagation 

n-th vaLue. We caLL a relation R almost simple if for a 
'reasonably large' number of (n-1)-tuples there is exactly one 
completed n-tupLe beLonging to R. For the remaining tupLes, 
there may be no or several dlfferent such completions. Given a 
network of almost-simple constraints, and a partial assignment, 
admissible completions can be fOLlnd by constructive propag2Jtion 
a L9 0 r i t h ms 0 f the f 0 Llot,) i n 9 for m: 

Whenever aLL but one variables in the list of a constraint 
have definite vaLues, compute the corresponding value for 
that variabLe. and make it available at all other con­
straints the variable is involved in. 

When alL the variables in a list have definite vaLues. 
check that they satisfy the constraint relation. 

A constraint probLem given by a network of constraints aLong 
with an initial partial assignment may be both overconstrained 
and underconstrained. I.e. there may be no solution (= admissi­
ble completion) at aLL, or there may be several solutions. 

Moreover. when trying to find a solution by local. construc­
tive propagation algorithms, several difficulties may arise. The 
propagation prOCeclLll'e n/ay fail to find an admissible completion 
either because at some simpLe constraint, le~s than (n-1) vaLues 
are known. or because at some non-simple constraint, no unique 
va l u e can be cl e d LI Ce d . The for mer cas e can be ha n ci le cl by i 11­

troducing and propagating unknowns. but that requires the evalu­
ation and simplification of symbolic expressions. The latter 
case can be handled by making choices, but, as multiple choices 
may turn out to be mutually incompatible, a conflict handllng 
mechanism is needed. 

If the constraint relations are highly non-simpLe, making 
ch 0 ice san d re C 0 v e r i n g fro mer I' 0 ne 0 use h 0 ice s bee 0 me sin f ea s i ­
bLe. In this case. destructive propagation aLgorithms along the 
lines of Waltz-f i ltering apply as a pre-processor. Such algor­
ithms handle set-valued assiClnments 

sv-ass:	 VARS ~ 'P(001-1S)
 
v H sv-ass(v)Cc1om(v)
 

For such set-valued assignments, the definition of local con­
sistency replaces admissibi Lity. 

Definition 3.2 [Local consistency of set-valued assignments] 

An assignment sv-ass is locaLly consistent at a variabLe v 
if and only if for every y€sv-ass(v) and for every con­
straint <N,R, (w:, .. "W;-l.V,W;'l'· ..• wn ) where v occurs ln 
the v a r i a b l e lis t, the rea t' e v a l Lt e s Xl"'" x ; - 1 • x; I 1 , • • • , x n , 

t,) herex; € s v - ass ( t,) ; ) • S 11 C :1 t hat 
(x1 ••..• Xi-1.'J.><i.l.·.·''<n) € R 

Destructive propagation algorithms now proceed as foLlows: 
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3 Constraints and Constraint Propagation 

Initially assign to every vuriable its entire domain, or 
some appropriate subset thereof. 

If, at some constraint, a restriction upon the vaLues for a 
variabLe can be computed, remove the corresponding values, 
and make this restriction available at all other con­
straints invoLved. 

Such algorithms can be used to derive assignments that are Lo­
caLly consistent at every variable. As we have yet mentioned, 
this does not necessari Ly impLy that the resulting set-vaLued 
assignment comprises 2dmissibLe singLe-vaLued assignments. 
CLearly, if the domains and reLations are infinite, managing 
set-vaLued assignments requires some effective finite represen­
tation of infinite sets. 

In a Later chapter, we wi Ll see that the scene LabeLling 
problem fits into the general scheme of constraint probLems in 
two different ways, where either the junctions or the segments 
are considered as variabLes, the domains being given by resp. 
the totaL of composite junction labeLs or simple segment LabeLs. 
We wi LL see that the specifities of constraint relations induced 
b y Lab elL i n 9 pro b Lems alL 0 \'J for a n e f f i c i e n t rep res e n t 3 t ion and 
corresponding propagation aLgorithms. 

3.3 Some Related Work 

GUy Steele from the M.I.T. has deveLoped and implemented a 
general-purpose constraint system for aLmost-simpLe, integer 
vaLued constraints, based on construttive. locaL propagation 
[SteeLe-8p]. The truth maintenance system by David McAllester 
[ 1'1 c ALL e 5 t!e r - 8 0 J ~J 0 r ks ~J i t h con s t I' a i n t sup 0 nth e t rut h v a Lue s 0 f 
propositipnaL formulae, as induced by the truth vaLue tabLes for 
Logical connectives. The basic structure of this system is 
c Los e l y r e Late d t 0 S tee Le' s s y s t em. The ~1. I . T. res ear c h 0 n con ­
str'aints has been deepLy influenced 1)'1 the pioneer~ing t'Jor~k of 
StaLlman and Sussman [StalLman!Sussman-79] on the use of con­
straint propagation for eLectrical circuit anaLysis and design. 
A number of succesor systems Like e.g. QUAL by Johan deKleer 
[ de K lee r - 7 9 ] use s s i mi l a ,~ tee hn i Cl ue s . An 0 the r s 'I s t e m for 
handling aLgebraic constraints is clue to James GosLing 
[GosLing-83J from CMU. 

The ISIS-group at the robotics institute of CMU used con­
straints to attack the job-shop-scheduLing probLem 
[Fox et 8L-83J which is known to be NP-compLete. Constraint­
directed reasoning is aLso popuLar in pLanning [Stefik-81] and 
simulation [Borning-79]. 

The combinatoriaL aspects of finite constraints are discussed 
in two papers by HaraLick and Shapiro [Haralick!Shapiro-79,80] 
on what they caLL the 'Consistent LabeLling ProbLem'. Among 
o the I' s , the \~ 0 r- k 0 f Ma c k \.J 0 r t h [ Ma c k w0 r t h - 7 7 ] , Mo n tan a r i 
[ (10 n tan a r i - 8 2 J, and Fre ud e r [F I~ e LI cl e r - 82 J j sal so i III P 0 r. t.ant, not 
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to forget the originaL WaLtz-paper [WaLtz-72]. John Gaschnig 
[Gaschnig-79] provides an extensive discussion of the efficiency 
of severaL search aLgorithms, including WaLtz-fi Ltering, w.r.t. 
constraint probLems. So does Bernarcl NudeL [NudeL-83]. 

The reLaxation labeLLing approach taken by RosenfeLd, Hummel, 
and Zucker [RosenfeldlHummeLIZucker-76] can be seen as the can­
tin U 0 use qui v ale n t 0 f d i s c r e t e lab elL i ngaL go I' i thin S • 
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4 Societies of Agents 

4 Societie~ of Agents 

As I hav~ mentioned in an previous chapter~ no overaLL controL 
strategy Like e.g. hierarchicaL top-down or bottOffi-UP approaches 
has been proven to be superlor for vision. HO\'Jever~ one thing is 
c Lea r : vis ion i n v 0 Lve s rn ass i v e C 0 mr- 1I tat ion 0' n ci rea son i n g 
processes on various representat'onal levels. It seems 
straightforward to attack this compLexity problem by concurrent 
processing and to exploit a parallel vs. sequential processing 
s p e e d - up a (j d , i n f act , s 0 rn e e xis tin g vis ion s >' s t ems a s \'1 eLL 2 s 
con c e p t s for fur the I' d eve lop men t S In a ke e x ten s i v e use 0 f par c' ­
l l e Lis m • The n <l t U reo f par () l l e l sol l/ t i 0 ro s cl c pen d~; 0 nth e l eve l 
of cletai L c,n which they 3re uDPlied. 

l=or lO\'J level image processing, mas~ively parallel hard\~are 

architectures such as e.g. SIMD array processors appLy. 
using e.g. one processer per pi~eL to perform uniform oper­
a t ion ~ . A sur v e y 0 n p () r aLL e l PlO c e s sin g f 0 I' l 0 \'1 l e If e l v i ­
sion can be found in [DavisIRostnfeld-SO]. 

Concerning high level vision~ a specialization of a few 
processors to some speficic aspects of the vision problem 
can be made~ e.g. concurrently and interactively co­
ope rat i n 9 I. i ne - fin d e r san d d I~ a \.! i n 9 - i n t e I~ p r e t e ,~ s ,or e . g . 
specialists for iLlumination, texture etc ... 

On intermedtiate levels such as Line drawings, frequently 
algorithms on graph structures 2llow for the introduction 
of parallelism. The nodes of such a graph stand for com­
ponents of the drawing Like regions or junctions; and the 
Links reflect the adjacency of these components. FoLLowing 
Douglass [Douglass-82], we call such algorithms image graph 
algorithms. 

4 1 The Paradigm 

For discussing intermediate and h~gh-level parallelism, the 
conceptual vie\·J of societies of co-operating agents has become 
increasingly important. Such a society is composed of a number 
of independent units, the agents, that clo some Local problem 
solving of their own, and that exchange results and requests by 
a (m 0 s t l Y as Yn c h r 0 n 0 us) co mmun i ca i. i I) n me C h ani Sill. T}, ere i s no 
superior instance to guide the overal L flow of reasoning. This 
par ad i gm r' e l ate s tot h e C' b j e c t - 0" ; en t e cl pro 9 r a rn l!! i n 9 Cl P pro a ch, 
\'Jhich plays a pI'ominent role not only \'Iithin the AI cOlnfrlUnity, 
and to algebr~ic specification techniques using abslr2ct data 
types. Thus, the concept of societ,es of agents can be seen as 
t h l~ pro b le fr! sol '/ i n g - Le veL co un t el' par' t: 0 f t' e l ate cl con c e pt son the 
p,' 0 9 r a mmi n C~ l an q u () gel' e s p. the ;) b s t I' (. c t s pe cif i c Cl t ion le vel. 

J no\oJ l;riefLy outline a ~imple medel of societies of agents, 
t 0 be re f i ,) e cl i n a l ate,' c h Cl P t er, \'J h '. C h s e r' v e s Cl S <3 b a .'·:i S f or Cl n 
Informa!. introduction of the Lunguagc CSSA, given in the next 
" e c t ion . \.1 e Cl SsLIm e the ;") c Cl U2 i n t ;:, r,ce s b e hi e e n Cl cJ e n t 5 t 0 b e 

1 8A UG85 20 N. Reinfrank 



4 Socif:ies of Agents 

directed, i.e. the topoLogic structure of such a society is that 
of a directed graph. At a 9iven time instant, each agent is 
either inactive, being in ~ stabLe state from a given universe 
of possibLe states it may be within, or it is busy, performing a 
non-separable transaction from one stable state to another. Such 
t I' an sac t ion s can 0 n Ly s tar t e cl b Y r e que s t s fro mOll t s i d e the 
agent, i.e. by the receipt of a message. During such a transuc­
tion, an agent is free to ~.end messages to acquainted agenls. 
Me s sag e t ran s m i s s ion i s con ~i d ere cl t i In e - con sum i n 9 , 1'/ I t h u n k n 0 \-/ n 
but non-nuLL transmission tlrnes. Messages are onLy accepted in 
stabLe states. We therefore assume some impLicit buffering 
mechanism, a so-caLled mai lbox, to store messages unti L the 
addressee is ready to accept them. IntuitiveLy, this buffer can 
be regarded as a maiLbox, thp. basic action cycLe of an agent be­
ing to Look in hi s mai Lbox c.:nd select a message, to \'Iork on thi s 
message, possibLy issuing some messages of his own, and then to 
Look again into the mai Lbox :figure 4.1) . 

...- ~--.-.._--~.,~. 

TRANSAC.TloN:STA t LE STATE: ' 

Figure 4.1: Action cycLe of an agent 

We do not assume any requLar transmission order' as e.g. 
first-sent/fir~t-receive ord simi lar orders, but we require that 
every message sent is eventuaLly received. Note that this 
requirement illvoLves the m(:~;sage passing technique, mechanisms 
for se Le c tin g ;] me s sag e fro!1; a mZl i l b (I x , a s Ive L L as the i n t e I~ n a l 
bell a v i 0 r 0 f the a CJ e n t s t I, ems e Lv e sin t h 3 t \'1 e mLI s t ( xc Lu dei n­
finite transactions. 

We do not go into the det~iLs of a proper, eLaborate semanti­
c a l the 0 r 1 e 0 r S LI C !1 S 0 Cl e tiC' ~; 0 fan e n t s . I n d e e cl , I (ion 0 t le n 0 1'1 

any s u c h the 0 r y t hat i s c 0 mp l (: t e l y sat i sf;] c to,' Y , but t 1'1 0 

pro b l e In s 0 f p zw tic u L3 r lr.: P0 f' tan c e s h 0 u l d be add r (: s sed: '.: he 
s tar tin 9 pro b l em, and the t er mi n <l t ion pro b l em. T 'I E' S tar t 1n 9 
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problem is the following: where do the agents come from and as 
they may not act spontaneousLy, where do the initiaLly 
activating messages come from. We assume that agents can be 
created by other agents, and that there is one superior meta­
agent being able to act spontaneously. Note that this makes the 
network completely dynamic, together with the hitherto unme­
tioned postulate that acquaintances be communicable. 

The termination problem is twofold: when does an agent end to 
exist, and what does it mean that a society of agents is ter­
minated? In chapter 9, we will see that a proper specification 
of 'ter~ination' is a non-trivial affair, and that checking for 
such a condition is both a deLicate theoreticaL probLem and an 
issue of practical importance. Basically, the difficulties 
result from the absence of a common, global system state. 
Properly speaking, the existence of such a state can be postu­
lated but it is not directLy observabLe. We wi Ll not consider 
the pro b l em 0 f 'd Y i n g , age n t s , but ass umet hat eve t' y age n t e x­
ists at least as long no appropriateLy defined termination con­
dition hoLds and is detected. 

4 2 CSSA=Computer Sy~tem for Soc;et;es of Agent~ 

It is not the purpose of this pape~ to discuss the concrete 
reaLization of a society of agents. However, I think that an in­
formal introduction of the implemet2ntion language of SCENELAB, 
CSSA, wi II help to clarify som~ of its aspects. CSSA 
[Bei lkenIMatternISpenke-82] is a fuLly impLemented Computer Sys­
tem for (realizing) Societies of Age~ts. 

The behavior of an individual CSSA-agent is determined by a 
so-calLed script, formulated in an imperative language in the 
tradition of PASCAL. The local state of an agent is given by the 
values of variables, state transitions are realized by the side­
effects of operations. An agent is able to perform a number of 
such operations, where the effects of an operation are modifi­
cations of the agents variables and, possibly, tile sending of 
me s sag e s . r I' 0 m a pro g r a mmi n 9 L<l n 9 u age p 0 i n t 0 f vie \.J , a n 0 p e t~ ­

ation is a bLock of code, possibly ,structured into subbLocks 
such as procedures or functions, and possibly having some local 
v Cl r i a b l e s , Cl u i t e s i mi l art 0 a u sua L pro c e cl u t' e . A n 0 per a t ion ma y 
onLy be invoked by a message that is composed of the operations 
name, and a list of actuaL parameters that m2tches the formal 
parameter list. An CSSA-agents execution cycle corresponds to 
the cycLe shown in figure 4.1. 

The user itself is an integral part of a CSSA-society, in the 
form of a special interface agent This interface agent is the 
o n l y age n t t hat ma y t a ke act ion s 0 f 'I i s 0 \~ n, and hen c e p Lay s the 
role of the met a-agent mentioned in the preceding section. All 
other agents must be created by a special generative command, 
according to some pre-defined script. The initial states of 
t h (; '; ..~ age n t S Cl r' e cl e fin e d by imp Li ,~i t cl e f a u Lt v iJ l u C~; 0 I' b '/ e:<­
r) L I ,~ 1 t e l y s p e cif i E: d v a l ue S 0 f l: h E' it' V a ,-. 1 a b l ..~ s . The t' e s u l t 1 n 9 
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network is dynamic in that agents may not onLy be created but 
also aborted, and in that acquaintances can be communicated at 
run-time. 

An earLy version of CSSA has been running on a singLe-CPU 
SIEMENS BS2000 machine. The CSSA-code is transLated to an inter­
mediate vit~tuaL stack machinE:, running on a SIMULA muLtiple 
processor simulation system. This system simuLates an 
asynchronous processing environment with fLexibLe parameters, 
such as number and interconnection of physicaL processors and 
mes sag e t ran s mi s s ion rOll t e S (t n cl t i me set c . .. A d i s t t~ i b LI t e d 0 per ­
ating system is running on the simuLator. 

CurrentLy, a reaLization of CSSA on a reaL muLticomputer net­
work composed of sevarL 32-Bit CharLes River machines is under 
development, and a flrst prototype has no\~ been compLeted. This 
reasearch and deveLopment 15 part of the INKAS-project at 
Kai se r s Laut ern UrI i v e r sit y [N e h mer eta L- 8 5 J. A b I' i e f 0 v e r vie \.J 0 n 
CSSA can be found in [Mattern!BeiLken-85]. For fuLt detaiLs, 
especiaLLy for the many aspects of CSSA not mentioned here, see 
[ Be iLk e n I ~, a t t ern I Spen k e - 8 2 ] • A coL Lee t ion 0 f CSSA- P r~ 0 9 r a mmi n 9 
exampLes is given in [Voss-8;::]. 
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5 SCENELAB 

5 1 The Key	 IdeR and the System Kernel 

The key idea of SCENELAB is to reaLize Waltz-like filtering 
procedures by a society of cooperating agents. The problem of 
labelling line drawings from trihedral scenes has been taken as 
sampLe appLication area to exploit this idea. 

The kernel of SCENELAB is constituted by a network of agents 
t hat is' i s 0 m0 r phi c ' tot he Li n e d r 2 1'1 i ngin t hat the rei sone 
agent per junction, agents that work on adjacent junctions being 
acquainted to each other (figure 5.1) 

r-----------------.--- --------------------, 

c 

Figure 5.1:	 SCENELAB works with a network of 
cooperatirg agent~ that is isomorphic to 
the Li n e Id r a ~I i n 9 

BasicaLLy, 
of its OI'ln 
neighbors. 

the 
ju

task of 
nction c

. 
sudh 

ompati
an agents 
bLe with 

is to keep the 
those of aLL 

LabeLLing 
of its 

This goal is achieved by the folLowing realization of a WaLtz­
filtering algorithm. Initially, every ~gent is supplied with a 
list of potentially possible junction Labels for the type of 
junction it is processing. These Lnbels restrict the possibi l­
ities of assigning segment labeLs to the segments joining at 
that junctlon, 2S seen from that par'ticuLar viel'lpoint. If some 
specific segment Label is ruLed out hy the current set of junc­
tion labeLs, the agent sends a message to the agent working on 
the opposite junction of the segment in consideration. This 
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message says, the addresse should remove from its cur"rent label 
set all those junction labels that induce a segment label for 
that segment that corresponds to the labeL that has been 
eliminated. When receiving such a message, an agent performs the 
appropriate dele~ions and then checks ,'Jhether these deletion~ 
impose additionaL constralnts upon some other segments, i.e. 
whet her so me l a IJ e l has be con, e imp 0 s sib l e for a se g men t ,-I h i l e i t 
has been possibLe before the transaction. If so, the agent 
forwards corresponding messages to the neighbors involved 
(figure 5.2). 

t:'~o PA"A-TE ( .. )~) 

.J' 
t\~~~"6i SWr (s'( 

~~""'rt (" ) 

Figure 5.2: An agent evaluates and propagates 
constraints 

'-------------- ---- ­

5 2 Architecture and Interfaces of SCENELAB 

The kerneL constraint network is embedded in a computing sys­
tem composed of severaL additional agents (figure 5.3). First of 
aLL, the t~ e i '.., the SUP ERVISO R b e i n 9 I" e s p 0 n s i IJ Le for the 0 v e t~ all 
con t ,~ 0 l 0 f the sI's t em. The SUP ERVISO R co mmun i c ale S vi i t h t ti ells e r 
oft h e s y s t e m C' n d g e n era t e s a 11 d m0 nit 0 r s the con s t r a i n t net vi 0 t' k . 
The user specifies a picture description and a label dictionary 
in a special description Langu3ge POL. He is completely free in 
defining junction figures and LabeLs of his O\-In. This mnkes 
SCE NELAB n 0 ~J e n era L p U f' P 0 sec 0 n s t r a i n t: s ':I s t em, but i ten a b Le s 
the use r t 0 d e f i Jl e all d mi) nip 1I Late a r bit [' a r y con s t r <= i n t pro b 1ems 
t hat ex hi bit the s a mest r 1I C ! urea s the sce n e Lab eLL i to 9 pro I) I em, 
i.e. finite constraint reLations where the compatibi lity between 
composite node labels reduces to a one-to-one compatibility 
between edge labels. 
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PDF
 

L-D 

!1'?t'~ 

~ ~ ,," 

-A'\. 
~ 

HIt - Wl\ I~ .-----...
SOF 

Figure 5.3: Architecture of SCENELAB 

Here are the PDL-definitions of the junction figure ARROW, and 
of a 'figure' OR, representing a LogicaL disjunction. 

def-Lab +;-;0>;>0. { The basic segment LabeLs} 
spec-corn +:+;-:-;0>:>0;>0:0>. { CompatibLe segment Labels} 
def-fig ARRO\1. { A Junction figure} 
s n e c - d e g ARROW: 3 . { De 9 I' e e 0 fan ARROW } 
s p e c - Lab A RR0 vi: + / - / + , + / + / + , 0> / + /> 0 . 

{ Admissible ARROW-labellings } 

def-Lab tt;ff.
 
spec-com tt:tt;ff:ff.
 
def-fig OR.
 
spec-deg OR:3.
 
spec-Lab OR: ff/ff/ff,ff/tt/tt,tt/ff/tt,tt/tt/tt.
 

The following PDL-statements specify a part of the tetraeder
 
shown in figure 5.1, and a related n~twork representing a logi­

cal connection.
 

def-seg s;t;u;v;w.
 
def-jun a;b;c;d.
 
spec-fig a:ARROW; b:ELL; c:ARROW; d:E~L.
 

snec-gra a: s/b,t/c,u/d.
 

def-seg p;q;r;s;t.
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def-jun a;b;c;d.
 
spec-fig a:OR; b:2-IDENT;c: AND; d:NEG.
 
spec-gra a:p/b,q/c,r/d.
 

where 2-IDENT couLd be defined as 

def-fig 2-IDENT.
 
spec-deg 2-IDENT:2.
 
spec-Lab 2-IDENT: tt/tt,ff/ff.
 

Note that in the Latter exampLe, the segments pLay the roLe of
 
pro p 0 sit ion a L for mu l a e • Too v er c 0 metherest r i c t ion t hat eve I' Y
 
se 9men t i s con s t r a i n e d bye x <' c t Ly t 1'1 0 j u net ion s ( her e : eve r Y
 
formulae is invoLved in exactLy tl'IO other fomuLae), an n-IDENT
 
constraint can be used to replicate segments.
 

The picture description fi Le PDF and the LabeL dictionary LD 
are Logical files I'Jhich can be Linked either to an interactive 
input device or to some predefined descriptions from a library. 
For sce n e Lab eLL i n 9 pur po:. e s , the r e t y p i c aLL Y 1'1 iLL b e a 
pr e d e fin e d s tan d Cl r d lab e L d i c t ion a r y a v aiL a b Le, I·J h i let h e p i c­
ture description is interactiveLy suppLied by the user. PDF and 
LD contain PDL-representatlons of Line drawings and Labels, 
\~hich are inct'ementalLy tran~.Lated into an intern<lL represen­
t a t ion . P 0 L a s 1·1 ell a s the 1 n t ern a l s t rue t u res are rea l i z a t ion s 
oft h e a b s t r act mod e l t 0 b e cl i s c u s sed i nthe n e x t p aI' t 0 f the 
paper. 

The LD-SERVER shown in figure 5.3 is a special agent managing 
a Library of dictionaries and the dictionary currentLy in use. 
It suppLies the agents in the constraint network with their ini ­
t i aLL ab ell i n g s . T It e use I' con t r 0 l s the s y s tern by s end i n g corn ­
mand s tot h e SUP E RV ISO R . ThE: f 0 l l 0 I·J i n 9 s e Cl u e n c e 0 f c 0 mmand s 
wouLd result ln the construction of a constraint network to 
label a drawing being described on a PDF linked to a special 
rea dera g e n t P0 F - REA 0 ER, LI singal a bel die t ion a r y t' e s i din ~ 0 n a 
f i l ere a cl b y the L0 - RE1\ DER. 

send I NT ERr RET r (P DF- R ~ f\ 0 ER) \ 0 sur ERV ISO R; 
send INTERPRETE (LD-READER) to LD-SERVER;' 

{ TelL the SUP ERV ISO Ran cl t} I e L 0 - SERVER \.J her e t 0 9 e t the i r 
input data} 

send INIT-NET to SU?ERVISOR; 
{ The SUPERVISOR wi LL create a constraint network and 
supply the agents with their initial information as e.g. 
acquaintances and type of Junction they have to I'Jork on. The 
age n t s the n I·J iLL se n cl re Cl u e ~; t s for a p pro p r i ate i nit i alL a beL L i n 
to the LD-SERVER } 

send START-NET to SUPERVISOR;
 
{ Ac ti vat e t It e c on s t r a i n t n t' t vJ 0 r k }.
 

The user may also imp 0 S e <:1 d cl i t ion ale 0 n s t r a i n t s by mea n s 0 f 
In e s sag e s cl LI r i n g t he con:, t r' a i n t process, e xc LU cl 1 n gee t' tal n 
labelLings, e.g. to enforc~ a unique LabeLLing when the result 
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is ambiguous. 

send EXCLUDE(+,d,s) to SUPERVISOR; 
{ The SUPERVISOR will sent appropriate messages to the 
agents working on the junctions joined by the segment s 
to rule out the label '+' for s, as seen from the junction a } 

Furthermore, there are various inspection and controL commands 
to display intermediate results, or to trace the constraint 
propagation process. An interactive error handling facility 
allows for correcting errors without restarting from the 
scratch. When an error occurs when reading from a fi Le, the in­
put stream is automaticallly switched to the interface agent, 
i.e. to the user, who is asked to correct the fauLty input or to 
break the session. Appendix B gives a complete specification of 
PDL and lists the most important SCENELAB commands availabLe to 
the user. 

5 3 Correctness and Termination - Some Informal Arguments 

Sequential and synchronized paraLLeL versions of this algor­
ithm exhibit sin/ple criteria for correctness and termination 
[WaLtz-72], [RosenfeLd/Hummellzucker-76]. Basically, the same 
arguments appLy to the asynchronous case, too, but some techni­
cal overhead is needed to provide formal proofs. Before we turn 
to a somewhat more rigorous treatment of the problem, I would 
Like to give SDme informaL arguments that the system always ter­
minates, providing the desired result. 

First, notice that every inconsistency occuring at a junction 
is resolved by del~ting the Labels that are responsible for this 
inconsistency. Second, onLy necessary deLetions are made. Dele­
tions may only occur as the resuLt of a message, and messages 
are not sent untiL some labeL must be excluded for LocaL 
reasons. This shows that a label is removed if and onLy if it 
cannot consistently reside at a junction, hence the resulting 
labelLing must be the greatest LocaLLy consistent labelLing con­
tained in the initial LabelLing., 

Furthermore, both the constraint network and the Label dic­
tionary are finite, ;.e. only a firite number of deLetions may 
occur and, consequently, only a finite number of propagation 
messages will ever be sent. As message transmission times and 
transactions are finite, the system must eventuaLly halt and 
come to a stable state. 

However, although system termination seems to be obvious and, 
in fact, wi lL be shown in a later chapter, how can we find out 
whether the network has terminated or not? 
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5 4 Distributed Termination n,tect;on 
" 

The probLem arises from the fact that, on one hand, ter­
mination is clearLy a gLobaL feature. On the other hand, every 
agent only has a restricted local view of the entire state of 
affairs, and agents can only be inspected by message passing, 
i.e. only one agent is accessible at a time. Henceforth, 
although one can postulate a global system state, this state is 
not directly observabLe. 

Another question hereby 
asynchronously co-operati
seems odd first, but it 

is, 
ng ag
turns 

what 
ents 
out 

does 
has 
to 

t
be 

it 
erm

a 

mean that a s
inated? This 

non-triviaL 

ystem of 
question 

issue. 
BasicaLLy, there are two different views of that problem. 
Fir s t l Y , an eve n t - 0 r' i en t e d Cl Ppro a c h say s , the s y s t em i s t el' ­
minated if no agent is currently active or l~iLl become active in 
the future. This means that every agent is in a stable state and 
that no message is cut~rentLy on the way betl'Jeen tl,JO agents. 
Since no agent may become sp0ntaneously active, only messages 
coming from outside the syst~'m can re-activate an agent. Notice 
that such messages relativi7e the condition 'nb agent wi LL 
become active in the future' to the system being considered as 
closed. 

Another, state-oriented approach says, the sy~tem has ter­
mi nate d i fit has rea c he d a s tat e pro v i din 9 the Cl e sir e d res u l t . 
Here, some care must be taken that the termination condition on 
states is persistent in the sense that, I'Jhenever a state satis­
fying that condition is reached, no subsequent state may violate 
the condition, except those induced by external messages. Com­
plete local consistency e.g. is such a persistent condition in 
OUt' con s t r a i n t net I'J 0 r k. And, a s me s sag e s ma y b e 0 nth e ~J a 'I t hat 
do not Lead to further delet1ons, this condition does not impLy 
that the system is terminatecl l'l.r.t. an event-oriented defini­
t i on. 

The trouble ~Jith any such termination condition, either state­
or event-oriented, is that it usuaLly does not subdivide into a 
conjunction of LocaL conditicJns. In both cases, simply askina 
around every agent for h's locaL termination, according to 
either condition, does not ~olve the problem. An agent say in 9, 
ok, I a m don e, \'/ iLL usua LLY ,lot be Cl b let 0 e xc l ud e t hat i t C 0 u Ld 
be re-activated by the recelpt of a message that was on the way 
1'1 hen the Cl ue r y '.'1 a s b r 0 .1 d - cas l e cl (f i 9 ur e 5. 4) • 
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Figure 5.4: Simple broad-casting does not solve the 
distributed termination problem 

Note that the condition 'wi II not become active except for 
messages coming from outside', considered for a singLe agent, 
transLates to '~'liLl not become spont<!neously active'. Thus, from 
an event-oriented point of view, a single agent trivially 
f 1I l f ill sal 0 c a l t e r mi n a t ion con d i t ion \'1 hen eve r i t i sin a s t a­
ble state. 

In most reasonable cases, a more or less costly overhead will 
be needed to detect the termination of a distributed system 
vJ 0 r kingal 0 n g the l i ne s s ke t c hedin c h apt e r 4 . I n 
[Bei Lken/Mattern/Reinfrank-85], we discuss the general ter­
minati~n detection problem and review some approaches thereto 
that have become known in the literature. In particular, several 
pr act i c a l Cl l go r i t h ms due toe h r i s t i cl n Be ilk e n and Fr i e d e mann 
Mattern are presented, which have bepn realized in several CSSA­
pro 9r a ms run n i ngat Ka i se r s tau t ern, i ne Lud i,n g a con s t t' a i n t 
pro p a gat ion s y s t em for cry pta r i t hIDe tic, a s des c I' i bed i n 
[KornfeLd-81]. I should point out th~t most of the vocabUlary on 
distributecl termination Llsed in this section evolved f!'om vari ­
ous discussions with Christian and Friedemann . 
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5 5 Freeze-and-Check 

In SCENELAB, a brute-furce method for termination detection 
has been chosen. Based upon the fact that compLete LocaL con­
sistency is persistent, SCFNELAB proceeds as foLLows. First the 
constraint system is frozen by sending appropriate STOP-messages 
to every LOCAL ANALYST, thot break their constraint processing 
when receiving such a message. This is initiated by the command 

send CHECK-NET to SUPERVISOR; 

The se~uence in which these stops occur cannot be specified but, 
aft era l'J h i Le, aLL 0 f the L 0 CAL ANAL YST s l~ iLL h a v e i n t err u p t e d 
constraint propagation. The Local LabeL sets - in spite of the 
fact that they have been eVL1Luated l'Jithin different intervaLs of 
time - determine a gLobaL LabeLLing that is now checked for Lo­
cal consistency. To do this, every agent simpLy asks each of his 
neighbors, "is may LabeLLin~~ ok for you', i.e. for every segment 
LabeL being possibLe from h's point of view, he asks for a com­
patible label at every n~ighbol~. Waiting for the anSl,)E;rS 
r e qui res s 0 me s y n c h r 0 n i z a tic 11 , l'l h i c h can bee a s i l Y rea L i zed b y 
using counters. The LOCAL. ANALYSTs then teLL the SUPERVISOR 
\'Ihether the labeLling is to( 'llLy consistent at their junctions. 
Depending on the answer, the SUPERVISOR resp. the user can 
decide e.g. to restart the constraint propagation, or to gener­
ate an output fi le contain'ng the PDL-description of a LabeLled 
dral'ling. This is done resp. by the commands 

send RESTART-NET to SUPERVISOR;
 
or
 

send GENERATE-OUTPUT tp SUPERVISOR;
 

The call t i 0 U S I~ e a cl e r mayha v e not ice d t hat the con c epto f 
'freezing' does not neatly fit into our modeL of how CSSA 
rea L i z e s so c i ,~t i e S 0 f i..J 9 e n t s . F I' e e z i n g the con s t r a i n t 
PI' 0 P agat ion me d n s t hat the l 0 c a L age n t s t e mp 0 r a r i LY don 0 t Cl c ­
cept for processing any PROPAGATE message but Leave them un­
ope n edin the 1112 i Lbox un t i L aRE STAR T me s s a q e i s re c e i v e d . T his 
involves the fact thClt Cl fIlessage \'Jith the same pattel'n once 
mate h e san 0 per <l t ion 0 f the a cl I' e s see, a n cl 0 n c e cl 0 e s not . I n 
fact, CS SA provides an ac!,:Jition3L faci Lity, the facettes, a 
f Ll C e t t e b e i n gall i n t ern a l s I 3 t e 0 fan age n t l·J her e 0 n Ly a 5 Lt b s e 1: 
of all of its 0 p e I' a t ions' s avaiLabLe. A transaction then may 
a Ls 0 i n c Lud e tile t t' a n sit ion fro m 0 n e f 2 C e t t e i n t 0 cl not her . A 
S TOP - me s sag e 5 imp Ly mCl k e s a r1 age n t 9 0 i n t 0 a f ace t t e l'J her e n 0 

? R0 PAGAT E- 0 per a t i 0 11 i s I< n 0 l'J n . H0 l·! e \I er, t his s i 9 n i f i (. Cl n t Lye 0 m­
p lie ate S 0 Ut' mod e L 0 f CS SA, a n cl Lea cl s to sub s tan t i a L con c '': p t u a L 
pro b Lems t hat lie con s i d era f:; LY bey 0 n cl the s cop e 0 f t r i spap e I' . 
Therefore, we should content ourseLves with the informal notion 
that the LOC,u.L ANALYST Leaves any incoming PROPAGATE message un­
opened unt i L he has receivec; a RESTART-mess3ge. This is Less 
severe than couLd be assum0d, because such a behavior couLd be 
simuLated in OIJr simpLe CSSA-modeL, too. To achieve this, Let 
the S TOP - me s s .-j 9 e set a f LL' 'J l'l h i c h can b ere set by the RES TAR T ­
message. The rROPAGATE-operations then can be modified such 
that, as Long as the fLag is set, the agent does nothing but 
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send a duplicate of this message to 'tseLf . 
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6 A ModeL Of the Picture Domain 

6 A Model of the Picture Don~in 

In this chapter, I am going to work out what knowLedge we need 
ab 0 uta Li ne cl r a \.) i ngas ani n put for a Lab eLL i n g pro c e d '-' t' e • 
SeveraL Levels of representation IvilL be introduced, \'Jith vari ­
ous degrees of precision, a basic Level, a topoLogic LeveL, a 
geometric Level, and a numeric level. 

6 1 The B2S;C Level 

Atab a sic Leve L, I P 0 s t u I ate a c Lea r not ion a b 0 UtI') hat a Li n e 
drawing is: a line drawin0 is composed of a number of straight 
Line segments S, junctions J, and regions R, being arranged in 
s 0 me pat' tic u La r ~! ay. We I') iLL 0 n Ly con s i d e r d r a I'! i n g s ~! i t h 0 uti S 0 ­

lated eLements, especiaLLy without isoLated or dead-end seg­
ments. Every segment joins exactLy two junctions, and at every 
junction, tl')O or three segmpnts meet. This restriction partiaLLy 
refLects the requirement that the drawings be perfect drawings 
oft r i he d r a L sce n e s . H0 I') eve r , pet' f e c t n e s san cl t " i h e d r a Lit y 
qualify the scene and the r~Lationship between tile scene and the 
drawing, so it cannot b~ fuLly represented in the picture 
domain. 

6 2 The Topologic Level 

Most of the knowLedge we need to LabeL a Line drawing is of 
topoLogicaL nature, i.e. how are the primitives grouped together 
t 0 con fig urat e a Li n e d r a I') 1 n 9 ? T 0 cap t ur e t his i n f 0 t~ ma t ion , v) e 
d e fin e t I') 0 kin d s 0 f p i c t u r e 9 I~ a ph s . 

Notation [unordererd tupLesJ 

Given a carrier set M, Let [X 1 'X 2 ' ••• ,x n ] E M"I- denote an 
un-ordered n-tupLe of elements of M, with possibLy muLtipLe 
occurences of singLe eLC'llents. 

• 

The 9 rap h the 0 I~ e tic a L v 0 cab L; La r y use d her e i s La r gel y t a ken fro m 
[60ndyIMurty-76]. 

Definition 6.1 [junction picture grarh] 

For a 9 i v e '1 l i n e d raw i n ~J \v i t h s e ~I men t s S and junctions J, 
Let ani n c i cl e n c y f 1I n c tic.' n )J bed (: fin e d a s foLlo\,)s: 

j-1:	 S ~ )2 I_
 
s H j-1(s)=[a,b]
 

where j-1(s)=[a,b] if ~nd only if the segment s joins the 
junctions a and b. The resuLting undirected graph G=(J,S,j-1) 
i sea Lled the j unet ion p i c t ur e 9 rap h 0 f the d r a \'1 i I I 9 . 

• 
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6 A ModeL of the Picture Domain 

Notice that the junction picture graph of a perfect drawing of a 
trihedraL scene is necessariLy both simpLe and pLanar. 
Furthermore, every junction has a deqree of 2 or 3. 

Notation [degree - incidencts - adjacents] 

Given a graph G and a vertex v. Let deg(v), inc(v), and 
adj Cv) denote, respectiveLy, the edge degree of v, the seg­
ments incident to v, and the junctions adjacent to v. 

• 

A reLated graph can be defined for the regions of a drawing. 

Definition 6.2 [region picture graph] 

For a given line drawing with regiohs R and segments S, Let 
an incidency function v be defined as foLLows: 

V: S .... R 2 
/~ 

s t-+ v(s)=[x,y] 

where v(s)=[x,y] if and onLy if the segment s separates the 
bJO reglons x and y. The I'esulting undirected graph 
H=(R,S,v) is caLled the region picture graph of the drawing . 

• 

Notice that a region picture graph is usuaLly not simpLe (see 
figure 6.1). Since we do not consider region labelLings in our 
example, we wiLL focus on junction picture graphs. 
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6 A ModeL of the Picture Domain 

Figure 6.1: The junction picture graph, and the region 
p i c t u r e 9 r' a ph 0 fad r a l·J i n 9 0 f a cub e 

'- ---_.. 

-" 

Fig ur e 6. 2: T~} 0 s i 9 n i fie ant L'I d i f fer e n t Li n e d r a l~ i n 9 s 
having isomorphic junction picture graphs 
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6 A Model of the Picture Domain 

LL.The Geometric Level 

Unfortunately, line drawings exhibit some significant features 
that are not represented in the picture graphs but that we need 
to achieve proper labellings. Altho~gh e.g. the two Line draw­
ings sho~Jn in figure 6.2 have isom·wphic picture graphs, they 
are quite differently to be labelled. These drawings have the 
same topological structure at the jUllctions d 1 resp. d 2 , but the 
geometric shapes of d 1 and d 2 substantiaLLy differ in that d 1 
has tl'JO segments co-linear whi le d 2 has not. In our vocabulary, 
d 1 is a TEE-typed junction and d 2 is an ARROW-typed junction. As 
we have already discussed in an earlier chapter, we caLL such 
typical intersection patterns of segments at junctions 
junction figures. We aLso have argued that such a figure has 
s 0 me ph y sic a l me ani ngin t hat d i f f e I' en t fig ures res u Lt f t' 0 m the 
objects in consideration and from the particuLar viewpoint from 
which we look at these objects. However, this physical meaning 
cannot be directly represented in the picture domain. We there­
fore introduce figures independently from their physicaL inter­
pretation. 

Definition 6.3 [junction figure cLassification] 

A junction figure classification is a partition of all pos­
sible junctions in the CpLane) surface the drawing has been 
drawn within s.t. the foLlowing hoLds: 

Junctions that beLong to the S3me cLass have the same edge 
degree. This degree is referred to as to the degree of the 
figure. 

Given a figure cLassification, the cLass of an arbitrary 
junction is effectiveLy comput~ble. 

• 

Notation [figure of a junction], 

Given a figure cLassification F={f1, ... f }, and a junctionn 

a, we denote the figure of a w.r.t. to F by figCa)=f~, for 
some i. 

• 

Notice that the equivalence relation induced by a equiv b if and 
onLy if figCa)=figCb) is a refinement of the equivaLence re­
lation induced by degCa)=degCb). For scene LabeLLing purpdses, 
such a figure classification is usualLy based on some geometric 
properties of the junctions. We use the cLassification 
F = { ARROW, ELL, FORK, TEE}, being defined as follows: 

-	 ELL: any tl'JO line junction 

~	 ARROW: any three line junction in which there are two 
segments such that for each of these segments, the other 
t ~J 0 se g men t s Lie 0 nthe s a In e ~ i de 0 fit 
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6 A ModeL of the Picture Domain 

TEE: any three Line junction having two of its segments 
co-l i near 

- FORK: any other three line junction 

Clearly, these descriptions provide a basis for an effective 
computation of the class any two or three line junction beLongs 
two. To rigorousLy fulfilL the requirement that a figure classi­
fication partition aLL possibLe junctions in a plane l'le \'louLd 
have to introduce additionaL figures, say DEG-4, DEG-S, etc., 
that subsume all non-trihedral junctions. 

Frequently, junction figures allow for a distinction between 
uniquely determined segments of junctions of that class, as e.g. 
the's h aft s e g men t 0 fan A Rf~ 0 W' . S uc had i s tin c t Ion bet \-/ e e n 
particular segments 15 valui)l)le for scene labelling, since dif­
ferent segments usually may be differently labelled, so we want 
to make this knowLedge explicit in our representation. We in­
troduce an ordering upon the segments of trihedral junctions ac­
cording to the following convention. Firstly, ordering is always 
cLockwise. SecondLy, if there is one region bounded concaveLy by 
the segments of a junction of a particular class, we begin to 
count at the first segment to the right (in cLockwise direction) 
of that region. Note that there is either no or exactLy one such 
region. Junction figures having this property are called 
ordering figures, others are called semi ordering. In case of 
semi-ordering figures we start at an arbitrary but fixed segment 
and con s i cl e l' all c y c Li c p e I' mLJ tat ion S 0 f the res LI Ltin 9 0 r der. 

CLass i f Yi n 9 a j unet ; 0 n, s Cl ~' x, ace 0 r din 9 t 0 its fig u r e fig ( x ) 
thus induces an orclering resp. severaL orderings upon r)oth 
i nc (x) and a cl j (x). Not ice t h El tal l but 0 n e 0 f the Hu f f ma n C l 0 \-1 e s 
f "j g ures (t h e FC' RK) are 0 r d e r 1 n 9 (f i 9 u I' e 6. 3) . 
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1 

Figure 6.3: ALL but one of the junction figures allow 
for a unique ordering of their segments 

We are now ready to define a structure that represents all the 
knowledge we need to label a line drawing. It is based on the 
junction picture graph, and on a classification of the junctions 
oft hat 9 rap h . Fur the r m0 re, 1'1 e e x tell d the i ncid e n c e fun c t ion b y 
some expLicit ordering informution, ()S I3vaiLabLe through the 
figures: 

Definition 6.4 [classified ordered picture graph] 

Given the junction picture graph G=(J,S,~) of a line 
drawing, and a figure cLassific3tion fig: J~ F, we define 
its cLassified ordered picture graph, copg in short, as a 
quintupLe 

H=CJ,S,F,fig,graph)
 
graph: J -7 CSXJ) n /~
 

l'/here graphCa)=C(sl,b1),.·.,(sn,b » if and only if 
n=degCa) 
and f 0 I' i =1 , 2 , • • • , n, ~ Cs; ) =[ a , b; J, 

Cb 1 , • • • , b n) be i n 9 an 0 I' J e r~ i ngind uc e d by fig Ca) 
upon adj Ca). 

n 

If fig(a) is a semi-ordering junction, we take an arbitrary 
but fixed one of its orderings. 

• 

Notice that n is variabLe in the def inition above. A rigorousLy 
proper definition could be achieved ,~.g. by using the degree as 
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6 A Model of the Picture Domain 

an additional parameter of 0raph, or by defining separate func­
tions graph-n for the junctions of degree n, graph being the 
union of all these functions. However, I do not want to be ex­
cessiveLy formaL and omit some formaL rigor for the sake of 
simpLicity. 

6 4 A Note on Qualitative and Quantitative Numeric Descriptions 

ALthough a copg provides a finer-grained representation of a 
Li ne d raw i n 9 t h a nap urep i c t u r e 9 rap h , i t i s s t iLL a vel' y C r ud e 
LeveL of abstraction. No distinction can be made e.g. between 
the two drawings shown in figure 6.4. 

~-------------------------------------, 

Figure 6.4: Two drawings that cannot be distinguished 
by Hu f f man /C l 0 \'1 e s Lab ell i n g s 

Another leveL of detai l couLd be achieved by representing 
nu mer i c coo r din ate s \'1. r . t. t 0 s 0 me un d e r Ly i n 9 coo r din ate s y s t em. 
HO\·lever, aLthough such num,~ric vaLues are usuaLLy avaiLabLe 
sin c e the b a sic i mage 5 a I' e " e P I' e 5 e n t e d asp i x e L Cl r t' a y s, the y are 
generally inadequate for Jenerdting semantic descri:Jtions of a 
scene being represented by ] drawing. Instead of saying, the 
all (] Leo f t 11 e pe Cl k 0 f i) n A RR') \} III ea S LI r' (: s 37, 5 cl e 9 r (~e s , \./ h 1 let hat 
one of anothel' "Iea~ures 105. cle'3cril)Lions like the ARROW 1~; 

pe il ked res p . vet' Y S 011 0 0 1-_ I, i.l r c !n (j r c ex p,' e s s i veil n d <J d cl P t e cl t 0 d 

hum an use I' 0 f the SI'S t em. ) 11 e /1 ',J 0 r ~ 1 n 9 0 n s LI ch a qUi) Lit a t i v '.~ 

l eve L, a ppro p r i 3 tee 0 n 5 t r' a i 11 t s C Cl n a l sob e de fin e d and e v Ll l LI ate cl 
for pie t Ut' e pro c e s sin 9 . 0 a 'j i d ~I a Lt z [W a Lt z - 7 2 ] has 1I S e cl e. 9 . Ll 

very crude quaLitative d1stinction between shadowed and 
iLLuminated regions - inst~ld of concrete illum'nation vaLues, 
and his labelLing proceclu'e expLoits constraints like 'if two 
re 9 ion s are s e p a I' ate d :) y a ,2 r Cl C k Li n c, , the y mLI s t b e (~i the r bot h 
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shadowed or both illuminated'. The use of quaLitative represen­
tation and reLated reasoning faci lities is currently one of the 
hottest topics in AI [AIZ4-84]. 
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7 Labell;ngs 

7.1 The Label Dictionary 

Our finaL goaL is to find a unambiguous assignment of labels 
to segments~ LabeLs standing for certain properties of the cor­
responding edges. As we have discussed in an earLier section. we 
aLways Look at such a segment from one of its endjunctions. and 
t hat S 0 met i me s • the c h 0 ice 0 f vie ~'J p 0 i n t i s s i g n i f i can t. H0 \0} eve r , 
for every aspect of the segment that we consider in our appll­
cation. the views from two opposite junctions are either identi­
caL or compLementary. 

Thus~ we work with a finite set of segment LabeLs 

! L:={6 1 .···.6 n } 

I 
whe~e there is a symmetric o~e-to-one compatibiLity relation 
bet ~v e e n Lab e Ls. T his co mpat i ') i Lit y i n d u c e s a b i j e c t ion 

match: I ~ I
 
match(6)=~ if and only if 6=~
 

Note that the symmetCi of = ~eans that match is equal to its in­
verse function match • hence we have 

match(match(6»=6 

Different junction figures alLow for different labelLings. and 
the ordering of the segments usualLy. in the case of ordering 
fig ures • ma k e S s 0 me d i f fer e n c e • Th u s ~ for eve I~ y fig LI rei n con ­
si de rat 1 0 n • the t~ <: i san U ID bel' 0 f po S sib Lee 0 mpo 5 i t c j un et \ 0 n 
lab e l $ rep res e n t e cl <) S 0 r d c: I' e cl n - t up l e S 0 f s e 9 rn e n t lab c L5 • n b e -­
i Jl g the d e 9 r~ e e 0 f the fig 1I t' e ­

Definition 7.1 [dictionary page] 

Let I be a set of segment LabeLs~ f be a figure from a given 
totaL F of figures. A ciictionary page LCf) is a finite 
number of junction Labels ~ of the form 

6 = (<>1' •••• 6,,) € r" 

where n is the degree nf f. Notice that we use underLined 
greek Letter~s for juncli:n LabeLs. 

A l Cl bel die t ion d t' Y the n 1 S 9 1 ve n by a n u mb e r 0 f diction<.H'y 
Page s. 0 t) e r 0 /' (~v e r y fig L1'~ C i n COl \ S i de rat i 011 • 

• 

We do not require that the dictionary pages be disjoint. For 
such a dictionary~ we write L(F) and omit F if ie is cL~ar what 
figure set is meant. 

18AUG85 41 ~i. Rei n f ran k 



7 Labellings 

Notice that the only time a physicaL meaning of labels is in­
voLved is the time when the dictionary is generated. Once is it 
compLeted, a labeLLing procedure treats them a~ simpLe symboLic 
en tit i e solnth e cas e 0 f s em i - 0 r cl e rill 9 fig uI' e s , car e m1I S t b e 
t a ken t 0 i n c Lud e eve r y c y c Li c per mu t cl t ion 0 f e a c h 0 f the Lab e l s • 

The compatibi lity between segment labels extends to junction 
lab e l sin the f 0 l L0 1'1 i n 9 can 0 n i c a l I·J a ~. : 

Definition 7.2 [compatibLe junction LabeLs] 

Let ~ = (~l'.·.'~rn) and.f. = (~l~ ••• '(>") be t~I}O junction 
labeLs, and Let k€{1,o. om} and L€{1, .. on} be two indices. ~ 

is said to be k/l-compatibLe with 2 if and only if 

We write 6 k~l 2 
• 

The definition 
stra i ght fOrl-Jard: 

of a set-valued junction labelling i s 

Definition 7.3 [junction Labelling] 

Given 
LabeL 

the copg H=<J,S,F,fig,graph) 
dictionary L(F), a junction 

of a line 
LabeLLing 

dral'Jing, and 
is a function 

a 

I: J 
a 

--1 

H 

'P(L(F) 

I(a) ~ L<fig(a» 
• 

Defintion 7.4 [LabelLing probLem] 

A pair LP=(H,L), where H is a copg of a Line drawing, and 
where L is an appropriate Label dictionary, is caLLed a 
LabeLLing probLem. 

• 

Notation [speciaL LabellingsJ 

Given a LabeLling probLem LP=(H,L), we denote the total of 
aLL po S sib Le LCl beL L i n 9 s 0 f H fro !~l L by LP - I . 

The empty LabeLLing I, 1'1 h e f' e \f Cl ": J: I ( a) ={} , 1S caLLed the 
nuLL-LabeLLing I-NULL. 

The labeLling I that assigns to every junction a its entire 
d i c t ion a r y p age L ( fig ( a) ) i s C cl LLed the i nit i aLL a beL Li n 9 
I-INIT. 

The ma p pin 9 I, de fin e d a s Va € J : I (a) =In, whe I' e n= de g ( a), i s 
caLLed the Label universe I-UNIV of a junction. Notice that 
I-UrnV is no LabeLLing in the pr'oper sense of the I·Jord. 
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7 LabeLLings 

• 

7 2 Consistent Labellings 

In this section, we rigorously re-define the notions of 
admissibi Lity and consistency of LabeLLings, that have been in­
formally introduced in the preceding chapters. Based upon these 
definitions, we wi lL be abLe to show that, in fact, every 
labelling problem has a well-defined result. 

Definition 7.5 [admissible labellingsJ 

Let LP be a labeLling probLem, and I€LP-I a Labelling. 1 is 
admissibLe if and onLy if 

(1) \la€J: 11(a)I=1 
(2) Let u, v be two adjacent junctions, where u is the 
p'th neighbor of v dnd v is the q'th neighbor of u. Let 
furthet~more I (u) ={ £ }, and I Cv) ={ :? }. Then ~ q=p £ 
holels. 

• 

Notation [matching LabeLs] 

In the situation described in the definition above, we say 
that the LabeL 0 is matc~ed by ~. 

• 

In the context of Waltz-like filtering procedures, the concept 
of LocaL consistency pLays a centraL role. 

Definition 7.6 [loc3l consistency] 

Let LP be a LabeLling probLem, a€J a junction, where 

9 rap r, Ca) = ( (s 1 , b 1 ) , ••• , (s" , b n ) ), n = d e 9 Ca) 

We say that a labelling I€LP-I is Locally consistent at a if 
and only if for every £ € I (a) and for every neighbor b; of 
a, there is at Least one.£ € ICb;) s.t. ~ is :natcheel by~. 

• 

Definition 7.7 [compLete LocaL consistency] 

A labeLling I€LP-I is called completetly LocaLLy consistent 
c l c ins h 0 r t - i fan cion Ly i f lis l 0 C aLL y con s i s ten tat 

every junctIon ~€J. 

• 

Fro m p rev i 0 u s c h apt e t' S , \ve know t hat Wa Lt z - fit er i n g pro c e d ures 
de t er mi ne a ma x i rn a l sub l a L, ell i n g con t a i n edin the i nit i a l 
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LabeLLing that enjoys this cLc-property. 

Notation [sub-Labelling] 

For two LabeLlings 
LabelLing of I' if 

I, I' £ LP-I, 
and onLy if 

we say that I is a sub­

\laE:J: I (a) sI' (a) 

We write I ~ I'. 
• 

Definition 1.8 [maximaL cLc subLabeLling] 

Let LP be a labelLing problem, 1 0 £ LP- I. A labelLing 
1* £ LP-I is said to be a maximally clc ~,) . r. t. 1 0 if and 
only if 

(1) 1* ~ 1 0 

(2) 1* is cLc 
(3)	 \I I' s 1 0 : I' is clc ~ I' s 1* 

• 

AzrieL RosenfeLd and his colLeagues [Rosenfeld!HummeLlzucker-76] 
have shown that this maximaL clc sublabelLing is uniquely deter­
mined. 

Theorem 1.1
 
[existence and uniqueness of maximaL clc subLabeLlings]
 

Let LP be a LabeLLing probLem, [o€LP-I. There is a unique 
Lab elL i n 9 1* t hat i S III a x i maLL y cl,: ~oJ. r . t . 1 0 • 

Proof (Rosenfeld) 

First, we show that the subset of aLL clc subLabeLLings 
of 1 0 is closed uncJer~ set union. To see this, Let 
I,I'~Io be cLc. CLearLy, CluI')slo. FLwthermol'e, Let 
for some a€J, ~£ (ICa)uI'(a)). For every neighbor b of 
a, ~oJe can fine! a Label £. in I Cb) or ln I' Cb) that 
matches ~, by view of the consistency of both I and I', 
Sin c e £. € (I Cb) u I ' Cb) ), t h i $ i s the cl e sir e d I' e s u Lt. 

Second, note that the null labelling I-NULL is clc by 
definition, hence there is at Least one cLc sub­
labeLling of 1 0 As LP-I is finite, we can show by In­• 

duction that the union of aLL clc subLabelLings of 1 0 

is clc, too. This union is the ~)ell-definecl maximal clc 
sublabelling 1* of 1 0 , 

• 

Corollary 7.2 [maximal cLc subLabeLLing of I-INITJ 

Every labeLLing problem LP has 1 uniqueLy defined soLution 
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in terms of a labelling 1* that is maximally clc w.r.t. to 
the initial labelling I--INIT of LP. 

• 

I nthe s e que l , \~ e w ill s pea k 0 f the ma x i ma l c l c labell i n 9 0 f a 
labelling problem to denote this labelling 1* being maximally 
clc w.r.t. I-INIT. What we would like a labelling procedure to 
do is to produce a (possibly ambiguous) labelling such that we 
can start at every junction, choose an arbitrary label and find 
an unambiguously compLeted ~dmissibLe LabeLling. 

Definition 7.9 
[global consistency and complete gLobal consistency] 

A lab ell i ng I € LP- lis ~I lob all y con s i s ten tat a j un c t ion 2 E: J 
if and only if for ever) ~ E: 1(2), there is an admissible 
sub l 2 beL Li n g I' hI 0 f I ~, 'J ch t hat I' (a) = <>. Her e too, \~ e ex­
tend the definition to compLete globaL consistency as 
DO i n t \'1 i se g lob a l con s i s t '0: n c y . 

• 

The following t \~ 0 lemmatu summilrize some of our previous 
results. 

Lemma 7.3 [gLohaL consistency impLies Local consistency] 

Let IE:LP-I be a l2bellir.g. If I is completely globally con­
sistent then it is completeLy localLy consistent. 

Proof (indirect) 

Let I be not clc. Then there must be a junction a s.t. 
I is not locally consistent at a. By definition 7.6, 
this means that thEI'e is some ~ € I(a) and there is 
some neighbor b€adj (a) s.t. no label f. of b mutches 6. 

Thus, no admissible sublubelling I'hI \'Iith I'(a) <> 
can be founel. I.e.,. I is not globally consistent at a 
an eI hen c e, lis not c 0 mDl (, t e l y 9 lob all y con s i s ten t . 

• 

Lemma 7.4 
[locaL consisti:ncy is insufficient fOI~ globaL consistency] 

There are labelLing probLems LP with labellings I€LP-I such 
that I is clc but not compLetely globally consistent. 

Proof (by counter-example) 

The 
adm
of, 

lubelling shown in 
issible labelling 
say, the junction 

c
fi

an 
a. 

gure 
be fo

7.1 
und 

is 
for 

clc. 
any 

H
of 

owev
the 

er, 
lab

no 
els 

• 
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...----------------------------._---------,
 

Figure 7.1: A locally consistent labelling without any 
admissibLe sub-LabeLLing 

The two Lemmata above, together ~ith the fact that, most 
usuaLLy, the initiaL Labelling I-]NIT is significantly larger 
than its maximal clc sublabelling 1*, shed some Light onto the 
relevance of fi Ltering pr'ocedures. Ir the next chapter, then, \'Je 

w iLL s h 0 \'1 t hat Wa Lt z - Li kef i Lt e r i I' g pro c e d ures are cor r e c tin 
that they, in fact, determine the naximal clc labelling of any 
gIven Labelling problem. 

7 3 Label Compatibilities Seen as Co~straints 

Labelling problems fit into the general constraint problem 
sketched in chapter 3 in two differert ways. On the one hand, we 
can consider the segments as variabLes, taking values from the 
totaL of possible segment labels: 

VARS S
 
DOr-1S {L}
 

The constraint relations then are given by the dictionary pages, 
as e. g. 

ARROW C I X I X L 
ARROW {C+,-,+), (+,+,+), (0),+,>0) } 

Constraint instances relate to junctions, like e.g. 

<a;ARROW; Cs,t,u» 
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However~ this representati0n is only correct if the compatibil­
ity between segment labels reduces to simple identity. 
Otherwise, vie must e.g. repl'esent every segment by two vi)riables 
that are constrained by a bjnary compatibi lity constraint being 
ani n s tan c e 0 f _ (f i g u r' e 7.:~). Be s i des t hat ~ eve r y v a r i ab l e i s 
constrained by exactly two ~onstraints of various degrees. 

Figure 7.2: The LabeLLing probLem seen as an n-ary 
constraint probLem. If ~ is not identity 

the n eve r y s e 9 men t m:1St b ere p res e n t e d b Y t 1'1 0 '/ d r i a b l e s 
\'1 h 0 S e v a Lue S are r e l ;1t e d t h I~ 0 U 9 h a == - con S t r u i n t . 

An a Lt ern ate 1'1 a y i s toe 0 II S i d e r the j u n c t ionsas v a r i a b Le s 
taking vaLues from appropri:lte dictionary pages. The constraints 
then correspond to the bin~ry p~q-compatibiLity relations. The 
labeLs of the junctions a alld b in figure -{.3 e.g. are con­
strained by an instance of,} relation 

ARROW - 1 :: 2 - ELL ~ L ( ARR0 In X L ( EL U 
\'Ihere 

ARROW-1=2-ELL = {( (o>~"'~>o), (o>~>o» ~ «0>,+, >0), (+~>o», 

( (- , + ~ -) ~ (0 > ~ -) ) , ( (;. , - ~ +) , (> 0 , +) ) } 

<CONNECT-a,b; ARROW-1~~-ELL; (a,b» 

Alternatively, one could SilY that the labels are constrained by 
are Lat ion 1 ~ '2 ~ L:> XL 2, ,. h e I~ est r i c t ion to L (A RROW) XL ( EL U 
res u Lt i ng fro m ani nit i a L Cl ~; s i g n men t. 0 r, t his rE' s t I~ i C t ion C 0 u Ld 
also be viel'led as additioflal unary constraints instead of ini­
tial assignments. 
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t--------...Aft.t ~W .. t • 2. .. ""~ re, IN ,..------# 

E;o;: .. e l .. it..c... 

Figure 7.3: A LabeLLing problem seen as a binary 
constraint probLem 

These binary constraints have a very simpLe, uniform structure 
that aLlows for an efficient representation. 

Definition 7.10 [pseudo-transitive rfLationsJ 

Let A, B be two disjoint sets. A relation RCAXB is pseudo­
transitive if and onLy if for ev~ry a1,az€A and for every 
b1 ,b 2 €B, the folLowing holds 

• 

The relation graph of a pseudo-transistive relation subdivides 
into compLete blpartite componenents (figure 7.4). 
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fA", R "1 
~ ~ 4'L ~2. R 1:,.1

4\ 

Ott. R h~ 

Cl\. \. \J----'.J 

Figure 7.4: The reLation graph of a pseudo-transitive 
reLation subdivides into compLetely 
bipartite connectivity components 

Lemma 7.5 [junction label c~mpatibiLity is pseudo-transitive] 

The relations p=q are pseudo-transitive. 

Proof 

Pseudo-transitivity obviously follows from the fact 
t hat p :: Cl i s d e fin e din t e rIDS 0 f :: \-1 h i chi sasy mmet r i c 
one-to-one relation. For, Let .<::. p==q .f. , e p==q .f. , and c: 
p == q ~' . By de fin i t ion 0 f p =Cl , \'1 e the n h a v e G I) = \:' "l , 

!-'Il :: '2'-1' and!-'Il :: v,~, Since == is one-ta-one, it must b~ 

the cas e t hat Gp':: !-' Il , and hen c e <$ I) = V"I' This me a n s 
that ~ p==q y , what is the desired resuLt. 

• 

The structure of a compLet2Ly bipartite graph can be fulLy 
represented by a reLated ~raph that is significantLy less com­
plex. ALL the nodes of A resp. B that beLong to one common cam­
p 0 ne n tar e con den sed i n too '1 e sin 9 l e nod e . ALL the l ink s a f 0 ne 
such connectivity component then can be represented b/ one Link 
bet 1'1 e e nthe " e s u l tin 9 t 1'1 0 sup e r - na des . Iso Late d nod e s are alL 
gathered in one super-no'.:Je that is connect(~cl to a node 
rep I' e se n tin 9 the em p t y set (f i g ur e 7. 5) . 
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O----'Oot'll 

o 
o 
o 

(----.;> 

<V-------@ 
O,..---_...J. 

Figure 7.5: CompleteLy bipartite graphs aLLow for a 
simpLified representation 

Figure 7.6 sho\vs the reLation graph and its simpLified represen­
tation of the 1:::2-reLation bet\oleen ARROW and ELL labeLs. 

Figure 7.6: ReLation graph of ARROW-1=2-ELL 
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8 Fi Ltering ALgorithms Revisit~d 

8 Filtering Algorithms Revisited 

In this chapter, I am gOlng to discuss severaL fiLtering 
aLgorithms using the vocabulary deveLoped in the chapters six 
and seven. A basic fi Ltering operator is introduced. After a 
review of the originaL WilLtz-aLgorithm [WaLtz-72], r briefLy 
survey the synchronized par~LleL version developed by Azriel 
R0 s e n f e Ld [ R0 s e n f e Ld IHum meLl Z u c k e r - 7 6 ] • I nth e n e x t c h apt e I' , 

then, r wiLL give a somewhat more rigorous specification of 
SCE NELAB s Lab ell i n 9 pro c e cl u r' e a n cl provet hat i t i s cor' r e c t . 

8 1 A Basic Operator 

A basic operation that is, \~ith some modifications, performed 
by every fiLtering procedure is to adjust the current labeLLing 
o f	 a j u n c t ion \'J. r . t. tot h e Lab eLL i n g 0 f 0 n e 0 fit s n e i 9 h b 0 r s . 

Definition 8.1 er-operators] 

Let LP be a labeLLing probLem. For two adjacent junctions 
a,b€J, Let the operator r=r(a,b) be defined as foLLows; 

r:	 LP-I --t LP-I 
rI (a) = I (,3) '\ { ~ I -, Cl £. E: r (b) t hat m ate he s <> } 
Vxta; rI (x) = I (x) 

• 

Such a r-operator is 'correct' in the sense that it does not 
remove labeLs belonging to the solution r* of LP for its OI'Jn 
sake. 

Lemma 8.1 [preservation of I*-subsumption] 

Let LP be a labeLLing pr'obLem, I €LP-I. Let r=rCa,b) be as in 
definition 8.1-. 

If	 r* c I then r* err. 

Proof Cindirect) 

Suppose that r*trr. Then there is a junction x and a 
Lab e L <> € r * Cx ) '"I' I ( x) . r f x t a \'J ear e d Cl ne, sin c e 
rICx)=I<x), and hence I··+CX)~ICx). 
Therefore, assume ~=a. By definition of r, 
rI (a) ::: I Ca)'\{ 1::: I Eis not matched by any y € r Cb)}. 
If I*(a)!tICa) He are done. Other\'Jise, Let ~ € r*Ca) has 
been I'emoved by r. This means that there is no £ € rCb) 
t h ;) t 10 a t c h e s .;. Sin c e ,; € I * (a), the rei sat Lea s tOil e 
sucll .f € r;"(b). Thi s sh~-\'JS that r*(b)tr (b). Hence J HI 

any C 2 se, I""~ T • 
• 
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Corollary 8.2 [iterated preservation of I*-subsumptionJ 

Let LP be a LabeLLing probL~m, I€LP-I. Let (ai,b i ), 
i=1,2, .•. ,n, be a sequence of pairs of adjacent junctions. 
Set fi=f(ai,b i ). If r* ~ I then r* ~ (f"ofn_1o ... of1)I. 

Proof 

ObviousLy, induction on n rrovides the desired resuLt, 
using Lemma 8.1. 

• 

f-operators are aLso 'compLete' in the sense that when a 
LabeLLing is not aLtered by the appLication of any possibLe such 
operator then it is consistent. 

Lemma 8.3 [stabi Lity impLies consistency] 

Let LP b e a Lab eLL i ng pro b Lem. l (: t ( u; , b i ), i =1 , 2 , . . . , n , b e 
an arbitrary enumeration of all ordered pairs of adjacent 
junctions. I.e., for every segment s where ~(s)=[a,bJ, both 
(a, b) and (b,a) are enumerated. Set, as above, fi=f(ai,b i ). 
If efnof,,-lO ... ofi)I = I then I is cLc. 

Proof 

ClearLy, if the precondition hoLds then, for every 
k€{1,2, ..• ,n}, ef,of'_lO .•. fi)I = I holds, too. For an 
arbitrary junction a, we show that I 15 LocaLLy con­
sistent at a. Let adjea)={b1, ... ,b p }. For every such 
neighbor b i , the operator fea,b i ) occurs in the 
en u mer a t ion. Th US, \.) e 11 uv e 
V!J€adj(a): fea,b)Iea) ::: l(a). By the definition of f, 
this m0ans that, for every Ileighbor b of <J, the set { ~ 

€ I ( a ) I ~ i s not ma t c h e d IJ y a f € I (b) } i s e mp t y. 0 t' , 

the 0 the r \.} a y r 0 un d , eve t' '/ Lab e L ~ a t a ism ate h e d b '/ 
at Least one LabeL:? at e3ch of its neigl)bors. I.e., I 
is LocaLLy consistent at a and, as the same urguments 
a p pLy t 0 a r bit I' a I' y j u n c t ion s, lis c Le. 

• 

CoroLLary 8.2 and Lemma 8.3, taken together, suggest the 
f 0 LL°\') i n 9 0 v era LL s t rue t ureo f a f i Lt e r i ngaL 9 0 r i t hm: Fir s t , 
assign to every junction the corresponding dictionary page. 
Second, for an enumeration of aLL pairs of adjacent Junctions, 
i t e I' a t i veL yap ply the cor res p 0 ndin 9 s e que n c e 0 f f - 0 per <3 tor s, IJ n­
til no more deletions occur (figure 1>.1). 
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let	 Ca;,b;), i==1,2, ... n, be an enumeration of 
alL pairs of adjacent junctions. 

begin 

for	 a€J do
 
I (a) :==L(fig(a);
 

repeat 

I ' : =I;
 
for i:==1 •. n do
 

I:==r(a;,b;)I;
 

untiL 1=1' 

end. 

Figure 8.1: Basic version of a fi ltering algorithm 

Theorem 8.4 [correctness of BASIC-FILTER] 

When working on a labelling problem LP, BASIC-FILTER ter­
mi n ate s aft era fin i ten umI) er 0 fit era t ion san d pro vi des the 
maximal clc Labelling 1* of LP. 

Proof 

ClearLy, after the initial setting I==I-INIT holds. 
Since r-operations perform onLy deletions, if any, we 
have I~I-INIT, for every subsequentLy reached stage. 
Sup p 0 se\: hat the PI' 0 C e d u r e t er mi n ate ~ \0) i t hI' =1. By 
vie \0) 0 f cor 0 l l a r '! 8. 2 , I *~ I • F U I' the r m0 re, l e mm() (\. 3 
says, I is clc. ThIIS, \·)e have: 

r* ~ I C I-I~IT, 3nd I IS clc 

BY vie \0) 0 f t h (~ mZl x I III a lit y 0 f I -j(-, \0) e con c Lu d e t h Cl t I =I * . 

It remains to show that BASIC-FILTER terminates. To see 
t his, not e t hat I - I NIT i s fin i t e , a n cl t hat ': I. e 
resulting sequence of intermediate labeLlings is 
monotonicalLy decl'ea~ing in that 1<;;:;1' holds after eve,''! 
i t e I' a t ion. H'= n c e for' t h , the t er mi n a t ion con cl i t ion can 
dnly be vioLated finitely many times. 

• 
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8.2 The Waltz-PrQcedurg 

As I have nLready informaLLy introduced the originaL Waltz­
algorithm in chapter 3, I just indicate one possibLe reaLization 
in some linear pseudo-code notation, without further expLanation 
(figure 8.2). A caLL adjustCa,b) realizes a r-operator rCa,b), 
plus the corresponding propagative caLLs for the neighbors of a. 
Notice that the adjust calLs here foLLow a queue-based 
s c h e d u Li n9 , a s t a c k- b a sed 0 I' 9 ani z a t 1 0 n i sal sop 0 s sib Le. 

The WaLtz-procedure differs from our prototype aLgorithm 
mainLy in two aspects. FirstLy, there is some definite controL 
regime that guides the application of r-Like operators. 
Sec 0 nd l y, i two t' kson Ly \·1 i t h par t i aLL ab eLL i n9 s, n a me Ly 0 f t hos e 
junctions beinq marked 'visited'. Ho~)ever, to require the 
Lab elL i n 9 0 f ,l j U net ion t 0 beL 0 c aLL y con s i s ten t w. r . t . the 
LabeLLings of some but not necessari Ly all of its neighbors is 
equivaLent to LocaL consistency Cw.r.t. aLL of the neighbors) 
where the neighbors not considered carry their entil'e LabeL 
universe I-UNIV. 
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procedure WALTZ(labelling problem: LP); 

var LabeLLing: I;
 
var List-of-junction-pairs: CHECK-LIST;
 

procedure ADJUST(junction: a,b) 

var set of Labels: I'; 

I'	 := {-'.E:I(a) no 2E:I (b) matches §. }; 

i f	 I' :j: {} then
 
I (a) := I(a) \ I';
 

for x E: adj (a)\{b} do
 
if marked(x) then
 

append(x,a) to CHECK-LIST;
 
end if;
 

endfor;
 
end if;
 

endprocedure ADJUST; 

for a	 E: J do 

1(a) := L(fig(a»;
 
mark(a);
 

for b	 E: adj (a) do 
if	 marked(b) then 

I (a) : = I (a) \ { ~I no ..£€I Cb) matches ~ } 
appendCb,a) to CHECK-LIST; 

end if;
 
endfor;
 

~Jhile	 CHECK-LIST:j: empty-list do
 
ADJUSTCheHdCCHECK-LIST»;
 
CHECK-LIST: = tai l (CHECK-LIST);
 

endl'Jh i le; 

endfor; 

endprocedure WALTZ; 

Figure 8.2: A possible realization of the 
~I a l t z - a L9 0 r i t h m 

Definition 8.2 [universal compLetion]
 

Let LP be a LabeLLing problem, K~J. Given a partial
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labell ing 

T·	 K ~ 'P(L) 

x ~ lex) S;; L(fig(x)) 

we	 call the mapping ucI def lned as beLow the universal 
completion of I. 

ucI: J ~ 'P(L) 

\fxE:K: ucI(
\fxE:(J\K): 

x)=I(x) 
ucI(x)=r n 

~ n=deg(x) 

Notice 
word. 

that uc! is no LabeLLing in the proper sense of the 

• 

Definition 8.3 [K-partial local consistency] 

Let LP be a LabeLLing probLem, K~j. A K-part1aL labelling I 
is caLLed K-partiaLLy LocaLLy consistent, K-plc in short, if 
and onLy if the universaL completlon ueI of I is locaLly 
consistent at every Junction a E: K. 

• 

Let {al~a2, ... ~an} be the enumeration of J used in the WaLtz­
procedure. The outer for-loop results in a sequence of 
{a1, ... ,ap}-partiaL labeLLings I'l' for p=1,2, ... n. 

Lemma 8.5 [partial consistency of IpJ 

For every such p, I p is {a1, ... ap}-pLc. 

Proof (by induction on p) 

Let p=1.
 
ucIl(a 1 ) = L(fig(a l ), and V x*a 1 : ucIl(x) = I-UNIV(x).
 
Hence, ucI 1 is locaLly consistent at al'
 

Now suppose that I p is {8 1 , ••• ,8 p}-plc, for some
 
p >= 1.
 
ucI p+ 1 is made LocaLly consistent at ap+l by means of
 
the inner for-loop. Local consistencey then may only be
 
violated at some neighbor b of ap+l' where the source
 
f 0 I' the i ne 0 n s i s ten c y lie s i3 tap +1 • The s e i 11­

con s i s ten c i e s are I' e In 0 V e cl by the cor I~ E: S P 0 ndin 9
 
2cljustCb,8 p+l )-calls. PossibLy resulting in­
consistencies due to these adjustments are resoLved by
 
the sub s e q LI e n tit e l~ a t ion S 0 f the \-} h i l e - Loo D •
 

• 

Corollary 8.6 [local consistency of the final labelling] 

In	 is elc. 
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Proof 

• 

Lemma 8.7 [iterated I*-subsumptionJ 

For every p, r* ~ ucl p • 

Proof 

Besides the initial assignments I(a) := L(fig(a)), the 
procedure performs only r-operations on the current 
LabelLings. Lemma 8.1 says, r-operations preserve 
I*-subsumption. 

• 

CoroLLary 8.6 and Lemma 8.7 suffice to show that the WaLtz­
procedure provides the desired resuLt 1*. 

Theorem 8.8 [correctness of the WaLtz-procedure] 

Proof 

By view of Lemma 8.7, and as a consequence of the ini­
tiaL assignments, we have 

r* ~ In ~ I-INIT 

Furthermore, In is cLc (Corollary 8.6). As r* is maxi­
maL, l~e conclude that In ~ r''', and hence I n -. 1*. 

• 

By now, we Left one LittLe probLem unaddressed: the WaLtz­
procedure contains a whi Le-loop which might prevent it from ter­
mination. We argue that the check-List may lncrease only 
fin i t e Ly many t i me S \'1 i t li i nth e \'1 h i Le - loo p , a sac 0 n s e Cl II e n c e 0 f 
S 0 me lab e L( s ) b e i ngel i rn i n ate d , \'1 h i Le i t d e c rea s e s d u r i n 9 eve r y 
iteration of the Loop. Additionally, l~hen the loop is entered, 
the check-list wi II always have some finite length. 

8 3 Rosenfelds Vers;on 

Azriel Rosenfeld and his coLLeagues from the University of 
MaryLand [RoscnfeLdIHummellzucker-76] have pointed out that the 
v e f' y n a t ureo f a La IJ eLL i n9 pro b Le m f a v 0 r sapa r aLL e L soL uti 0 n 
\'1 hie h , i n f act, t ur r. sou t t 0 bee 0 nv i n c i n c Ly s imp Le. 

Given an actual labeLLing I, their aLgorithm simultaneousLy 
removes from every junction alL those labels for which there is 
5 0 men e i g h b 0 r h a v i n 9 nom atC}i i n 9 lab e l . 
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Definition 8.4 Cc-operator] 

Let LP be a labeLLing probLem. The c-operator is defined as 

c:	 LP-l ~ LP-I
 
I H cl
 

where
 
cl Ca) = re a) \ { <> I 3 b € ad j Ca) s. t. 

..,3 f. € I Cb) s. t. f. matches <> }. 

• 

Thus, for every pair Ca,b) of adjacent junctions, c removes the 
labels at b being not matched by a Label at a and vice versa. 
I.e., an evaluation of c corresponds to a simultaneous evaLu­
ation of the r-operators r(a,b) for every (ordered) pair of 
adjacent junctions. 

With arguments simi Lar to those used in the lemmata 8.1 and 
8.3, one can show that an iterated application of c to the ini­
tial LabeLling r-rNIT until the resuLting LabeLLing becomes sta­
bLe provides the soLution r* of a labeLling problem. 

Theorem 8.9 [correctness of Rosenfelds version] 

Let LP be a labelling probLem. Define a sequence In' n€N of 
labeLlings as follows: 

1 0 = I-IN IT
 
I ; + 1 = cl ;
 

Then, for some finite n, In = I n- 1 , and In = 1*. 

Proof (RosenfeLd) 

First, observe that for every n, 1n + 1 ~ In' As I-INIT 
is finite, the sequence monotonicaLLy converges to some 
finite subset, say I', of I-1NlT. 

Second, the definition of 6 assures that for every n~1, 

and for every a € J, the LabeLLing I" is LocaLly con­
sistent at a w.r.t. to the Labelling 1"-1 of all 
neighbors b of a. Once I" equals 1 n - 1 , I" is locally 
con s i s ten tat eve r y a, and hen c e i t i s c Le. F0 t' a 
deta i Led proof, see [R 0 s e n f e l cl IHU In meLl Zueke " - 7 6 ] . 

• 
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9 SCENELABs Asynchrounous Labelling Algorithm 

Our soLution~ as discussed in Part B of this paper, is in some 
sense a non-compromising continuation of the development from 
the original sequential version through RosendfeLds synchronized 
paraLLeL version. The motivwtion thereof is twofoLd. 

Expected Speed-up: Firstly, there is an expected speed-up. 
On one hand~ in some regions of the drawing~ restrictive 
constraints couLd be propagated reLativeLy far but are re­
t a i n e dun t i L the n e x t 9 lob a l , c 0 mm0 n s t e p . 0nthe 0 t h r; " 

hand, there may be some regions being processed by any 
global step although no additionaL constraints can be 
e v a Lu ate d . Th us, \-1 h y not 0 mi t the s y n c h r 0 n i z a t ion 0 v e r h e a d 
that is both costly and restrictive? 

Ease of Representation: SecondLy, it is an issue of 
representational adequacy. Fi Ltering algorithms, whether 
sequentiaL or paraLLeL, with or without a gLobaL controL 
regime~ can onLy make a LabeLLing LocaLLy consistent. So, I 
find it more convenient to Look at LabeLLing probLems 
through the paradigm of societies of agents, where every 
LocaL processing unit is responsibLe for keeping its OI'Jn~ 

LocaL Labelling consistent w.r.t. to aLL of its neighbors. 

Notice that the same arguments, expected speed-up and 
'naturaL' view of the probLem~ aLso have motivated the deveLop­
ment of a synchronized paraLLeL version in comparison to a 
sequentiaL version. The speed-up argument, however~ remains 
somewhat hypotheticaL as Long as there are no reaL, physicaLly 
dlstributed reaLizations running on asynchronousLy coupLed 
processors, or at Least some appropriate performance measures 
that take the communication overhead into account. 

9 1 The Operations of Local Analysts 

Recall that the internal state of a CSSA-agent is given by 
v a r i ab Le Iv a LLI e p;) i t' S ~ 2 n d l h ;) t s tat et" an sac t ion s arc per for me d 
bye SSA- 0 pet' a t ion s b e i n (.] e xe C 1I t e d "f t e r the I' e c e i pto fan up Pt' 0 ­

Pf' i ate me s sag e . Bot t1 the tot a L 0 f po S sib Lest;) t e san ci ( po s sib l y 
par2metrizecl) transactions are specified IIJithin the cor­
responding CSSA-scripts from which the concrete ugents are in­
stantiated by generator-expressions (see section 4.2). 

The keywords used in the descriptions below form a smalL sub­
set of a documentation Language I have deveLoped and used for an 
imp Le men tat ion 0 f SCE NELAB [R e i n f ran k- 8 3 J. I the s e que L, \0} e \'1 iLL 
refer to a LOCAL ANALYST that I'Jorks on the LabeLling of a junc­
tion a by anaLyst (a). Every such agent has internal represen­
t a t ion s 0 f the s e g men t l a I) e l s t ~ the ma t chi n g fun c t ion mate h , 
and the order'ecJ set of adjacent junctions adj (a). Furthermore~ 

it manipUlates the representation of a set I(a)~tn, n=deg(a)~ of 
J unet ion La lJ e Ls , \·1 he,' l: the v () Lue 0 f I ( a ) rep r' e s e n t s the L0 C u l 
lab eLL i n9 0 f a ash a s b E.: e n e v a Luate cl t h u s far by a n a l y s t ( Cl). For 
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the sake of simplicity, I do not distinguish between objects and
 
their internaL representations here.
 

De f 1nit i on 9. 1
 
[junction labels inducing a specific segment label]
 

For L, a d j Ca), and a set I Ca) ~L n, n :: d e g Ca), let 

MCG,b,ICa)) = { i € lCa) I 
i = (G 1 , ,0 t - 1 ,G,0,+1' , G n } 

adj Ca) =	 Cb 1 , ,b'-l,b,b'.l' ... ,b n ) } 

I.e., MCG,b,I(a)) consists of those LabeLs in ICa) that in­
duce the segment LabeL ° for the segment joining a and b. 

• 

BasicalLy, an agent analyst(a) can perform two different actions 
to manipulate LabeLLings. Firstly, it can remove such a set 
MC6,b,ICa)) from its current labelling. Secondly, it can telL a 
neighbor b about the fact that such a set has been eLiminated 
and, hence, b shouLd delete MCmatch(6),a,lCb)). 

These actions are performed by means of the CSSA-operations 
INlT, START, and PROPAGATE. The effects of these operations, 
\'Ihen executed by anaLystCa), are described beLo\'I. The condition 

is-sentCOPERATIONCPARAMETERS) to ADDRESSEE) 

means that the corresponding message is issued during the oper­
at ion. 

operation INlTO::, adjCa), I-INITCa), match, ..• ) is 

comment:	 initiaLizes the variables of analyst Ca). The
 
additional parameters are irrelevant here.
 

post-INIT:	 I (a) = I-IN IT (a) 
r, adj Ca),match, and I-INITCa) are correct w.r.t. 
to the given labelLing probLem LP currentLy in work. 

endoperation; 

operation START is 

comment:	 propagates the initial constraints induced by the
 
assignment ICa) := I-INITCa), as done by IN IT.
 

pre-START:	 I Ca) l-lNITCa); 

post-START: \j <>€L \j b€adj Ca): 

is-sent (PROPAGATE (match (6), a) to ana Lyst (b)) 
if and only if 

MC6,b,I-lNIT(a)) = {} 
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9 SCENELABs Asynchrounous Labelling Algorithm 

endoperation; 

operation PROPAGATEC6,b) is 

comment:	 removes alL labeLs from lCa) that induce 6 for the 
segment joining a with b, and immediately propagates 
resuLting additional constraints, if any. 

Let:	 iO(a)) and oOCa)) denote the vaLue of lCa) when the
 
operation is started resp. finished.
 

post-PROPAGATE: 00 Ca)) 

\/<f'€'L	 \lc€adj Ca) 

is-sent (PROPAGATE Cmatch (<f'), a) to ana Lyst Cc» 
if and onLy if 

MC<f',c,i OCa)):f{} and MC<f',c,oCICa»))={} 

endoperation; 

Not ice that the message 
s end ( PRO PAGAT E Cma t c h ( <f') , a ) t 0 a n a l y s t Cb) ) i s not n E: C e s s a r y i n 
PROPAGATE. Therefore, it 15 suppressed in the reaL implemen­
tation. Furthermore, to t'educe the number of messages, one couLd 
pack aLL the messages sent eluring one START or PROPAGATE trans­
action to one agent b into a singLe message 
PROPAGATE ({6 1 , ••• ,6,,}, a) . 

9 2 Snapshots Replace Global States 

CLearLy, the specificatlons above do not alLow for a rigorous 
verification of SCENELAB. Notice e.g. that the post-conditions 
cannot be shol'in front the prc-conclitions and the code <:lLone. Even 
i f I') e ass 1I met hat aLL 0 r t 11 e s e po s t - con d i t ion s , 1 n f act, clo 
h 0 Ld , I·) e nee rl S 0 me add i t 1 0 n ,1 L ass U III P l ion s ab 0 u t the \ I Lob a L s 'I :~ ­
t ems t r LI c t U I' e and be h a v i 0 I~· I n par tic u L Cl r, \.) e I,) iLL d S :; u III e t hilt 

The 0 p e ,~ a t ion s b e i n g e x e cut e d byev e r y a ~J e n tan a Ly s t (a) 

satisfy t~e pathcondition IN!T;START; (PROPAGATE)~. 

There are no PROPAGATE-messages besides those sent within 
START and PROPAGATE transZlctions. I.e. we do nut consider 
PROPAGATE messages sent by the SUPERVISOR EJS a consequence 
o fan EXCLU0 E- c 0 mma n cl . I n f act , s u c hex c L 1I S ion ~; i nit i ate cl 
by the user modify the underLying labelling probi.em and lts 
I' e s u l t r"'. 

The post-IN IT condition says that the network is reaLLy 
i s 0 m0 r phi c tot h e L i n e cl t' 8 \.} i n g, and t hat the lab €: L L i n q s are cor ­
r e c t LY i nit i a l i zed. Fur the r In 0 re, r e c ~ L L 0 u r p 0 s t u Late t hut eve r' y 
me s sag e , e s r ecia l LY t I) e PRO PAGAT E- III e s sag e S ,on':: e s en t cl t' e 
eve I~ tu aLL y re c e i v e cl and pro c e s se rj • 
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9 SCENELABs Asynchrounous LabeLLing ALgorithm 

Based on these assumptions, we wi LL show the foLLowing cLaim. 

Claim 9.1 [correctness of SCENELABs LabeLLing aLgorithm] 

When working on a LabeLLing probLem LP, the constraint net­
work of SCENELAB eventuaLLy comes to a halt, and the LocaL 
LabeLLings lCa) then represent the soLution r* of LP. 

• 

The versions of filtering procedures discussed in the preceding 
chapter couLd be adequateLy represented in terms of intermediate 
labellings and operators that modify these intermediate Labell­
ings. In the asynchronous case, there are no such welL-defined 
intermediate LabeLlings. Basically, the PROPAGATE-messages sent 
by an a l 'I s t Ca) t 0 a n a L'I s t (b) cl U)' i n 9 0 neST ART 0 r PRO PAGAT E t ran s ­
action realize a r-operator rCb,a). However, the adjustments are 
per for me d aft er S 0 me fin i t e deL ay. Ask 1 n 9 a r 0 un d eve I' 'I a n a l 'I s t 
f 0 I~ its cur r e n t l 0 c alL a beL Li ngm;] y p )' 0 v i de a c h a 0 tic t' e s u Lt, 
since an unknown number of messages may be sti Ll on the way. 

The basic probLem hereby is the lack of an observabLe globaL 
state, as we have aLready discussed in chapter 4. Moreover, 
there is also no globaL system time observable by any of the 
agents. Such a global time could be used to assess past gLobal 
states. To get things right: l'le can postuLate a global time 
I'J.r.t. to, say, the users I'Jatch or so. HO\vever, as communication 
always involves some message transmission time, this clock 
cannot be simuLtaneously assessed by the agents. Hence, Local 
clocks onLy can be synchronized with respect to each other up to 
some non-negligible fault-tolerance. Synchronization of real 
time clocks in distributed environments is discussed e.g. by 
Le s lie La mp 0 I' t [L a mp 0 r t - 7 8 ] . 

The inobservabi lity of simultaneous globaL states leads us to 
the introduction of snapshots as a substitute for such states. 
IntuitiveLy, a snapshot is a possibLe result of asking around 
every agent for its actual locaL state. Recall that there is a 
one-to-one correspondence betl'Jeen messages and transactions in 
t hat t ran s ac t ion s are i ndue e d by the the t' e c e i pto f me ~ s a 9 e san d 
every message is eventuaLLy received. Given a network of LOCAL 
ANALYSTS working on a LabelLing problem, we restrict our con­
s i dera t ion s tot t' a n sea t ion s beL 0 ngin g tot heke I ' neLf i L t e t' i ng 
aLgorithm, and to their effects upon those parts of the locaL 
s tat est hat rep res e n t the L0 C all a bel Li n g s. Fur the r m0 re, \.J e 1·1 iLL 
condense the sequence of an !NIT-transaction and a START­
transaction into one singLe INIT;START-transaction. This does 
not make any difficuLties, since the INIT-transactions only 
Le<.lds to a modification of the state but does not send any 
messages, whi Le a START-transcation onLy sends messages, but 
doe s not mod i f Y the s tat e. Fro m a con c e p t uaLp 0 i n t 0 f vie 1'1, s LI C h 
a combined INIT;START transaction is very much like a PROPAGATE 
t ran sac t ion: it" I' e !l1 0 V e s" Lab e Ls fro m a h y pot het i c a l 0 I' i gin a L 
LabelLing I-UNIV(a), and imm~diateLy propagates the resulting 
constraints. 
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Definition 9.2 [F-transactions and F-statesJ 

The F-TRANSACTIONS performed by SCENELABs constraint net~Jork 

consist of 

- for every anaLyst(a), an initiaL INIT;START-transaction 

- exactLy those PROPAGATE-transactions performed by an 
anaLystCa) as a consequence of a message sent by another 
LOCAL ANALYST, say, anaLyst Cb). 

The F-STATES consist of 

- for every anaLyst(a), an original state So it is within 
after being created by the SUPERVISOR 

- every state of an analystCa) that results from a transac­
tion T € F-TRANSACTIONS. 

• 

Notation [state transitions] 

Let T be a transaction performed by an agent analyst Ca), 
Leading to a state transition from S to S'. We then write 

a·' S -T-> S' 

UsuaLLy, if it is cLear or unimportant which agent performs 
T, we omit a. 

• 

Every LOCAL ANALYST, then, goes through 3 sequence of stabLe 
states and transactions of the form 

a' . -INIT ;START-> -PROPAGATE-> Sz -PROPAGATE-> 

Such a sequence induces a sequence of LocaL LabeLLings at a: 

1 0 Ca) I·UNIVCCl)
 
1 1 Ca) I--INI1Ca)
 
I" • 1 Ca) ::c I" Ca) \ MCC"b,I" Ca»,
 

where Tntl = PROPAGATEC0,b) 

Definition 9.3 [snapshot] 

Let a 1 ,a 2 , ••• ,a n be an enumeration of J. A snapshot 
{I,l(a l ), 1'2Ca2)' ... , I,,,Ca,,)} is composed of local 
labellings I" Caj) being reached after the k, 's transaction 
of analystCaj)' 

• 
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9 SCENELABs Asynchrounous LabelLing ALgorithm 

Figure 9.1: A snapshot 

l It (~) 

IJ (4) ,"- ( .(,. ) 

t l-. C4-l 
'0 ('-) 

We now can define termination conditions, either event-oriented 
or state-oriented, in terms of properties of snapshots. 

Definition 9,4 [satisfactory and final snapshots] 

A snapshot is satisfactory if the corresponding LabeLLing 
equaLs r*. 

A snapshot is finaL if there is no junction a where the k-th 
LocaL LabeLling I, (a) is in the snapshot such that 
analyst (a) performs another transaction To € F-TRANSACTIONS, 
p> k. 

• 

Note that the definition of a finaL snapshot reLativizes ter­
mination to F-TRANSACTIONS. 

Independently from any global system clock, (-le can define a 
partial ordering upon transactions that t~efLects the 
cause/effect l~eLationships bet\'leen them. 

Definition 9,5 [is-caused-by partiaL order of F-transactions] 

Let T,T' € F-TRANSACTIONS, not necessari Ly being performed 
by two different agents. We say that T is caused by T' if 
and onLy if the message leading to T has been sent within 
T'. We ('II~ite 

T ;cb T' 
• 
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9 SCENELABs Asynchrounous Labelling Algorithm 

Obviously, icb 
F-TRANSACTIONS. 

is a irreflexive partial ordering of 

Lemma 9.1 [icb-decreasing chains] 

For every 
decreasing 

T € F-TRANSACTIONS, 
chain 

there is a unique icb­

downwards from T, and this chain i s bound by a 
INITiSTART-transaction T1 • 

Proof 

ObviousLy, every PROPAGATE-transaction is caused ex­
actly by one other transaction, that is either a 
PROPAGATE-transaction,too, or an 
INITiSTART-trnnsaction. INITiSTART-transactions are 
caused by transact10ns of the SUPERVISOR. 

• 

If we extend F-TRANSACTIONS by one addtionaL eLement that stands 
for the SUPERVISOR-transaction sending the INIT;START-messages, 
we get the foLLowing tree-structure of the partiaLly ordered set 
(F-TRANSACTIONS, icb). Notice that the INITiSTART-transctions 
are just the icb-minimaL transactions (figure 9.2). 

F -.,..~ ~ N~ At. T ION 5 
JfA --~ 

Figure 9.2: Structure of the icb partiaL order of 
F-TRANSACTIONS 

We define yet another partiaL ordering for transactions, based 
on Local features. 
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9 SCENELABs Asynchrounous Labelling Algorithm 

Definition 9.6 [is-locally-after partial order] 

Let T~T' € F-TRANSACTIONS. We say that T is local Ly after 
T'~ in signs 

T i la T' 

if and only if there is a junction a such that 

• 
Notice that both definitions are consistent with the flow of 
time~ w.r.t. to a non-observabLe gLobaL time~ in that T icb T' 
and T ila T' imply that T begins strictly after T'. This is 
guaranteed by the fact that message transmission is time­
comsuming (for T icb T')~ resp. by the fact that transactions 
are time-consuming and may not overlap (for T i la T'). To give a 
full proof of this intuitively correct notion~ however, one 
would have to estabLish a correspondence between transactions 
and intervals of time on some time axjs~ or to associate every 
t r- a n sac t ion vJ i t h a pair [b e 9 (T), e ,1d ( T) ] 0 f p 0 i n t S 0 f t i me. Her e 
a 9 2 j n , \'J e e III ph ;~ si z e t hat \.J e can p 0 s I u l ate but n 0 I Pt' act i c aLL y 
de Lerm i ne ~ lIch a cOI'responclence. 

Definition 9.7 [partial ordering of F-transactions] 

Let icb and i la be defined as above. We say that a transac­
tion T is greater then T'~ in signs T »T ' , if and onLy if 
there is a sequence 

\~here r; € {icb~ iLa} 

I.e.~ » is the transitive closure of (icb u ica) 
• 

Lemma 9.2 [«-minimaL transactions] 

A transaction T € F-TRANSACTIONS i s «-minimal in 
F-TRANSACTIONS if and onLy i f T is an 
INIT;START-transaction. 

Proof 

Let T be an INIT;START-transaction. Then T has neither 
an icb-predecessor nor an i La-predecessor in 
F-TRANSACTIONS. 

converseLy~ jf T is a «-minimal transaction~ it cannot 
be a PROPAGATE-transaction because every PROPAGATE­
t I' a n sac t ion has a un i que i c b p r' e de c e s S 0 r i n 
F- TRAN SAC TION San d ~ hen c e, Cl t Lea s ton e <<- PI' e d e c e s s 0 r . 
Thus~ if T is «-minimal it must be an 
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9 SCENELABs Asynchrounous Labelling Algorithm 

INITjSTART-transaction. 
• 

Leslie Lamport [Lamport-78] discussed orderings of events in 
distributed systems that are cLosely reLated to «. A more 
detai led representationaL formaLism for the temporal behavior of 
dlstributed systems has been developed by James F. AlLen 
[ALlen-83]. He distinguishes bet\'Jeen 7 possibLe temporaL 
reLationships and their inverses between two intervaLs of time, 
such as meets, overlaps etc ... Hans Voss [Voss-B5] makes exten­
sive use of an extension of ALLen's technique to provide 
quaLitatitve descriptions of the temporaL and causaL aspects of 
techno-physicaL systems, being represented by CSSA-like modeLs. 
These issues, hO\'Jever, Lie considerabLy beyond the scope of the 
present paper. 

9 3 Towards a Correctness Proof for SCENELAB 

The next Lemma is centraL to our proof for SCENELAB's correct­
ness. 

Lemma 9.3 [cause-effect of PROPAGATE-messages] 

Let aeJ, and Let In (a) be the n-th local labelling, evalu­
ated by ana Lyst (a) . 

\j <>E:r \j bE:adj (a) : 

MC<>,b,I" Ca)) = {} 
if and onLy if 

"3 k~n: anaLystCa) has sent a message 
PROPAGATECmatch(6),a) to analystCb) during it's k-th 
transactlon Tk • 

Proof 

Since transactions onLy remove but never add LabeLs to 
I Ca), and 1 0 Ca) = I--UNIV (a), it must be the case that 

r~ ( <> , b , I n Ca)) = {} 
if and onLy if 

:3 k~ n s. t. ~1 ( 6 , b , I k _ 1 (a)) '*' { } and 
r·j C(, , b , I k Ca)) = {} 

Note that for eve,~y p~k, r'1C<>,b,I p Ca)) = O. 

The specifications of PROPAGATE and INIT;START, 
together Hith the restrictions to F-TRANSACTIONS, say 
that exactLy one me~sage PROPAGATECmatch(~),a) has been 
s e n t d ur i n 9 the j- ran sac t ion Tk t 0 a n a l y s t Cb) bY 
LlnaLyst (a). 

ConverseLy, Let analyst(a) have sent this message 
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9 SCENELABs Asynchrounous Labelling ALgorithm 

during Tk This is onLy done when the set MC6,b,I k Ca»• 

has become empty during the transaction. CLearLy, it 
remains empty afterwards. Hence, for any n~k, 

~, ( G , b , I n Ca» i s e mp t Y• 

• 

Corollary 9.4 [SCENELABs kernel algorithm terminates] 

When working on a labelling problem LP, the constraint net­
work of SCENELAB sends and processes onLy a finite number of 
messages, and therefore reaches a finaL snapshot. 

Proof 

It obviously follows from lemma 9.3, by view of the 
finiteness of both J and L, that the number of 
PROPAGATE-transactions is finite. Moreover, there are 
aLso onLy a finite number of 1NIT;START-messages to be 
pt~ocessed Cexactly one per junction). 

• 

Lemma 9.5 [final snapshots and local consistency] 

Every finaL snapshot is cLc. 

Proof Cindirect) 

Suppose that the labelling induced by a finaL snapshot 
is not cLc. Then there are two adjacent junctions a,b 
such that for their curt~ent LabeLLings 1 p Ca), r<,Cb) in 
t hat p ;3 r tic u l a r 5 nap 5 hot the f 0 LL0 \~ i n 9 !~ 0 l d s 

MC6,b,I p (a» = {}
 
and
 

MCmatch(6),a,r q Cb» * {}
 
Lemma 9.3 now says that analystCa) must have sent a 
message PROPAGATE Cmatch C<» , a) to ana Lyst Cb). HO\vever, 
anaLyst(b) cannot yet have received this message, by 
view of post-PROPAGATE. We concLude that the snapshot 
is not finaL. 

• 

Lemma 9.6 [no spontaneous removals of r*-labelsJ 

Let a transaction T, where a:: Sm -T-> Sm+l remove a LabeL .:; 
E: r*. Then there must be a neighbor b E: adj Ca) such that a 
t ran sac t ion T ' <<T, \'/ her e b:: Rn - T ' - > R" +1 , has rem 0 ve cl 
another labeL f E: r*. 

Proof 

CLearly, T cannot be an INIT;START-transaction. Thus, 
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9 SCENELABs Asynchrounous Labelling Algorithm 

let T be a transaction PROPAGATE(G~b) of analyst Ca). 
Le mma 9 . 3 say s t hat the set r~ Cma t ch ( G) ~ a ~ I (b) ) has 
become empty exactly during the transaction, say T' " 
o fan a l y s t Cb) , i n 1'1 h i c h t his me s sag e has bee n s e n t. BY 
definition of «~ T"« T. Furthermore~ there is at 
Least one .e E: I*Cb) matching G. Hence, 
r'l Cmate h CG) ~ a, I 0 Cb)) :f {}. This f. has bee n rem 0 v e d b Y 
anaLystCb) either during T"~ or by another~ preVlOUS 
transaction T' « T" ..
 

Corollary 9.7 [preservation of I*-subsumption] 

No transaction T E: F-TRANSACTIONS removes a label belonging 
to 1*. 

Proof 

The claim is cLear for INIT;START transactions. If T is 
a PROPAGATE transaction, iterated appLication of Lemma 
9.6 requires the existence of a «-decreasing chain 

T=:T" » T"-l » » T 1 

i 
where every T; removes a labeL beLonging to r*. Every 
such chain has an INIT;START transaction as Lower bound 
Clemma 9.2), and this is an obvious contradiction. 

• 

Corollary 9.8 [1*-sutsumptionJ 

Every snapshot subsumes 1*. 

Proof 

This is an obvious consequence of corolLary 9.7. 

• 

Lemma 9.9 [I-INIT-containment] 

Every snapshot is subsumed by I-INIT. 

Obvious, from post-INIT~ post-START~ and post-
PROPAGATE. I.e., after an initiaL assignment 
ICa) := I-INITCa), LabeLs are onLy eLiminated but never 
added. 

• 

We are now ready to show that SCENELAB, in fact, I'Jorks cor­
rectLy. 
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Theorem 9.10 [SCENELAB Works CorrectLy] 

CLaim 9.1 holds. 

Proof 

Corollary 9.4 means that a final snapshot is reached. 
Let it represent a labelling I. I is cLc, as shown in 
Lemma 9.5. Furthermore, r subsumes r* (corollary 9.8), 
and itself is contained in I-INIT (Lemma 9.9). Thus, 
the whoLe state of affairs is Like that: 

r* ~ I ~ I-IN IT, and I is eLe. 

This shows that r = r*. 
• 
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10 ConcLusive Remarks 

10 Conclus;ve Remarks 

SCENELAB evoLved from the idea of reaLizing the WaLtz­
algorithm in CSSA, and it is feLt that this goaL has been suc­
cesfully achieved. SCENELAB can be used to specify and solve 
arbitrary LabeLLing probLems LP. In this Last section, I \'JiLL 
briefly address two further questions. Firstly, do the principal 
techniques appLied in SCENELAB generaLize to larger probLem 
cLasses and, secondLy, is CSSA an adequate tooL to reaLize such 
systems? 

The first question must be answered both no and yes. SCENELAB, 
as it has been impLemented, makes extensive use of the simple 
structure of the constraint probLems defined by LabeLLIng 
probLems. Therefore, it does not support more compLex constralnt 
probLems. However, we argue that the key idea of realizing con­
straints by agents, and constraint propagation by message 
passing mechanisms generaLizes to arbitrary problems that fit 
into the scheme of a constraint-directed representation. I have 
discussed some of these issues eLsewhere [Reinfrank-85J. 

CurrentLy, a realLy physicaLLy distributed reaLization of CSSA 
i s be i n 9 de veL 0 pe d, run n i n 9 0 n a net \.J 0 r k 0 f a b 0 uta do zen 3 2 - bit 
CPU CharLes River machines. CSSA-agents can make fuLL use of the 
complete processing time of such a mechine, when scheduLed by an 
underLying distributed operation system. Such powerfuL units 
seem adequate to impLement a high-LeveL cooperation between e.g. 
the SUPERVISOR and the DB-SERVER, \·!hi Le they are 'overski l Led' 
for such simpLe and Largely uniform constraint processes Like 
the LOCAL ANALYSTS. If the constraint network contains con­
siderably more nodes than the computer network, the overhead in­
troduced by the operating system may become too costly. 

However, we shouLd deLiberateLy distingUish between the two 
questions raised here, can a certain cLass of probLems suitabLy 
be attacked by a specific probLem soLving technique, and is a 
particuLar Language or computing system an adequate tooL to 
reaLize corresponding soLutions. 
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Append;x-B Wor~;ng w;th SCEHELAB 

When the CSSA-environment is loaded, an INTERFACE-agent is 
made avaiLable for the user. In order to work with SCENELAB, he 
then must create both a SUPERVISOR and an LD-SERVER 

const agent: SUPERVISOR := new(SUPERVISOR-SCRIPT); 
const agent: LD-SERVER := new(LD-SERVER-SCRIPT); 

After that, he \'JilL mainly communicate \oJith these hlO agents. 

If a picture description or a LabeL dictionary is to be read 
from a fiLe, these fiLes must be previousLy edited with the 
usuaL editing faci Lities, using the desciption Language PDL. 
AdditionaLLy, speciaL I/O-agents must be created to read these 
fiLes: 

const agent: LD-READER := new(LD-READER-SCRIPT(LD-FILE); 
const agent: PDF-READER :;: 

new(PDF-READER-SCRIPT(PDF-FILE»; 

where LD-FILE and PDF-FILE are supposed to be the corresponding 
fi Les. For Later output, a speciaL writing agent must be 
created: 

const agent: SDF-WRITER : =
 
new(SDF-WRITER-SCRIPT(SDF-FILE»);
 

SDF-FILE here is a fiLe \'lhere the user \·lants the finaL output to 
be \oJri tten (i f any). 

TransLation of the PDl-input descriptions i s initiated by 
means of 

send INTERPRETE«source-agent» to SUPERVISORllD-SERVER; 

where <source-agent> is either the INTERFACE, for interactive 
input, or a reader agent. The SUPERVISOR resp. the LD-SERVER 
then enters a transLation cycLe where it requests one PDL­
s tat em en t aft e ,~ an 0 the r fro In the cor res p 0 ndin 9 sou I' c e age n tan d 
i nc rem e n taL Ly g e nera t e s () n i 11 t e t~ n a L I' e pres en tat ion. Suc h Cl 

request is fuLfilLed by 

send REPLY(PDL-statement) to SUPERVISOR/LD-READER; 

Whenever an error is detected in such a statement, the SQurce­
agent is set to INTERFACE, and an approriate error message is 
sent. The user then may indicate that he is wi Lling to continue 
and correct the fauLt by 

REPLY(*cont) 

or he may stop the translation cycLe by 

REPLYUterm) 
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(or by anything else different from *cont). After correcting a 
buggy PDL-statement being supplied from a fiLe, the user may 
switch back to the corresponding reader-agent by 

REP LY ( * S \'1 i t ch) 

Here is a grammar of aLL possibLe PDL statements. 

<PDL-description> -> «stmt>.)* 

<stmt> -> <comment> <cntrlstmt> I <defstmt> I <specstmt> 

<comment> -> &<text-Line> 

<cntrlstmt> -> <cntrLhdr>{<cntrllist>} 

<cntrLhdr> -) *<cntrLopn> 

<cntrlopn> -) genid switch I term I cant 

genid: makes a number of predefined junction 
and segment identifiers available 

switch: switches the source-agent 
term: terminates the translation cycLe 
cant: initiates the correcture of a buggy 

PDL-statement
 

<defstmt> -) <defhdr> <defList)
 

<defhdr> -> def-<defopn>
 

<defopn> -> fig I jun I lab I seg
 

fig: junction figure 
j un: junction 
Lab: segment LabeL 
seg: segment 

<deflist> -> <defeLem>(;<defelem»*
 

<defeLem> -> <identifier>
 

<identifier> -) <letter>«letter>l<digit»*
 

<specstmt> -) <spechdr) <speclist)
 

<spechdr) -) spec-<specopn>
 

<specopn> -) cam I deg I fig I gra I Lab I res
 

corn: compatibi lity between segment LabeLs 
oe9: degree of a figure 
gri.l : (junction picture) graph at a junction 
lab: junction Labels of a figure 
res: resuLting labelLing of n junction 
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(output statement only) 

<specList> -> <specelem>(;<specetem»* 

<specetem> -> <arg>:<vattuptetist> 

<arg> -> <identifier> 

<vaLtupLeList> -> <vaLtupte>(,<vaLtupLe»* 

<vaLtuple> -> <val>C/<val»* 

<vaL> - >1 < i den t i fie r > 
I 

Besides a check for syntactical correctness according to this 
grammar, a number of semanticaL checks are performed, e.g. a 
consistency check of the type of identifiers in sepcification 
statements. 

~hen the transLation phase is terminated, the user may 1n­
itiate the generation of a corresponding constraint network and 
s tat' t the pro p a gat i 0 11 me c h 8 n ism. The m0 s t imp 0 r t Cl n t SCE NElAB 
c 0 mmand s a I' e : 

send INTERPRETEC<source-agent» to LD-SERVERIINTERPRETER; 

send INIT-NET to SUPERVISOR; 
create the constraint network and initialize the LOCAL ANALYSTS 

send START-NET to SUPERVISOR; 
start the constraint propagation 

send CHECK-NET to SUPERVISOR; 
f r e e z e the net \'1 0 r k and i nit i ate ate r mi n a t ion c h e c k 

send RESTART-NET to SUPERVISOR; 
I' est a I' t the con s t r al n t pro p a 9 Cl t ion aft era f r e e z e 

send GENERATE-OUTPUT to SUPlRVISOR; 
initiate the generation of a scene description file that con­

t i.l ins the P0 l des c t' i p t i 0 II 0 I the Lab e t led Li n e - cl rat,} i n 9 

send EXClUDEC<label>,<junction>,<segment» to SUPERVISOR; 
excLude the Label <LabeL> for the segment <segment>, seen from 

the point of view of the junction <junction> 

send DISPLAY-LABELSC<junction» to SUPERVISOR; 
the actual LabeLLing of <junction> is sent to the INTERFACE 

send SHOW-LABElS«figure» to lD-SERVER; 
the dictlonary page of <figure> is sent to the INTERFACE 

Furthermore, the CSSA-environment provides a number of addi­
tional facilities that allot,!, among other things, tu trace the 
ope J' a t ion S 0 f an agent, to inspect t h email box 0 f an age tl t, Cl n ci 
to observe the message passing activities. The latter facil ity 
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can be used to trace the entire constraint propagation process. 
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