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Abstract

Solar cells have attracted much attention due to the climate change and the energy crisis.
But it is still a tremendous challenge to design break-through molecules with high cell
efficiency. In contrast to the traditional “trial and error” approaches that design the molecules
first and study their properties subsequently, the inverse design approach pursued in this
Ph.D. project can be used in automatically identifying structures with the optimum property
within a chemical space defined by a backbone and possible substituents. In the present
work, this approach has been applied to optimize porphyrins in dye-sensitized solar cells
and other systems for photovoltaics. The predicted optimal molecules give guidance for
future molecular design. Our approach is also applied to study the role of the backbone when
optimizing functional groups. The results show that for some properties, the modifications of
the backbone have remarkable impacts on the properties and the optimal sets of functional
groups. On the other hand, for other properties, these effects are less pronounced. Although
solar cells are the motivation of our present inverse-design approaches and the current
playground, in principle every conceivable property can be optimized using our inverse-
design approaches. In addition, the studied systems can be almost every class of materials,
even macro-molecules or monomers. Accordingly, our inverse-design approach is applicable
for a wide range of systems and properties.





Abstract (German)

Solarzellen werden als eine Schlüsseltechnologie für die Energiewende betrachtet, aber das
Design von Molekülen, die hohe Zelleffizienzen erzielen, ist immernoch eine enorme Heraus-
forderung. Im Gegensatz zu klassischen “trial and error” Designansätzen in denen Moleküle
erst synthetisiert und anschließend untersucht werden, verfolgt die vorliegende Arbeit einen
inversen Designansatz. Hierbei werden, für ein gegebenes chemisches System aus Gerüst und
Substituenten, die Systeme mit den optimalen Eigenschaften automatisch bestimmt. In der
vorliegenden Arbeit wurden Porphyrine und andere konjugierte Systeme für die Anwendung
in Farbstoffsolarzellen und ähnlichen Photovoltaiksystemen untersucht. Die vorhergesagten
Moleküle können als Ausgangspunkt für weitere Studien dienen. Ferner wurde der Ein-
fluss des Gerüsts auf die Eigenschaften des optimalen Moleküls und seiner Substituenten
untersucht. Die Ergebnisse zeigen, dass für einige Eigenschaften Gerüstmodifikationen
grundlegenden Einfluss auf die Eigenschaften und Substitutionsmuster haben, andere Eigen-
schaften hingegen wenig betroffen sind. Obwohl der hier eingesetzte inverse Designansatz
nur für Solarzellen angewandt wurde, steht einer Anwendung für andere chemische An-
wendungen wie z. B. heterogene Katalyse und Wasserstoffspeicherung nichts im Wege.
Inverses Design kann auf fast alle Materialklassen von Monomeren bis zu Makromolekülen
angewandt und für ein breites Feld von Eigenschaften verwendet werden.
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Chapter 1

Introduction

1.1 Solar cell

Along with continuous growth of the global population, energy demands have been escalating.
But the market of fossil energy may have dramatic variations due to the war or politics. In
addition, greenhouse gas emissions cause climate change and threaten species’ safety on
the earth. So the researchers worldwide are motivated to search for alternative, clean and
sustainable energy. Among the diverse renewable energy, solar energy has big advantages
and has the potential to meet the enormous energy demands because solar light is abundant,
inexhaustible, universal, and eco-friendly [4]. According to world energy outlook 2020 [5],
solar photovoltaics will have continuous growth and the experts predicted that the annual
increase can be as much as 162GW by 2022, which is 1.5 times the amount in 2019 before
COVID-19.

The performance of a solar cell is assessed through power conversion efficiency (PCE,
labeled as h), defined as eq.(1.1) at the standard conditions [1]. Jsc is the short-circuit
photo-current density (where V =0). Voc is the open-circuit photo-voltage (where J=0). FF is
the fill factor.

h =
Jsc ·FF ·Voc

Pin
⇥100% (1.1)

The general working principle for traditional solar cells includes the absorption of light
which generates electron-hole pairs at the p-n junction, the separation of charge carriers
while electrons move towards n-type electrode and holes move towards p-type electrode, and
the injection of carriers into the external circuit. The theoretical upper limit for h value at
AM1.5G (the global standard spectrum) is 33.7% [6] for a single-junction solar cell with a
bandgap of 1.34 eV, whereas 68.7% [7] for an almost infinite stack of p-n junctions. This is
called the Shockley-Queisser limit.
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Fig. 1.1 Best research-solar-cell efficiencies. (This plot is reproduced with the courtesy of
the National Renewable Energy Laboratory, Golden, CO.)
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Fig. 1.1 depicts the records of best research-solar-cell efficiencies from 1970s till now.
The 1st generation of solar cells is formed by crystalline silicon (c-Si), such as mono-
crystalline (mono-Si, h = 26.7%) and multi-crystalline (multi-Si, h=23.3%). Crystalline
silicon photovoltaics are the dominant product in the global market for the past fifty years,
due to their beneficial characteristics [4] such as efficient electricity generation under full
sunlight, stable photovoltaic performance in all climatic conditions, and the systematic
mature research and development pipelines. However, the 1st generation of solar cells also
has some drawbacks, including demanding intensive energies during production processes,
not beautiful, bad photovoltaic performances when light intensity is low and low solar energy
absorption. So they are not widespread use in building-integrated-photovoltaics, portable
electronics, and indoor applications [4]. The 2nd generation of solar cells is thin-film solar
cells, such as amorphous Si (a-Si), cadmium telluride (CdTe), and copper indium gallium
selenide (CIGS), which are flexible and low cost but low efficiency in general (h=15-20%).

The 3rd generation of solar cells has the advantage of using low-cost and ample materials
with feasible (or easy) fabrication methods, such as dye-sensitized solar cells (DSSC, h =
13%), organic solar cells (OSC, h = 18.2%) and perovskite solar cells (PSC, h = 25.5%).
Their drawbacks are comparatively lower power conversion efficiency and low photovoltaic
stability, which have made them difficult to compete with the existing commercial solar cells
for bulk electricity generation outdoors [4]. However, they can be made as thin and light-
weight flexible solar modules, meeting the requirements of portable electronics. In addition,
the 3rd generation photovoltaics have higher efficiency than other existing technology under
dim light (typical indoor conditions). So they are promising to be used for the wireless sensors
which are commonly used in the devices in the “internet of things” (the name “internet of
thing” originates from that devices are connected to the internet and be controlled through
the internet).

1.2 DSSC (Dye-sensitized solar cell) and dye-sensitizer

The dye-sensitized solar cell (DSSC) was invented by Michael Gräzel in 1985. The state-
of-the-art device was reported in 1991 (h = 7.1%) and separates light absorption from
charge carrier transport. DSSC is composed of the working electrode (the anode, including
transparent conducting oxide glass, the semiconductor, and the dye-sensitizer), the electrolyte,
and the counter electrode (the cathode). The working principle of DSSC is shown in Fig. 1.2.

It involves the following processes:

1. photo-excitation of the dye
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Fig. 1.2 DSSC principle [1]

2. injection of the excited electrons into the conduction band (CB) of the semiconductor
(TiO2 in most cases)

3. electron-transport through the conduction band of the semiconductor, transparent
conducting oxide glass (TCO), and the external circuit

4. reduction of the electrolyte at the cathode

5. regeneration of the dye by electrolyte

Certain processes can lead to a lowering of h , such as the relaxation of dye molecule in
the excited state, the recombination of electrons in the conduction band of the semiconductor
or transparent conducting oxide glass with electrolyte or oxidized dye, and trapping of
electrons in the semiconductor.

As mentioned earlier, DSSC can be used as an efficient photovoltaic to power electronic
devices (like wireless sensors) with indoor light. In [4], the authors highlight the recent
progress in developing new materials for producing high-performance DSSC. For example,
alternative electrolytes like cobalt (Co) or copper (Cu) redox systems have shown remarkable
progress and have significantly increased the energy conversion efficiency of DSSC. The
traditional iodide/triiodide redox system is known for its impressive conversion efficiency
and robust long-term stability, with intrinsic bottlenecks such as lower redox potential and
corrosive nature (which limit the photovoltaic performance of the fabricated DSSC). Co
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redox electrolyte has tremendous potential for achieving high conversion efficiencies with
high open-circuit voltages, while the major limitations include high recombination rates
and mass transport limitations due to bulky ligands which limit the short current densities
under full sunlight illumination. Moreover, the review [4] illustrates the progress in advanced
TiO2 photoelectrodes, sealing techniques, stability controls, etc., which all are important to
increase the DSSC performance.

In spite of many components in DSSC, the dye-sensitizers play an important role in
determining h and should fulfill various essential characteristics [1]. At first, the dye should
have strong absorption at the visible region and near-IR. Then, the dye should have at least
one anchoring group (such as -COOH, -H2PO3, -SO3H, etc.) to strongly bind onto the
semiconductor surface. Next, the LUMO (the lowest unoccupied molecule orbital) energy
of the dye should be higher than the conduction band edge of the semiconductor, while the
HOMO (the highest occupied molecule orbital) energy of the dye should be lower than the
redox potential of the electrolyte. In addition, the dye should avoid unfavorable aggregation
by structural optimization or addition of co-adsorbers since the dye aggregation can lead
to the situation that electrons can’t be injected into the semiconductors. In the end, the
dye should be photo-, thermal and electrochemical stability. Based on these requirements,
many dye-sensitizers have been designed and applied to DSSC in the past decades, including
metal complexes (like Ruthenium complexes), porphyrins, phthalocyanines, and metal-free
organic dyes (like coumarin, indoline, triarylamine, carbazole, etc.). Fig.1.3 shows some
representative dye-sensitizers. Especially, porphyrins have attracted much interest because
they exist in chlorophyll which has primary roles in photosynthesis, exhibit intense spectral
response bands in the near-IR region, and possess good chemical, photo-, and thermal
stability, and accordingly provide good potential candidates for photovoltaic applications [1].

However, the optimization of dye-sensitizers is quite difficult and a big challenge. Because
adjusting the structures and properties often bring both positive and negative effects. For
example, increasing the conduction band edge energy (Ec) can lead to an increase of Voc

and a decrease of Jsc. Because cell voltage corresponds to DV between conduction band
edge energy and redox potential of the electrolyte, i.e. “Maximum voltage” in Fig.1.2, and
the decrease of Jsc is related to the decrease of driving force for electron injection. As seen
in eq. (1.1), h is proportional to the product of Voc and Jsc. Therefore, the final effect of
increasing Ec will be a compromise between these two effects. Currently, the highest h
records of DSSC are 13% by the porphyrin named SM315 combined with cobalt (II/III)
redox system [8] and 13.5% by dye MS5 with copper (II/I)-based electrolyte [9], which is
far lower than Shockley-Queisser limit and implies a huge potential to be further improved.
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Fig. 1.3 Some representative dye-sensitizers
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As introduced in my publication [10] when aiming at finding breakthrough dyes for
DSSC, the common “trial and error” approach is very time-consuming, expensive, and
inefficient. Normally, scientists design and synthesize novel dyes based on personal expe-
rience and ideas. Subsequently, “the cells are assembled, and the performance is checked.
In parallel, theoretical calculations may be carried through with the aim of studying their
electronic structures and electronic properties. There is an increasing trend towards using
computational methods to rationalize the design of new dyes, in particular using quantitative
structure-property relationship (QSPR) models. Some of those approaches are based on
machine learning or data mining tools, which require powerful computer resources.” [10] An
alternative approach, which is the one I pursued in my Ph.D., is the inverse-design approach.

1.3 The inverse-design approach

In contrast to the traditional design that starts with structures and then obtains properties,
the inverse design approaches output the optimized structures for the property of interest.
Although inverse-design methods in combination with electronic-structure calculations have
been proposed almost 20 years ago [11, 12], they have not found wide applicability yet.
One study was performed by Venkatraman etal. [13, 10], who used a genetic algorithm to
optimize coumarin dyes for dye-sensitized solar cells. The overall approach of that work
is related to my work that is presented in Sec. 3.1 but the details of the approach, the class
of molecular systems, and properties are different from mine. Another relevant study is
by O’Boyle [14, 15], who used a genetic algorithm to search the space of six or eight
monomer units and examined over 90000 copolymers, finding the optimal structures with
matching optical excitation energies and excited-state energies for highly efficient solar
cells. In addition, Douguet [16, 15] developed an interesting approach for small organic
drug molecules that can parse SMILES and then utilize a genetic algorithm, but the main
problem is that the parsing operator is so complicated that the application is confined to small
molecules.

Our inverse-design approaches can run on a normal desktop and require no expensive
hardware, therefore we call it PooMa, the Poor Man’s Materials Optimization. Although
we have three versions of PooMa, the framework is consistent which includes a feasible
way of describing, designing, and constructing the different molecules, a genetic-algorithm
approach for an efficient and fast search in the chemical space defined by the backbone and
possible functional groups, a sufficiently accurate and fast electronic-structure calculator,
and an intensive property that shall be optimized [15].
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In 2017, my supervisor Prof. Springborg [17] presented the initial idea and frame of
our inverse design approach and applied PooMa (1.0) to optimize given Si—Ge clusters
for which the pre-chosen atomic positions are occupied by either Si or Ge atom for four
electronic properties. “The results demonstrated that it is in principle possible to optimize
the properties within a given class of systems, but many issues remained open.” [12] The
approach and the test system didn’t involve a change in the number of atoms or valence
electrons. When calculating the sunlight absorption property, the oscillator strength was
simplified to be 1.

In a subsequent work (see Sec. 3.3, Publication III [12]) by Dr. Huwig and me, we
presented a more general inverse-design approach for organic molecules and applied PooMa
(2.0) on benzene derivatives as test systems. Considering that the organic molecules have
rigid requirements on bond lengths and angles, it was a big leap for the approach to be able
to automatically construct molecules with functional groups that consist of more atoms while
earlier test systems were clusters, and each “functional group” consists of just one atom.
PooMa (2.0) could optimize the structures for seven intensive electronic properties related to
solar cells, especially the oscillator strength was calculated explicitly for sun-light absorption.
The results predicted some functional groups are beneficial to the properties, while chemical
and physical understandings are not always capable of explaining the outcome.

In 2019, I applied PooMa (2.1) to optimizing the real dye sensitizer, porphyrin in dye-
sensitized solar cells, (see Sec. 3.1, Publication I [10]). Based on experience and literature, I
picked a-substituted zinc-porphyrin as the backbone and 41 functional groups were possibly
to be inserted at the four a sites. Furthermore, I optimized structures for the overall solar-cell
efficiency h through a quantitative-structure-property-relationship (QSPR) model which was
trained to predict the h from five electronic properties. The work provide suggestions and
directions on porphyrin design, and it was the first time that we applied our inverse-design
approach to a practical application.

In 2020, I introduced PooMa (2.1) to Dr. Khazaal and guided him to apply it to optimizing
thiophene oligomers in bulk-heterojunction solar cells (see Sec. 3.4, Publication IV [18]) and
cyanopyridone in organic solar cells (see Sec. 3.5, Publication V [19]).

“These studies focused on identifying functional groups that are attached to a given
backbone (benzene, porphyrin, etc.) When optimizing organic (often, conjugated) molecules,
it is often assumed that for similar backbones the same sets of functional groups are identified
as providing the best materials.” [15] To study this assumption and the role of the backbone
when optimizing functional groups, in 2021, I improved the inverse-design approach and
applied PooMa (3.0) on five similar but related backbones (benzene, pyridine, pyridazine,
pyrimidine, and pyrazine). (See Sec. 3.2, Publication II [15])
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The PooMa (2.0, 2.1) offered one useful approach but did suffer from some problems.
The biggest one is that it was tedious and difficult to prepare the structural information of each
functional group and each substitute site in order to construct a reasonable molecule structure.
“Frequent failures include that the functional groups are not inserted with the right angle or
the neighboring functional groups overlap.” [15] In PooMa (3.0) I made use of SMILES
(Simplified Molecular Input Line Entry System) together with the RDKit program, and
developed with the purpose of describing the molecular structures efficiently. Using SMILES
to describe molecular structures, the latest PooMa (3.0) can easily be used to study almost
every class of materials — even macro-molecules or monomers. The genetic algorithm was
adapted to SMILES while keeping its efficiency. In addition, the latest electronic-structure
calculator SCC-DFTB (Self-consistent-charge density-functional-tight-binding method, also
called DFTB+) is also more accurate in calculating excited states and charge transfer process
but still efficient, compared to the previous electronic calculator DFTB (density-functional-
tight-binding). More and very complicated properties are taken into account. Chapter 2 gives
a detailed introduction to SMILES, the genetic algorithm, DFTB, DFTB+, and the theoretical
methods to analyze output molecules by PooMa.

During my Ph.D., I improved our inverse-design approaches for optimizing molecules
for solar cells or for studying the role of the backbone when optimizing functional groups for
properties. The details of the work are presented in my publications in Chapter 3.





Chapter 2

Methodology

This chapter gives a detailed introduction to the methodology used in developing PooMa and
analyzing molecules that result from the application of PooMa.

2.1 Genetic algorithms (GAs)

Genetic algorithms (GAs) are adaptive heuristic search algorithms and belong to evolutionary
algorithms. GAs were originally inspired by the ideas of natural selection and genetics.
Despite certain randomness, the genetic algorithm is not a completely random search, but
directs the search intelligently into the region of better performance in solution space. GAs
can be used for optimization problems and search problems, and usually get satisfactory
solutions [20].

GAs is designed to simulate the process of natural selection, i.e. the individuals who
can adapt at best to the environment can survive, reproduce, and go to the next generation.
This “survival of the fittest” is simulated until the survived individuals don’t change for
some consecutive generations, then the problem is seen as having identified an optimal
solution. “Each generation is made up of a population of individuals, while each individual
represents a possible solution in the search space. Each individual is represented as a string
of character/integer/float/bits. This string is analogous to the chromosome in genetics.” [20]

2.1.1 Foundations

The foundations of GAs are described below, which use analogies of genetic structure and
behavior of chromosomes of the population.

• Individuals of the population compete for resources and mates.
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• The successful (fittest) individuals have the chance to mate and create offsprings so
that the “good genes” of “fittest” parents propagate throughout the generations.

• Sometimes an offspring is better than both parents.

• Each subsequent generation becomes increasingly adaptive to the environment.

2.1.2 Search space

The population of individuals is kept within search space. Each individual represents
a solution in search space for the given problem, and is usually a string (analogous to
chromosome, see Fig. 2.1) which is composed of characters/integers/floats/bits (analogous to
genes, see Fig. 2.1) [20].

Fig. 2.1 Illustration of the search space of the genetic algorithm with the analogies of genes
and chromosomes.

2.1.3 Fitness score

Each individual is attributed a “fitness score” as the ability of the individual to “compete”.
Genetic algorithms seek the individuals with optimal (or near optimal) fitness scores which
are able to survive among several consecutive generations. Each generation has a population
of N individuals (chromosome/solutions). The individuals with better fitness scores are
given chance to mate and produce offsprings by combining the chromosomes of parents.
The process of mating and reproducing will be terminated when all of the old population
have mated. The population size is static, therefore, by comparing the fitness scores, “unfit”
individuals will always die and make room for new better fitter individuals to enter. So each
new generation will never be worse than the previous generation. If no offspring is able to
improve the overall performance for some successive generations, the genetic algorithm is
said to be converged, and (near) optimal solutions have been found.

2.1.4 Operators

After creating the initial generation, the genetic algorithms use the following operators to
generate new individuals.
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• Selection Operator is used to select the individuals with good fitness scores and allow
them to mate. [20]

• Crossover Operator is used for mating between individuals. After selecting two
individuals by selection operator and choosing crossover sites randomly, the genes at
these crossover sites will be exchanged [20] by the crossover operator, thus creating
two completely new offspring. Fig. 2.2 gives an example.

Fig. 2.2 An example of the crossover operator to exchange the genes of two parents and
generate two offsprings. Only one of the offsprings is shown.

• Mutation Operator is used to insert random genes in an offspring to maintain the
diversity in the population to avoid premature convergence. [20] Fig. 2.3 gives an
example.

Fig. 2.3 An example of the mutation operator to mutate the gene of an individual.

2.1.5 The flowchart

The pseudo code of the genetic algorithm is as the followings:

1. Randomly initialize the population

2. Determine the fitness of the members of the initial population

3. Until population converge in consecutive generations, repeat the following process:

(a) Perform selection operator to select parents from the population

(b) Perform crossover operator to generate new offsprings. If the crossover is not
able to generate new individuals in the late stage when many individuals have
been evaluated, abandon the crossover and randomly generate new individuals as
offsprings.
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(c) Perform mutation operator on the offsprings or skip the mutation randomly.

(d) Calculate fitness for the offsprings

(e) Compare the population with the offsprings. New fitter individuals will enter the
population and replace the least fit individuals.

2.1.6 The advantages and disadvantages

“Many variants of genetic algorithms have been developed and applied to a wide range of
optimization problems, from graph coloring to pattern recognition, from discrete systems
(like the traveling salesman problem) to continuous systems (like the efficient design of
airfoil in aerospace engineering), and from financial markets to multi-objective engineering
optimization.” [21]

Compared to traditional optimization algorithms, GAs have many advantages. One is
the ability to deal with various types of optimization, some are even complex, whether
stationary or non-stationary (i.e. independent of time or not), linear or nonlinear, continuous
or discontinuous, with or without random noise. Another advantage is parallelism. For
example, the population can explore the search space in many directions simultaneously [21].
Different parameters, even different groups of individuals can be manipulated at the same
time. Therefore, the parallelism of GAs can be easily implemented. Moreover, GAs are robust
and can provide optimization over a large space. Unlike traditional artificial intelligence,
genetic algorithms do not fail due to a slight change of input or in presence of noise. [20]

However, genetic algorithms also have some disadvantages [22]:

• For complicated problems, the repetitive evaluation of the fitness function is very
time-consuming. “Then it may be necessary to forgo an exact evaluation and use an
approximated fitness that is computationally efficient.” [22]

• As the complexity of the problem increases, the performance of genetic algorithms
decreases. Therefore, it is necessary to break down the complicated problems into
the simplest possible problems, for example, designing airfoils rather than the whole
aircraft.

• The “better” solution by the genetic algorithm is only in comparison to other solutions.
As a result, the stop criterion is not clear. [22]

• In many problems, genetic algorithms tend to converge towards local optima rather than
the global optimum of the problem, which depends on the shape of the fitness landscape.
To alleviate the problem, people may use a different fitness function, increase the rate
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of mutation, or use selection techniques that maintain a diverse population of solutions,
or simply replace part of the population with randomly generated individuals when
most of the population is too similar to each other. [22]

• It is difficult to operate on dynamic data whose search space may be changed and the
target solution of optimization may change after including new data.

• GAs are not suitable for classification problems or decision problems (whose fitness
measure is right or wrong), because there is no way to find the converged solution, i.e.
no hill in the fitness landscape.

• For some instances, other optimization algorithms may be more efficient than GAs in
the speed of convergence. [22]

To sum up, when applying the genetic algorithm, many things need to be taken care
of, such as the formulation of the fitness function, the size of the population, the choice of
important parameters including the rate of mutation and crossover, as well as the selection
criteria of the new population. [22] “Any inappropriate choice will make it difficult for
the algorithm to converge, or it will simply produce meaningless results. Despite these
drawbacks, genetic algorithms remain one of the most widely used optimization algorithms
in modern nonlinear optimization.” [21]

2.2 The electronic-structure calculator: DFTB and TD-DFTB

Density Functional Theory (DFT) is the benchmark method to calculate electronic structure
for large and complicated systems with good accuracy. When systems and time scales get
larger, force-field models instead are the usual techniques to adopt. Between these methods
are semi-empirical methods, which are derived from approximations to Hartree-Fock or
DFT based methods. Especially, density functional based tight binding (DFTB) [23] is a
simplification of Kohn-Sham DFT to a tight binding form (which only considers valence
electrons while the core electrons are fixed), which reduces the complexity of the DFT
method.

Since our inverse-design approaches are based on calculating tens of thousands of
molecules on the fly, we use DFTB and TD-DFTB (time-dependent DFTB) as the electronic-
structure calculator, which is a result of the compromise between accuracy and computational
cost.
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2.2.1 DFTB model

Expansion of the total energy

The total energy of the DFTB models can be seen as expanding the total energy of Kohn-
Sham (KS) DFT into a Taylor series, see eq. (2.1). The Taylor series can be first order
(leading to the DFTB1 model), or up to second order (giving the DFTB2 model) or up to
third order (DFTB3 model). The chosen reference density r0 is the superposition of neutral
atomic densities, which is perturbed by the fluctuations for the ground state density, i.e.
r(r) = r0(r)+dr(r). [23]

EDFT B3[r0 +dr] = E0[r0]+E1[r0,dr]+E2[r0,(dr)2]+E3[r0,(dr)3] (2.1)
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with XC being the exchange correlation energy and potential.
In total, three DFTB models have been developed. The DFTB1 model [24, 25] only con-

siders the first order and non-self-consistent charge, and is implemented in PooMa (1.0, 2.0,
2.1). DFTB1 was originally called DFTB or non-SCC DFTB. DFTB2 model [26] considers
the second order and self-consistent charge (SCC) for density fluctuations. DFTB2 model
is implemented in PooMa (3.0), and was originally called SCC-DFTB. DFTB3 model [23]
considers the third order and is developed to improve the calculations for hydrogen-bonded
complexes and proton affinities. It was not adopted in PooMA, because it doesn’t improve
the accuracy much for the systems of our interest while requiring more computational costs.
Here I will give a more detailed introduction on DFTB1 and DFTB2 which were used in
PooMA, but only a brief introduction on DFTB3 for completeness.
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DFTB1

DFTB1 method uses three approximations: only E0[r0] (eq. (2.2)) and E1[r0,dr] (eq. (2.3))
are taken into account; the orbitals Yi are represented by a valence-only minimal basis set
(fµ ) (eq. (2.6)) using LCAO (linear combination of atomic orbitals) ansatz; the hamiltonian
operator Ĥ[r0] is limited to a two-center approximation. [23]

Yi = Â
µ

cµifµ (2.6)

The minimal atomic orbital basis set fµ is computed as eq.(2.7), solving the atomic Kohn-
Sham equations in DFT with an additional confining potential to confine the atomic orbitals.
So the orbitals are slightly compressed atomic-like which is realistic when describing binding
situations. r0 depends on the specific atoms or bond types, which can be found in publications
when doing parameterization. Ĥ[r0] in eq. (2.3) is the Hamilton operator depending on the
reference atomic densities rA of neutral atoms {A}. To reduce the computational cost, it
makes use of the frozen core approximation, which only considers the valence orbitals.
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The Hamiltonian matrix elements can be represented using a linear combination of atomic
orbitals (LCAO) basis. The diagonal elements H0

µµ can be seen as the atomic eigenvalues.
The nondiagonal elements H0

µn are calculated in a two-center approximation (neglecting the
three center terms) as eq.(2.8). The Hamiltonian matrix elements only need to be computed
once, normally using the dimers as the model to calculate Kohn-Sham equations and obtaining
the H0 values corresponding to different element pairs and inter-atomic distance.
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According to eq.(2.2), the total energy E0[r0] is only related to the reference density
and not related to the specific system where dr gets involved. So it can be calculated in
advance and then be applied to the specific system. In DFTB model, E0[r0] is approximately
defined as a sum of pair potentials, which are called repulsive energy, (see eq. (2.9)). The
VAB are determined by fitting to DFT or empirical results. Forces are calculated with the
Hellmann–Feynman theorem and derivatives of the energy. [23]

E0[r0]⇡ Erep =
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2 Â

AB
V rep
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The DFTB1 model has good performance if the electron density of the system can be
seen as a sum of atomic density. However, the inaccuracy of DFTB1 will increase when
chemical bonding is influenced significantly by a delicate charge balance between the atomic
components, particularly in molecules with hetero nuclear and polar semiconductors. So it is
necessary to extend the DFTB with E2 and E3 terms in order to improve the description of
total energies, forces, and transferability in the presence of considerable long-range Coulomb
interactions [26].

DFTB2 and DFTB3

To approximate E2 (see Eq. (2.4)), the density fluctuations are defined as the superposition
of atomic components, which approximately decay exponentially and isotropically as shown
in eq. (2.10).
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Then, the second order term E2 can be written in eq.(2.11) if neglecting the exchange
correlation (XC) contributions. E2 needs to be solved self-consistently because E2 depends
on the Mulliken charges qA (since DqA = qA �ZA, ZA refers to the charge for the neutral
atom) which in turn depend on the molecular orbital coefficients, cµi. [23] Therefore, DFTB2
model is also called self-consistent-charge DFTB (SCC-DFTB).
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The third order term is defined as eq.(2.12), which is important when DqA is large, i.e.
the charge is significantly different from that of the neutral atom. Besides, DFTB3 modifies
GAB to describe the interactions between hydrogen and first row elements better [23].
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2.2.2 TD-DFTB model

Runge and Gross laid the foundations for time-dependent density functional theory (TD-DFT)
by generalizing the Hohenberg and Kohn’s theorem to time-dependent external potentials.
On that basis, Casida developed the formalism for calculating the linear response of the
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electron density to a perturbation in the external potential, and derived an eigenvalue equation
for excited states with single orbital transitions, which is the most popular method now to
calculate excited states and their properties [27].

Nonetheless, TD-DFT calculations for excited states result in much more expensive
computational cost, compared to DFT calculations on ground states. There are different
strategies to reduce the cost and complexity, including dividing into subsystems, omitting
some terms, cutting off the space for single orbital transitions, and approximating the
integrals. As one of the methods to approximate integrals, Niehaus etal. adapted Casida’s
linear response approach to DFTB frame, and developed TD-DFTB (time-dependent density
functional theory based tight binding). TD-DFTB is found to produce good results for
p ! p⇤ transitions and is suitable for calculating UV-Vis spectra with significantly reduced
computational costs and applicable to large systems. TD-DFTB has been applied where
TD-DFT is not feasible. On the other hand, TD-DFTB starts from the electronic structure
calculated by DFTB, which leads to the inherited inaccuracy of TD-DFTB. In addition,
TD-DFTB is restricted to systems which only involve elements whose DFTB parameters are
available. [27]

To calculate excitation energies, first, a self-consistent field calculation is done to get the
single-particle Kohn-Sham orbitals yi and the orbital energies ei. Secondly, the coupling
matrix is built, in eq.(2.13), which gives the response of the self-consistent field when
experiencing a change in the electron density. Then, for closed-shell systems, the excitation
energies (wI) are calculated by solving the eigenvalue problem of eq.(2.14). In the end, the
oscillator strengths can be calculated using eq.(2.15).
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where s and t are spin indices.
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where wi j = e j � ei (i,k are occupied Kohn-Sham orbitals, whereas j, l are unoccupied ones).
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where the transition-dipole matrix elements are given in eq.(2.16).
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2.3 SMILES — A Simplified Chemical Language

PooMa (3.0) is developed by making use of SMILES (Simplified Molecular Input Line Entry
System), which is a very useful line notation to represent molecules, even reactions. SMILES
is very useful, popular and requires very little data space compared to other methods of
representing molecular structures. With SMILES, people don’t need to draw the 2D picture
to describe the molecule. SMILES is truly a language with vocabulary and grammar rules.

SMILES encoding rules

There are five general SMILES encoding rules, corresponding to specification of atoms,
bonds, branches, ring closures, and disconnections. [2]

1. Atoms are required to be represented by their atomic symbols, while the second letter
must be the lower case for elements with two letters, for example Cl or Br. The atoms
don’t need to have brackets if their valences are “normal valences” and elements are in
the organic subset. Otherwise, the brackets are required. The organic subset includes
B, C, N, O, P, S, F, Cl, Br, and I. The “normal valences” are B (3), C (4), N (3,5), O
(2), P (3,5), S (2,4,6), and halogens(1). Within the brackets, the number of attached
hydrogens must be clarified by the number following symbol H. Similarly, the charge
needs to be specified by the (possibly repeated) occurrence of + or - (for example
[Fe+++] is iron (III) cation, [OH-] is hydroxyl anion), or alternatively a number
following the symbol + or - (for example [Fe+3] is also iron (III) cation, [Fe+2] is iron
(II) cation). If unspecified, it is assumed that there is no attached hydrogen and charge.

Atoms in aromatic rings are denoted with lower case letters, for example, capital letter
C for aliphatic carbon while lower case c for the aromatic carbon.

Examples are the following ones: C for methane (CH4), P for phosphine (PH3), N for
ammonia (NH3), S for hydrogen sulfide (H2S), O for water (H2O), Cl for hydrochloric
acid (HCl), [S] for elemental sulfur, [Au] for elemental gold.

2. Bonds can take one out of four types, single, double, triple, and aromatic bonds,
which are represented respectively by the symbols -, =, #, and : . The single and
aromatic bonds are always omitted, while double and triple bonds have to be explicitly
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stated. For example, CC for ethane (CH3CH3), C=O for formaldehyde (CH2O), C=C
for ethene (CH2=CH2), O=C=O for carbon dioxide (CO2), COC for dimethyl ether
(CH3OCH3), C#N for hydrogen cyanide (HCN), CCO for ethanol (CH3CH2OH),
[H][H] for molecular hydrogen (H2).

3. Branches: are denoted by enclosing them in parentheses and can be nested or stacked.
The branches are always assumed to connect to the atom on the left. For example,
CCN(CC)CC for triethylamine, CC(C)C(=O)O for isobutyric acid, C=CC(CCC)C(C(C)C)CCC
for 3-propyl-4-isopropyl-1-heptene.

4. Cyclic Structures are denoted by breaking one bond in each ring. For example,
cyclohexane in Fig. 2.4 [2] exemplifies how to represent cyclic structures. It needs
to be noted that the “breaking bond” can be any bond in the ring, so different valid
notations for the same system can be generated.

A digit is denoted following the two atomic symbols between which the bonds are
broken. (The digits can be repeatedly used, for example in Fig. 2.5, the digit 1 is used
twice in the specification.). Then, the SMILES are constructed based on the above
rules. Even breaking the same bond in the ring, different ways to denote branches can
generate different valid SMILES. For example in Fig. 2.6 for the same structure of
1-methyl-3-bromo-cyclohexene-1, (a) and (b) see Br or CCC1 respectively as branches
and generate two valid SMILES. A possible case is that a single atom may have more
than one ring closure. For example in Fig. 2.7 [2], cubane has two atoms related to
two rings’ closure if breaking the three bonds, generating the SMILES for cubane as
C12C3C4C1C5C4C3C25.

Fig. 2.4 Cyclohexane as an example of how to represent cyclic structures [2].

Fig. 2.5 Digit 1 is used twice in SMILES: O1CCCCC1N1CCCCC1, [2], as an example
to illustrate that the digit can be repeatedly used when denoting cycles in the SMILES
representation.
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Fig. 2.6 Two valid SMILES notations for the same structure of 1-methyl-3-bromo-
cyclohexene-1

Fig. 2.7 Generating SMILES for cubane: C12C3C4C1C5C4C3C25.

5. Disconnected Compounds: are written as individual structures separated by a “.”
(period). For example, the SMILES for sodium phenoxide can be written as [Na+].[O-
]c1cccc1. The SMILES of an ion can be nested, for example sodium phenoxide can
also be written as c1cc([O-].[Na+])ccc1. There is no default requirement to the charges
and the net total charge can be non-zero. In short, the adjacent atoms separated by
period “.” implies that the atoms are not bonded to each other.

Canonicalization

Although the same structure may have different valid SMILES as illustrated above, a unique
SMILES for each structure exists. These SMILES are called “generic SMILES” if atoms
and bonds are denoted without chiral or isotopic information. On the contrary to possibly
many valid “generic SMILES” for a given structure, people can generate only one special
generic SMILES through the canonicalization algorithm to represent the structure. This
special generic SMILES is called “canonical SMILES” or “unique SMILES”. Different
software (like openbabel and RDkit programs) may use different canonicalization algorithms,
therefore the “canonical SMILES” may be different for the same structure in different
software. However, within the specified software, the “canonical SMILES” is unique for the
given structure. For example, the generic SMILES “OCC”, “[CH3][CH2][OH]”, “C-C-O”
or “C(O)C” all correspond to the canonical SMILES “CCO”. Another example can be the
generic SMILES “OC(=O)C(Br)(Cl)N”, “ClC(Br)(N)C(=O)O” or “O=C(O)C(N)(Br)Cl” all
correspond to the canonical SMILES “NC(Cl)(Br)C(=O)O”. [2]

If SMILES include not only atoms and bonds but also chiral and isotopic information,
the SMILES are called isomeric SMILES. A canonical isomeric SMILES is called absolute
SMILES.
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Isomeric SMILES

Isomeric SMILES use SMILES rules about isotopes, configuration of double bonds and
chirality.

1. Isotopes are specified by adding the atomic mass inside brackets before the atomic
symbol. For example, [12C] for carbon-12, [13C] for carbon-13, [C] for carbon
(unspecified mass), [13CH4] for C-13 methane.

2. Configuration Of Double Bonds are written with “directional bonds” / and \ which
can be seen as single bond but indicate relative directions of the bonds. For example,
F/C=C/F or F\C=C\F can represent E-1,2-difluoroethene, while F/C=C\F or F\C=C/F
can represent Z-1,2-difluoroethene.

Especially, SMILES makes it possible to partially specify cis-trans isomerism by using
local representation (rather than absolute representation). An example is shown in
Fig. 2.8.

Fig. 2.8 SMILES allows partial specifications for cis-trans isomerism [2].

3. Configuration Around Tetrahedral Centers: Tetrahedral is the simplest and most
common type of chirality, where four atoms are arranged around the central atom
which is called the chiral center. If all the four neighbors are different, the two mirror
structures will be different from each other. The two mirror structures are called
enantiomers and are the only two forms that a tetrahedral center can have. If two (or
more) of the four atoms around the central atom are identical to each other, the center
atom will have no chirality because the mirror structures can be overlapped in space.

In SMILES, the chiral centers are indicated by the symbol @ or @@ following the
atomic symbol of the chiral atom. The symbol @ indicates that the four neighboring
atoms are listed anticlockwise. The symbol @@ indicates that the four neighboring
atoms are listed clockwise. If there is no clarification about a possible chiral atom, it is
also acceptable to not specify chirality.
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For example in Fig. 2.9, if looking from the amino N to the chiral C (as the SMILES
is written), the other three neighbors appear anticlockwise in the order that they are
written in the top SMILES, N[C@](C)(F)C(=O)O (methyl-C, F, carboxy-C), and
clockwise in the bottom one, N[C@@](F)(C)C(=O)O. [2]

Actually besides tetrahedral, SMILES can also handle other chirality, such as allene-
like, square-planar, trigonal-bipyramidal, and octahedral, etc. The detailed rules can
be found in [2].

Fig. 2.9 Specified and unspecified chirality representations in SMILES [2].

SMILES Conventions

In addition, SMILES also have some commonly used conventions in the following aspects.

1. Hydrogens are normally not specified for organic structures. There are only four
following exceptions which require explicit hydrogen specification. The first case is
the charged hydrogen, like a proton [H+]. The second case is when the hydrogen is
placed adjacent to other hydrogens, like a molecular hydrogen, [H][H]. The third case
is that the hydrogens are connected to more than one atom, for example the bridging
hydrogens. The fourth case is isotopic hydrogen, like heavy water [2H]O[2H].

2. Aromaticity can be deduced by aromaticity-detection algorithms in SMILES even
the user input aliphatic (Kekulé-like) structure. However, people are used to entering
aromatic structures directly by using lower case atomic symbols according to the rules.
Only C, N, O, P, S, As, Se, and * (wildcard) can be considered aromatic. Exocyclic
double bonds don’t influence aromaticity.

To identify whether a molecule is aromatic or not, Hüeckel’s rule is applied in the
aromaticity-detection algorithm. The aromaticity is satisfied when all the atoms in the
ring are sp2 hybridized and the number of p-electrons satisfies Hückel’s 4N+2 criterion.
The result is irrelevant for writing the SMILES in the aromatic way or the aliphatic
way. For example, no matter whether writing benzene as c1ccccc1 or C1=CC=CC=C1
(the Kekulé form), the aromaticity-detection algorithm will detect the aromaticity
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and convert the input SMILES to the aromatic way c1ccccc1. An opposite example
could be cyclobutadiene and cyclooctatetraene which are anti-aromatic structures and
whose output SMILES by the aromaticity-detection algorithm will be C1=CC=C1
and C1=CC=CC=CC=C1, although the user may input the wrong aromatic SMILES
c1ccc1 and c1ccccccc1.

3. Others: There are some other conventions in [2] about tautomer and bond conventions.
The user rather than SMILES decide which tautomeric structure or valence conventions
to be used to represent the structure. For example, nitromethane can be written as
CN(=O)=O or the charge seperated C[N+](=O)[O-].

2.4 UV-Vis spectroscopy

UV-Vis spectroscopy is treated by our inverse-design approaches and very important for solar
cells. UV-Vis spectroscopy is based on the transitions of valence electrons. In molecules
there are among others three different types of valence electrons, s electrons for single bonds,
p electrons for unsaturated bonds, and n electrons of oxygen, nitrogen, sulfur and halogen.
Fig. 2.10 shows the three types of valence electrons in the aldehyde group. The energy level
increases in the order s < p < n < p⇤ < s⇤. There are four types of transitions and they
decrease energetically in the order: s ! s⇤ > n ! s⇤ > p ! p⇤ > n ! p⇤, as shown in
Fig. 2.11.

Fig. 2.10 Three types of valence electrons in aldehyde group. [3]

The transition from HOMO (highest occupied molecular orbital) to LUMO (lowest
unoccupied molecular orbital) has the lowest transition energy. Neglecting relativistic effects
(i.e. considering systems with solely lighter elements), the transitions are allowed when the
spin doesn’t change. On the contrary, the transitions are forbidden when the spin changes.
This is called the spin selection about electron transitions. Transitions between states of the
same parity are not allowed, which applies to chromophores that are centrosymmetric. So
transitions g ! u and u ! g are allowed while g ! g and u ! u are forbidden. This is called
Laporte selection. Violation of Laporte and spin selection rules will result in low intensity
for the transition.
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Fig. 2.11 The transition energies for different types of transitions. [3]

2.4.1 Important terminologies in UV-Vis spectroscopy

• Chromophore is defined as an isolated covalently bonded group that shows a charac-
teristic absorption in UV/Visible region. The chromophores are normally functional
groups with p electrons, such as carbonyl, double bond, triple bond, benzene ring,
nitro, etc. The transitions are normally p ! p⇤ and n ! p⇤.

• Auxochrome is a functional group of atoms attached to the chromophore which modi-
fies the ability of the chromophore to absorb light, altering the wavelength or intensity
of the absorption [28]. But auxochromes themselves do not absorb ultraviolet or visible
radiation. Auxochromes are normally atoms or functional groups with lone pairs of
electrons which have p-p conjugation effects (with the p bond in chromophores), such
as hydroxyl, alkoxy, amino, halogen, aldehyde, methyl mercaptan, etc.

• Bathochromic Shift or Red shift occurs when the absorption maximum is shifted
towards a longer wavelength or lower energy, i.e. moving the band towards the
direction of red color in the spectrum. This can occur when introducing auxochromes
or changing the solvent polarity.

• Hypsochromic Shift or Blue Shift is the case when the absorption maximum is shifted
towards the shorter wavelength or higher energy, in contrast to bathochromic shift (red
shift), i.e. moving the band toward the direction of blue color in the spectrum. The
reason for this can be the occurrence of auxochromes or changes in solvent polarity.

• Hyperchromic Effect is observed when absorption intensity is increased. Normally,
auxochromes can cause hyperchromic shift. For example benzene shows B-band
(benzenoid band, the secondary band in UV-Vis spectra of aromatic compounds) at 256
nm and that the maximum of molar absorptivity emax is 200, whereas aniline shows
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B-band at 280 nm and that the maximum of molar absorptivity emax is 1430. The
increase in the value of emax is due to the hyperchromic effect of auxochrome amino
group.

• Hypochromic Effect is seen when absorption intensity is decreased. The reason can
be the distortion of the geometry due to a functional group. For example, biphenyl
shows the absorption maximum at 250 nm and that the maximum of molar absorptivity
emax is 19,000, whereas 2-methyl biphenyl shows the absorption maximum at 237 nm,
and that emax is 10250. The hypochromic effect originates from the effect that the
methyl group can distort coplanarity of the chromophore and make it lose conjugation.

2.4.2 Factors affecting the position of UV-Visible bands

• Effects of conjugation: Two or more chromophores are conjugated, leading to in-
creasing the energy of HOMO, decreasing the energy of LUMO, reducing the transition
energy of p ! p⇤ transition (for example in Fig. 2.12 illustrated the tendency), shifting
the absorption maxima to a larger wavelength (red shift), increasing the intensity (as
shown in Fig. 2.13)

Fig. 2.12 The transition energy of p ! p⇤ decreases as the conjugation system prolong. [3]

When the methyl group is connected to conjugation systems, it can also produce a weak
bathochromic shift. Because the s electron in C-H bond of the methyl group overlaps
spacially with the p electron in the conjugation system, i.e. the hyperconjugation
effect. It enlarges the conjugation space, reduces the transition energy of p ! p⇤, and
redshifts the absorption band.

• Effect of Steric hindrance: Steric hindrance can distort or destroy the co-planarity
of the conjugated chromophores, leading to the conjugation effects being reduced or
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Fig. 2.13 UV-Vis spectroscopy of H(CH=CH)nH. [3]

disappearing. The absorption bands have blue shifts and the intensity of the bands are
decreased, or the absorption bands disappeared.

For geometrical isomerism, trans-isomers often show absorption peaks at longer
wavelength with more intensity, than cis-isomers due to the effects of steric hindrance.
In cis-isomers, the planarity is often distorted more or less because bulky functional
groups are on the same side of the double bond. For example, the trans-stilbene (see
Fig. 2.14) and cis-stilbene obey this rule. Trans-stilbene has a more effective p-p
overlap due to coplanarity, and the conjugation effect is stronger than cis-stilbene.

Fig. 2.14 Two isomers, trans-stilbene (left) and cis-stilbene (right).

• Effects of pH: The changes in pH can make the conjugation system longer or shorter,
leading to changes in the absorption peak, especially obvious for unsaturated acid, enol,
phenol (see Fig. 2.15) and aniline (see Fig. 2.16). For example, in base, phenol exists
in the form of phenoxide anion, which increases the conjugation through resonance
(the lone pairs on the oxygen is delocalized over the p-sytem of the aromatic ring as
shown in Fig. 2.17) and results in a bathochromic shift (red shift) and a hyperchromic
effect. Another example, in acid, the NH2 group in aniline exists in the form of NH+

3
and the original p-p conjugation of NH2 (in neutral or basic conditions) disappeared
as shown in Fig. 2.18, which results in a hypsochrmoic shift (blue shift).
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Fig. 2.15 UV-Vis spectroscopy of phenol. [3]

Fig. 2.16 UV-Vis spectroscopy of aniline. [3]

Fig. 2.17 Phenol and phenoxide anion in base

Fig. 2.18 Aniline and protonated aniline in acid
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2.5 Theoretical methods to analyze output-molecules

The following theoretical methods are employed to have a deeper understanding of the
molecules that result from our inverse design approaches.

2.5.1 DFT

Schrödinger equation

One of the foundation of quantum mechanics is the (time-independent) Schrödinger equation,
see eq.(2.17).

Ĥy = Ey (2.17)

with Ĥ is the Hamilton operator, y is the wave-function of the system (the eigenfunciton
of the equation), and E is the energy of the system (the eigenvalue of the equation). The
Hamilton operator can be written as the sum of the potential energy and kinetic energy as
eq.(2.18).

Ĥ =� h̄2

2m
52 +V (2.18)

where h̄ is h
2p , m is mass, V is potential energy, and 5 is Laplace operator, eq.(2.19).

52 =
∂ 2

∂x2 +
∂ 2

∂y2 +
∂ 2

∂ z2 (2.19)

Here, x, y and z are coordinates of three-dimension Cartesian position.
For a more general molecular system with many particles (nuclei and electrons), the total

Hamilton operator consists of five terms: the kinetic-energy operator for the nucleus, the
kinetic-energy operator for the electrons, the potential-energy operator for nucleus-nucleus
interactions, the potential-energy operator for electron-electron interactions, and the potential-
energy operator for nucleus-electron interactions. [29] The Schrödinger equation becomes as
eq.(2.20), where ~X and~x are the coordinates for nuclei and electrons.

Ĥy = (Ĥk,n + Ĥk,e + Ĥp,n�n + Ĥp,e�e + Ĥp,n�e)y(~X ,~x) = E ·y(~X ,~x) (2.20)

The Born–Oppenheimer approximation assumes that the nuclei can be seen as static. The
physical idea is that electrons move much faster than nuclei. Based on the Born–Oppenheimer
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approximation, the wavefunction y can be written in eq.(2.21) through a factor Ansatz.

y(~X ,~x) = yn(~X) ·ye(~X ;~x) (2.21)

where yn(~X) is the wavefunction describing the nuclei, and it only depends on the position
of nuclei ~X ; while ye(~X ;~x) is the wavefunction describing the electrons, and it depends not
only on positions of nuclei ~X but also on positions of electrons~x.

Subsequently the Schrödinger equation splits into two equations:

Ĥeye(~X ;~x) = (Ĥk,e + Ĥp,e�e + Ĥp,n�e)ye(~X ;~x) = Eeye(~X ;~x) (2.22)

Ĥnyn(~X) = (Ĥk,n + Ĥp,n�n)yn(~X) = Enyn(~X) (2.23)

where Ĥk,n is zero due to the Born-Oppenheimer approximation that the nuclei are static. Ee

is the electronic energy and En is the nuclei energy. So the total energy of the system is given
in eq.(2.24).

Etotal = Ee +En = Ee +
1
2

M

Â
k1 6=k2=1

1
4pe0

Zk1Zk2e2
���~Rk1 �~Rk2

���
(2.24)

Hartree-Fock approximation

To approximately solve the electronic Schrödinger equation (eq.(2.22)), one may make use of
the Hartree-Fock method that uses a Slater determinant (eq.(2.25)) to approximately represent
the wavefunction.

ye ⇡ f(~x1,~x2, · · · ,~xN) =
1p
N!

����������

f1(~x1) f2(~x1) ... fN(~x1)

f1(~x2) f2(~x2) ... fN(~x2)
...

... . . . ...
f1(~xN) f2(~xN) · · · fN(~xN)

����������

(2.25)

where f1, f2,· · · , and fN are single-electron wave-functions and the~x1,~x2, · · · ,~xN are electron
coordinates. According to linear algebra, if exchanging any two rows or columns, the sign
of eq.(2.25) will change, which makes it satisfy the anti-symmetry principle. In addition,
eq.(2.25) makes sure that the electrons all occupy different electron states, otherwise the
rows will be equivalent and the determinant will be zero.

To sum up, the usually employed Hartree-Fock approach is based on the five following
approximations [30]:
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1. It is under the assumption of Born–Oppenheimer approximation described above.

2. It neglects relativistic effects. For example, “the momentum operator is assumed to be
completely non-relativistic.” [30]

3. When applying the variational principle to determine an approximate solution, the
solution is often written in terms of a linear combination of a finite number of basis
functions. The finite basis set is assumed to be approximately complete. [30]

4. Each single-electron function in each Slater determinant describes an energy eigen-
function (an orbital).

5. The mean-field approximation is implied. So Hartree-Fock method doesn’t consider
electron correlation effects. Due to the mean-field approximation, sometimes the
experimental results can differ from the computational results. The correlation effects
are defined as:

Eexact �EHF = Ecorrelation (2.26)

Based on these five approximations, for closed-shell systems with doubly occupied orbital
wave-functions, the Hartree-Fock equations for the individual orbital wavefunctions are as
eq.(2.27).

F̂(1)fi(1) = eifi(1) (2.27)

where (1) indicates that the operator is 1-electron in nature. [30] fi(1) are a set of one-
electron wave functions, called the Hartree–Fock molecular orbitals. [30] F̂(1) is Fock
operator, defined as eq.(2.28).

F̂(1) = ĥ1 +
N/2

Â
j=1

[2Ĵ j(1)� K̂ j(1)] (2.28)

where ĥ1 is that part of electronic Hamilton operator that is related to only one electron, i.e.
Ĥk,e and Ĥn,e in eq.(2.22). Ĵ j(1) is the Coulomb operator, which is the classical Coulomb
potential from an electron in the j-th orbital. [30] K̂ j(1) is the exchange operator, which is
quantum mechanical exchange operator originating from the fact that the total N-electron
wave function is anti-symmetric when interchanging any two electrons. It is a result of this
anti-symmetry and of the indistinguishablity of the electrons. [30]

“Since the Fock operator depends on the orbitals used to construct the corresponding
Fock matrix, the eigenfunctions of the Fock operator are in turn new orbitals, which can be
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used to construct a new Fock operator. In this way, the Hartree–Fock orbitals are optimized
iteratively until the change in total electronic energy falls below a predefined threshold. In
this way, a set of self-consistent one-electron orbitals is calculated.” [30] Roothan suggested
that instead of varying all orbitals in all points (i.e. vary infinitely many parameters), only a
finite variation was considered by expanding the orbitals in a set of fixed basis functions as
eq.(2.29).

fl(~x) =
Nb

Â
p=1

cp(~x)cpl (2.29)

where the basis functions c as well as their number Nb have been chosen in advance and only
the expansion coefficients cpl are varied. Then Hartree-Fock-Roothan equation is obtained
as eq.(2.30).

F · cl = el ·O · cl (2.30)

where F is the Fock matrix, O is the overlap matrix, cl is the vector containing (sought)
coefficients of the lth orbital to the different basis functions. eq.(2.30) can be solved using
standard matrix routines, which yields a new set of coefficients until the procedure is
converged.

A set of basis functions is called a basis set. It can be composed of atomic orbitals (usual
choice in quantum chemistry community, for example Gaussian-type orbitals, Slater-type
orbitals, etc), plane waves (typically within the solid state community), or numerical atomic
orbitals.

Due to the electronic wavefunction is much too complicated than what is needed for
calculating experimental observables. Density functional theory (DFT) appeared, as an
alternative to the Hartree-Fock method. In addition, DFT takes both exchange and correlation
effects into consideration.

Denisty functional theory (DFT)

Density functional theory is used for studies of the properties of a many-electron system on
the basis of electron densities in the system, instead of trying to get the approximate solution
of the complicated wave-function and subsequently obtain the properties.

• Hohenberg-Kohn theorems: DFT was put on a firm theoretical foundation with the
publication of the Hohenberg-Kohn theorems:

Theorem 1: The external potential Vext(r) (and hence the total energy Etotal), is a
unique functional of the electron density r(r). [31] It states that once you know the
ground-state electron density in position space, any ground-state property is uniquely
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defined, i.e. any ground-state property is a functional of the electron density in position
space.

Theorem 2: Only if the density is the ground state density, the system energy reaches
the lowest energy, which means any other energies with random density (that, however,
shall give the same number of particles) of the system is larger than energy with
ground-state density. [31]

EGS[r(r)]� EGS[rGS(r)] (2.31)

where the subscript GS is the abbreviation of the ground state. EGS[r(r)] is the system
energy calculated by random density, while EGS[rGS(r)] is the minimum energy due to
the density state is in the ground state. [32]

• Kohn-Sham method

However, the Hohenberg-Kohn theorems provide a formalistic proof for the validity of
the correctness of density functional theory, but do not provide any practical scheme
for calculating ground-state properties from the electron density. This was provided
by Kohn-Sham method, based on the non-interacting Schrödinger equation (more
clearly, Schrödinger-like equation) of a fictitious system (the “Kohn–Sham system”)
of non-interacting electrons that generate the same density as the system of interest of
interacting particles. [31] The Kohn–Sham equation contains a local effective (ficti-
tious) external potential in which the non-interacting electrons move, typically denoted
as Ve f f (r), called the Kohn–Sham potential [31]. The Kohn–Sham wavefunction is a
single Slater determinant constructed from a set of orbitals that are the lowest-energy
solutions to eq.(2.32)

(� h̄2

2m
52 +Ve f f (r))ji = eiji (2.32)

This eigenvalue equation is the typical representation of the Kohn–Sham equations.
Here ei is the orbital energy of the corresponding Kohn–Sham orbital ji. [31]The
density for an N-particle system is calculated from eq.(2.33).

r(r) =
N

Â
i=1

|fi(r)|2 (2.33)

where N is the number of electrons in the system.
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Then, the total energy is expressed as a functional of the electron density as eq.(2.34).

E[r] = T [r]+
Z

Vextr(r)dr+Ec +Exc[r] (2.34)

where T is the Kohn-Sham kinetic energy, Vext is the external potential acting on the
interacting system (at minimum, for a molecular system, the electron–nuclei interac-
tion), Ec is the classic Coulomb interaction energy (defined as 1

2
RR r(~r1)r(~r2)

|~r1�~r2| d~r1d~r2),
Exc is the exchange–correlation energy.

Then the Kohn–Sham potential Ve f f is written as eq.(2.35).

Ve f f (r) =Vext(r)+Vc(r)+Vxc(r) (2.35)

where Vc is the Coulomb potential, Vxc is the exchange-correlation potential (defined
as dExc[r]

dr(r) . Local-density approximations (LDA) are a class of approximations to
the exchange–correlation (XC) energy functional in density functional theory (DFT)
that depend solely upon the value of the electronic density at each point in space
(and not, for example, derivatives of the density or the Kohn–Sham orbitals), written
in eq.(2.36). [33] A straightforward generalization of the LDA to include electron
spin is local-spin-density approximation (LSDA) as eq.(2.37). Furthermore, if we
let exchange-correlation potential Vxc depend also on

���~5r
��� and 52r ,· · · , the approx-

imation is called generalized gradient approximations (GGA) or non-local-density
approximations.

ELDA
xc [r] =

Z
r(r)exc(r(r))dr (2.36)

ELSDA
xc [ra ,rb ] =

Z
r(r)exc(ra ,rb )dr (2.37)

where the spin polarized system employs two spin-densities, ra and rb with r =

ra +rb .

Since the beginning of 1990s, hybrid methods appeared that led to more accurate
energies and structures, by combining Hartree-Fock and density-functional treatments
of exchange effects, whereas correlation effects are treated within the DFT scheme.
For example, the popular B3LYP (Becke, 3-parameter, Lee–Yang–Parr) exchange-
correlation functional is in eq.(2.38).

EB3LY P
xc = (1�a)ELSDA

x +aEHF
x +bDEB

x +(1� c)ELSDA
c + cELY P

c (2.38)
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where a = 0.20, b = 0.72, c = 0.81. ‘e’ denotes the exchange effect, while ‘c’ denotes
the correlation effect. ‘HF’ is Hartree-Fock approximation; ‘LSDA’ is local spin
density approximation; ‘B’ and ‘LY P’ are functional by Becke and Lee, Yang and Parr
respectively, which all belong to generalized-gradient approximation (GGA).

2.5.2 Fukui function

The Fukui function of Kenichi Fukui, is used to describe the change in the electron density of
a molecular system due to a change of the total number of electrons. The condensed Fukui
function is similar but for an atom rather than a point in space as in Fukui function. The Fukui
function and condensed one are helpful to predict the most electrophilic and nucleophilic
sites in a molecule system.

The Fukui function is defined as eq.(2.39) [34]:

f (r) =
✓

∂r(r)
∂N

◆

v
(2.39)

where N is the number of electrons in the present system and the constant term v in the partial
derivative is the external potential. “Generally the external potential only comes from nuclear
charges, and thus v can be seen as a nuclear coordinate for an isolated chemical system. The
partial derivative cannot be directly evaluated due to the discontinuity when N is an integer.
To resolve this difficulty, the Fukui function is defined using one-sided derivatives.” [35, 36]
([35] is my publication in my master. )

• Nucleophilic attack:

f+(r) =
✓

∂r(r)
∂N

◆+

v
= lim

e!0+
rN+e(r)�rN(r)

e
= rN+1(r)�rN(r)⇡ rLUMO(r)

(2.40)

• Electrophilic attack:

f�(r) =
✓

∂r(r)
∂N

◆�

v
= lim

e!0+
rN(r)�rN�e(r)

e
= rN(r)�rN�1(r)⇡ rHOMO(r)

(2.41)

• Radical attack:

f 0(r) =
f+(r)+ f�(r)

2
=

rN+1(r)�rN�1(r)
2

⇡ rHOMO(r)+rLUMO(r)
2

(2.42)
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“When a molecule accepts electrons, the electrons tend to go to places where f+(r) is
large because it is at these locations that the molecule is most able to stabilize additional
electrons. Therefore a molecule is susceptible to nucleophilic attack at sites where f+(r) is
large. Similarly, a molecule is susceptible to electrophilic attack at sites where f�(r) is large,
this is because these are the regions where electron removal destabilizes the molecule the
least.” [35]

“The Fukui function is a real space function, which is commonly studied by means
of visualization of the iso-surface. In order to achieve quantitative comparison between
different sites, one can calculate the condensed Fukui function based on atomic charges. In
the condensed version, the atomic population number is used to represent the amount of
electron density distribution around an atom. The definition of the condensed Fukui function
for an atom, say A, can be written as:” [35]

• Nucleophilic attack:
f+A (r) = qA

N �qA
N+1 (2.43)

• Electrophilic attack:
f�A (r) = qA

N�1 �qA
N (2.44)

• Radical attack:
f 0
A = (qA

N�1 �qA
N+1)/2 (2.45)

where qA is the atomic charge.
Furthermore, the definition of condensed Fukui for an atom (say A) is extended to a

functional group (say M), which is written as: [35]

• Nucleophilic attack:
f+M (r) = Â

A
f+A = Â

A
(qA

N �qA
N+1) (2.46)

• Electrophilic attack:
f�M (r) = Â

A
f�A = Â

A
(qA

N�1 �qA
N) (2.47)

• Radical attack:
f 0
M(r) = Â

A
f 0
A = Â

A
(qA

N�1 �qA
N+1)/2 (2.48)
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2.5.3 Indices to evaluate charge-transfer excitations

Tangui Le Bahers [37] proposed a method for analyzing charge-transfer (CT) during electron
transition. On that basis, Tian Lu made some extensions and improvements, which were
implemented in Software Multiwfn.

The electron density variation between the excited state (EX) and the ground state (GS)
is defined as eq.(2.49).

Dr(r) = rEX(r)�rGS(r) (2.49)

It should be noticed that the geometries used in calculating rEX(r) and rGS(r) must be
identical, otherwise the resulting Dr(r) is meaningless. Therefore, it can only be used to
characterize “vertical” processes. [36]

“The Dr value can be divided into positive and negative parts, namely r+ and r�. Of
course, the integral of |r+| and |r�| should be equal, and if evident inequality is observed,
that means the error in the numerical integral is unneglectable, and a denser grid is required.
Even though what was analyzed is single-electron excitation, the magnitude of r+ and r� as
well as their integrals can also be theoretically larger than 1.0 as the excitation of an electron
leads to a distribution reorganization of the remaining electrons, which also contribute to
Dr .”[35] ([35] is my publication in my master. )

The transferred charge qCT is the magnitude of the integral of r+ and r� over the whole
space, in a.u.. The barycenter of positive and negative parts of Dr can be computed shown in
eq.(2.50), eq.(2.51).

R+ =

R
rr+(r)drR
r+(r)dr

(2.50)

R� =

R
rr�(r)drR
r�(r)dr

(2.51)

The Cartesian components of R+ will be referred to as X+ , Y+ , Z+ below, while those
of R� will be referred to as X� , Y� , Z�.

The distance between the two barycenters, the DCT index, is defined as eq.(2.52), which
characterizes a total charge-transfer length..

q
(DCT,x)2 +(DCT,y)2 +(DCT,z)2 ⌘ |R+�R�| (2.52)

DCT,x = |X+�X�| ,DCT,y = |Y+�Y�| ,DCT,z = |Z+�Z�| (2.53)
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Then, a dipole moment relating the ground and excited states (µCT ) can be defined as
eq.(2.54) in a.u. (Debye).

µCT = DCT ·qCT (2.54)
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Application of an inverse-design method to
optimizing porphyrins in dye-sensitized solar
cells†

Chencheng Fan, *a Michael Springborg ab and Yaqing Fengcde

Dye-sensitized solar cells (DSSCs) have attracted much interest during the past few decades. However, it

is still a tremendous challenge to identify organic molecules that give an optimal power conversion

efficiency (PCE). Here, we apply our recently developed, inverse-design method for this issue with the

special aim of identifying porphyrins with promisingly high PCE. It turns out that the calculations lead

to the prediction of 15 new molecules with optimal performances and for which none so far has

been studied. These porphyrin derivatives will in the near future be synthesized and subsequently

tested experimentally. Our inverse-design approach, PooMa, is based on the strategy of providing

suggestions for molecular systems with optimal properties. PooMa has been developed as a tool

that requires minimal resources and, therefore, builds on various approximate methods. It uses

genetic algorithm to screen thousands (or often more) of molecules. For each molecule, the

density-functional tight-binding (DFTB) method is used for calculating the electronic properties. In

the present work, five different electronic properties are determined, all of which are related to

optical performance. Subsequently, a quantitative structure–property relationship (QSPR) model is

constructed that can predict the PCE through those five electronic properties. Finally, we benchmark

our results through more accurate DFT calculations that give further information on the predicted

optimal molecules.

1 Introduction
The identification of materials for renewable-energy applications
has become one of the most imperative issues within the global-
energy strategy. Compared with silicon photovoltaic cells, dye-
sensitized solar cells (DSSCs) exhibit advantages including ease
of fabrication, low production costs, and compatibility with flexible
substrates.

The performance of DSSCs can be quantified through
various photovoltaic parameters such as the overall power
conversion efficiency (PCE), the photo-current density measured
at short-circuit (Jsc), the open circuit voltage (Voc), the fill factor

(FF), and the intensity of the incident light (Pin). Specifically, the
PCE gives the overall performance of the solar cell (eqn (1)).

PCE ð%Þ ¼ Jsc $ FF $ Voc

Pin
% 100% (1)

Considering the working principles of DSSC (Fig. 1), when
illuminated with light, the electrons in the ground state of the
dye are excited to higher-energy excited states. Subsequently,
the excited electrons are injected into the conduction band of a

Fig. 1 The mechanism of a DSSC.2
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semiconductor (in most cases, TiO2) and the oxidized dye
sensitizers are regenerated by taking electrons from the redox
couple in the electrolyte. Therefore, as a key component in DSSCs,
the dyes play an important role in determining the corresponding
cell performance and should fulfill various essential characteristics:1

1. The dye should have a good absorption of solar light.
2. The dye should have at least one anchoring group (COOH,

PO3H2, etc.) to bind strongly the dye to the semiconductor surface.
3. The energy of the LUMO of the dye should be higher than

the conduction band edge of the semiconductor (which in the
present work will be TiO2) so that electrons can be transferred
efficiently from the excited dye to the conduction band of TiO2.
Moreover, the energy of the HOMO of the dye should be lower
than the energy level of the electrolyte for the dye regeneration.

4. Unfavorable dye aggregation on the semiconductor surface
should be avoided through optimization of the molecular structure
of the dye or by addition of coadsorbers that prevent aggregation.
However, controlled dye aggregates (J-aggregates) can lead to an
improved performance compared with a monomer dye layer.

5. The dye should be photostable, thermally stable, and
electrochemically stable.

However, there are many other factors that also influence
the performance of a DSSC making it difficult to optimize the
system. For example,1 it may be beneficial for the performance
of the DSSC to slow down the electron injection by increasing
the energy at the conduction band edge (Ec). On the one hand,
this should lead to an increase in Voc, but, on the other hand,
this will simultaneously lead to a decrease in the driving force
for electron injection, which may result in a decrease in Jsc.
Accordingly, the performance of a DSSC may be quantified
through the product of current and voltage, which will represent
a compromise between these two effects.

Another example1 is that, generally, it seems to be favorable
to have a larger spatial separation of HOMO and LUMO orbitals
because this can imply an increased electron-density in those
parts of the molecules that are close to the anchor group and to
the TiO2 substrate, while simultaneously decreasing the
electron-density in those part of the molecules that are closest
to the electrolyte. However, it should be noted that such a
design will lead to a dye with a high reorganization energy,
which will influence the performance negatively.

Therefore, considering the complexity of the DSSCs, it is still
a big challenge to improve the solar cell efficiency so much that
they can meet the standards of the photovoltaic cells market.

In 2014, Michael Grätzel and his co-workers studied the
porphyrin named SM315 within the concept of DSSCs and
obtained a PCE of 13%, which is the current record for DSSCs.3

Actually, among the organic-based dyes, porphyrins have always
attracted much attention because they have a natural role in light
harvesting, notably in the wavelength range of 400–700 nm.4

Moreover, different substituents can be easily attached to the
core of porphyrin, which offers plenty of possibilities for molecular
design. During the last decades, many novel porphyrins have been
designed and applied in DSSCs. Most often, one considers
porphyrins with a donor–p bridge–acceptor (D–p–A) framework,
together with its variations, such as D–A–p–A, D–p–A–p–D,

A–p–D–p–A, etc.5 The D–p–A structure is beneficial for an
efficient intra-molecular charge transfer (ICT) from donor to
acceptor and is helpful for the electron injection into the
conduction band of TiO2.5

In addition, many studies have focused on theoretical
calculations with the aim of analysing the electronic structures
and properties of porphyrins in DSSCs, and thereby providing a
deeper understanding of the DSSCs that can lead to a more
rational design of dyes. Thus, Giribabu and co-workers found
that the zinc porphyrins give a better performance in comparison
with the corresponding free-base porphyrins.6 Nazeeruddin and
co-workers found that porphyrins with Zn are better than
porphyrins containing Cu. Porphyrins with a phosphonate
anchoring group showed lower efficiencies than those with a
carboxylate anchoring group.7 Kim and co-workers found that
charge-separation is one of the main factors that govern the
solar cell efficiency.8 The role of para-alkyl substitutes on meso-
phenylporphyrin-sensitized solar cells was studied by Ballester
and co-workers, who reported that the presence of hydrophobic
alkyl chains in the molecular structures of porphyrins can
decrease the charge recombination between the injected electrons
and the electrolyte.9

However, it has been estimated that the maximum achievable
theoretical PCE amounts to 32% for DSSCs,10 implying that the
current record of 13% can be improved significantly. The
common approach of arriving at an improvement is, based
on personal experience and ideas, to design and synthesize
novel dyes. Subsequently, these are assembled and their cell
performance is checked. In parallel, theoretical calculations
may be carried through with the aim of studying their electronic
structures and electronic properties. This ‘‘trial and error’’
approach is very time-consuming, expensive, and inefficient
when aiming at finding breakthrough dyes for DSSCs. There
is an increasing trend towards using computational methods to
rationalize the design of new dyes,11,12 in particular using
quantitative structure–property relationship (QSPR) models.
Some of those approaches are based on machine learning or
data mining tools. Our study is related to that of Venkatraman
et al.11 who used genetic algorithm to optimize coumarin
dyes for dye-sensitized solar cells. However, many details of
our computational approach as well in the class of molecular
systems and properties that we are considering differ from
those of Venkatraman et al.

In the present work, we take known findings about DSSCs
into consideration and adapt our inverse design method
‘‘PooMa’’13,14 to the DSSCs with the purpose of identifying—
eventually new—porphyrins with promisingly large values for the
PCE. PooMa combines a stoichiometry-optimization approach
based on genetic algorithms, an automatic approach for con-
structing molecules, an inexpensive but sufficiently accurate
approach for calculating the relevant electronic properties of
DSSCs, and a mathematical formulation of the performance
function whose value shall be optimized. In the present study,
the PooMa calculations lead to the prediction of 15 molecules
with optimal values for the PCE, all of which has not been
studied earlier. Subsequently, these modified porphyrins are
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studied through standard DFT and TD-DFT methods. Moreover,
it is planned that they will be synthesized in the near future.

It is clearly a strong simplification to attempt to describe the
performance of the DSSCs using solely properties of the individual,
isolated dyes. A more accurate description could have been obtained
by including, for instance, the interfacial properties of dyes
absorbed on a TiO2 film (such as adsorption configurations,
adsorption energy, charge transfer at the TiO2–dye interface),15,16

the Fermi energy of TiO2,17 charge recombination at TiO2–electrolyte
interface18 etc. However, the rationale behind PooMa is not to
provide exact results and to identify uniquely the best possible
systems, but rather to provide interesting suggestions for useful
systems by exploring a larger part of chemical space than what
usually is done. Moreover, PooMa is based on being computationally
efficient which would be partly in conflict with attempts to try to
include larger parts of the DSSCs in the modelling. With these
limitations in mind, we are convinced that PooMa is an interesting
alternative to the try-and-error approaches often used as well as
to the computationally much more costly big-data approaches.

2 PooMa: the inverse design approach
2.1 The genetic algorithm and construction of molecules

The main idea of our approach is to identify functional groups
and their positions at a given backbone. Since a substituted
zinc-porphyrins are known to show good performance,19 we use
the zinc-porphyrin as the backbone and the four a sites as the
sites for functional groups (see Fig. 2). In view of the feasibility
of synthesis, H atoms are kept at the eight b positions.

Currently in the pool of possible functional groups, we have
collected 41 functional groups (see Fig. S1 in the ESI†). All of
these are extracted from published dye sensitizers. Moreover,
the groups 1–17 are ‘‘anchor types’’ containing the carboxyl
group COOH, while groups 18–41 are ‘‘donor types’’. Since the
porphyrins should have at least one anchor group for the
transfer of electrons from the dye to the electrode, we require
that the a1 site has to be occupied by an anchor group. For the
other sites, any functional group can be attached.

The core of our inverse design approach is a genetic algorithm
(GA) that is constructed to optimize the solar cell performance
among thousands of molecules with different functional groups.
More details can be found in our earlier work.13,14 Therefore, here
we give just a short description, referring to Fig. 3. Our genetic
algorithm consists of the following steps:

1. Create randomly 20 porphyrins, which differ in the
arrangement of the functional groups and which all are different
also after applying symmetry operations.

2. Relax their structures locally and calculate their values for
the performance function that shall be optimized.

3. Separate the molecules (‘‘Parent molecules’’) randomly
into 10 pairs.

4. For each pair, interchange a (randomly generated) part of
the functional groups through a crossover operation to create
new ‘‘Children molecules’’. The children may experience mutations
whereby some functional group on one site is replaced randomly
with another functional group, except on a1 site at which the
replacement can only be through an anchor type. It is verified
that all the children and parent molecules are different also
after applying symmetry operations.

5. Relax the structures of the children molecules and calculate
their values for the performance function.

6. Out of the 20 ‘‘Parent molecules’’ and 20 ‘‘Children
molecules’’, choose those 20 molecules with the best performance
function as parents for the next generation.

7. If the 20 best molecules are unchanged for 10 generations,
stop the calculation, otherwise return to step 3.

2.2 DFTB method

In our recently developed PooMa (POOr MAn’s MAterials optimiza-
tion) approach we have made a compromise between accuracy and
computational speed. Thus, calculations based on density functional
theory (DFT) can give comparatively accurate results at a relatively
expensive cost but since our approach is based on studying the
electronic structure of maybe even tens of thousands of molecules,
DFT-based methods become too expensive for our aim.

Instead, we use the non-self-consistent-charge density-functional
tight-binding (non-SCC DFTB) method by Seifert and co-workers.20

Thereby, the computational efforts can be reduced drastically while
simultaneously maintaining a reasonable accuracy. With this
method, the total energy relative to that of the non-interacting
atoms is given as

Etot ’
Xocc

i

ei &
X

j

Xocc

m

ejm þ
1

2

X

jak

Ujk
~Rj & ~Rk

! "
(2)

where ei is the energy of the ith occupied orbital for the system
of interest and ejm is that of the mth occupied orbital for the

Fig. 2 Zinc-porphyrin as backbone and the four a sites as available sites
for functional groups.

Fig. 3 Flowchart of the genetic algorithm.
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isolated jth atom. Ujk is a short-ranged pair potential between
atoms j and k. Non-SCC implies that we do not take charge
fluctuations and the resulting interactions into account. The Ujk

is so adjusted that experimental data or results of ab initio
calculations for certain test systems are accurately reproduced.
Valence electrons are treated explicitly in the DFTB formalism,
whereas the effects of the core electrons are included within a
frozen-core approximation.

The orbital energies ei are obtained from the single-particle
Kohn–Sham equations

ĥeffcið~rÞ ¼ & !h2

2m
r2 þ Vð~r Þ

# $
cið~r Þ ¼ eicið~r Þ (3)

whereby the potential V(-r) is approximated as the superposition
of potentials of the isolated atoms,

Vð~rÞ ¼
X

m

Vm ~r& ~Rm

%% %%
! "

(4)

with
-

Rm being the position of the mth nucleus. Moreover, ci(
-r) is

approximated through a linear combination of atom-centered
functions,

cið~rÞ ¼
X

~R

X

j

ci;~R; jw~R; jð~r Þ (5)

with wR
-

, j(
-r) being the jth function centered at the atom at

position
-

R. Within the DFTB approach it is furthermore
assumed that all matrix elements hwR

-

1
,j1

|ĥeff|wR
-

2
,j2i can be

obtained from calculations on diatomic molecules.

2.3 Performance function and property descriptors

Since the PCE quantifies the overall performance of the solar
cell, we shall let PCE be the performance function whose value
shall be optimized when identifying the best molecules. Even
though the factors that affect the PCE are quite complicated
and difficult to access with electronic-properties calculations,
the electronic properties of a sensitizer are very important for
the overall performance of a DSSC. Thus, we choose the
followings five electronic property descriptors whose values
subsequently shall be used to predict the PCE:

1. The energy gap G between the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO).

G = eLUMO & eHOMO (6)

2. We define the sun absorption per valence electron A
through eqn (7), whereby Ne is the number of valence electrons
of the dye, i denotes an occupied orbital and a denotes an
unoccupied orbital. fia is the oscillator strength for single
electron excitation from the ith orbital to the ath orbital. The
spectral function P(ea & ei) for the solar spectrum is calculated
using a black-body approximation as given in eqn (8).

A ¼

P
i;a

fia $ P ea & eið Þ

Ne
(7)

P ea & eið Þ ¼ 8p ea & eið Þ3

ð2p!hcÞ3 exp
ea & ei
kBT

& '
& 1

# $&1
(8)

The oscillator strength fia is calculated using the approximated
TD-DFTB (time-dependent density-functional tight-binding)
method.21 Since we only consider one-electron excitations and
do not take charge fluctuations into account, the expression for fia

can be simplified as given below in eqn (9), whereby the transition
dipole moment

-

dia is approximated in terms of Mulliken transition
charges qn,ia and the corresponding coordinates

-

Rn of the atom n
for transition i - a.

fia ¼
4

3
ea & eið Þ ~dia

%%%
%%%
2
¼ 4

3
ea & eið Þ

X

n

~Rn $ qn;ia
! "%%%%%

%%%%%

2

(9)

3. Light-harvesting efficiency per valence electron, LHE. All
electronic transitions are taken into account for excitations in
the UV-Vis range.

LHE ¼

P
i;a

1& 10&fia
( )

Ne
(10)

4. Average orbital overlap per valence electron Oav (eqn (11)),
that takes into account all single overlaps for each pair of
occupied and unoccupied molecular orbitals with a weight
factor according to its transition probability fiaP(ea & ei). The
individual overlap Oia (eqn (12)) is calculated using Mulliken
gross populations qn,i and qn,a.

Oav ¼

P
i;a

fiaP ea & eið ÞOia

Ne
(11)

Oia ¼
X

n

qn;i $ qn;a
%% %% (12)

5. Average orbital distance per valence electron Dav (eqn (13)),
similar to Oav, that takes into account all the single-orbital
distances with a weight fiaP(ea & ei). Also here, the single orbital
distance Dia (eqn (14)) is calculated using Mulliken gross
populations.

Dav ¼

P
i;a

fiaP ea & eið ÞDia

Ne
(13)

Dia ¼
X

n

qn;i~Rn &
X

n

qn;a~Rn

%%%%%

%%%%% (14)

In several cases we are studying properties per valence
electron. The reason is that our goal is to optimize intensive
properties and not extensive properties in order to avoid that
the largest molecules are found to be the best ones.

2.4 DFT calculations

Additional DFT and TD-DFT calculations are used to have a
further theoretical understanding of the porphyrin molecules
that result from the PooMa calculations.

The ground state geometry optimization of all molecules are
carried through using the B3LYP functional with a 6-311G(d,p)
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basis set. Keeping the geometries that are obtained through
those calculations, we studied the excited states using the CAM-
B3LYP functional with a 6-311G(d,p) basis set. The conductor-
like polarizable continuum model (C-PCM) is used to simulate
the environment of tetrahydrofuran (THF). All DFT and TD-DFT
calculations are performed using the Gaussian09 software
package.22 Subsequently, the Fukui functions, condensed Fukui
functions, and charge transfer indices are calculated using the
Multiwfn software package.23

2.5 Fukui function

The Fukui function is important within conceptual density
functional theory and is defined as23

f ð~rÞ ¼ @rð~rÞ
@N

& '

V

(15)

where N is the number of electrons in the system of interest and
V is the external potential. Using a finite-difference approxi-
mation, the Fukui function can be calculated unambiguously
for three situations:

Nucleophilic attack:

f þð~rÞ ¼ @rð~r Þ
@N

& 'þ

V

¼ lim
e!0þ

rNþeð~r Þ & rNð~r Þ
e

’ rNþ1ð~r Þ & rNð~r Þ

(16)

Electrophilic attack:

f &ð~r Þ ¼ @rð~r Þ
@N

& '&

V

¼ lim
e!0þ

rNðrÞ & rN&eð~r Þ
e

’ rNð~r Þ & rN&1ð~r Þ

(17)

Radical attack:

f 0ð~rÞ ¼ f þð~r Þ þ f &ð~r Þ
2

’ rNþ1ð~r Þ & rN&1ð~r Þ
2

(18)

When a molecule accepts electrons, the additional electrons
tend to go to those parts of space where f +(-r) is large because
this is where the molecule is most stable against the addition of
electrons. Therefore, a molecule is susceptible to nucleophilic
attack at places where f +(-r) is large. Similarly, a molecule is
susceptible to electrophilic attack at sites where f&(-r) is large,
because these are the regions where an electron removal
destabilizes the molecule the least.

Furthermore, the ‘‘condensed’’ version of the Fukui function
based on atomic charges can be helpful in providing a more
quantitative description. For an atom A, the condensed Fukui
function is defined as23

Nucleophilic attack:

f +
A = qA

N & qA
N+1 (19)

Electrophilic attack:

f&A = qA
N&1 & qA

N (20)

Radical attack:

f 0
A = (qA

N&1 & qA
N+1)/2 (21)

Here, qA is the atomic charge according to a Hirshfeld population
analysis.

2.6 Charge transfer indices

Le Bahers24 proposed a method for analyzing the charge-
transfer (CT) during an electronic transition. The electron density
variation between the excited state (EX) and the ground state (GS)
is defined as

Dr(r) = rEX(r) & rGS(r) (22)

The geometry of the excited state and the ground state must be
identical. Dr(r) can be separated into positive and negative
parts, namely r+(r) and r&(r). The transferred charge qCT is the
magnitude of the integral of r+(r) and r&(r) over the whole
space. The barycenters of the positive and negative parts can be
defined as

Rþ ¼
ð
rrþðrÞdr

+ð
rþðrÞdr (23)

R& ¼
ð
rr&ðrÞdr

+ð
r&ðrÞdr (24)

The spatial distance between the two barycenters of density
distributions can subsequently be used to quantify the CT
excitation length DCT,

DCT = |R+ & R&|. (25)

From this, a dipole moment relating the ground and the excited
states (mCT) can be defined as

mCT = DCT$qCT (26)

3 The QSPR model
Quantitative structure–property relationship (QSPR) models
aim to establish a mathematical relation between one set of
descriptors characterizing the system and a property of interest.
Here, we will construct a QSPR model that uses the five electronic
properties as descriptors to predict the PCE.

3.1 Data set

In total, 206 dye-sensitizers including porphyrins and some
small molecules, compiled from the literature, were chosen as
forming the data set (see Table S1 in ESI†) from which the
QSPR model should be derived. Ideally all values should result
from a single source, for example from the same laboratory, but
such a data set would be very limited in size. To obtain data that
are reasonably comparable despite being from different sources,
we have chosen data that satisfy:

1. The electrolyte is iodine based.
2. The semiconductor is TiO2.
3. No polymer sensitizer.
4. Only one dye sensitizer is used without co-adsorbent or

co-sensitizer.
5. The global standard AM 1.5G light source with a light

intensity of 100 mW cm&2 is used.
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Although other experimental parameters (like semiconductor
thickness, cell fabrication, the amount of dyes absorbed on TiO2,
exposure time) can influence the performance, further constraints
based on these factors would reduce the size of the data set too
much and were therefore ignored.

In order to obtain and validate a reliable QSPR model, we
split the whole data set into a training set, a validation set, and
a test set (Fig. 4). Specifically, at first we randomly select 10% of
the data as constituting the test set. The remaining data is
sorted according to ascending order of the PCE. Every 10th data
(such as the 10th, 20th, 30th, etc.) are selected as forming the
validation set while the other ones constitute the training set. We
use the training set in constructing the QSPR model. Subsequently,
we examine its performance using the validation set. Finally, we
examine the model with further randomly constructed test sets.

3.2 Correlation coefficients

The correlation coefficient between two variables X and Y is
defined as given in eqn (27). Here, cov is the covariance, sX and
sY are the standard deviations, E is the expectation value, and
mX and mY are the mean values of X and Y.

corrðX ;YÞ ¼ covðX;YÞ
sXsY

¼ E X & mXð Þ Y & mYð Þ½ )
sXsY

(27)

With the help of the correlation coefficient only linear
relationships between the two variables X and Y can be identified.
Moreover, &1 r corr(X,Y) r 1. When corr(X,Y) approaches 0,
X and Y possess no linear relationship. As corr(X,Y) approaches
*1, the variables possess an increased linear relationship. The
correlation coefficient is symmetric, corr(X,Y) = corr(Y,X).

According to Cohen’s standard we have that, if the correlation
coefficient lies between the 0.1 and 0.29, the two variables have
a small linear dependence; if the correlation coefficient is
between 0.3 and 0.49, the two variables have a medium linear
dependence; and if the correlation coefficient is larger than
0.5, the two variables have a large linear dependence. We shall
use these criteria in evaluating the interdependence of our
variables.

3.3 Model evaluation

The quality of a model can be quantified through the coefficient
R2 given below in eqn (28). Here, N is the number of data in the
training set, PCEobs

i is the observed/experimental PCE value
for the ith sample, and PCEcal

i is the calculated PCE value for

this system. PCEobs
mean is the arithmetic mean of the observed

PCE values in the training set.

R2 ¼ 1&

PN

i¼1
PCEobs

i & PCEcal
i

( )2

PN

i¼1
PCEobs

i & PCEobs
mean

( )2
: (28)

For the ideal model, R2 equals 1. As the value of R2 deviates
from 1, the quality of the model is reduced. Then, one possible
approach for improving the model could be to increase the
number of descriptors with, however, the accompanying risk
that the QSPR model becomes overdetermined.

The predictive power of the model is evaluated by the predictive
squared correlation coefficient (Q2), the mean absolute error
(MAE), and the root of mean square error (RMSE) of the validation
set and test set. Q2 is given in eqn (29), where N is the number of
samples in the validation set/test set, PCEpred

i is the predicted PCE
value of the ith sample, and PCEobs

i is the observed/experimental
value. PCEtrain

mean is the arithmetic mean of the observed PCE values
in the training set.

Q2 ¼ 1&

PN

i¼1
PCEpred

i & PCEobs
i

! "2

PN

i¼1
PCEobs

i & PCEtrain
mean

( )2
(29)

The MAE and RMSE are given in eqn (30) and (31), where N
is the number of samples in the training/validation/test set.

MAE ¼ 1

N

XN

i¼1
PCEpred

i & PCEobs
i

%%%
%%% (30)

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1
PCEpred

i & PCEobs
i

! "2
" #vuut (31)

4 Results and discussion
4.1 Analysis of the descriptors

At first we verified that the descriptors take different values for
different systems in order to assure that they indeed are able to
distinguish between different samples. Table 1 shows that all
the five descriptors have standard deviations that are compar-
able with the mean values, i.e., for each descriptor the data are
sufficiently well scattered.

Then we examined whether the descriptors are linearly
dependent through their correlation coefficient. Table 2 shows
that all the five descriptors are independent since the largest
correlation coefficient equals 0.74 (between Oav and A).

Fig. 4 The whole data set is split into training set, validation set, and test
set.

Table 1 Mean values and standard deviations of the electronic properties
G, Oav, Dav, A, and LHE

Variables G Oav Dav A LHE

m 0.054 0.085 16.7 2.84 0.089
s 0.013 0.031 10.4 0.75 0.020
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Therefore, the five electronic properties G, Oav, Dav, A, LHE can
be used as independent variables in the QSPR model.

In addition, from the results for the correlation coefficients
between any of the electronic properties and PCE (see Table 2)
we conclude that a QSPR model can only contain non-linear
relationships: according to Cohen’s standard, only A shows a
medium linear relationship with PCE while the rest electronic
properties show only small or no linear relationship.

4.2 The QSPR model

We adopted a non-linear mathematical function for our QSPR
model (eqn (32)), where the PCE for the ith system is denoted Zi

and the value for the jth of the five descriptors is denoted Xij. As
can be seen, the expression consists of a constant plus terms
that depend on one, two, three, four, or five descriptors.

Zi ’ c0 þ
X

j

cjX
p
ð jÞ
j

ij þ
X

jk

cjkX
p
ð jkÞ
j

ij X
p
ð jkÞ
k

ik þ
X

jkl

cjklX
p
ð jklÞ
j

ij X
p
ð jklÞ
k

ik X
p
ð jklÞ
l

il

þ
X

jklm

cjklmX
p
ð jklmÞ
j

ij X
p
ð jklmÞ
k

ik X
p
ð jklmÞ
l

il Xp
ð jklmÞ
m

im

þ cjklmnX
p
ð jklmnÞ
j

ij X
p
ð jklmnnÞ
k

ik X
p
ð jklmnÞ
l

il Xp
ð jklmnÞ
m

im Xp
ð jklmnÞ
n

in

(32)

whereby in each summation we include only terms involving
different descriptors.

The fitting will result in the coefficients c and the powers p.
In order to reduce the effects of numerical noise and to make
the QSPR model more stable, terms in eqn (32) involving powers
p smaller than 0.3 were removed. In addition, if it subsequently
was found that two terms were strongly dependent (a value for
corr larger than 0.9) one of the terms was deleted, too. Finally, if
any term was found to be irrelevant for PCE (i.e., corr is smaller
than 0.1) this term was also deleted.

At the end, the final expression of our QSPR model becomes
(in Hartree atomic units):

Z ¼ 6:01þ 6:54G&0:44 & 1:81O&0:51 þ 0:05D0:46 & 1:47A1:15

& 4:14LHE&0:54 & 7:24G&0:63A&0:57

þ 7:95G&0:36A&0:55LHE&0:32

& 0:43G&0:65O0:41A&0:79LHE&0:5:

(33)

As shown in Fig. 5, the resulting predicted PCE values show
the same trends as the experimental PCE values among the

training set, the validation set, and the test set. Table 3 shows
however also that the model is not perfect. We emphasize that a
perfect model should not be expected because of various
reasons. At first, all the comments at the end of Section 1
apply, i.e., reducing the performance of a DSSC to the properties
of the single dye is a tremendous simplification when taking
into account the complexity of the DSSCs. Moreover, there are
significant experimental uncertainties (occasionally, even the
same system studied experimentally by the same group at
different times has resulted in different values for the PCE).
Thus, for our purpose, we are convinced that the quality of our
QSPR model is reasonable. Thus, when our QSPR is used in
PooMa as performance function to identify good porphyrins,
the absolute error between predicted PCE and experimental PCE
is less important.

We add that when repeating the procedure of constructing
the QSPR model through a different, randomly constructed
training set, the mathematical expression changes only little,
showing that our approach is numerically robust. Furthermore,
when subsequently applying these slightly different mathematical
functions in PooMa essentially the same porphyrins are found as
being those performing the best.

4.3 DFT results

The PooMa calculations resulted in the 15 porphyrins that are
shown in Fig. 6. These porphyrins are novel and have not been
studied earlier. All the porphyrins share the same strong donor
(iminostilbene). Moreover, some functional groups show up
frequently. In addition, at least one of the COOH groups is used
as anchor group, while in some cases additional groups that
could also act as anchor groups occur although not necessarily
acting as anchor groups.

Fig. 7 shows that the energy level alignments of all resulting
porphyrins match the requirements for DSSCs, i.e., the energy
of HOMO is lower than the potential of the electrolyte and the
energy of LUMO is higher than the conduction band of TiO2.

Fig. 8 shows the Fukui function. We remind that the
electrons tend to flow from those regions where f & is large to
those regions where f + is large. For a more quantitative analysis

Table 2 The correlation coefficients between G, Oav, Dav, A, LHE, and PCE

Variables G Oav Dav A LHE

Oav 0.47
Dav &0.43 &0.41
A 0.23 0.74 0.10
LHE &0.11 0.34 0.37 0.7

PCE &0.21 &0.24 &0.08 &0.37 &0.29
Fig. 5 Predicted and experimental PCE values for training set, validation
set, and test set.

Table 3 Model validation: R2, Q2, MAE, and RMSE for training set, validation
set and test set

R2 Q2 MAE RMSE

Training set 0.23 — 1.63 1.98
Validation set — 0.42 1.58 1.78
Test set — 0.42 1.61 1.87
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we show the condensed Fukui function in Table 4. Thereby, we
recognize two charge-flow patterns, i.e., a flow from the porphyrin
ring to a functional group, a pattern that can be recognized for

Porphyrin01–04, 06, 12–14, whereas the other porphyrins show a
pattern with a flow from one functional group to the porphyrin
ring and to another functional group.

Fig. 6 The molecular structures identified by the PooMa calculations.

Paper PCCP

Pu
bl

is
he

d 
on

 1
9 

Fe
br

ua
ry

 2
01

9.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ita
t d

es
 S

aa
rla

nd
es

 o
n 

11
/2

8/
20

21
 1

1:
22

:4
1 

A
M

. 

View Article Online

3.1 Publication I 49



5842 | Phys. Chem. Chem. Phys., 2019, 21, 5834--5844 This journal is© the Owner Societies 2019

Table 6 shows the results of the TD-DFT calculations. For all
15 porphyrins, the maximum absorption is in the 380–500 nm
range, which corresponds to the so-called Soret bands. All the

Fig. 7 The energies of the four frontier molecular orbitals (HOMO&1,
HOMO, LUMO, LUMO+1) of the 15 substituted porphyrins as obtained in
the DFT calculations.

Fig. 8 The Fukui functions for the 15 substituted porphyrins. For each molecule, the upper part shows f& and the lower part shows f+.

Table 4 Condensed Fukui function of Porphyrin01–15

Core a1 a2 a3 a4

f & f + f & f + f & f + f & f + f & f +

Porphyrin01 0.52 0.41 0.20 0.36 0.07 0.03 0.14 0.17 0.06 0.03
Porphyrin02 0.47 0.38 0.22 0.40 0.10 0.03 0.13 0.15 0.06 0.03
Porphyrin03 0.49 0.40 0.25 0.39 0.06 0.03 0.14 0.17 0.06 0.03
Porphyrin04 0.49 0.41 0.18 0.36 0.12 0.03 0.13 0.17 0.07 0.03
Porphyrin05 0.15 0.38 0.06 0.40 0.71 0.03 0.04 0.17 0.02 0.03
Porphyrin06 0.52 0.41 0.20 0.35 0.06 0.03 0.15 0.17 0.07 0.03
Porphyrin07 0.25 0.37 0.09 0.40 0.55 0.04 0.06 0.16 0.03 0.02
Porphyrin08 0.16 0.39 0.07 0.32 0.69 0.03 0.06 0.23 0.02 0.03
Porphyrin09 0.23 0.39 0.07 0.36 0.61 0.04 0.05 0.17 0.03 0.03
Porphyrin10 0.25 0.36 0.58 0.04 0.08 0.49 0.07 0.08 0.03 0.04
Porphyrin11 0.27 0.32 0.52 0.04 0.10 0.53 0.08 0.08 0.03 0.03
Porphyrin12 0.50 0.41 0.19 0.36 0.06 0.03 0.14 0.17 0.11 0.03
Porphyrin13 0.52 0.38 0.05 0.02 0.20 0.47 0.14 0.08 0.09 0.04
Porphyrin14 0.49 0.37 0.19 0.45 0.13 0.08 0.11 0.08 0.08 0.03
Porphyrin15 0.24 0.39 0.07 0.36 0.60 0.04 0.06 0.17 0.03 0.03
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15 porphyrins show comparatively high oscillator strengths and
light-harvest efficiencies (LHE). Moreover, the main contribution
to the absorption peak is electronic transitions from the five
energetically highest, occupied orbitals to the three energetically
lowest, unoccupied ones.

Following Le Bahers’ approach, we show in Table 5 the
calculated charge transfer indices which only considered the first
excited singlet state. In particular, Porphyrin11, Porphyrin10,
Porphyrin9, and Porphyrin07 have large values for the intra-
molecular charge transfer for the first excited singlet state. However,
other excited states can be critical too in intramolecular charge
transfer, which will not be discussed further here.

5 Conclusions
The main purpose of the present study was to apply our recently
developed inverse-design method (PooMa) to a practical appli-
cation, i.e. identifying efficient a substituted porphyrin-dyes to
be used in dye-sensitized solar cells. A second, equally important,
purpose was to provide suggestions for new molecules with hope-
fully better performance than the so-far synthesized ones.

PooMa is based on genetic algorithms that make it possible
to identify efficiently the optimal molecules out of eventually
thousands or more of molecules. In order to reduce the
computational demands we used the DFTB method for the
electronic-structure calculations, which provides a good com-
promise between efficiency and accuracy. For each molecule,
five property descriptors (G, Oav, Dav, A, and LHE) were calculated.
We developed a QSPR model that could established a mathematical
relationship between these five property descriptors and the PCE.

It is interesting that the PooMa calculations led to 15 porphyrins
of which none has been studied so far. Thus, this demonstrates that
an approach like PooMa may make it possible to extend the
chemical space and provide suggestions for interesting systems
beyond what the more traditional use of chemical intuition
provides. Moreover, we used DFT methods to provide further
information on the porphyrins that PooMa identified. Finally,
for the sake of completeness we add that the suggested
porphyrins will be synthesized and tested in experiment in the
near future.

The main ideas behind genetic algorithms are not new.
However, the combination with a simple, fast, but still accurate
method (DFTB) for the calculation of electronic properties is a
unique feature of our method that makes it generally applicable
also for other properties and/or classes of systems. Thus, our
inverse design method is not limited to solar cells or to optical
properties. New electronic properties can be added in PooMa
and new performance functions can be optimized. Other areas,
such as heterogeneous catalysis, hydrogen storage, etc., provide
other possible applications of PooMa.

Conflicts of interest
The authors declare no conflict of interest.

Table 5 The charge transfer indicesa qCT, DCT, mCT of Porphyrin01–15

qCT/a.u. DCT/Angstrom mCT/Debye

Porphyrin01 0.61 0.05 0.16
Porphyrin02 0.64 0.06 0.18
Porphyrin03 0.67 0.05 0.16
Porphyrin04 0.59 0.06 0.17
Porphyrin05 0.72 0.18 0.61
Porphyrin06 0.58 0.09 0.25
Porphyrin07 0.75 0.45 1.59
Porphyrin08 0.76 0.08 0.30
Porphyrin09 0.68 0.55 1.82
Porphyrin10 0.72 0.61 2.11
Porphyrin11 0.79 0.58 2.21
Porphyrin12 0.61 0.09 0.27
Porphyrin13 0.58 0.19 0.54
Porphyrin14 0.59 0.24 0.68
Porphyrin15 0.61 0.05 0.16

a The excited state is the first singlet excited state.

Table 6 Oscillator strength, LHEa and excitation contribution (only above
10%) at the calculated absorption maximum using the TD-DFT method

Molecules labs
max (nm) Oscillator strength LHE Main configuration

Porphyrin01 426 1.65 0.977 H - L+1 (57%)
H&1 - L (36%)

Porphyrin02 475 1.84 0.986 H&1 - L+1 (34%)
H - L+2 (25%)
H&3 - L (13%)
H - L (11%)

Porphyrin03 470 1.70 0.980 H&1 - L+1 (32%)
H - L+2 (33%)
H&3 - L (13%)

Porphyrin04 443 1.66 0.978 H - L+1 (47%)
H&1 - L (40%)

Porphyrin05 472 1.53 0.970 H - L+1 (23%)
H&2 - L+2 (20%)
H&4 - L (14%)
H&2 - L+1 (10%)

Porphyrin06 452 1.69 0.979 H&1 - L+1 (47%)
H - L+2 (21%)
H - L (15%)

Porphyrin07 469 2.31 0.995 H&2 - L (40%)
H - L+1 (35%)

Porphyrin08 469 1.52 0.970 H - L+1 (30%)
H&2 - L+2 (20%)
H&4 - L (16%)

Porphyrin09 474 2.07 0.992 H&2 - L (36%)
H - L+1 (34%)

Porphyrin10 471 2.21 0.994 H&2 - L (48%)
H - L+1 (22%)
H&2 - L+1 (10%)

Porphyrin11 470 2.14 0.993 H&2 - L (41%)
H - L+1 (17%)
H&2 - L+1 (14%)
H&2 - L+2 (12%)

Porphyrin12 451 1.58 0.973 H&1 - L+1 (41%)
H - L+2 (19%)
H - L (14%)

Porphyrin13 444 2.16 0.993 H&1 - L (48%)
H - L+1 (41%)

Porphyrin14 475 1.59 0.974 H&1 - L+1 (52%)
H - L (25%)
H - L+2 (12%)

Porphyrin15 474 2.10 0.992 H&2 - L (36%)
H - L+1 (34%)

a LHE corresponding to maximum oscillator strength. H represents
HOMO, while L represents LUMO.
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Fig. 1 shows the 41 functional groups that were considered in the PooMa
calculations. Moreover, Table 1 lists the 206 dyes that were identified in
earlier, experimental studies plus the values for their five descriptors as
obtained in the DFTB calculations.
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Figure 1: Fourty-one substitutes in the pool.
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ABSTRACT: We present an improved inverse-design approach for
automatically identifying molecular (or other) systems with optimal
values for prechosen properties. The new approach uses SMILES
(simplified molecular input line entry system) to describe molecular
structures efficiently, a genetic algorithm to optimize the molecules
automatically, and the DFTB+ (self-consistent charge density functional
tight-binding) method to calculate electronic properties. Thereby, almost
every class of materialseven macromolecules or monomerscan be
studied easily. Without crossover operators but with only mutation
operators, the genetic algorithm is more adaptive to SMILES while keeping its efficiency. DFTB+ is more accurate than the DFTB
method used in our previous inverse-design approach for the study of excited states and charge transfer processes. The improved
approach is applied to optimize benzene, pyridine, pyridazine, pyrimidine, and pyrazine derivatives for seven electronic properties,
which all are highly relevant and important for the performance of molecules in solar cells. We found that for some electronic
properties, the precise composition and structure of the backbone have remarkable impacts on the value of the electronic properties
and/or on the set of functional groups that leads to the best performance. On the contrary, for other properties, these effects are less
pronounced. The reasonable optimal functional groups and/or substitution patterns are reported.

1. INTRODUCTION
The identification of optimal materials for specific technical
and/or scientific purposes remains a challenging task. The
main problem is the almost inexhaustible chemical space.1

Most often, simple trial-and-error approaches are used for the
design of new materials. Thereby, based on experience,
instinct, and information from other sources, new materials
are synthesized. Subsequently, the properties of interest are
studied, and, if possible, relations between property on the one
side and structure and composition on the other side are
identified that ultimately can lead to the prediction of better
materials. This approach is very time-consuming and has low
efficiency. It can easily happen that intensive work has to be
discarded for the simple reason that the new materials do not
possess the desired properties.
Computational screening can help to reduce the search

space. A currently very active approach is that of “big data”,
which is based on collecting vast and accurate information for
as many systems and properties as possible.2 Subsequently, this
huge amount of information is analyzed with the help of high-
performance IT technology, and ultimately the thereby gained
knowledge is used to predict new materials with better
properties. This approach clearly requires powerful computer
resources.
An alternative approach, which is the one we shall pursue

here, automatically determines the chemical composition of
systems with optimal properties within a larger class of

systems. This is the idea behind the inverse-design approaches.
Although inverse-design approaches in combination with
electronic-structure calculations were proposed more than 20
years ago,3 they have not yet found wider applicability. In
2017, we presented our original idea for an inverse-design
approach and applied it initially to Si−Ge clusters as test
systems.4 The results demonstrated that, in principle, it is
possible to identify a stoichiometry that leads to optimized
properties within a given class of systems. In a subsequent
work, we presented a more general inverse-design approach
together with test results on benzene derivatives.5 Different
from the big data approach that requires expensive computa-
tional resources, our inverse-design approaches can run on a
normal laptop without expensive hardware or software. In
2019, we applied this approach to identify porphyrin
derivatives with optimal performance in dye-sensitized solar
cells, which has been a tremendous challenge over the past
decades.6
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However, these studies focused on identifying functional
groups that are attached to a given backbone (benzene,
porphyrin, etc.). When optimizing organic (often, conjugated)
molecules, it is often assumed that for similar backbones the
same sets of functional groups are identified as providing the
best materials. In the present work, we study the validity of this
assumption and the role of the backbone when optimizing
functional groups. To this end, we apply an improved version
of our inverse-design approach to identify the “best” sets of
functional groups for different but related backbones. We use
the same pool of functional groups for all calculations and
consider seven electronic properties. Thus, the outcome is the
best set of functional groups for different properties and
backbones.
It needs to be noted that our current goal is to study

whether the same functional groups are found to be optimum
when optimizing some electronic properties for related
backbones rather than suggest new molecules for solar cells.
In order to reduce the computational costs, we have
accordingly considered simpler model systems (molecules
related to benzene) and a set of properties that all are relevant
for solar-energy harvesting without being exhaustive. More-
over, we are also using a simplified electronic-structure
calculator. All these assumptions can be relaxed but sufficient
for the question at hand.
In the next section, we describe our improved inverse-design

approach as well as our motivation for introducing these
improvements. Subsequently, the results are described and
discussed in Section 3. We summarize our findings in Section
4.

2. METHODS
Initially, in our inverse-design approaches we define a
backbone (to which functional groups will be attached) and
a pool of K functional groups. For a given backbone, we
determine N substitutional sites, to each of which a functional
group can be attached. If possible symmetries of the system are
ignored, the total number of possible molecules equals KN,
which easily becomes too large to allow for studying all of
them. Instead, we use genetic algorithms to identify candidate
systems for the best ones for the property of interest.
Nevertheless, still many systems (typically 3 000−12 000
systems depending on the backbone and the property) will
have to be studied, making it important to apply efficient
computational methods for the calculations of electronic
structures and properties.
Therefore, our inverse-design approach involves different

ingredients, including an efficient way of describing, designing,
and constructing the different molecules, a genetic-algorithm
approach for an efficient and fast search in the chemical space
defined by the complete set of KN possible molecules, a
sufficiently accurate and fast electronic-structure calculator,
and an intensive property that shall be optimized. Our previous
inverse-design approach5 offered one solution but did suffer
from some problems that we have removed in the current
work. Here, we shall describe our new and improved approach
in comparison with our earlier one.5

2.1. Describing, Designing, and Constructing the
Molecules. In our earlier work,5 each molecule was
characterized by a string of N integers with each integer
representing a site at which a functional group can be attached.
Each integer takes a value between 1 and K describing which of
the functional groups is placed at that site. Thus, each system

with a given set of functional groups is uniquely defined
through the string of N integers. In addition, the structure of
each functional group was described in a predefined coordinate
system in real space. For each of the N substitutional sites, we
defined a local coordinate system characterized by both its
origin and its orientation in the global coordinate system.
It turned out that this way of constructing the molecules was

not very efficient. The initial structural information on each
functional group and each substitutional site has to be very
realistic so that a reasonable initial molecular structure can be
generated for further structural optimization. However, when
there are many substitutional sites and functional groups, it
becomes tedious and difficult. Frequent failures include that
the functional groups are not inserted at the right angle or that
neighboring functional groups overlap.
Instead, in the new approach, we use an easier and more

efficient way to describe and construct molecules through
SMILES (simplified molecular input line entry system). In
principle, almost every class of materials then can be
constructed easily, even for macromolecules or monomers.
SMILES is a line notation for entering and representing

molecules. There are six generic SMILES encoding rules,
corresponding to the specification of atoms, bonds, branches,
ring closures, disconnections, and canonical SMILES.7

Also, earlier methods have been presented that are designed
for combining the use of SMILES and evolutionary algorithms,
but they suffered from some limitations. Thus, Mark
Shackelford8 developed an approach for drug discovery. At
first, it generates an initial population of molecules through a
molecular creation process; i.e., a SMILES string is constructed
by selecting molecular fragments and atoms from a user-
specified list. Then, standard chemical rules and other
restrictions (e.g., an upper limit for the molecular weight)
are used to determine whether a so-generated molecule can be
considered as being realistic. Afterward, genetic algorithms are
used to select molecules through three selection operators and
subsequently to generate new molecules through 10 mutation
operators, including inserting/removing/switching an atom,
replacing a single atom with a fragment, removing a bond,
cutting/adding a ring, etc. The operators are very flexible and
complicated, but the limitation is that the fraction of
chemically unrealistic SMILES is high.
Dominique Douguet9 developed another approach for small

organic drug molecules. The approach can parse each
molecule’s SMILES in the initial population by scanning
chains and detecting rings and parentheses so that they are
never cut during substructure extraction. Then, the approach
uses a crossover operator to combine substructures from two
parents and a mutation operator to modify the substructure
from one parent. These operators incorporate chemical
knowledge like valency rules. However, its application is
confined to small molecules because for bigger molecules
parsing SMILES is complicated and goes wrong sometimes,
and when generating new molecules, the ratio of valid SMILES
is notably lower than that for small molecules.
Noel M. O’Boyle10 developed an approach which uses

genetic algorithms to search the space of six or eight monomer
units and examined over 90 000 copolymers, finding the
optimal structures with matching optical excitation energies
and excited-state energies for highly efficient solar cells. The
author used Open Babel 2.2.3 to generate the monomers’ 3D
structures and the Gaussian 09 software to calculate the
electronic properties of the monomers. However, through
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hundreds of tests we found that for organic molecules Open
Babel 2.4.1 sometimes cannot generate reasonable structures,
whereas the RDkit program (2018.09.2.0)11 in almost 100% of
the cases can. In addition, the Gaussian 09 software is accurate
but not fast enough when, as in our case, some thousands of
molecules are to be studied. The optical excitation energies
and excited-state energies are two important properties but are
not sufficient to fully characterize the optical properties of a
given material. Therefore, our improved inverse-design
approach adopts the RDkit program (2020.09.10) and DFTB
+ (21.1), which is a faster but accurate enough method.
Moreover, here we are studying a larger number of electronic
properties.
Different from those approaches, our inverse-design

approach adopts an explicit but efficient way of implementa-
tion when using SMILES with genetic algorithms. Instead of
complicated operators to parse SMILES or to check the
validity of SMILES, a “Template SMILES” is defined, which
subsequently is modified to get chemically realistic systems.
The template SMILES is the SMILES for the core of our
molecules and with a special notation at the places where
subsequently the SMILES notation for the functional groups
will be inserted. We can easily generate SMILES for almost
every class of materials, even for macromolecules or
monomers, and the percentage of chemically valid SMILES
is close to 100%.
In detail, our approach consists of the following steps:

1. Define a pool of (in our case) 18 functional groups using
SMILES, including the following: −CH3, −CN, −F,
−Cl, −Br, I, −OH, OCH3, −NH2, −N(CH3)2, −CHO,
−COOH, −CCH2, −CCH, −NO2, −SH, −SCH3,
and −H.

2. Define the Template SMILES that consists of the
backbone and the substitutional sites.

3. Place the functional groups at the substitutional sites.

4. Create the 3D molecular structure using the RDkit
program.

Since each molecule is attributed a “Canonical SMILES”
which is the character of the molecule, we can easily recognize
and discard repeated systems including symmetrically identical
cases.

2.2. The Genetic-Algorithm Approach. Our earlier
approach4−6 used a genetic algorithm with crossover and
mutation operators to generate new molecules after the initial
population. Specifically, the crossover operator split the
“parent population” into pairs and cut equivalently each
member of each pair into two parts that are subsequently
interchanged. The mutation operator selects a random
substitutional site of a molecule to mutate with another
functional group. There, the crossover operator was easy to
implement because each molecule was described uniquely
through a string of N integers (as discussed in Section 2.1),
and strings for different molecules all have the same length.
However, when using SMILES to describe the molecules,

crossover operators are difficult to implement without the
complicated SMILES-parse (which is used for deciding the
cutting places so that a valid SMILES results when
interchanging the two parts). So, in the current approach we
replace the crossover operator with a new mutation operator to
redistribute the functional groups of a molecule. The
”traditional” mutation operators are kept that consist of a
single replacement of a functional group at a random site or
the generation of a completely new set of molecules. The
genetic algorithm consists of the following steps (see also the
flowchart in Figure 1):

1. Create a pool of P (we chose the value 20) molecules
(parents). Each molecule is constructed by placing
functional groups randomly. It is guaranteed that these P
molecules (as well as the children molecules in the later
steps) all are different even after taking symmetry into

Figure 1. Flowchart of the genetic algorithm.
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account, by checking that the canonical SMILES are not
duplicated.

2. For each molecule, the structure is relaxed locally, and
the performance function is calculated.

3. Generate a new generation (children) containing c*P
molecules as follows. (For the constant c, we chose the
value 0.8. According to our experience, c = 0.8
constitutes a good compromise between diversity (a
too small value would result in too few children that are
different from the parents) and efficiency (a too large
value would produce too many children which requires a
longer time to calculate).) At first, select a random
member from the P parent molecules. Then, generate a
child that has not been considered previously by
applying one out of the following three mutation
operators: the functional groups are redistributed (33%
probability), or one functional group is replaced by any
other in the pool of functional groups (33% probability),
or the parent is abandoned and a totally new candidate is
generated (34% probability). In the case that the former
two operators cannot provide a new child within 100
attempts, it turns to the last operator. At the end, the
child will enter the new generation pool. This process is
repeated until all the c*P children molecules have been
created.

4. Relax the structures of the children molecules and
calculate their performances.

5. Out of the P parents and c*P children, keep those P
molecules with the best performance function as parents
for the next generation.

6. If the P best molecules are unchanged for Q (we chose
the value 40) generations, the calculation is terminated.
Otherwise, return to step 3. Besides this optimal
termination, there are two more conditions that could
lead to a termination of the calculation. This is the case
if the calculation has treated X (we chose the value
1000) generations without convergence, or if more than
Y (we chose the value 2000) attempts for generating
new molecules have failed.

2.3. The Electronic-Structure Calculator. When calcu-
lating electronic properties, we use in the present work the
DFTB+ code (version 21.1)12 as implemented in the Atomic
Simulation Environment (ASE 3.18.0).13 As an improvement
over the DFTB method (which we adopted in our earlier
approach), the DFTB+ method14−16 has the main advantage
that self-consistent charge (SCC) calculations can be carried
out. Therefore, it is more accurate when calculating excited
states and charge transfer processes, but it is still computa-
tionally inexpensive.
Within the DFTB+ method, the total energy of a system

relative to that of the noninteracting atoms is given as14−16

E E q q1
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where the first two terms represent the single-electron energy.
The third term describes short-range repulsions. The last term
is the second-order energy term in density fluctuations. ϵi is the
energy of the ith occupied orbital for the system of interest,
and ϵjm is that of the mth occupied orbital for the isolated jth
atom. Δqj is the Mulliken net charge on atom j. γjk depends on
the distance between the atoms j and k and on the Hubbard
parameters Uj and Uk. Valence electrons are treated explicitly

in the DFTB+ formalism, whereas the effects of the core
electrons are included within a frozen-core approximation.
The orbital energies ϵi are obtained from the single-particle

Kohn−Sham equations
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whereby the potential V(r)⃗ is approximated as the super-
position of potentials of the isolated atoms

V r V r R( ) ( )
m

m m�� = | � � � |
(3)

with R⃗m being the position of the mth nucleus. Moreover, ψi(r)⃗
is approximated through a linear combination of atom-
centered functions

r c r( ) ( )i
R j

i R j R j, , ,� �� �� = �
�
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(4)

with r( )R j,� �� being the jth function centered at the atom at
position R⃗. Within the DFTB+ approach, it is furthermore
assumed that all matrix elements hR j R j, eff ,1 1 2 2

� �� | � | �� � can be

obtained from calculations on diatomic molecules.
We study excited states within the framework of the time-

dependent density functional tight-binding (TD-DFTB)
formalism.17 The excitation energy wI for the excited state I
is determined from the eigenvalue problem
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where wij = ϵj − ϵi. i and k mark occupied orbitals, whereas j
and l mark unoccupied ones. σ and τ are spin indices.
Subsequently, the oscillator strengths can be calculated from
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2.4. The Properties. For solar-energy harvesting, the
power conversion efficiency (PCE) is the property that is
optimized. It is defined as

J V
P

PCE (%)
FF

100%sc oc

in
= · · ◊

(8)

Pin is the intensity of the incident light, and FF is the fill factor,
which can be influenced by external factors such as electrode
thickness and composition of the electrolyte.18 Jsc (the short-
circuit current) and Voc (the open-circuit voltage) are
influenced by the dye and very critical for PCE.
Here we shall study seven important molecular properties

that all have impacts on the PCE. They all are defined as
intensive properties (see below) to avoid that the best
performance is found for the smallest or largest system.
Moreover, the light harvest efficiency LHE and the
thermodynamic driving force for electron injection ΔGinj are
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related to Jsc.
19 The dipole moment of the ground state (μnorm)

is related to Voc.
19 The rest of properties are related to sun

absorption. We did not include the LUMO energy because it is
largely correlated to ΔGinj and the HOMO−LUMO energy
gap G. We tried to study relatively independent properties.

1. The light harvest efficiency, LHE

LHE (1 10 )
i

f N/i e�= � �
(9)

where f i is the oscillator strength of the ith singlet excitation. In
our calculations we consider only excitations whose excitation
energy is below 12.4 eV, corresponding to UV−vis light. Ne is
the number of valence electrons.

2. The absorption energy corresponding to the wavelength
for which the absorption maximum is found, λmax.

3. The thermodynamic driving force for electron injection,
ΔGinj, which is the free energy change defined as20

G e E E( )inj OX
dye

CB�� = � �*
(10)

where ECB is the reduction potential of the conduction band of
TiO2, i.e., −0.5 V (vs NHE, pH = 7). EOX

dye* is the oxidation
potential of the dye (vs NHE) in the excited state

eE eE EOX
dye

OX
dye

0 0= �* � (11)

E0−0 is the energy difference between the ground and excited
states. Accordingly

G e E E E( )inj OX
dye

CB 0 0� = � � � (12)

ΔGinj < 0 implies that the reaction can happen spontaneously.
According to Koopmans’ theorem, the first ionization energy

of a molecule is equal to the negative of the HOMO energy,
and the lowest electron affinity is equal to the negative of the
LUMO energy when choosing the potential energy zero
infinitely far away. Then

G E E Einj HOMO
dye

LUMO
TiO

0 0
2� = � + � � (13)

Here, we simply set E 4.0LUMO
TiO2 = � eV as the reference21 and

use the absorption energy λmax as the value for E0−0.
4. Length of the dipole moment of the ground state, μnorm,

which has been found to be important for the PCE22
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5. The HOMO−LUMO energy gap, G

G LUMO HOMO= � � � (15)

6. The sun light absorption, A

A
f

N
P( )

i

i
i

e
� �= ·

(16)

where f i is the oscillator strength and P(εi) is the spectral
function for the solar spectrum described with a blackbody
approximation
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Again, all the singlet excitations whose energy is below 12.4
eV are taken into account.

7. Degree of unsaturation, DU

N N N
N

DU
2 0.5triple bonds double bonds aromatic atoms

e
= · + + ·

(18)

where Ntriple bonds, Ndouble bonds, and Naromatic atoms are the number
of triple bonds, double bonds, and atoms in aromatic rings,
respectively.

3. RESULTS AND DISCUSSION
The purpose of this work is to study the role of the backbones
when optimizing functional groups and to check the
assumption that for similar backbones the same sets of
functional groups are optimal for a given property. We
optimized the functional groups that are attached to different
backbones for the seven electronic properties described in
Section 2.4, i.e., the sun light absorption A, the absorption
energy corresponding to the wavelength for which the
absorption maximum is found λmax, the light harvest efficiency
LHE, the degree of unsaturation DU, the dipole moment of
the ground state μnorm, the HOMO−LUMO energy gap G, and
the thermodynamic driving force for electron injection ΔGinj.
The different backbones we chose are benzene, pyridine,
pyridazine, pyrimidine, and pyrazine (Figure 2). The four
heterocyclic compounds are closely related to benzene
including being aromatic while the nitrogen atoms in the
backbones may influence the optimization through an
electron-withdrawing induction effect (−I) or the lone electron
pair in sp2 hybrid orbitals.

Figure 2. Structures of benzene, pyridine, pyridazine, pyrimidine, and pyrazine. The numbers next to the substitutional sites refer to the positions
listed in Tables 1−7 but do not influence the optimization. Symmetries make the sequence of functional groups in substitutional sites for a given
molecule nonunique. For benzene, the sets of functional groups in sequences (1, 2, 3, 4, 5, 6), (2, 3, 4, 5, 6, 1), (3, 4, 5, 6, 1, 2), (4, 5, 6, 1, 2, 3), (5,
6, 1, 2, 3, 4), (6, 1, 2, 3, 4, 5), (6, 5, 4, 3, 2, 1), (5, 4, 3, 2, 1, 6), (4, 3, 2, 1, 6, 5), (3, 2, 1, 6, 5, 4), (2, 1, 6, 5, 4, 3), and (1, 6, 5, 4, 3, 2) represent
equivalent molecules. Similarly, for pyridine the sets (2, 3, 4, 5, 6) and (6, 5, 4, 3, 2), for pyridazine the sets (3, 4, 5, 6) and (6, 5, 4, 3), for
pyrimidine the sets (2, 4, 5, 6) and (2, 6, 5, 4), and for pyrazine the sets (2, 3, 5, 6), (3, 2, 6, 5), (5, 6, 2, 3), and (6, 5, 3, 2) are equivalent.
Therefore, when comparing different entries in Tables 1−7 one has to take these symmetries into account.
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We carried out three sets of calculations for each property
and backbone with different random seeds in order to test the
stability of the approach. We found that sometimes the
optimized molecules are identical (sometimes not!) although
the values of the property differ only a little. However, we also
found that the functional groups and substitution patterns are
always similar. Therefore, the results of our inverse-design
approach should be considered as providing insights into
molecule design rather than the absolutely optimized systems.
It can be important to adopt functional groups/substitution
patterns that are common for a given backbone and property,
whereas other functional groups are less important and can be
chosen according to practical synthesis. For simplicity, we list
only one set of results for each property and backbone in
Tables 1−7.
We shall start our discussion with the results of Table 1 for

the sun light absorption A. The number and positions of
nitrogen atoms in the backbone have a strong effect on the
value of A, giving high values for benzene, pyridine, and
pyrazine but low values for pyridazine and pyrimidine. Thus,
there is no simple scaling with the number of nitrogen atoms in
the backbone, but also their positions are crucial.
The optimized functional groups are either chromophores or

auxochromes. With the six-π-electron delocalization system of
the backbone, the chromophores have π-conjugation effects,
and the auxochromes have p−π-conjugation effects. For
benzene, the best systems possess two auxochromes at
opposite sites together with four chromophores at the
remaining sites. For pyridine, one nitrogen atom replaces
one carbon atom in the benzene ring, so the backbone
possesses one less site for substitutions and often a

chromophore is removed rather than an auxochrome. In
addition, the auxochromes are attached to one α site and its
opposite site, whereas chromophores are attached to the other
α site and also at its opposite site. For pyridazine, pyrimidine,
and pyrazine, compared with benzene, two nitrogen atoms
replace two carbon atoms. For pyrimidine and pyrazine, we do
not recognize a special trend toward removing chromophores
or auxochromes. For pyridazine, we observe a tendency to
keep one auxochrome at site 4 or no auxochrome. For
pyrimidine, a chromophore is often at site 2 and an
auxochrome at site 5.
When the absorption energy corresponding to the wave-

length for which the absorption maximum is found, λmax, is
optimized (Table 2), the value increases with the number of
nitrogen atoms in the backbone; i.e., pyridazine, pyrimidine,
and pyrazine possess larger values of λmax than pyridine while
benezene has the smallest value.
For all five compounds, the optimized pattern is “push−pull”

structures with electron donors (which have conjugation
effects, like −N(CH3)2, −NH2, −OH, −OCH3, etc.) and
electron acceptors (which have conjugation and induction
effects, like −NO2, − CHO, −COOH, etc.). Specially, the
−NO2 group is outstandingly repeatedly found except for the
case of pyrazine. For example, −NO2 is always located at site 3
for pyridazine and at site 2 for pyrimidine.
Next, for the light harvest efficiency LHE (Table 3), the

value decreases with the number of the nitrogen atoms in the
backbone; i.e., benezene shows a larger value than pyridine
while pyridazine, pyrimidine, and pyrazine have the smallest
value. It is common for all five compounds that the best
candidates possess structures with all the substitute sites

Table 1. Optimized Functional Groups That Are Attached to the Five Backbones in Figure 2 for the Absorption Aa

substitutional sites

1 2 3 4 5 6 A (au)

benzene NH2 CCH NO2 OH CHCH2 CCH 4.94
NH2 CCH CHCH2 OH CCH CHO 4.87
OH CHCH2 CCH OH CCH NO2 4.85
NH2 CCH CHO NH2 CCH CHO 4.78
NH2 CCH CCH NH2 CHO CCH 4.73

pyridine OH CHCH2 CHO OH CHCH2 5.01
OH CCH CHO OH CHCH2 4.69
F CHCH2 CHO OH CHCH2 4.58
NH2 CHCH2 CHO NH2 CHCH2 4.53
F CCH CHO NH2 CHCH2 4.51

pyridazine CHCH2 NH2 CHO CHCH2 3.32
CHCH2 OH CHO CHCH2 3.24
CHCH2 NH2 CCH CHCH2 3.09
N(CH3)2 OH CHO CHCH2 3.02
CHCH2 CHO CCH N(CH3)2 2.96

pyrimidine CHCH2 CCH N(CH3)2 CCH 3.80
CHO OH N(CH3)2 OH 3.80
NO2 OH N(CH3)2 F 3.77
NO2 CHCH2 N(CH3)2 CCH 3.69
CHO CHCH2 N(CH3)2 CHCH2 3.62

pyrazine NH2 CHCH2 NH2 CHCH2 5.16
CHCH2 CHCH2 CHCH2 CHCH2 4.93
CHCH2 OH CHCH2 OH 4.92
CHCH2 CHCH2 CHCH2 NH2 4.68
F CHCH2 OH CHCH2 4.54

aFor each system, we present those five best molecules in the results of our inverse-design calculations. The substitutional sites are noted as in
Figure 2. The right column gives the calculated values for A in au.
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replaced with −I. Therefore, the iodide atom is believed to be
extremely beneficial for LHE. The other possible good
substitutes could be −Cl, −Br, −SH, and −CCH.
For the degree of unsaturation DU (Table 4), −CCH and

−CN are repeatedly found for all five compounds regardless
of the backbones. This finding can be understood from the fact
that DU is related only to the geometric structure, and −C
CH and −CN have the largest values of unsaturation among
the functional groups.
For the dipole moment of the ground state μnorm (Table 5),

all the five backbones have similar values and commonly have
push−pull structures with electron donors (like −NH2 and
−OH) and electron acceptors (like −NO2 and −CN).
Furthermore, −NO2 and −NH2 are always located on the
opposite substitute sites of the five backbones. The sites for
−NO2 are very special, such as site 6 for pyridazine and site 2
for pyridine, pyrimidine, and pyrazine, i.e., always next to the
nitrogen atom which can play a “pulling” role by an electron-
withdrawing induction effect.
For the HOMO−LUMO energy gap G (Table 6), all five

cyclic backbones contain electron acceptors −CHO and −NO2
in the optimized candidates. However, there are also other
good functional groups for the five backbones, such as electron
donors −N(CH3)2 and −OH for benezene and −N(CH3)2 for
pyrazine and electron acceptors −I and −COOH for pyridine,
pyrimidine, and pyridazine. The values of G increase with the
number of nitrogen atoms in the backbone; i.e., benezene have
smaller value of G than pyridine while pyridazine, pyrimidine,
and pyrazine have the largest value. The positions of nitrogen
atoms play also a role since pyrazine has a larger value of G
than pyrimidine and pyridazine.

In Table 7, all five classes of molecules have similar negative
values of the thermodynamic driving force ΔGinj and similar
optimized functional groups. The electron-withdrawing groups
rarely occur in the optimized molecules, but electron-donating
groups (like −N(CH3)2, −OCH3, and −SCH3, etc.) are always
found since these are useful when injecting electrons from the
molecule into the TiO2 conduction band.
In total, for some electronic properties like A, λmax, LHE, and

G, the backbone is very crucial and has a strong effect on the
value of the property and/or optimized functional groups. On
the other hand, for other electronic properties, the effect of the
backbone is less pronounced, and different backbones result in
very similar functional groups as being the best ones.

4. CONCLUSIONS
The purpose of the present work is to study the role of the
backbone in optimizing functional groups and to examine the
assumption that for similar backbones the same set of
functional groups results in optimal values for a given property.
To address this issue, we at first improved our previous
inverse-design approach.5,6

Our new approach includes an easier and more efficient way
to construct the molecules through SMILES, so that almost
every class of materials can be studied, even macromolecules or
monomers. Specifically, a “Template SMILES” was defined and
subsequently used in generating chemically realistic SMILES in
close to 100% of the cases, without having to invoke the
complicated operators of parsing SMILES or checking the
validity of SMILES. Besides, each candidate is labeled through
“Canonical SMILES ” (which is the characteristic SMILES of
the molecule), so no molecule will be studied more than once.

Table 2. As in Table 1 but for λmax, i.e., the Absorption Energy Corresponding to the Wavelength for Which the Absorption
Maximum Is Founda

substitutional sites

1 2 3 4 5 6 λmax (eV)

benzene Br NO2 CHO OH N(CH3)2 OH 2.34
Br NO2 Br SH N(CH3)2 OH 2.50
Br NO2 COOH OH N(CH3)2 OH 2.5
Br NO2 CN OH N(CH3)2 SH 2.55
Cl NO2 COOH OH N(CH3)2 OH 2.56

pyridine OH CHO NO2 NH2 CHCH2 2.61
OH NO2 Br NH2 CHCH2 2.66
OH NO2 CHCH2 NH2 CHCH2 2.67
OH CHCH2 NO2 NH2 CHCH2 2.71
OCH3 CHCH2 NO2 NH2 CHCH2 2.73

pyridazine NO2 COOH Br N(CH3)2 3.08
NO2 Br OH N(CH3)2 3.08
NO2 Cl OH N(CH3)2 3.16
NO2 CHO OCH3 N(CH3)2 3.18
NO2 COOH Cl N(CH3)2 3.19

pyrimidine NO2 OCH3 N(CH3)2 OH 2.75
NO2 SCH3 N(CH3)2 OCH3 2.80
NO2 SH N(CH3)2 CH3 2.91
NO2 OCH3 N(CH3)2 COOH 3.05
NO2 SCH3 N(CH3)2 CCH 3.06

pyrazine NH2 CHO OH CHCH2 2.92
OH CHCH2 OCH3 CHO 3.03
OH CHCH2 OCH3 CHCH2 3.06
OH CHO OCH3 CHCH2 3.07
Cl CHCH2 NH2 NO2 3.10

aThe right column gives the calculated values for λmax in eV.
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In addition, our new approach is based on an alternative
genetic algorithm for the molecular optimization, which has no
crossover operator but only mutation operators. Thereby, the
genetic algorithm becomes more adaptive to SMILES while
simultaneously keeping the efficiency of the genetic algorithm.
Furthermore, our new approach uses a more accurate but

still computationally inexpensive electronic-structure method
(DFTB+, i.e., self-consistent-charge DFTB) which in particular
provides more accurate results on excited states and charge
transfer processes.
Although the solar cell is at the focus in the present work

and seven electronic properties that are relevant for solar-
energy harvesting are considered here, in principle every
conceivable property can be optimized. Therefore, our inverse-
design approach can have a wider range of applications beyond
the solar cell. Besides, the DFTB+ method in our inverse-
design approach can easily be replaced by other electronic-
structure methods when this should be desirable or necessary.
When studying our theoretical question, we considered

molecular backbones related to benzene but with zero, one, or
two CH groups replaced by N atoms, whereby very similar
backbones are obtained. The optimizations resulted in that for
some properties (the sunlight absorption A, the absorption
energy corresponding to the wavelength of the absorption
maximum λmax, light harvest efficiency LHE, and HOMO−
LUMO energy gap G) the number and/or positions of the
nitrogen atoms in the backbones have remarkable impacts on
the values of the properties and/or on the optimal sets of
functional groups. However, for other properties, these effects
are less pronounced.

Table 3. As in Table 1 but for the Light Harvest Efficiency
LHEa

substitutional sites

1 2 3 4 5 6 LHE

benzene I I I I I I 0.33
I I I I I Br 0.32
I I I I I Cl 0.30
I I I I I SH 0.30
I I I I I CCH 0.30

pyridine I I I I I 0.28
I I I I Br 0.27
I I I Br I 0.27
I I Br I I 0.27
I I I I CCH 0.27

pyridazine I I I I 0.25
I I I Br 0.23
I I Br I 0.23
I I I CCH 0.23
I I I Cl 0.22

pyrimidine I I I I 0.24
Br I I I 0.23
CCH I I I 0.23
I I Br I 0.23
I I I Br 0.23

pyrazine I I I I 0.25
I I I Br 0.23
I I CCH I 0.23
I I I Cl 0.22
I I Br Br 0.22

aThe right column gives the calculated values for LHE.

Table 4. As in Table 1 but for the Degree of Unsaturation DUa

substitutional sites

1 2 3 4 5 6 DU

benzene CN CN CN CCH CN H 0.19
CN CN CN CN CCH H 0.19
CN CN CCH CN CN H 0.19
CN CN CCH CN CCH H 0.19
CN CCH CN CN CCH H 0.19

pyridine CN CCH CCH CN H 0.18
CCH CCH CN CN H 0.18
CCH CN CN CCH H 0.18
CN CN CCH CCH H 0.18
CN CCH CCH H CN 0.18

pyridazine CN CCH CCH CCH 0.18
CCH CN CCH CCH 0.18
CCH CN CN CCH 0.18
CCH CN CCH CN 0.18
CN CN CCH CCH 0.18

pyrimidine CN CCH CN CCH 0.18
CN CN CCH CCH 0.18
CCH CN CCH CN 0.18
CCH CCH CN CN 0.18
CN CN H CCH 0.17

pyrazine CCH CCH CN CCH 0.18
CN CN CCH CCH 0.18
CN CCH CN CCH 0.18
CCH CN CN CCH 0.18
CN CN CCH H 0.17

aThe right column gives the calculated values for DU.
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Table 5. As in Table 1 but for the Dipole Moment of the Ground State μnorm
a

substitutional sites

1 2 3 4 5 6 μnorm (D)

benzene OH H NH2 H CN NO2 0.16
H H NH2 H H NO2 0.15
H H NH2 H CN NO2 0.15
H H NH2 H OH NO2 0.15
H NH2 NH2 H CN NO2 0.15

pyridine NO2 H H NH2 H 0.16
NO2 OH H NH2 H 0.16
NO2 CN H NH2 NH2 0.16
NO2 CN H NH2 H 0.16
NO2 F H NH2 H 0.16

pyridazine NH2 H H NO2 0.15
NH2 H OH NO2 0.15
NH2 NH2 H NO2 0.15
NH2 H F NO2 0.15
NH2 H CN NO2 0.15

pyrimidine NO2 H NH2 H 0.17
NO2 H NH2 OH 0.16
NO2 H NH2 NH2 0.16
NO2 H N(CH3)2 H 0.16
NO2 OH NH2 NH2 0.16

pyrazine NO2 CN NH2 NH2 0.16
NO2 NO2 NH2 NH2 0.16
NO2 F NH2 NH2 0.16
NO2 OH NH2 OH 0.16
NO2 H NH2 H 0.16

aThe right column gives the calculated values for μnorm in Debye.

Table 6. As in Table 1 but for the HOMO−LUMO Energy Gap Ga

substitutional sites

1 2 3 4 5 6 G (eV)

benzene N(CH3)2 OH NO2 OH N(CH3)2 NO2 1.15
N(CH3)2 OH NO2 OH OCH3 CHO 1.17
N(CH3)2 OH NO2 OH SH CHO 1.25
N(CH3)2 OH NO2 OH OCH3 NO2 1.28
N(CH3)2 OH NO2 OH CCH CHO 1.31

pyridine OH NO2 CHO I CHO 1.44
Cl NO2 CHO COOH CHO 1.45
I NO2 CHO I COOH 1.47
OCH3 NO2 CHO COOH CHO 1.48
COOH NO2 CHO COOH CHO 1.49

pyridazine CHO COOH CHO NO2 1.45
CHO I COOH CHO 1.54
CHO COOH I COOH 1.55
CHO CHO I NO2 1.61
NO2 CHO I NO2 1.62

pyrimidine Cl CHO COOH CHO 1.55
NO2 CHO COOH NO2 1.59
NO2 CHO I CHO 1.59
NO2 COOH I COOH 1.63
N(CH3)2 NO2 NH2 NO2 1.64

pyrazine NO2 N(CH3)2 NO2 N(CH3)2 1.67
NO2 N(CH3)2 CHO N(CH3)2 1.69
CHO N(CH3)2 CHO N(CH3)2 1.71
NO2 N(CH3)2 NO2 NH2 1.74
NO2 NH2 CHO N(CH3)2 1.75

aThe right column gives the calculated values for G in eV.
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In addition, the “push−pull” structure is found to be optimal
for λmax and the dipole moment of the ground state μnorm, a
finding that is in agreement with experimental molecular
design strategies23 for dye-sensitized solar cells. The pattern
with strong electron donors and without electron acceptors is
found to be optimal for the thermodynamic driving force
ΔGinj. The iodine is strongly beneficial for the light harvest
efficiency LHE.
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We present an inverse-design method, the poor man’s materials optimization, that is designed to
identify materials within a very large class with optimized values for a pre-chosen property. The method
combines an efficient genetic-algorithm-based optimization, an automatic approach for generating
modified molecules, a simple approach for calculating the property of interest, and a mathematical
formulation of the quantity whose value shall be optimized. In order to illustrate the performance of
our approach, we study the properties of organic molecules related to those used in dye-sensitized
solar cells, whereby we, for the sake of proof of principle, consider benzene as a simple test system.
Using a genetic algorithm, the substituents attached to the organic backbone are varied and the best
performing molecules are identified. We consider several properties to describe the performance of
organic molecules, including the HOMO-LUMO gap, the sunlight absorption, the spatial distance of
the orbitals, and the reorganisation energy. The results show that our method is able to identify a large
number of good candidate structures within a short time. In some cases, chemical/physical intuition
can be used to rationalize the substitution pattern of the best structures, although this is not always
possible. The present investigations provide a solid foundation for dealing with more complex and
technically relevant systems such as porphyrins. Furthermore, our “properties first, materials second”
approach is not limited to solar-energy harvesting but can be applied to many other fields, as briefly
is discussed in the paper. Published by AIP Publishing. https://doi.org/10.1063/1.5009548

I. INTRODUCTION

The identification of optimal materials for specific tech-
nical and/or scientific purposes remains being a challenging
task. The main problem is the almost inexhaustible chem-
ical space.1,2 Most often, simple trial-and-error approaches
are used for the design of new materials with desired prop-
erties. Experimental high-throughput methods or computa-
tional screening procedures can help to reduce the search
space.3–7 A currently very active approach is to collect
much, often very accurate, information on as many sys-
tems and properties as possible, resulting in what has been
called “big data,” where this huge amount of informa-
tion is analyzed with the help of high-performance IT sys-
tems,8,9 an approach that clearly requires powerful computer
resources.

An alternative, which is the one we shall pursue here, is to
apply simple, approximate methods to calculate the materials
properties “on the fly” combined with an efficient optimization
approach. Although such inverse-design methods in combina-
tion with electronic-structure calculations have been proposed
almost 20 years ago,10 they have not found wide applica-
bility.11–13 Recently, we presented the initial ideas for an
inverse-design approach and applied it to some mixed Si��Ge
clusters as a test system.14 The results demonstrated that it is, in

a)k.huwig@mx.uni-saarland.de
b)s8chfann@stud.uni-saarland.de
c)m.springborg@mx.uni-saarland.de

principle, possible to optimize the properties within a given
class of systems, but many issues remained open. In the present
work, we shall address most of those open issues, in par-
ticular, discussing how to construct molecules automatically
and how to identify useful quantities whose values shall be
optimized.

As will be discussed further below, our approach can, in
principle, be used for many classes of materials and for very
many properties. However, we shall here optimize organic
molecules and, similar to our earlier work, regarding their
properties for solar-cell applications, using this as a test case
and illustration. Instead of following the big data trend with
expensive computational resources, our approach is based
on moving in the opposite direction, i.e., to provide a sim-
ple and cost-saving alternative. In this spirit, we use a sim-
ple electronic-structure method, which, however, could be
replaced with other electronic-structure methods if desirable
without having to modify other parts of our approach. This
method is combined with an efficient and fast optimization
procedure. Our aim is not to be as accurate as possible but
instead to identify trends and provide structural motifs for sys-
tems that are worthwhile to study experimentally. Because of
the approximate nature of our approach, we are able to carry
through a detailed study and obtain results in a short time.
Actually, our computer program can run on a normal laptop or
desktop without expensive hardware or software. In this spirit,
our approach will be called PooMa, the Poor Man’s Materials
Optimization.

Even though we shall use organic molecules within the
concept of solar-energy harvesting mainly as a test for our

0021-9606/2017/147(23)/234105/8/$30.00 147, 234105-1 Published by AIP Publishing.

3.3 Publication III 85



234105-2 Huwig, Fan, and Springborg J. Chem. Phys. 147, 234105 (2017)

approach, we emphasize that these systems and properties are
currently highly relevant. Within the area of eco-friendly and
sustainable renewable energy sources, solar cells are among
the most promising systems that also are widely used.15–17 To
a great extent, the efficiency of solar cells has increased since
the 1970s while simultaneously the costs have decreased,18

and still many efforts are undertaken to improve further
the efficiency for solar-energy harvesting and to lower the
costs. Over time, also a wide range of different types of
cells has been invented, including silicon-based cells,19,20 per-
ovskites,21,22 quantum dots,23 dye-based cells,24,25 and many
others.26–28

Most relevant for our purpose is the work of Reagan and
Grätzel that formed the basis for the large interest in dye-
sensitized solar cells.29 Besides the low costs of the materials
compared to silicon-based solar cells, the good efficiency and
stability of these systems are convincing. In dye-sensitized
solar cells, organic molecules are the light-absorbing com-
ponents. The operating principle of such a solar cell is as
follows. Via sun-light absorption, an electron in an occupied
orbital is excited to a virtual orbital of the dye. Subsequently,
this electron is transferred to a semiconductor electrode (e.g.,
TiO2) and transported to an external circuit. The mediator,
a redox couple (e.g., Co2+/Co3+), is reduced by this elec-
tron, and finally the organic dye is regenerated by the redox
system.

The molecules used in such cells consist of an organic core
to which different substituents/functional groups are attached.
Due to the wide variety of possible functional groups, the opti-
cal properties of these molecules can be tailored in a wide
range. This makes the dye-sensitized solar cells fascinating
and complex at the same time. To investigate these systems by
pure experimental research is very cost- and time-consuming.
Efficient theoretical techniques can be used to pre-screen the
large pool of possible substances and to provide a smaller
set of good candidate structures that can be examined further
experimentally.

The main idea behind our theoretical approach that will be
presented here is to identify that composition of a large class
of systems that gives the best value for a predefined property,
without the need of investigating all possible systems. Related
inverse-design methods have already been applied to other
problems in materials science, such as superconducting alloys
and photovoltaic materials, crystals, or even molecules for dye-
sensitized solar cells.10,11,30 Although all methods share the
main ideas, there are important details that make it relevant
to present our approach in more detail. This will be done in
Sec. II, whereas some representative results are presented in
Sec. III. Our work concludes with a summary in Sec. IV.

II. THE THEORETICAL APPROACH: PooMa

The main assumption behind our approach is that we have
a given backbone to which single atoms or groups of atoms are
attached at a given set of sites. The question we are address-
ing is where to put which group of atoms in order to optimize
some property. In the case of the dye-sensitized solar cells, the
backbone will be the core (e.g., the porphyrin core) of the dye
and the set of sites will be those at which functional groups can

be attached. Alternatively, the core may be a surface of some
crystalline compound, and the sites could be the positions of
the next (virtual) layer. By placing individual atoms or groups
of atoms at those sites, it may be hoped that the catalytic perfor-
mance of this surface can be optimized. Yet another example
is that of an empty crystal structure for which the atom type
(including the possibility of having a vacancy) at each site is
optimized for whatever purpose.

In the general case, you will have N sites and to each of
those attach one out of K groups of atoms (including vacancies,
eventually). Thus, each system can be characterized by a string
of N integers, each integer being a number between 1 and K.
This gives a total of K

N different systems, although symmetry
may reduce this.

Our approach consists of the following four parts:

1. An approach that allows for an efficient optimization of
the systems. To this, we will apply genetic algorithms as
explained in Subsection II A. Moreover, in our prelimi-
nary work14 we demonstrated that this could work well
when optimizing clusters consisting of Si and Ge atoms
with a pre-chosen structure.

2. An efficient approach for attaching functional groups at
given sites.

3. An approach for calculating the property that shall be
optimized. Here, we shall use a parameterized density-
functional tight-binding method but emphasize that it is
possible to replace this method through other methods if
so desired.

4. The identification of the property that shall be optimized.
Thereby, it shall be avoided that the calculations prefer-
ably give the largest possible systems so that the property
shall not automatically increase with system size.

In the present work, we shall not only focus on issues 2
and 4 but also describe the other two approaches.

A. The genetic algorithm

For the automatic optimization of properties, we use a
genetic algorithm. We consider molecules that consist of the
same core but differ in the functional groups that are attached
to this core. Any molecule of our interest can be characterized
by a string of N integers. Each integer, lying between 1 and K,
represents a functional group. The goal is to identify that string
of integers, i.e., that substitution pattern, that gives the best
performance regarding a predefined property. To this purpose,
we apply genetic algorithms on the strings of integers.

In short, our genetic algorithm consists of the following
steps:

1. Create randomly 2P such molecules (parents). Make
sure that these molecules are all different, including that
no pairs are equivalent due to symmetry.

2. Relax their structures locally.
3. For each, calculate the function value that describes its

performance and that shall be optimized.
4. Separate the molecules randomly into P pairs.
5. From each pair of the 2 molecules, create 2 children

through a cutting and mating process. This implies that
the two strings of N integers for the parents are cut
into parts containing M and N M integers with M
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FIG. 1. Flowchart of the genetic algorithm.

(0<M <N) being a random number. The two equivalent
parts of the parents are interchanged.

6. Include mutations. This means that a random number
decides whether a randomly chosen integer in one of
the children shall be changed randomly into another
integer.

7. Make sure that all the children and parents are different,
including that they are not equivalent due to symmetry.
If not, repeat 4, 5, and 6.

8. Treat the children as under 2 and 3.
9. Out of the resulting 4P molecules, choose those 2P

with the best performances as the parents for the next
generation.

10. If these 2P molecules are unchanged for several gener-
ations, stop, otherwise return to 4.

A flowchart showing our genetic algorithm can be found
in Fig. 1.

The advantage of the genetic algorithm is that it ultimately
can lead to up to 2P different systems with optimal perfor-
mances. Thus, as we shall see below in our test case, we will
be able to identify building elements that repeat themselves for
those systems with good values for the property at hand. This
means that even though our approach may suggest molecules
that hardly can be synthesized (notice that our approach does
not include a test whether the resulting systems can be real-
ized), the identification of common building blocks can be
useful in synthesizing other molecular systems containing
those building blocks and having good performances.

B. Construction of molecules

In our earlier work, we demonstrated that the genetic-
algorithm-based optimization could work for a particularly
simple case, i.e., one where a set of positions should be occu-
pied by either Si or Ge atoms. This test case was simple since
it did not involve a changing number of atoms or valence
electrons and since each “functional group” consists of just
one atom. It is much more difficult when a functional group
contains more atoms so that also its orientation in space may
change depending on at which site it is being attached. In this
subsection, we shall describe our approach for achieving this
in an efficient way.

Each of the systems of our interest consists of two parts: a
“naked” core system (eventually including an anchor group in
the case of solar-energy harvesting) and the functional groups.
The anchor group is that part of the dye molecule that is
attached to the semiconductor. It ensures the transfer of the
electrons from the dye to the electrode.

All necessary structural data are written in one input file,
and the information is transferred to a small subroutine in our
Fortran source code, where the molecules are built. Figure 2
shows the construction procedure exemplarily for a benzene
derivative. First the “naked” core system is constructed (1).
Then the “empty” substituent sites at which the groups will be
attached are defined. For each such site, we define both a typ-
ical position (2) and a typical orientation so that a functional
group will be placed relative to this position and according
to the typical orientation. In order to make the calculations

FIG. 2. Steps for molecule construction. “Naked” core
system (1), “naked” core system with “empty” substituent
sites (2), final molecule (3).
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as efficient as possible, it is important that the information on
each functional group includes a typical distance relative to the
reference position of the empty sites and a realistic orientation.
This also implies that it is important that the typical positions
and orientations of different empty sites are comparably real-
istic. In the subsequent calculations, the functional groups will
be attached to these empty sites (3).

Functional groups and anchor groups can be attached to
the core in the same way, whereby it can be included that the
anchor groups stay fixed.

For the calculations to be reported below, we used a pool
of 18 functional groups: ��CH3, ��H, ��CN, ��F, ��Cl, ��Br,
��I, ��OH, ��OCH3, ��NH2,��N(CH3)2, ��CHO, ��COOH,
��HC==CH2, ��C⌘⌘CH, ��NO2, ��SH, and ��SCH3. As an
anchor group, we chose the most simple case, the carboxyl
group ��COOH.

C. Electronic-structure calculation

Whereas we consider the approaches presented in Sub-
sections II A and II B as being crucial, the choice of the
electronic-structure method that shall be used to determine
both the relaxed structures of the molecules and, subse-
quently, the numerical values of the property that shall be
optimized is not fixed. The method shall be chosen according
to the desired accuracy compared to the available computer
resources, whereby it should be taken into account that a typi-
cal calculation may easily require that some few thousands of
systems are studied.

Here, we have chosen to use the non-self-consistent charge
density-functional tight-binding (DFTB) method of Seifert
and co-workers,31,32 which is a choice that is based less on
accuracy and more on speed and simplicity. Within the DFTB
method, the total energy of a system relative to that of the
non-interacting atoms can be expressed as a sum of three terms,

Etot =

occX

i

✏ i �
X

j

occX

m

✏ jm +
1
2

X

j,k

Ujk(|~Rj � ~Rk |). (1)

The first two terms represent the energies of the occupied
orbitals of the system minus those of the neutral, isolated
atoms, respectively. Ujk is a short-ranged pairwise repulsive
potential between two atoms j and k. Non-SCC implies that we
do not take charge fluctuations and the resulting interactions
into account.

The orbital energies are calculated by solving the Kohn-
Sham equations,

ĥ i = ✏ i i. (2)

Thereby, the molecular orbital  i is expanded in a minimal
basis set of atom-centered non-orthogonal basis functions,

 i(~r) =
X

jp

cjpi�jp(~r), (3)

where �jp is the jth function centered at the pth atom.
The single-particle, Kohn-Sham operator is written as

a kinetic-energy term and a superposition of atom-centered
potentials,

ĥ = � ~
2

2m
r2 +

X

n

V (|~r � ~Rn |), (4)

with ~Rn being the position of the nth atom. By assuming that
h�j1p1 (~r)|V (|~r � ~Rn |)|�j2p2 (~r)i vanishes unless at least one of
the atoms p1 and p2 equals n, all relevant matrix elements
h�j1p1 |�j2p2i and h�j1p1 |ĥ|�j2p2i can be extracted from accurate
calculations on diatomic molecules.

Finally, the potential Ujk is so adjusted that experimental
data or results of ab initio calculations for certain test sys-
tems are accurately reproduced. Valence electrons are treated
explicitly in the DFTB formalism, whereas the effect of the
core electrons is included within a frozen-core approximation.

D. Performance function

A crucial issue is to define the function whose value shall
be optimized in order to arrive at the best possible system(s).
This function should not grow with the system size since the
calculations then would predict that the largest system is the
best one, i.e., it should be an intensive property. However, it
is not obvious how to distinguish between the performances
of different molecules that differ in more than just the size.
Ultimately, there is no final answer to the question of how
to define the performance function that is applicable in any
situation. Instead, we shall here discuss various properties that
we consider useful in the context of solar-energy harvesting.
We add that in our earlier work,14 where we studied a set of
functions for mixed Si��Ge clusters, the issue of having an
intensive property was not relevant: all systems had the same
number of atoms and number of valence electrons.

In a first attempt to quantify the performance of molec-
ular systems within the concept of dye-sensitized solar cells,
we shall here consider several simple properties for which the
molecules subsequently will be optimized. For each computa-
tion, one property will be considered. It is relevant to add that
whether and how the various properties quantify the perfor-
mance of the molecular systems in solar-energy harvesting is
an open question. Moreover, as we found in our earlier study,14

we cannot exclude that some of the properties are mutually
dependent. Since we, in the present study, are varying whole
functional groups with different numbers and types of atoms,
some molecules become larger than the other ones. In many
cases, the properties we consider depend on the number of
orbitals of a system and, therefore, on the size. To remove this
size dependency, the corresponding properties are divided by
the number of valence electrons, Ne.

The properties we shall study are the following:

• The energy gap G between the highest molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO). A good performance is expected when G is
as small as possible.

G = ✏LUMO � ✏HOMO. (5)

• The absorption A of a molecule calculated approxi-
mately as the sum of the probabilities P(✏a ✏ i) for
single-electron excitations, weighted with the oscillator
strength f ia,

A =

P
i,a fiaP(✏a � ✏ i)

Ne

. (6)

Here, and below, i denotes an occupied orbital and a

denotes an unoccupied one.
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The spectral function P(✏a ✏ i) for the solar spectrum
is calculated using a black-body approximation. Then

P(✏a � ✏ i) =
8⇡(✏a � ✏ i)3

(2⇡~c)3

"
exp

 
✏a � ✏ i

kBT

!
� 1

#�1

.

(7)

The oscillator strength f ia is calculated within
the framework of the approximated TD-DFTB
(time-dependent density-functional tight-binding)
method.33–35 Since we only consider one-electron exci-
tations and we do not take into account charge fluc-
tuations, the expression can be simplified compared
to the original expression. Thereby, the transition
dipole moments ~dia are approximated in terms of Mul-
liken transition charges qn,ia and the corresponding
coordinates ~Rn of the atoms n for transition i! a,

fia =
4
3

(✏a � ✏ i)|~dia |2 =
4
3

(✏a � ✏ i)|
X

n

~Rnqn,ia |2. (8)

• Light-harvesting efficiency, LHE. Using the oscillator
strength f ia, the light-harvesting efficiency can be cal-
culated. The larger the LHE, the more light can be
harvested by a molecule. All transitions with energies
below a pre-defined threshold are taken into account,

LHE =
P

i,a(1 � 10�fia )
Ne

. (9)

• Orbital overlap Oav. To obtain high solar cell efficiency,
it is important that the recombination of electron-hole
pairs is prevented. Therefore we consider properties
that are related to the spatial distribution of the molec-
ular orbitals (MOs). The overlap Oia between an occu-
pied and an unoccupied orbital should be as small as
possible and is calculated using atomic gross Mulliken
populations qn,i and qn,a,

Oia =
X

n

|qn,i · qn,a |. (10)

This overlap is calculated for each pair of occu-
pied/unoccupied MOs and summed up over all tran-
sitions i! a to obtain an average value Oav for a single
molecule. To weight a single overlap according to its
transition probability, we multiply with f iaP(✏a ✏ i),

Oav =

P
i,a fiaP(✏a � ✏ i)Oia

Ne

. (11)

• Orbital distance Dav. Since we only consider single-
electron excitations, we expect that a reduced recom-
bination rate occurs when the spatial distance between
an occupied and an unoccupied orbital is large. We
quantify this distance using atomic Mulliken gross
populations, i.e.,

Dai = |
X

n

qn,a~Rn �
X

n

qn,i~Rn |. (12)

Just like for the orbital overlap, these distances are
weighted and an average value is determined,

Dav =

P
i,a fiaP(✏a � ✏ i)Dai

Ne

. (13)

• LUMO distribution, DL. This is another property that
quantifies the spatial distribution of the lowest unoccu-
pied molecular orbital but this time by considering its
distribution on the anchor group (ag). To obtain a suf-
ficiently good transfer between the dye molecules and
the semiconductor electrode, the LUMO should have
a noticeable contribution from the atoms of the anchor
group. Also this property will be quantified in terms of
the atomic Mulliken gross populations,

DL =
X

n2ag

qn,LUMO. (14)

• The reorganisation energies �+ and � . In a dye-
sensitized solar cell, electrons are transferred between
the molecules. The charge transfer rate can be described
by the Marcus theory,36

ktr /
1p
�

t
2 exp

 
� �

4kBT

!
, (15)

where ktr is the charge transfer rate, � is the reor-
ganisation energy, t is the transfer integral, T is the
temperature, and kB is the Boltzmann constant. Unfor-
tunately, the transfer integral t depends on the relative
orientation and distance between adjacent molecules.
Calculating this parameter is therefore very demanding
and conflicts with our idea of a poor man’s materials
optimization. In contrast, the reorganisation energy �
of a single molecule is much easier to calculate. Since
the charge transfer process should be fast and efficient,
this energy of a molecule, while forming cations and
anions, should be small. In order to quantify this prop-
erty using a single number, we average the energies for
holes �+ and electrons � . The latter are defined by

�+ = (E+
0 � E

+
+) + (E0

+ � E
0
0 ),

�� = (E�0 � E
�
� ) + (E0

� � E
0
0 ).

(16)

E
+
0 (E�0 ) is the total energy of the cation (anion) in

the neutral geometry and E
0
+ (E0

�) is the energy of the
neutral molecule in the optimized cationic (anionic)
geometry. E

0
0 , E

+
+ , and E

�
� are the energies for the neu-

tral, cationic, and anionic molecule in their equilibrium
structures, respectively.

III. RESULTS

Using benzene as a test system, we shall here dis-
cuss the outcome of calculations, whereby functional groups
have been attached to the benzene core in order to opti-
mize the properties discussed in Sec. II. As described in
Sec. II B, we replace one of the six H atoms with the
anchor group ��COOH, whereas each of the five remaining
H atoms was replaced by one out of the 18 different sub-
stituents. Taking symmetry into account, this gives a total of
1
2 185 ' 106 different molecules, which hardly can be stud-
ied. We shall here demonstrate how our PooMa approach can
provide interesting and relevant information that, in princi-
ple, can be explored further through synthetic/experimental
work. We emphasize that our present results are not the
main focus of this work since it only deals with benzene
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FIG. 3. The five benzene derivatives with the smallest values for G. Functional groups that occur more frequently are explicitly marked. The performance
decreases from left to right.

derivatives but that they may give an insight into the capa-
bilities of our approach and what information these results can
provide.

Figure 3 shows the five benzene derivatives with the best
(lowest) values for the HOMO-LUMO gap, G. As can be seen,
the best candidates share certain mutual functional groups
(circled functional groups). Within the framework of our evo-
lutionary algorithm, these substituents may be considered as
constituting good fragments. Moreover, all the obtained struc-
tures possess a substitution pattern with electron-withdrawing
(e.g., ��NO2 and ��CHO) and electron-donating groups (e.g.,
��NMe2 and ��NH2). This finding is supported by the general
strategy for the synthesis of molecules with small HOMO-
LUMO gaps: the incorporation of electron-withdrawing and
electron-donating groups or fragments in the substitution
pattern and the extension of the conjugated system.37

Optimizing the solar-energy absorption and the light-
harvesting efficiency results in the systems shown in Fig. 4.
The top row represents the molecules with the best (highest)
values for absorption A, and the bottom row represents those
for the harvesting efficiency LHE. According to chemical intu-
ition, the conjugating effect of��CHO,��C⌘⌘CH, and��NMe2
is beneficial for sunlight absorption and sunlight harvesting
efficiency. The repeated occurrence of iodine in the substitu-
tion pattern of the molecules for the latter property is, on the
other hand, less easy to explain through chemical or physical
understanding.

If the spatial separation of the occupied and unoccupied
molecular orbitals is large, it may be hoped that electron-
hole recombination is prevented. Therefore, we also optimized
this quantity. Figure 5 shows those molecules that have a
large average orbital distance (upper row) and a small average
orbital overlap (bottom row). For the first case, all obtained
molecules possess an electron-withdrawing group (��CHO)
and an electron-donating group (��NMe2), which are located
opposite to each other. Such substituents and arrangements are
obviously beneficial for a large orbital distance. Moreover the
two best molecules show such an arrangement even twice. On
the other hand, the structures with a small orbital overlap pre-
dominantly include electron-donating groups such as ��NMe2
and ��SMe/��OMe. Electron-withdrawing groups are com-
pletely absent, except for the presence of a fluorine atom in a
single molecule. As above, these substitution patterns also are
not easily understood in terms of chemical intuition.

Optimizing DL that describes the distribution of the
LUMO on the carboxylic acid anchor group leads to the
molecules shown in Fig. 6. Again, certain good frag-
ments occur, namely, two opposing amino groups (circled
orange). The fixed anchor group possesses strong electron-
withdrawing properties and mainly electron-donating groups
(��OH, ��OMe) are favoured and prevail within the evolu-
tionary algorithm, except for the fluorine atoms with a strong
inductive electron-withdrawing effect. No NO2 or CN groups
occur. So, the COOH group does not have to compete with too

FIG. 4. The top row shows the
molecules with the best (largest) value
for A, and the bottom row shows those
with the best (largest) value for LHE.
Functional groups with conjugating
effects are circled blue, whereas the
iodine substituents are circled orange.
The performance decreases from left to
right.

FIG. 5. The top row shows the
molecules with the best (largest) value
for Dav, and the bottom row shows
those with the best (smallest) value
for Oav. Functional groups that occur
several times and seem to be beneficial
for a good distance are circled. For the
overlap, all favoured groups, except
the one fluorine atom (circled), belong
to the electron-donating ones. The
performance decreases from left to
right.
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FIG. 6. The five molecules with the
best (largest) DL. Multiply occurring
substituents are circled. The perfor-
mance decreases from left to right.

FIG. 7. The five molecules with the
best (smallest) �. Multiply occurring
substituents are circled. The perfor-
mance decreases from left to right.

many other electron-withdrawing groups, which is particularly
advantageous when aiming for a high proportion of the LUMO
on the anchor group. But chemical intuition fails for the expla-
nation for the order of the structures. It is exactly those two
best structures that have the fluorine atoms, whereas for the
fourth and fifth structures, only electron-donating substituents
appear.

The last property we considered is the reorganisation
energy �. The molecules obtained, when optimizing this per-
formance function, are shown in Fig. 7. In this case, the good
fragments are two nitro groups in the meta position to each
other and a SH substituent. Due to the NO2 groups with a M
effect and the SH group with a +M effect, one could construct
several mesomeric structures for these molecules indicating
that they are highly delocalised systems. This electron delo-
calisation ensures that the total energy of the system and hence
the structure does not change much when forming a cation or
anion.

IV. CONCLUSIONS

The main goal of the present work was to present a sim-
ple and efficient theoretical scheme with which molecular (or
other) systems with optimal values for certain properties auto-
matically are identified. The method is approximate, and the
resulting molecules are not studied within the context of being
realistic. Nevertheless, as we demonstrated through our exam-
ples, the resulting molecules may contain a certain structural
pattern that then must be considered as being “good” so that
also other related molecules that may easily be synthesized
can be expected to have good performances.

Our approach is based on identifying the “best” molecules
out of a large class of related ones that differ mainly in sub-
stitutions. As an alternative to having to rely on results of
expensive, experimental or theoretical studies on such sys-
tems, our method is based on searching the molecular space in
an intelligent way on the fly. Thereby, it can be implemented
on a simple laptop or desktop and requires, accordingly, no
expensive resources. In this spirit, we have called our approach
PooMa, the Poor Man’s Materials Optimization.

The method combines a genetic-algorithm approach for
the optimization with an automatic and efficient way of gener-
ating the molecular systems. For the calculation of the proper-
ties, we use at the moment, the simple DFTB method that,
however, can be replaced by other more accurate methods
if this is considered desirable. Finally, the method requires

a mathematical definition of the property whose value shall be
optimized.

The outcome of the calculations is a smaller set of optimal
systems for a given property. As we showed in our previous
work,14 it may happen that the calculations do not identify the
absolutely best system although still very good ones. However,
this information is also very useful for experimental studies
since our approach can give not only one but several molecules
that, in addition, may share certain structural features that then
must be considered as being good for the property and system
class at hand.

In the present work, we demonstrated the applicability
of our approach by studying benzene derivatives within the
concept of solar cell applications. However, many other sys-
tems and/or properties can be treated with this type of approach
too. This includes conjugated organic molecules for non-linear
optics applications where functional groups attached to the
backbone can be optimized. Another possibility is to iden-
tify optimal materials for heterogeneous catalysis, whereby the
composition and arrangement of the surface atoms (including,
eventually, vacancies) of the catalyst can be optimized. Yet
another possibility is to determine the structure and compo-
sition of porous solids for the purpose of storage of smaller
molecules such as hydrogen. The economical nature of our
method leads to limited accuracy, but since we only want to
identify trends and pre-screen huge structure pools, we think
this approach is justified. Our goal is to give information to
experimentalists and make suggestions.

For each property for our test system, our results predicted
that the occurrence of certain functional groups will be benefi-
cial to the property at hand. For different properties, the good
fragments are different. A general assumption that functional
groups are the most promising is not easily identified. More-
over in some cases, chemical/physical understanding is not
always capable of explaining the outcome of our calculations.
This was, for example, the case of the light harvesting effi-
ciency. In other cases, chemical intuition can very well be of
help to understand the results as we found for the solar-light
absorption or for the HOMO-LUMO gap.

As a continuation of the present work, the importance
of the different properties that we have calculated in actually
quantifying the performance of the molecular systems in solar-
energy harvesting will be studied. Then, a single quantity that
quantifies the performance and that is constructed from the
properties we are calculating shall be identified and ultimately
optimized. Furthermore, the application to technically more
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relevant systems such as porphyrins or BODIPY will be pushed
forward.

Although we have used the dye-sensitized solar cells as
motivation and playground, our approach is not limited to solar
cells or to optical properties. In principle, every conceivable
property can be optimized and other areas such as heteroge-
neous catalysis or hydrogen storage can be explored. The main
idea of first having a property that gives a system with a certain
composition as a result is not new. But the combination with
a simple, fast approach, that requires no expensive computa-
tional resources, is a unique feature of our method. In the age of
big data analysis, we have hopefully shown that there are also
other promising ways of investigating huge search spaces.
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35R. Rüger, E. van Lenthe, T. Heine, and L. Visscher, “Tight-binding approx-
imations to time-dependent density functional theory—A fast approach for
the calculation of electronically excited states,” J. Chem. Phys. 144, 184103
(2016).

36R. A. Marcus, “Electron transfer reactions in chemistry. Theory and
experiment,” Rev. Mod. Phys. 65, 599–610 (1993).

37D. F. Perepichka and M. R. Bryce, “Molecules with exceptionally small
HOMO-LUMO gaps,” Angew. Chem., Int. Ed. 44, 5370–5373 (2005).

92 My publications



3.4 Publication IV 93

3.4 Publication IV



Regular article

Application of an inverse-design method for designing new branched
thiophene oligomers for bulk-heterojunction solar cells

Abdullah S. Khazaal a, *, Michael Sprinborg b, c, Chencheng Fan b, Kai Huwig b

a Chemistry Department, College of Science, Tikrit University, 34001, Salahuddin, Iraq
b Physical and Theoretical Chemistry, University of Saarland, 66123, Saarbrücken, Germany
c Materials Science, Tianjin University, 300350, Tianjin, China

a r t i c l e i n f o

Article history:
Received 30 May 2020
Received in revised form
24 August 2020
Accepted 25 August 2020

Keywords:
Bulk heterojunction solar cells
Density functional theory
Inverse-design method
Power conversion
Thiophene oligomers

a b s t r a c t

Using our recently developed theoretical inverse-design method (PooMa) a new series of branched
oligothiophene molecules for photovoltaic donors are designed. PooMa uses a genetic algorithm to
screen a huge pool of compounds combined with a fast electronic-structure method (Density-Functional
Tight-Binding, DFTB) with reasonable accuracy. Here, we apply this inverse-design method to identify a
set of 20 branched oligothiophene systems with promisingly high efficiencies by using a Quantitative
Structure Property Relation (QSPR) model based on five electronic descriptors that describe the per-
formance of organic solar cells. We consider a pool of oligomers that are modified by attaching to each of
7 different sites one out of 22 functional groups, i.e., a pool of 227 z 2.5!109 molecules. Subsequently,
density-functional-theory (DFT) and Time-Dependent-DFT (TD-DFT) calculations in the gas phase with a
6-31G(d,p) basis set have been carried through to give further information on the suggested oligomers.
Bulk-heterojunction photovoltaic cells were designed with the suggested oligothiophenes as donors and
Phenyl-C61-butyric acid methyl (PCBM) derivatives as acceptors. Conversion efficiencies of the designed
photovoltaic cells were examined with the Scharber diagram model.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

The production of cheap, clean, and renewable energy through
solar energy harvesting has become of enormous importance in the
fight against man-made environmental damage. Thereby, organic
solar cells represent a future generation for low-cost power pro-
duction as they offer low-temperature and flexible substrate pro-
cessing. The combination of the plastic and semiconducting
properties of the organic conducting polymers (COPs) makes them
attractive for the development of devices [1e10]. Thep-electrons in
COPs are delocalized and give an energy bandgap whose value is
comparable to that of more conventional semiconductors. This
property is combined with high electric conductivity when charge
carriers are created through oxidation or reduction or via electronic
excitation process. The small bandgap for the p-orbitals makes it
possible to obtain emission and absorption of light in the visible
region. This unequaled combination of optical and electrical char-
acteristics together with the mechanical properties of plastics has

led to the manufacturing of plastic devices like organic solar cells,
organic photovoltaic devices (OPVs), and light-emitting diodes
(OLEDs) [11,12].

With the purpose of identifying optimal COPs in organic devices,
theoretical and experimental methods have repeatedly been
applied (see, e.g. Ref. [13e16]). However, the very large number of
possible materials makes this a very big challenge, and the
commonly used try-and-error approach may not be optimal.
Computational studies methods can help in reducing the required
efforts [17e19]. A further improvement in the theoretical studies is
obtained when these are used in an efficient screening of the
possible materials, although this is an approach that still is at its
infancy. In this paper, we shall present the results of such an
approach.

Of the important and promising materials are thiophene-based
oligomers that have found use in many applications as diverse as
OPVs [19,20], OLEDs [21,22], and organic field-effect transistors
(OFETs) [23e25]. The efforts have concentrated on donor materials
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of polymers and p-type conjugated small-molecule systems that
have a large absorption of sunlight, ease of film formation, high
mobility of charge carriers, and appropriate energy levels of fron-
tier orbitals. In OPVs, conjugated oligomers have some critical ad-
vantages over their conjugate polymer systems for several reasons.
At first, they have a well-defined structure, which ensures constant
performances of the devices because of the synthetic reproduc-
ibility. Second, they are thermally stable and can be processed both
from solution and in the gas phase. Third, their high crystallinity is
useful for the transport of charge carriers [26]. Oligomers of p-
conjugated thiophene-based systems represent favorable materials
for OPVs and have received more attention when attempting to
improve the performance of organic solar cells [27,28].

The power conversion efficiency of OPVs can be increased
through bulk heterojunction (BHJ) fabrication by introducing
fullerene derivatives as acceptors with conjugated polymer or small
conjugated molecules as donors [3]. The corresponding energy
level diagrams and architectures of the BHJ device are shown in
Fig. 1. In the general case, a BHJ device is constructed in one out of
two architectures: the conventional and the inverted one. Through
the absorption of sunlight, an electron jumps from the HOMO of the
donor to the LUMO of the acceptor leading to the generation of a
hole that is delivered at the anode. In parallel, the electron is
transported to the cathode [29].

To explore new derivatives of thiophene oligomers with
experimental methods is expensive and time-consuming. Instead,
we follow here an alternative theoretical approach (i.e., an inverse-
design method) to identify optimal oligomers out of a large pool by
using various molecular properties in estimating their performance

in solar cell applications. The application of inverse-design
methods in optimizing materials has been suggested by others
[30e34] even though our implementation differs in several aspects
from earlier assumptions. Thus, the performance of the combina-
tion of the simple inverse-design approach with the Density-
Functional Tight-Binding (DFTB) method for calculating the elec-
tronic properties of a given system was initially demonstrated for
some SieGe mixture clusters and benzene derivatives for solar
energy harvesting. It was demonstrated that this method can pro-
vide good candidate structures in a short time, which represents a
significant improvement over a blind search and can be used on
simple computer architecture (desktop or laptop) and does not
require large resources. For this reason, it is called PooMa, the Poor
Man’s Materials Optimization [35,36]. The main purpose of these
first studies was to demonstrate the ability of our inverse-design
method in optimizing properties.

In the present work, PooMa is used to propose 20 substituted
molecular systems based on the thiophene tetramer (Tn) with
optimal values for the power conversion efficiency (PCE). A draw-
back of the theoretical approach is that it does not take the stability
or synthesizability into account, but from the larger number of
proposed systems it is possible to identify more general features
that should be “good” and, hence, be parts of systems that ulti-
mately can be synthesized. In addition, by studying these Tn olig-
omers through standard density functional theory (DFT) and its
derivative time-dependent DFT (TD-DFT) calculations, a further
understanding of the geometrical and electronic properties of these
Tn oligomers in their ground and excited states can be obtained.

Fig. 1. Schematic description of BHJ device according to (a) conventional architecture and (b) inverted architecture, together with the energy diagrams for (c) conventional and (d)
inverted devices.
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2. Theoretical details

2.1. Molecules and genetic algorithm

Our home-made PooMa program is designed to search in the
space of all possible substitutions of functional groups at fixed sites
of a given backbone core. In this work, the tetrathiophene oligomer
represents the backbone core with eight sites (one site is fixed for
the anchor group) for the substitution of electron pushing and
pulling groups. 22 functional groups with different electron-
donating and -withdrawing properties were studied with the
purpose of optimizing sun-light harvesting. The groups can be
separated into the eH group, nine electron-donating groups (-NH2,
eNHCH3, eOH, eOCH3, eNHCOCH3, eOCOCH3, eC6H5, eCH]CH2,
and eCH3), eight electron-withdrawing groups (-NO2, eCN, -COCl,
eCHO, eCOCH3, eCOOH, eCOOCH3, eCONH2), and four halogen
atoms (-F, -Cl, -Br and eI). These groups were chosen because of
their small size, which will facilitate the synthesis procedure and
lead to more planar geometries in comparison with larger groups.

In addition, as an anchor group [37], eCOOH was placed at
position 1 (R1), whereas the other seven sites were made available
for all groups (see Fig. 2).

In our case, each molecule can be characterized through a string
with N ¼ 8 integers, whereby seven of these integers can take a
value up to K¼ 22. N is the number of positions at which functional
groups can be attached, and K is the number of functional groups. In
the calculations, we keep a constant number, P, of molecules. We
add that in order to obtain realistic descriptions of the poly-
thiophene polymer, systems with more than 4 monomers are
considered necessary [38e43]. However, because the size of the
pool of possible systems scales exponentially with the number of
monomers, we limited ourselves to studying the tetrathiophene,
being convinced that already for this system relevant and inter-
esting information can be obtained.

An important part of our inverse-design method is a genetic
algorithm [44,45] that is used in reducing drastically the number of
systems to be treated out of the 227 possible ones (the R1 site was
used for the eCOOH anchor group) in the optimization process.

In brief, the genetic algorithm consists of the following steps:

1. Initially, P ¼ 20 substituted tetrathiophenes systems are created
with different sequences of functional groups also when
considering symmetry operations. These first 20 substituted
systems form the so-called parent molecules (first generation).

2. The structures of the first generation are relaxed locally after
which their performance function that shall be optimized is
calculated.

3. The P ¼ 20 parent molecules are separated randomly into 10
pairs. For each pair, two new children are created via a cutting
and mating process whereby each string of N integers is cutting
randomly into two parts that interchanged as described in detail
in Ref. [36]. Mutations may be considered to replace some

functional group at a certain site randomly with another func-
tional group, i.e., a randomly chosen integer for one of the
children may be changed randomly into another integer except
at the site R1 at which the anchor group eCOOH is fixed. All
parent and children molecules must be different also after
applying symmetry; otherwise, step 3 will be repeated.

4. The structures of the children’s molecules are relaxed and their
performance function is calculated. Of the 20 parents and 20
children molecules, those 20 with the best performance func-
tion are chosen as parents for the next generation.

5. The calculation will be stopped if the new parent molecules are
unchanged for ten generations, otherwise go to 3.

2.2. DFTB approach and performance function

During the PooMa calculations, a larger number of systems will
be treated so that a computationally efficient approach is needed
for studying the individual system, i.e., a method with an accept-
able compromise between computational speed and accuracy. To
this end we use the non-self-consistent-charge density-functional
tight-binding (non-SCC-DFTB) approach of Seifert and coworkers
[46,47]. The DFTB method does not consider charge fluctuations
and the resulting interactions. Therefore, the computational cost
can be reduced while keeping a reasonable accuracy in particular
for systems with smaller charge transfers. Also in our earlier
studies, we have applied the DFTB method [35,36] and the reader is
referred to those for a more detailed description.

The overall power conversion efficiency (PCE) of the OPVs will
be quantified through various photovoltaic parameters including
the short-circuit current density (Jsc), the fill factor (FF), the open-
circuit voltage (Voc) and the intensity of the incident light (Pin) [48],

PCEð%Þ ¼ Jsc FF Voc

Pin
! 100% (1)

These parameters depend on all parts of the cell, i.e., the organic
molecules, the nature of the electrodes, the electrolyte, and the
working conditions. It is hardly possible to deal with such complex
systems efficiently with electronic-structures calculations. Thus,
we shall use a recently developed Quantitative-Structure-Property-
Relation (QSPR) model for describing the efficiency of the solar cells
through properties of individual, isolated molecular systems [49].
According to that model, we calculate the performance function
through five parameters as formulated in the QSPR model [49] and
this represents the quantity that shall be optimized in the calcu-
lations of PooMa.

The five parameters that we use to model the PCE are described
below:

The first parameter that we consider is the energy gap G be-
tween the highest occupied molecular orbital (HOMO) and the
lowest unoccupiedmolecular orbital (LUMO). A good value of PCE is
expected for a small value of the energy gap.

G ¼ εLUMO % εHOMO (2)

The second parameter is the sun-light absorption A which is
approximated as the sum of the probabilities P(εa e εi) for single-
electron excitations, weighted with the oscillation strength fia.

A ¼
P

iafia Pðεa % εiÞ
Ne

(3)

Here, and below, i and a represent an occupied orbital and an
unoccupied orbital, respectively, and Ne is the number of valence
electrons of the Tn systems. We divide the properties by theFig. 2. The backbone of tetrathiophene with the substitution sites (R1-R8).
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number of valence electrons to optimize intensive properties and
not extensive properties in order to avoid that the largest or
smallest molecular systems are predicted to be the best ones. The
spectral function Pðεa %εiÞ is modeled using a black-body
approximation:

Pðεa % εiÞ ¼
8pðεa % εiÞ

3

ð2pħcÞ3

!
exp

"
εa % εi
kBT

#
% 1

$%1
(4)

The oscillation strength fia is calculated using an approximated
TD-DFT (time-dependent density-functional theory) method [50].
Since we only consider one-electron excitations and ignore charge
fluctuations, fia can be simplified as

fia ¼ 4
3
ðεa % εiÞj

X

n

%
R
!

n:qn;ia
&
j2 (5)

P
n
ð R
!

n:qn;iaÞ is the transition dipole moment in terms of Mul-

liken transition charges qn,ia, and the corresponding coordinates R
!

n
of the atom n for the i / a transition.

The third parameter is the light-harvesting efficiency (LHE). The
larger the LHE, the better is the efficiency,

LHE ¼

P
i;a

%
1% 10%fia

&

Ne
(6)

The fourth parameter that we consider is the orbital overlap
average Oav which is calculated as the sum of the overlap between
each pair of occupied and unoccupiedmolecular orbitals Oia over all
transitions i to a andweighted by the transition probability fiaPðεa %
εiÞ. Thus, from

Oia ¼
X

n

''qn;i:qn;a
'' (7)

with qn,i, and qn,a being the atomic gross Mulliken populations of
the atom n for the orbitals i and a,we define

Oav ¼
P

i;a fiaPðεa % εiÞOia

Ne
(8)

Finally, the orbital distance average Dav is the fifth parameter
that we use. This is calculated as in Eq. (8) but by replacing Oia by
single-orbital distances Dia.

Dav ¼
P

i;a fiaPðεa % εiÞDia

Ne
(9)

with

Dia ¼

'''''
X

n
qn;i R

!
n %

X

n
qn;a R

!
n

''''' (10)

In experimental studies, the systems involve other factors
(electrolyte, electrodes) that influence the performances of these
systems, too. It is, therefore, an approximation to model the per-
formance through properties of only the isolated dyes. However, for
different systems with similar electrolytes and electrodes, we
believe that we will be able to describe the performance variation
when changing dyes. Therefore, our QSPR model is based on
modeling measured performances of 206 molecular systems that
mainly differ in the dye but otherwise was very similar. The
resulting QSPR model is described in detail in Ref. [49].

2.3. DFT and TD-DFT calculations

The PooMa calculations result in a smaller set of systems with
optimal properties. The strategy behind PooMa is to reduce the
number of required computations by using the genetic algorithms
which allows for a significant reduction in the number of molecules
to be studied. However, this number may still be of the order of
some few 1000s (in our present work, we considered 1520 mole-
cules). Consequently, only through the combination of the genetic
algorithm with the DFTB method, the PooMa approach becomes
efficient.

The number of systems considered in the PooMa calculations,
i.e., 1520, is clearly much smaller than the total number of possible
systems so that it cannot be guaranteed that indeed the “best” ones
have been identified. Nevertheless, we are convinced that PooMa
provides a set of good systems that it is worthwhile to study in
more detail compared to approaches where systems are proposed
based on more or less subjective suggestions.

To get more insight into the properties of the obtained Tn sys-
tems, additional DFT and TD-DFT calculations are used for these
systems and for studying their interactions with fullerene de-
rivatives. The ground state geometry optimization is performed
using the B3LYP (Becke 3-parameter Lee-Yang-Parr) exchange-
correlation functional [51e53] together with a 6-31G(d,p) basis set.
All calculations related to the excited states were done using TD-
DFT theory at the CAM-3LYB/6-31G(d,p) level [54]. All calcula-
tions were performed in the gas phase with the Gaussian09 soft-
ware package [55]. The resulting output was analyzed further using
the Multiwfn software package [56].

2.4. Charge transfer based on the electron-density difference

To analyze charge-transfer (CT) during the vertical electron
transitions we shall use a method proposed earlier [57] for the one-
dimensional case and in the Multiwfn package generalized to the
case of three dimensions. The change in the electron density be-
tween the excited state (Ex) and the ground state (Gs) for fixed
geometry is given as

DrðrÞ ¼ rExðrÞ % rGsðrÞ (11)

rGs(r) and rEx(r) are the electronic densities associated with the
ground and the excited states. Dr(r) can be written as a sum of
positive and negative parts rþ(r) and r-(r). The barycenters of these
two are given as

Rþ ¼

ð
rrþðrÞdr
ð
rþðrÞdr

(12)

R% ¼

ð
rr%ðrÞdr
ð
r%ðrÞdr

(13)

The charge-transfer excitation length DCT is then defined as the
spatial distance between the two barycenters Rþ and R-:

DCT ¼ jRþ % R%j (14)

The transferred charge qCT is defined as the integral over all
space of rþ(r) or r-(r). Analogously, a charge-transfer dipole
moment (mCT) can be defined as:

mCT ¼DCT :qCT (15)
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The value of mCT is qualitatively related to the difference between
the computed dipole moments for the ground and the excited
states (DmEs-gs).

The electron and holemobilities depend strongly on the internal
reorganization energies. The reorganization energy is defined as
the sum of geometrical relaxation energies when the species go
from the ground state geometry to the charged state geometry, and
vice versa. The latter can be defined as [58]:

le ¼ l% þ l0 ¼
)
E%0 e E%%

*
þ

%
E0% eE00

&
(16)

lh¼ lþ þ l0 ¼
)
Eþ0 % Eþþ

*
þ
%
E0þ % E00

&
(17)

Here, le and lh are reorganization energies for electron and hole,
respectively; E%0 ðEþ0 Þ is the energy of anion (cation) calculated for
the optimized structure of the neutral molecules, E0% ðE0þÞ the en-
ergy of the neutral state in the optimized geometry of the anion
(cation); and E00, E

%
% and Eþþ the total energies of the neutral, anionic,

and cationic species in their equilibrium structures, respectively.

2.5. Molecular frontier orbitals and chemical reactivity parameters

The molecular frontier orbitals are important for the power
conversion efficiency of bulk heterojunction (BHJ) solar cells.
Generally, a higher value of VOC gives better power efficiency. This
voltage in BHJ solar cells can be determined theoretically as the
difference between the absolute values of the energies of the
HOMO of the donor molecule (Tn) and the LUMO of the electron
acceptor (PCBMs) using [59]:

VOC ¼ 1
e

%'''E Donor
HOMO

''' %
'''E Acceptor

LUMO

'''
&

% 0:3 V (18)

where e represents the elementary charge and the value of 0.3 V is
an empirical term [60].

Another important parameter is the driving force (DEDV)
required for exciton dissociation. This is determined as the differ-
ence between LUMO energy levels of the donor (Tn) and the
acceptor (Phenyl-C61-butyric acid methyl derivatives, PCBMs),
whereby a larger value (larger than 0.3 eV) suggests a better charge
separation [61],

EDV ¼ E Donor
LUMO % E Acceptor

LUMO (19)

To evaluate the ability of our systems (Tn) and PCBMsmolecules
to donate or accept electrons, we calculated various parameters, i.e.,
the chemical hardness (h), the electronegativity (c), and the elec-
trophilicity power (u) according to Refs. [62,63]:

h ¼ IP % EA
2

(20)

c ¼ IP þ EA
2

(21)

u ¼
c2

2h
(22)

where IP and EA represent the adiabatic ionization potential and
the adiabatic electron affinity, respectively,

IP¼ Eþþ % E00 (23)

EA¼ E00 % E%% (24)

The quantities in Eqs. (23) and (24) were defined above.

2.6. Optical properties

To understand the electronic transitions and emissions, TD-DFT/
CAM-B3LYP was applied for the optimized structures to obtain the
vertical excitation energies and their corresponding oscillation
strengths. The combination of B3LYP for the structure optimization
and CAM-B3LYP for the excitation properties has been found in
other studies to provide a good choice [64e66]. To study the
fluorescence properties of the systems, we performed also TD-DFT/
CAM-B3LYP calculations for the geometry optimization of the
lowest singlet excited state. The Stokes shift of the systems is
calculated as the difference between the maximumwavelengths of
emission and excitation.

Furthermore, the radiative lifetimes (t) were calculated for the
spontaneous emission by using the Einstein transition probabilities
according to Ref. [67]:

t ¼
c3

2 ð EFlu Þf (25)

where c is the speed of light, EFlu is the fluorescence energy, and f
the oscillation strength.

Using Koopmans’ theorem, the oxidation potential energies of
the systems in the ground state EOX was estimated as the negative
of the HOMO energy [68], while the oxidation potential of the
excited state can be estimated according to Ref. [69]:

EOX* ¼ EOX % E00 (26)

E00 represents the vertical transition energy corresponding to
the maximum wavelength in the absorption spectrum.

3. Results and discussion

3.1. Structures of the identified thiophene oligomers

For the thiophene tetramer of Fig. 2, the PooMa calculations
resulted in 20 structures with optimal properties and differing in
the functional groups attached to the backbone. These are depicted
in Fig. 3. The different systems are ordered according to the effi-
ciency as given by the QSPR model. In all cases, the HOMO is
localized to the three rings with the sites R1-R6, whereas the LUMO
is localized around the two rings with the sites R5-R8. Most of the
molecules contain eOCH3, eH, eOH, or eNH2 in addition to the
eCOOH anchor group as electron donor and eCOOH, eOCH3 as an
electron acceptor.

3.2. Geometric properties and frontier orbitals

To have a further theoretical understanding of the molecules
obtained in the PooMa calculations, more accurate methods (DFT
and TD-DFT) were used. The optimized geometries of themolecules
are shown in Appendix A. Fig. A3. Table A1 (Appendix A.) lists some
geometrical parameters of the proposed molecules (i.e., the bridge
bond lengths and the dihedral angles between thiophene units) in
the ground and the excited states. The lengths of the bridge bonds
B2 and B3 are almost unchanged for all molecules and lie in the
range 1.44e1.45 Å for the ground state (S0) and are slightly smaller
for the excited state (S1). The length of the bridge bond B1 for the S0
and S1 states are in the range 1.46e1.47 and 1.41e1.42 Å,
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Fig. 3. The molecular structures of the best performing Tn systems obtained from the PooMa calculations. The performance decreases from T1 to T20.
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respectively. Accordingly, the bridge bonds possess some C]C
character in the excited state.

The dihedral angles TA1, TA2, and TA3 are listed in Appendix A.
Table A2 give information on the coplanarity of the studied mole-
cules. It is seen that for the ground state, the molecules are very
close to being planar for most of the units except those containing
the R7 and R8 groups. Upon excitation, a smaller increase in the
coplanarity is observed, which may result in a faster transfer of
photo-induced electrons from S0 to S1.

As can be observed in Fig. 4 and Figs. A4 and A5 (Appendix A),
the HOMO has some anti-bonding character between the oligomer
units. Further, an analysis of the frontier orbitals reveals a strong
density localization on the terminal motifs including the thiophene
units with the R5-R8 groups for the LUMO, while the HOMO level is
spread over the thiophene units with R1-R6 groups. The HOMO and
LUMO energies and the bandgap Eg of the proposed compounds are
listed in Appendix A. Table A2. It can be seen that the T20, T3, T4,
and T7 possess the highest energy gaps, while the lowest value is
found for T5, which may lead to larger values for Voc and Jsc.

The theoretically obtained maximum open-circuit (Voc) and
driving force (EDV) of the complexes of the donor molecules and the
PCBMs: PCBM-71 ([6,6]-Phenyl-C71-butyric acid methyl ester),
PCBM ([6,6]-Phenyl-C61-butyric acid methyl ester) and C60 ((C60-
Ih) [5,6]fullerene) are determined using Eqs. (18) and (19),
respectively. The best alignment of the HOMO and LUMO levels of
the acceptor with the levels of the proposed donors was found for
C60 (See Appendix A. Table A2), whereas all LUMO energy levels of
Tn are higher than that of C60. The latter gave the largest value for
the driving forces (higher than 0.3 eV) out of the other two ac-
ceptors, which ensures an efficient electron transfer from the donor
to the acceptor. Some Tn complexes with PCBM-71 show some
negative values of EDV, which makes the transfer of electrons from
these compounds to the LUMO of PCBM-71 very difficult. The
theoretical values for Voc of the Tn systems with all acceptors
suggest a possible efficient electron injection from donor to
acceptor. Therefore, devices constructed from Tn and PCBMs with
the values of EDV higher than 0.3 eV can exhibit a high efficient
injection of electrons and improve the overall performance of bulk-
heterojunction cells.(see in Table 1)

3.3. Charge transport properties and quantum chemical parameters

The charge transport properties for the S0/S1 excitation (qCT,
mCT, and DCT) are presented in Table 2. The values of the transferred
charges (qCT) fall in a narrow range of 0.290e0.343 a.u. Generally, a
higher value of qCT suggests a larger exciton separation and thus an
increased JSC. The small DCT values show that the charge transfer is
over a shorter distance in the Tn systems. Together with qCT, this
leads to no significant variation in the dipolemoment mCT due to the
excitation.

The calculated reorganization energies for the hole and electron
are tabulated in Table 2. It is well-known that lower values of lh and
le lead to higher charge transfer rates [70]. The smallest values of lh
and le are found for T8, which we, therefore, consider as the best
hole and electron transport molecule of our Tn systems. Besides,
the difference between the lh and le for T16 is only 0.02 eV,
implying that T16 has better equilibrium properties for hole and
electron properties. Thus, T16 may be utilized as a good candidate
molecule for ambipolar charge transport materials.

Generally, it may be suggested that molecules with a large
dipole moment m can easily interact with other molecules. From
Table 2 we recognize that the highest values of m are found for T8
and T7, suggesting that these compounds easier can interact with
the PCBMs. On the other hand, the Tn systems have the lowest
values of the hardness, h compared to PCBMswith some exceptions
for PCBM and PCBM-71 (see Table 2). Since h quantifies the resis-
tance to changes in the number of electrons, the Tn systems act
rather as electron donors and PCBMs derivatives as electron ac-
ceptors. The electronegativity and electrophilicity values of the
PCBMs are higher than those of the Tn systems, implying that the
PCBMs will attract electrons from the Tn systems (see Table 2).

3.4. Absorption and fluorescence properties

With the help of TD-DFT/CAM calculations, the electronic
transition energies of our p-conjugated molecules can be obtained

Fig. 4. Plots of the HOMO and LUMO orbitals of the suggested T1 system.

Table 1
Theoretical open-circuit voltage (Voc) in V and driving force (EDV) in eV of Tn systems
T1-T20 with PCBMs.

Tn Systems PCBM-71 PCBM C60

Voc EDV Voc EDV Voc EDV

T1 1.647 %0.117 1.400 0.130 1.110 0.420
T2 1.641 %0.085 1.394 0.162 1.105 0.452
T3 2.393 0.143 2.146 0.390 1.857 0.679
T4 2.266 0.270 2.019 0.517 1.729 0.807
T5 1.276 %0.030 1.029 0.217 0.739 0.506
T6 1.780 %0.132 1.533 0.114 1.243 0.404
T7 2.384 0.130 2.137 0.377 1.848 0.667
T8 1.834 %0.204 1.587 0.044 1.297 0.333
T9 1.818 %0.186 1.570 0.061 1.281 0.351
T10 1.534 0.135 1.287 0.382 0.997 0.671
T11 1.529 0.124 1.282 0.371 0.993 0.660
T12 1.912 0.231 1.665 0.478 1.376 0.768
T13 1.673 %0.046 1.426 0.201 1.136 0.491
T14 1.645 %0.001 1.398 0.246 1.108 0.536
T15 1.279 0.067 1.031 0.314 0.741 0.604
T16 1.704 %0.045 1.457 0.202 1.168 0.492
T17 1.677 %0.045 1.430 0.202 1.141 0.491
T18 1.500 0.133 1.253 0.380 0.963 0.670
T19 1.772 %0.126 1.526 0.121 1.236 0.411
T20 2.453 0.085 2.206 0.332 1.917 0.622
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accurately [71]. Therefore, we used it for our systems and present
the results in Table 3, i.e., the maximum absorption wavelengths
(lmax), oscillation strengths (f), vertical excitation energies (Eex),
and the major contribution of the molecular orbitals (MOs).

According to Table 3, the vertical excitations of the Tn systems
are in the range 2.74e3.45 eV with the lowest (best) values for T9
and T8. It is clear that the lowest-lying transition can be varied by
chosen appropriate functional groups. We add that the lowest
excitation of the Tn systems has a higher oscillation strength
compared to other energetically low excitations. Moreover, the
S0/S1 excitation has its dominating contribution from the
HOMO/LUMO excitation.

Next, we studied the fluorescence properties of Tn systems by
using the TDDFT/CAM-B3LYP method. We present in Table 4 the
maximum wavelengths (lem), the fluorescence energies of the
lowest excitation (EFlu), the oscillation strengths (f), the involved

molecular orbitals (MOs), the radiative lifetimes (t), and the Stokes
shifts (SS) for the Tn systems. As for the absorption, also the S1/S0
emission of the Tn systems can be assigned to p*/p and
LUMO/HOMO transitions. The Stokes shifts of T2, T18, and T14 are
larger than those of the other Tn systems, indicating that these
compounds have a larger structural change between the ground
and the excited states. The compounds with smaller Stokes shifts
delay the injection of electrons from the HOMO of the donor to the
LUMO of PCBMs. We also see that the radiative lifetimes lie in the
range 7e21 ns whereby a large value delays charge recombination
and enhance the efficiency of solar cells.

As shown in Fig. 5, the oxidation potentials of the excited states
of the Tn systems fall in the range 1.49e2.87 eV. The most oxidizing
molecules (i.e., the lowest oxidation potentials in the excited states)
are T15, T5, and T10, which implies that these systems have the best
electron-donation properties.

Table 2
The charge transport properties (qCT/a.u, mCT/Debye, DCT/Å, lh, and le/eV) of the Tn systems and the quantum chemical parameters (x/eV, x/eV, and x/eV and m/Debye) for the Tn
systems and the PCBMs.

Tn systems qCT mCT DCT lh le h x u m

T1 0.309 0.369 0.248 0.53 0.73 2.15 3.65 3.09 5.09
T2 0.303 0.134 0.092 0.46 0.78 2.31 3.73 3.00 5.69
T3 0.296 0.408 0.287 0.45 0.62 2.18 3.78 3.29 7.77
T4 0.319 0.127 0.083 0.44 0.64 2.24 3.80 3.21 7.83
T5 0.311 0.205 0.137 0.59 0.73 2.26 3.81 3.21 5.69
T6 0.324 0.196 0.126 0.51 0.73 2.29 3.92 3.36 5.19
T7 0.290 0.193 0.138 0.41 0.60 2.24 3.82 3.26 8.23
T8 0.291 0.290 0.207 0.39 0.57 2.24 3.88 3.35 8.74
T9 0.297 0.432 0.303 0.43 0.59 2.15 3.84 3.42 7.50
T10 0.314 0.084 0.056 0.72 0.61 2.39 3.65 2.78 6.08
T11 0.311 0.141 0.095 0.59 0.60 2.31 3.70 2.96 7.56
T12 0.320 0.235 0.153 0.58 0.77 2.16 3.71 3.19 5.46
T13 0.297 0.085 0.059 0.50 0.60 2.26 3.70 3.03 6.30
T14 0.322 0.106 0.069 0.61 0.76 2.27 3.58 2.82 5.48
T15 0.343 0.042 0.025 0.71 0.59 2.34 3.86 3.19 7.48
T16 0.327 0.034 0.022 0.66 0.64 2.35 3.99 3.38 7.77
T17 0.298 0.118 0.083 0.70 0.67 2.27 3.82 3.22 4.74
T18 0.313 0.111 0.074 0.63 0.75 2.31 3.62 2.83 6.24
T19 0.297 0.132 0.093 0.49 0.65 2.27 3.93 3.40 7.74
T20 0.311 0.229 0.154 0.44 0.58 2.30 4.01 3.50 7.80
PCBM-71 *** *** *** *** *** 2.28 4.34 4.13 4.04
PCBM *** *** *** *** *** 2.35 4.38 4.07 3.01
C60 *** *** *** *** *** 2.52 5.05 5.06 0.00

Table 3
The calculated maximum absorption wavelengths (lmax/nm), oscillation strengths
(f), S0/S1 vertical excitation energies (Eex/eV), and the contribution of the molec-
ular orbitals (MOs) involved in the excitation of the Tn systems (T1-T20).

Tn systems lmax f Eex The major contribution of MOs

T1 425 0.76 2.92 HOMO/LUMO (78%)
T2 405 0.76 3.10 HOMO/LUMO (78%)
T3 430 0.77 2.90 HOMO/LUMO (79%)
T4 408 0.78 3.04 HOMO/LUMO (75%)
T5 399 0.83 3.11 HOMO/LUMO (83%)
T6 392 0.85 3.20 HOMO/LUMO (85%)
T7 414 0.80 2.99 HOMO/LUMO (81%)
T8 436 0.71 2.84 HOMO/LUMO (85%)
T9 452 0.68 2.74 HOMO/LUMO (84%)
T10 370 0.71 3.45 HOMO/LUMO (76%)
T11 385 0.85 3.22 HOMO/LUMO (88%)
T12 400 0.73 3.10 HOMO/LUMO (66%)
T13 405 0.79 3.06 HOMO/LUMO (78%)
T14 389 0.67 3.18 HOMO/LUMO (74%)
T15 395 0.71 3.14 HOMO/LUMO (84%)
T16 380 0.66 3.26 HOMO/LUMO (82%)
T17 385 0.58 3.22 HOMO/LUMO (69%)
T18 390 0.67 3.18 HOMO/LUMO (71%)
T19 401 0.71 3.09 HOMO/LUMO (81%)
T20 399 0.83 3.11 HOMO/LUMO (81%)

Table 4
Emission spectral data for Tn systems. EFlu/eV of S1/S0, lem/nm, f, MOs contribution,
t/ns, and SS/nm.

Tn systems lem EFlu f MOs major contribution t SS

T1 634 1.96 0.32 LUMO/HOMO (90.1%) 19 209
T2 656 1.89 0.41 LUMO/HOMO (96.5%) 16 251
T3 584 2.12 0.55 LUMO/HOMO (90.5%) 9 154
T4 582 2.13 0.42 LUMO/HOMO (89.5%) 12 174
T5 578 2.14 0.47 LUMO/HOMO (89.9%) 11 179
T6 569 2.18 0.48 LUMO/HOMO (89.6%) 10 177
T7 561 2.21 0.56 LUMO/HOMO (90.4%) 8 147
T8 602 2.06 0.43 LUMO/HOMO (90.8%) 13 166
T9 628 1.98 0.42 LUMO/HOMO (91.0%) 14 176
T10 575 2.16 0.39 LUMO/HOMO (89.4%) 13 205
T11 575 2.16 0.43 LUMO/HOMO (89.1%) 12 190
T12 568 2.18 0.45 LUMO/HOMO (88.4%) 11 168
T13 585 2.12 0.45 LUMO/HOMO (89.1%) 12 180
T14 635 1.95 0.29 LUMO/HOMO (90.8%) 21 246
T15 558 2.22 0.43 LUMO/HOMO (90.4%) 11 163
T16 550 2.25 0.44 LUMO/HOMO (91.2%) 10 170
T17 577 2.15 0.46 LUMO/HOMO (87.2%) 11 192
T18 640 1.94 0.30 LUMO/HOMO (88.7%) 20 250
T19 567 2.19 0.48 LUMO/HOMO (90.0%) 10 166
T20 542 2.29 0.60 LUMO/HOMO (89.8%) 7 143
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3.5. Tn/PCBM power conversion efficiency

The photovoltaic performances of the Tn donor systems can be
estimated theoretically from the relationship between their LUMO
energy levels and bandgaps using the Scharber diagram [59]. The
Scharber model has been used to predict the efficiency of organic
solar cells combining PCBM acceptor with polymers or small mo-
lecular donor [72e74]. Applying this to our Tn donor systems
together with the PCBM acceptor gives the results shown in Fig. 6.
Then, according to the Scharber model, the suggested molecules T8
and T9 are expected to have the highest conversation efficiencies of
4% and 3% respectively.

4. Conclusions

The main result of this work is the proposal of twenty branched
oligothiophene molecules (Tn) as candidates for optimal perfor-
mance in solar-energy harvesting. These were identified using a
recently developed inverse-design approach (PooMa). Each mole-
cule is based on four thiophene units with seven sites to which
various functional groups could be attached beside one site fixed
for the anchor group (-COOH). Twenty-two substituents were
considered. For identifying the best solar cell performances, we
used a QSPR model based on five molecular properties (G, A, LHE,
Oav, and Dav). PooMa is combined with a fast and efficient
electronic-structure method (DFTB). Although our calculations did
not take into account whether the proposed systems could be
synthesized, we believe that our approach provides a qualified

suggestion for optimal systems and that if they themselves cannot
be produced, it would possible to synthesize molecules are related
to our proposed ones.

In order to obtain further insight into the proposed systems, we
applied ab initio DFT and its derivative TD-DFT. The predicted band
gaps of the Tn systems lie in the range of 1.55e2.84 eV. The bridge
bonds between neighboring thiophene rings undergo a slight
decrease when passing from the S0 to the S1 state, which increases
the electronic interactions between the thiophene units. The
theoretical values of Voc of the Tn systems combined with PCBM-7
are higher than the values found for PCBM and C60. A higher LUMO
energy of Tn gives a better driving force (Edv) when combined with
PCBM derivatives. The values of the quantum chemical parameters
show that the Tn systems are more prone to donate electrons to
PCBMs. The values of the reorganization energies show that T8 is a
good hole and electron transporting material. The calculated ab-
sorption wavelengths fall in the range 370e452 nm, whereas the
emission wavelengths are in the range 542e656 nm. Finally, with
the help of the Scharber diagram, we could identify higher power
conversion efficiencies for T8 and T9, i.e., 4% and 3% respectively.
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a b s t r a c t

Small organic conjugated molecules are key elements for low-cost photovoltaic devices. One example is
cyanopyridone molecules. By modifying these molecules, for instance through optimally chosen func-
tional groups attached to the backbone, their properties can be improved. However, the very large
number of possible modifications makes it difficult to identify the best performing molecules. In the
present work, we have used a computational inverseedesign approach (PooMa) to identify the positions
and types of functional groups attached to a modified cyanopyridone that lead to the best performance in
solar-energy harvesting. A QSPR model based on five electronic descriptors has been used to determine
the properties of solar cells. Our approach uses a genetic algorithm to search the chemical space con-
taining 184 (104,976) substituted cyanopyridone systems and predicts out of those the best 20 molecules
with optimal performance efficiencies (PCE). PooMa uses the DensityeFunctional Tight-Binding (DFTB)
method for calculating the electronic properties. DFTB is a fast method with acceptable accuracy and,
therefore, can be used on a normal desktop without expensive hard- or software. In order to get further
information about our suggested systems, a DFT method and its derivative TD-DFT are applied.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Organic photovoltaics (OPVs) is a promising technology for con-
verting sunlight into electricity utilizing thin semiconductor films of
organicmaterials. Accordingly, this field has receivedmuch attention
from the industry [1]. Intensive studies have been devoted to
developing such photovoltaic devices during the last decade [2e9].
An important improvement of OPVs is the introduction of the bulk
heterojunction (BHJ) architecture in which the thin film contains a
mixture of electron donors and acceptors [10,11]. The donor and
acceptor molecules should possess a low energy gap between
occupied and unoccupied orbitals and a broad absorption band.
Moreover, in order to guarantee an efficient charge transport, the
HOMO and LUMO orbitals should have energies within certain
ranges, which will guarantee an efficient separation of charges and
maximize the open-circuit voltage (VOC) [12].

Instead of using polymeric materials in OPVs one may use small
molecules (SM) which can have the advantage of easy preparation

and improved film processing. This includes a certain degree of
self-organization, which can result in high mobility of charge car-
riers. The use of SMs can also overcome some problems that result
when using polymeric materials, including a wide range of mo-
lecular weights, difficulties with purification, and the presence of
impurities due to the end groups. These properties of SMs make
them good candidate materials for solar-cell applications [13e15].
Experimental and theoretical efforts have shown that SMs of the
donor-acceptor (D-A) type are favorable for OPVs which have led to
a strong interest in such SMs for organic photovoltaic devices
[16,17].

In particular, much interest has been devoted to conjugated SMs
during the last two decades, systems that have wide usage in solar
cells, light-emitting diodes, and sensors [18e29]. Aromatic systems
containing hetero atoms of donor-acceptor (D-A) type show a va-
riety of electronic characteristics which make them interesting for
optoelectronic applications [30,31].

For the purpose of identifying new systems with even better
properties, theoretical studies can be very helpful [32e34] since
experimental studies of new molecules for solar-cell applications
can be expensive and take a long time. In the present work, we* Corresponding author.
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follow an alternative, cheaper, and approximate theoretical
approach based on an inverse-design method with the purpose of
identifying the best-performing systems out of a large pool of
candidate materials. We emphasize that the use of inverse-design
methods in optimizing materials has been suggested and used by
others [35e39] although our implementation differs in several
aspects from the earlier proposals.

Here, we shall focus on molecules based on the cyanopyridone
core, cf. Fig. 1. The cyanopyridone systems exhibit excellent opto-
electronic properties [40,41] which make them good candidates for
solar-cell applications. The inverse-design method combined with
an efficient method for calculating electronic properties will here
be used to identify a smaller set of optimally performing systems
out of a large number of systems. The approach we shall use has
earlier been applied to some SieGe clusters and to benzene de-
rivatives for solar energy harvesting [42,43] whereby the main
purpose of these studies was to demonstrate the capability of our
inverse-design method in optimizing properties. These studies
demonstrated that this method can provide a pool of good candi-
date structures in a short time and can be used on a smaller com-
puter (desktop or laptop) and, accordingly, does not require
expensive resources which is the reason that it is called PooMa, the
Poor Man’s Materials Optimization.

2. Computational details

2.1. PooMa method

Our home-made PooMa program is designed for treating the
case that substitutions of certain atoms or groups on a given core
backbone within a set of sites shall be optimized for some property.
The core may be the surface of a crystalline compound to which an
additional layer of atoms or groups of atoms shall be added. One
may, for instance, identify the stoichiometry of this extra layer that
leads to optimal catalytic performance.

However, in the present work, PooMawill be used in identifying
the best substitutions out of 18 different functional groups that
include H, nine electron-donating groups (N(CH3)2, NH2, OCH3, OH,
SCH3, SH, CH3, CH]CH2 and C^CH) and eight electron-
withdrawing groups (CN, NO2, CHO, COOH, F, Cl, Br and I). These
groups can be placed at each of the four sites, R1, R2, R3, R4, of the
modified cyanopyridone that is depicted in Fig. 1.

The substitution of the eighteen groups at the four different sites
gives a total of 184 different systems. The inverse-design approach
provides an efficient optimization of these systems without having
to study them all. It is based on genetic algorithms and in the
present work, it shall be used to optimize the systems for solar-
energy harvesting.

In our case, each molecule can be characterized through a string
withN¼ 4 integers, whereby each of these integers can take a value
up to K ¼ 18. N is the number of positions at which a functional
group can be attached, and K is the number of functional groups. In
the calculations, we keep a constant number, P, of molecules. We
apply then a genetic algorithm [44,45] to this set of molecules. The
genetic algorithm consists of the following steps (see also Fig. 2):

1 P ¼ 20 substituted cyanopyridones are created randomly that
then form the first so-called generation (parent molecules). It is
checked that these molecules are different also when applying
symmetry operations.

2 The parent members are relaxed locally, after which the values
of the performance function that shall be optimized are
calculated.

3 The P parent molecules are separated into pairs. For each pair,
two newmolecules (children) are constructed through a cutting
and mating procedure whereby each string of N integers is cut
randomly into two parts that are interchanged as described in
detail in Ref. [43]. Mutations may be introduced to replace in a
random way some substituted group through another group,
i.e., a randomly chosen integer for one of the children may be
changed randomly into another integer.

4 It is assured that all the children and parent molecules are
different, also when taking symmetry into account. Eventually,
step 3 may have to be repeated before this is achieved.

5 The children’s molecules are treated as under 2. Subsequently,
out of the 20 parents and 20 children molecules, those 20
molecules that have the best values of the performance function
are kept as the parents for the next generation.

6 If the twenty new parent molecules in 5 are unchanged for 10
generations the calculation will be terminated, otherwise, re-
turn to 3.

2.2. The performance function

The efficiency of an OPV can be expressed as [46]:

h¼ Jsc FF Voc

Pin
(1)

The photovoltaic parameters quantifying the power conversa-
tion efficiency of solar cells are the short-circuit current density
(Jsc), the open-circuit photovoltage (Voc), the fill factor (FF), and the
intensity of the incident light (Pin). All these parameters depend on
all parts of the photovoltaic cell, i.e., the nature of the electrodes,
the electrolyte, and the organic molecules. With electronic-
structure methods, it is not possible to study such a complex sys-
tem efficiently. Therefore, we shall use an approach similar to what
we presented recently for substituted porphyrins [47], i.e., use a
QSPR model for describing the cell efficiency through properties of
the individual, isolated molecules.

Accordingly, we shall calculate the performance function from
the values of five molecular parameters that will be described
below. Subsequently, h will be approximated through a function of
those five parameters as given through a QSPR model [47] and this
is the quantity that shall be optimized in the PooMa calculations.

The five parameters that we consider as being relevant to h are:
As the first parameter, we consider the energy gap G between

the highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO). In general, the lower value
the better is the efficiency,

G ¼ εLUMO - εHOMO (2)

Fig. 1. The backbone of the cyanopyridone with the four sites available for the sub-
stitutions. qA and qB are dihedral angles quantifying the coplanarity of the compound,
and LA and LB are bond lengths, whose values quantify the charge transfer following an
electronic excitation.
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Second, we use the absorption of sunlight per valence electron,

A¼
P

i;a fia : P ð εa # εi Þ
Ne

(3)

Here, we divide the property by the number of valence electrons
Ne in order to arrive at an intensive property to avoid that the
largest molecules are predicted to be the best candidates. More-
over, i and a denote occupied and unoccupied orbitals, respectively.
fia is a weight factor that may be the oscillation strength. In that
case, it is calculated using the framework of the approximated TD-
DFT (time-dependent density-functional theory) method [48].
Since we consider only single-electron excitations, fia can be
expressed as

fia ¼
4
3
ðεa # εiÞj d

!
iaj

2 (4)

d
!

ia is the transition dipole moment that is approximated as
P
n
R
!

n :

qn:ia in terms of Mulliken transition charges qn;ia and the corre-

sponding coordinates R
!

n of the atom n for the i / a transition.
P(εa - εi ) represents the solar spectrum and is modelled through

a black-body spectrum:

Pðεa # εiÞ¼
8p ð εa # εi Þ3

ð2pħCÞ3

!
exp

"
εa # εi
kB T

#
# 1

$#1
(5)

where kB is the Boltzmann constant, C is the speed of light, and T is
the temperature.

A third parameter is a light-harvesting efficiency (LHE) given as

LHE¼

P
i;a

%
1# 10#fia

&

Ne
(6)

We also consider the average of the orbital overlap Oav that is
calculated as a weighted sum over Oia, i.e., the overlap of each pair
of occupied and unoccupied molecular orbitals over all transitions
from i to a weighted by the transition probability fia P(εae εi) and
divided by the number of valence electrons

Oav¼
P

i;a fia Pð εa # εi Þ Oia

Ne
(7)

here, Oia ¼
P
n

''qn;i : q n;a
'', where qn,i and qn,a are the atomic

gross Mulliken populations of the atom n for the transition i / a.
Finally, as the fifth parameter, we use the average value of the

orbital distance Dav. We expect that the recombination rate will be
reduced when the spatial distance Dia between occupied and un-
occupied orbitals becomes large. Dav is calculated as in Eq. (7) but
with Oia replaced by

Dia ¼

'''''
X

n
qn;a R

!
n #

X

n
qn;i R

!
n

''''' (8)

giving

Dav ¼
P

i;afia P ð εa # εi Þ Dia

Ne
(9)

In experimental studies, the systems contain other parts (elec-
trolyte, electrodes) that also contribute to the performance of the
systems. It is thus an approximation to model the performance
through properties of just the isolated dyes. However, for different
systems based on similar electrolytes and electrodes, we believe
that our approach will be able to describe the variation in the
performance when varying the dyes. Therefore, our QSPR model,
described in detail in Fan et al. [47], is based on modeling the
measured performances of 206 systems that mainly differed in the
dye but otherwise were very similar. The resulting non-linear QSPR
contained five electronic properties (independent variables) with
an R2 ¼ 0.23 for the training set (MAE ¼ 1.63; RMSE ¼ 1.98), and
Q2 ¼ 0.42 for the validation set (MAE ¼ 1.58; RMSE ¼ 1.78) and
Q2 ¼ 0.42 for the test set (MAE ¼ 1.61; RMSE ¼ 1.87). While the
model developed by Fan et al. is not perfect, the model aided the
design of 15 novel porphyrins for dye-sensitized solar cells with
optimal power conversion efficiency (PCE) [47].

2.3. DFTB approach

In order to determine the parameters of the last section, we shall
use an electronic-structuremethod that is not too expensive, which
is important because of the larger number of systems that will be
treated within the PooMa approach. The method is chosen ac-
cording to its compromise between accuracy and computational
speed. Accordingly, we use the non-self-consistent density-func-
tional tight-binding (DFTB) method of Seifert and co-workers. This
method does not take into account the effects of fluctuations of
charges and the resulting interactions [49,50]. The DFTB method
will be used to determine the equilibrium structures of the

Fig. 2. Flowchart of the genetic algorithm.
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molecular systems and subsequently to calculate the properties
above.With this method, the total energy Etot of a system relative to
the energies of the non-interacting atoms is expressed as

Etot x
Xocc

i

εi #
X

j

Xocc

m
εjm þ 1

2

X

jsk

Ujk
(
R
!

j # R
!

k
)
: (10)

The first term represents the energies of the occupied orbitals of
the system of interest and the second one constitutes the energies
of the isolated neutral atoms. The third term Ujk represents short-
ranged repulsive potentials between atoms k and j. The effects of
the core electrons are includedwithin a frozen-core approximation.
The orbital energies are calculated using the Kohn-Sham equations
for an effective one-particle potential Veff( r

!),

bHjið r
!Þ¼ εi jið r

!Þ (11)

here, the Hamilton operator Ĥ involves the kineticeenergy
operator

bT ¼ # ħ2

2m
V2 (12)

and the potential-energy operator that is written as the super-
position of the potentials of the isolated, neutral atoms

Veff ð r
!Þ¼

X

m
Vmðj r!# R

!
mjÞ (13)

R
!

m is the position of the mth nucleus. The Kohn-Sham orbitals
ji( r

!) are expanded in a basis set of atom-centered functions.

2.4. DFT method

The PooMa calculations combine the genetic algorithm for
optimization with the DFTB method for electronic-structure cal-
culations for the different molecules. The output of the PooMa
calculations is a smaller set of molecules with optimal properties.
The philosophy behind PooMa is to avoid relying on heavy com-
putations since although the genetic algorithm allows for reducing
drastically the number of molecules that shall be treated, this
number is still typically some 1000s (in the present study, we
considered 860 molecules). Therefore, combining the genetic al-
gorithm with the DFTB method makes PooMa efficient.

In order to get more insight into the properties of the systems
that result from the PooMa calculations, we have studied those
using density-functional-theory (DFT) and time-dependent den-
sity-functional-theory (TD-DFT). The structural optimization of the
ground states was carried through with the B3LYP (Becke 3-
parameter Lee-Yang-Parr) exchange-correlation functional [51]
and the 6-311G(d,p) basis set. Some recent studies have demon-
strated the ability of the CAM-B3LYP method to predict excitation
energies and absorption spectra of conjugated molecules [52e54].
Therefore, excited state calculations were carried out for the opti-
mized structures of the ground states using the CAM-B3LYP
method with a 6-311G(d,p) basis set in order to predict the verti-
cal excitation energies and the absorption spectra. Solvent effects
were taken into account for methanol as a solvent [36] using the
conductor-like polarizable continuummodel CPCM that represents
an efficient tool to treat solvent effects for both excited and ground
states [55].

All DFT and TD-DFT calculations were performed using the
Gaussian09 software package [56]. The resulting output was
analyzed further with the help of the Multiwfn software package
[57].

2.5. Excitation and emission processes

We shall use an earlier proposed model to analyze excitation
properties [58]. At first, we define the change in the electron den-
sity due to a vertical excitation,

Dr(r) ¼ rex (r) e rgs (r) (14)

rex(r) and rgs(r) are the densities of the excited state and the ground
state, respectively. Of obvious reasons, the spatial integral of Dr(r)
will vanish, implying that Dr(r) will have regions where it is posi-
tive and regions where it is negative. Therefore, Dr(r) can be
separated into one part that equals Dr(r) where this is positive and
otherwise being zero and another part that equals Dr(r) where this
is negative and otherwise being zero. Calling those two parts rþ(r)
and r-(r), respectively, their barycenters are

Rþ ¼

ð
rrþðrÞdr
ð
rþðrÞdr

(15)

R# ¼

ð
rr#ðrÞdr
ð
r#ðrÞdr

(16)

The length of the charge transfer excitation DCTcan be defined as

DCT ¼ |R þ - R- | (17)

As a measure for the transferred charge upon excitation we use

qCT ¼
ð
rþ ðrÞ dr ¼ #

ð
r# ðrÞdr: (18)

For one-electron excitations, qCT lies between 0 and 1.
The change in the dipole moment due to the excitation can be

quantified through

m CT ¼DCT qCT : (19)

Another important quantity is the reorganization energy l.
Here, we will define these for hole and electron transfer processes
that are relevant when the charge is moving from one molecule to
the next. These energies can be calculated from (see Fig. 3) [59]:

Fig. 3. Schematic representation of the energies of the neutral, and the cationic
(anionic) systems used in the calculation of the reorganization energies.
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lþ ¼
(
Eoþ # Eoo

)
þ
(
Eþo # Eþþ

)
(20)

l# ¼
(
Eo# # Eoo

)
þ
(
E#o # E##

)
(21)

here, Eoo , E
þ
þ , and E## represent the energies of the neutral, the

cationic, and the anionic species in their equilibrium structures,
respectively. Eoþ(Eo#) is the energy of the neutral molecule in the
optimized cationic (anionic) geometry. Similarly, Eþo (E#o ) is the total
energy of the cation (anion) in the geometry of the neutral mole-
cule. For a fast and efficient charge transfer, the reorganization
energies should be small.

Vertical excitation energies describe UV/Vis absorption spectra
as indicated in Fig. 4. These energies are calculated using TD-DFT
for the ground-state structures.

The oxidation potential EOX of the ground state can be estimated
as the negative of EHOMO by using Koopmans’ theorem, while the
oxidation potential of a molecule in an excited state, EOX* can be
estimated from

EOX* ¼ EOXeE0: (22)

E0 is the energy corresponding to the maximum in the absorption
spectra [60].

The emission energy from the excited to the ground state can be
calculated through the vertical S1 to S0 transition using the relaxed
structure of the excited state [61]. The spontaneous emission decay
rate from the excited state to the ground state can then be deter-
mined from

kr ¼
4
3
E3Flu
C3 m210: (23)

here,EFlu is the energy related to the fluorescence process, i.e., the
vertical energy of the emission from the excited to the ground state.
Moreover, C and m10 represent the speed of light and transition
dipole, respectively. The radiative lifetime tr of the emission pro-
cess can then be obtained from Ref. [62,63]

tr ¼
1
kr

(24)

2.6. Condensed Fukui functions

Parr and Yang [64,65] introduced the Fukui function f (r) within
the framework of density functional theory. f (r) of a molecular
system gives information on the reactivity of different sites in the
system of interest. It is defined as

f ðrÞ¼
!
vrðrÞ
vN

$

vðrÞ
(25)

r(r) equals the electron density at r, N is the total number of
electrons of the system, and v(r) represents the external potential.
Thus, the Fukui function describes where electrons preferably will
be added or removed when their number changes. Parr and Yang
used a finite difference approximation to calculate the Fukui
functions. Depending on the charge-change process, different Fukui
functions may be defined. Thus, f þ(r) describes a nucleophilic
attackwhere electrons are added to the system, and f #(r) describes
an electrophilic attack where electrons are removed from the sys-
tem. To a first approximation, we have

fþðrÞ ¼ rNþ1ðrÞ # rN
%
r
&
zrLUMOðrÞ (26)

f#ðrÞ ¼ rNðrÞ # rN#1ðrÞzrHOMOðrÞ (27)

More recently, Yang and Mortier [66] presented a procedure for
calculating the so-called condensed Fukui functions for individual
atoms in the molecule based on separating the integral of the Fukui
function over the complete space into atomic components.
Denoting the atomic charges for the atom a according to the charge
decomposition of Hirshfeld qa(Nþ1), qa(N-1), and qa(N) for the
anion, the cation, and the neutral system, respectively, the
condensed Fukui functions of each atom are defined as

f #
a ¼ qaðN#1Þ # qaðNÞ (28)

f þ
a ¼ qaðNÞ # qa ðNþ1Þ (29)

Equations (28) and (29) are used for electrophilic and nucleo-
philic attacks, respectively.

3. Results and discussion

3.1. The results of the PooMa optimization

At first, we shall discuss the systems that were identified in the
PooMa calculations as being the ones with the best performances.
They are shown in Fig. 5. The 20 different systems have different
values for the properties that are used in the QSPR model for the
PCE.

All the obtained molecules have a D e p e A structure, i.e.,
consist of an electron donor (D) and acceptor (A) linked through a
conjugated bridge (p). Most of the optimized molecules have
N(CH3)2, OCH3, or COOH as electron donor and NO2, CHO, or COOH
as an electron acceptor. This is different from our findings for
substituted porphyrins [47] implying that also the conjugated
bridge is important.

3.2. Geometrical and electronic properties

The cyanopyridone derivatives that were obtained in the PooMa
calculations were subsequently studied using the more accurate
theoretical methods. For the charge separation following the elec-
tronic excitation due to the absorption of energy, some of the
geometrical parameters are of crucial importance, including the

Fig. 4. Schematic representation of absorption and emission processes. RGs and REs are
the geometries of the ground and excited states, respectively. EGs and EEs are the
corresponding energies of the excited and ground state. EAbs, EFlu, and EAdibatic are the
energies of absorption and fluorescence emission, and adiabatic transition,
respectively.
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two bond lengths LA and LB and the two dihedral angles ƟA and ƟB
that were shown in Fig. 1. The values of those, both in the ground
state (S0) and in the first excited (S1) state, are tabulated in Table 1.

The values ofLA and LB for the excited state are slightly smaller

than those of the ground state, which suggests that these bonds
change towards C]C bonds. This implies an increased p-electron
delocalization and a stronger interaction between the two parts
separated by the cyanopyridone ring. This will favor the

Fig. 5. The best performing molecules according to the PooMa calculations.
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intramolecular charge transfer. The coplanarity of the cyanopyr-
idone derivatives is quantified through the values of the dihedral
anglesƟA and ƟB. For the ground state, no molecule is coplanar but
have dihedral angles in the range of 30e47 deg. Upon excitation
from S0 to S1, we see a decrease in these values that then lie in the
range 9e30 deg. Also, this favors the charge transfer processes.

The values of the condensed Fukui functions are listed in Table 2.
We notice that those parts of the molecules with the R3 and R4
groups are the electron-donating parts, whereas those parts with
the R1 and R2 groups are the electron-accepting parts. However,
both for electron-donating and -accepting processes, the core plays
a major role. The Fukui functions themselves are shown in Figs. 6
and 7. These figures confirm the interpretation above but give
also a more detailed picture of the charge-transfer processes.

Since the absolute values of the HOMO and LUMO energies, as
well as the energy gap separating them, are important for organic
solar cells we show those in Fig. 8. The calculated band gaps of our

systems lie in the range 1.88e2.82 eV and are smaller than that of
the unsubstituted cyanopyridone which has a 3.24 eV energy gap.
The highest band gap among the cyano derivatives we find for CP20
and the lowest band gaps for CP1, CP2, CP3, and CP14. We stress
that a decrease in the band gap leads to an improvement in Voc and
Jsc.

3.3. Optical and charge transport properties

Next, using TD-DFT/CAMwe studied the electronic transitions of
our systems when being dissolved in methanol. The calculated
values of the absorption wavelengths, vertical excitation energies
(Eex), and oscillator strengths (Os) for the main absorption peak as
well as the light harvesting efficiencies (LHE) are tabulated in
Table 3. All the vertical excitation energies are lower than that of
the unsubstituted system (3.486 eV) being in the range
2.894e3.268 eV with the lowest values for CP8, CP18, and CP19.
These excitations can be attributed to p - p* transitions. The
bathochromic shift in comparison with the unsubstituted cyano-
pyridone can be explained through an increase in the conjugation
length of the systems. In addition, systems with two electron-
donating groups in part A and two electron-withdrawing groups
in part B show the highest bathochromic shift. The corresponding
longer wavelength will facilitate the conversion of photo energy to
electric current in the solar cells. For a system to have high ab-
sorption and Jsc, it should have large LHE, but as can be seen in
Table 4, the LHE values of our systems are fairly close
(0.778e0.898).

Fig. 9 shows the values of the oxidation potentials in the excited
states for the substituted cyanopyridones. The most oxidizing
compounds are CP1, CP2, CP13, and CP16, which implies that these
compounds have the best electron-donation properties among the
suggested systems. The optical properties suggest that all systems
can serve for the conversion of sunlight into electrical energy.

The emission spectra for the S1/S0 transition is for all systems
assigned to p*-p transitions. Table 4 shows that the luminescence
transitions range from blue to green bands (418e559 nm). The
Stokes shift of all systems falls in the range of 38e131 nm. The
relatively large values of the Stokes shift may be attributed to sig-
nificant structural rearrangements in the S1 state [67]. The
computed radiative lifetimes (tr) are listed in Table 5 with the

Table 1
The bond lengths LA and LB in Å and dihedral angles ƟA and ƟB in deg. for the molecules of Fig. 5 in both the ground state (S0) and the first excited state (S1).

Cyanopyridone
Derivatives

S0 S1

LA LB qA qB LA LB qA qB

CP1 1.472 1.473 #32.779 42.883 1.432 1.440 #15.451 19.628
CP2 1.472 1.473 #32.844 42.322 1.426 1.448 #12.446 25.824
CP3 1.469 1.473 #31.014 42.693 1.427 1.448 #11.901 24.365
CP4 1.468 1.473 #31.039 42.768 1.432 1.440 #15.108 19.256
CP5 1.468 1.474 #30.854 43.400 1.458 1.437 #25.361 10.493
CP6 1.468 1.475 #30.684 47.350 1.457 1.435 #24.887 12.744
CP7 1.472 1.474 #32.644 46.429 1.433 1.438 #16.078 20.340
CP8 1.468 1.474 #30.773 44.584 1.461 1.437 #27.731 #14.969
CP9 1.469 1.472 #30.966 43.248 1.426 1.447 #11.423 24.590
CP10 1.469 1.472 #30.690 42.258 1.427 1.445 #12.205 23.768
CP11 1.468 1.473 #30.806 42.635 1.436 1.445 #15.262 20.798
CP12 1.469 1.473 #31.222 41.693 1.442 1.454 #9.940 29.434
CP13 1.473 1.472 #33.476 41.774 1.442 1.453 #10.643 29.544
CP14 1.470 1.473 #31.734 43.281 .1444 1.438 #18.816 13.946
CP15 1.470 1.473 #31.811 42.595 1.427 1.450 #11.569 24.759
CP16 1.472 1.472 #32.781 41.435 1.422 1.454 #10.426 30.196
CP17 1.473 1.472 #32.511 42.067 1.426 1.446 #12.391 25.221
CP18 1.467 1.474 #30.532 45.151 1.461 1.438 #28.382 #15.171
CP19 1.468 1.473 #30.792 43.151 1.449 1.434 #20.295 10.798
CP20 1.469 1.472 #31.296 41.242 1.422 1.453 #9.377 28.595

Table 2
The values of the condensed Fukui function for the compounds CP1-CP20.

Compound Core R1 R2 R3 R4

fþ f- fþ f- fþ f- fþ f- fþ f-

CP1 0.53 0.51 0.31 0.00 0.14 0.00 0.00 0.08 0.00 0.40
CP2 0.54 0.51 0.21 0.00 0.23 0.00 0.00 0.08 0.00 0.40
CP3 0.52 0.59 0.21 0.00 0.24 0.00 0.00 0.09 0.00 0.30
CP4 0.62 0.59 0.30 0.00 0.06 0.00 0.00 0.09 0.00 0.30
CP5 0.52 0.59 0.32 0.00 0.14 0.00 0.00 0.04 0.00 0.30
CP6 0.55 0.58 0.32 0.00 0.10 0.00 0.00 0.04 0.00 0.30
CP7 0.56 0.51 0.31 0.00 0.10 0.00 0.00 0.08 0.00 0.40
CP8 0.52 0.58 0.30 0.00 0.15 0.00 0.00 0.09 0.00 0.30
CP9 0.68 0.59 0.25 0.00 0.05 0.00 0.00 0.09 0.00 0.30
CP10 0.68 0.59 0.28 0.00 0.02 0.00 0.00 0.09 0.00 0.30
CP11 0.52 0.53 0.21 0.00 0.24 0.00 0.00 0.24 0.00 0.20
CP12 0.67 0.59 0.14 0.00 0.17 0.00 0.00 0.09 0.00 0.30
CP13 0.70 0.51 0.13 0.00 0.14 0.00 0.00 0.08 0.00 0.39
CP14 0.52 0.52 0.32 0.00 0.14 0.00 0.00 0.23 0.00 0.22
CP15 0.53 0.52 0.21 0.00 0.24 0.00 0.00 0.23 0.00 0.16
CP16 0.69 0.51 0.13 0.00 0.15 0.00 0.00 0.08 0.00 0.40
CP17 0.69 0.51 0.26 0.00 0.02 0.00 0.00 0.08 0.00 0.40
CP18 0.52 0.53 0.30 0.00 0.15 0.00 0.00 0.24 0.00 0.20
CP19 0.62 0.53 0.30 0.00 0.06 0.00 0.00 0.24 0.00 0.20
CP20 0.70 0.59 0.19 0.00 0.08 0.00 0.00 0.09 0.00 0.30
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highest values found for CP18, CP8, CP6, and CP5. The high values of
the radiative lifetimes correspond to low values of the LHE.

Table 5 shows the values of the transferred charge qCT upon the
S0 / S1 excitation. In all cases, it lies in the range 0.279e0.317 a.u.,
i.e., it shows only small scatter. The largest value for the charge
transfer length is found for CP18 (0.919 Å) and the lowest for CP16
(0.314 Å). The values for this property correlate strongly with the
variation in the transition dipole moment mCT due to excitation as
well as with the values of the reorganization energies of holes as

can be seen from Fig. 10.
The values of the reorganization energies for electrons and holes

are tabulated in Table 5. We recognize that the compounds CP1,
CP16, CP2, CP7, and CP17 have the lowest hole reorganization en-
ergies. Malgoli and Br!edas reported that a lþ value of 0.29 eV for
TPD implies a good hole-transport material [68].Whenwe compare
that value with our results for the five compounds mentioned
above, we conclude that these compounds represent good hole-
transport materials, too. The lowest reorganization energies for

Fig. 6. The Fukui function f- for the various cyanopyridone derivatives.
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electrons were found for CP2, CP15, CP11, CP3, and CP20. Of all
systems, CP2 possesses the best hole and electron transport prop-
erties. The systems CP4, CP8, and CP12 have a small difference
between l- and lþ values, which suggests that these systems
possess good properties for ambipolar charge-transport processes.

4. Conclusions

In summary, we have used a recently developed inverse-design
approach (PooMa) for designing a novel series of small conjugated
molecules based on the cyanopyridone scaffold and including 18
different substituents at four sites (see Fig. 1). The aim was to

Fig. 7. The Fukui function fþ for the various cyanopyridone derivatives.
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identify those substituted molecules that perform best in solar-
energy harvesting. To this end, we applied a QSPR model that is
constructed for predicting the performance of a solar cell from five
properties of the isolated molecules that in turn were calculated
using the computational efficient DFTB method. The calculations
predicted twenty systems with the best efficiencies. In order to get
more detailed information about the suggested systems, DFT and
TD-DFT calculations were carried through for the 20 molecules that
gave more information on structure, molecular orbitals, as well as
on electronic, optical, and charge transfer processes. The results
show that the systems have the advantage of having high values of
Jsc due to their small HOMO-LUMO gaps, and the low HOMO en-
ergies lead to a high value of VOC. All the suggested systems showed
a red shift in lmax in comparisonwith the unsubstituted compound.
The values of the radiative lifetime through the emission process
and of the Stokes shift show a large spread. The reorganization
energies show that some systems are good in hole transport and
some can be used in ambipolar charge transport. The transport
charge is largely constant for all the systems, while the charge

Fig. 8. The energies of the frontier molecular orbitals HOMO and LUMO for the 20
cyanopyridone derivatives.

Table 3
Absorption spectra data as obtained with the TD-DFT method for the cyanopyridone
derivatives (CP1-CP20) together with results for the unmodified cyanopyridone
compound (CP0). lmax (nm) is the wavelength of maximum absorption, Eex the
electronic transition energy (eV) for the S0 / S1 transition, Os the corresponding
oscillator strength, and LHE is the light harvesting efficiency.

Compound lmax Eex Os LHE

CP0 356 3.486 0.928 0.822
CP1 386 3.215 0.675 0.789
CP2 380 3.267 0.788 0.837
CP3 400 3.100 0.847 0.858
CP4 405 3.064 0.819 0.848
CP5 410 3.024 0.663 0.783
CP6 412 3.008 0.670 0.786
CP7 388 3.200 0.673 0.788
CP8 415 2.989 0.654 0.778
CP9 397 3.124 0.946 0.887
CP10 399 3.105 0.914 0.878
CP11 412 3.001 0.876 0.867
CP12 393 3.156 1.017 0.904
CP13 371 3.344 0.955 0.889
CP14 397 3.126 0.723 0.811
CP15 389 3.191 0.892 0.872
CP16 375 3.302 0.853 0.860
CP17 379 3.268 0.819 0.848
CP18 428 2.894 0.657 0.780
CP19 417 2.976 0.859 0.862
CP20 392 3.166 0.994 0.898

Table 4
Emission spectra data obtained with the TD-DFT method for the substituted cya-
nopyridones. lmax (nm) is the wavelength at the maximum emission, DE (Eflu) the
emission energy in eV of the S1 / S0 transition, Os the corresponding oscillator
strength, tr the radiative lifetime (ns), and SS is the Stokes shift (nm).

Compound lmax DE Os tr SS

CP1 427 2.903 0.862 3.42 41
CP2 418 2.956 0.980 2.86 38
CP3 450 2.755 1.064 3.11 50
CP4 460 2.690 1.017 3.45 55
CP5 503 2.463 0.886 5.13 93
CP6 505 2.456 0.892 5.11 93
CP7 477 2.598 0.860 4.76 89
CP8 516 2.400 0.873 5.56 101
CP9 448 2.767 1.133 2.91 51
CP10 504 2.462 1.102 4.22 105
CP11 489 2.537 1.117 3.69 77
CP12 443 2.799 1.203 2.67 50
CP13 411 3.020 1.124 2.41 40
CP14 486 2.549 0.925 4.58 89
CP15 461 2.688 1.085 3.39 72
CP16 415 2.990 1.057 2.61 40
CP17 419 2.958 0.996 2.84 40
CP18 559 2.219 0.897 6.64 131
CP19 516 2.401 1.076 2.48 99
CP20 441 2.809 1.181 2.70 49

Fig. 9. The oxidation potential in the excited state of the substituted cyanopyridones.

Table 5
Charge-transfer parameters of the substituted cyanopyridones. The properties are
the charge transfer excitation length (DCT) in Å, the charge-transfer dipole moment
(mCT) in Debye), the transferred charge (qCT) in a.u., the reorganization energy for
electrons l- and holes lþ in eV.

Compound DCT mCT qCT l- lþ

CP1 0.412 0.594 0.300 0.542 0.253
CP2 0.317 0.460 0.303 0.484 0.251
CP3 0.809 1.147 0.295 0.490 0.647
CP4 0.754 1.087 0.300 0.625 0.646
CP5 0.844 1.200 0.296 0.542 0.646
CP6 0.899 1.267 0.294 0.544 0.645
CP7 0.411 0.589 0.298 0.542 0.251
CP8 0.770 1.117 0.302 0.663 0.648
CP9 0.812 1.143 0.293 0.547 0.641
CP10 0.796 1.065 0.279 0.555 0.642
CP11 0.919 1.363 0.309 0.488 0.742
CP12 0.621 0.897 0.301 0.622 0.645
CP13 0.262 0.368 0.293 0.582 0.422
CP14 0.719 1.024 0.297 0.542 0.683
CP15 0.673 0.967 0.299 0.487 0.680
CP16 0.314 0.457 0.303 0.598 0.253
CP17 0.346 0.475 0.286 0.544 0.244
CP18 0.924 1.405 0.316 0.664 0.739
CP19 0.843 1.282 0.317 0.624 0.743
CP20 0.761 1.079 0.295 0.490 0.647
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transfer length shows some scatter and varies in the same way as
the dipole moment through the excitation process.

We hope that the proposed systems will be further studied
experimentally to help upgrade the efficiency in solar-energy
harvesting.
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Chapter 4

Summary

My research focused on designing molecules for properties by applying our inverse-design
approaches to solar cells.

In the first stage, Dr. Huwig and I together developed PooMa (2.0) that can optimize
organic molecules for a specific electronic property. PooMa (2.0) includes the automatic
approach for generating molecules with the same backbone but having different substitutes,
the genetic algorithm, the electronic-structure calculator, and an intensive property that shall
be optimized. It can identify the optimum sets of functional groups for electronic properties
related to dye-sensitized solar cells, including HOMO-LUMO gap, sunlight absorption, light
harvest efficiency, orbital overlap, orbital distance, LUMO distribution, and the reorganization
energy. Although the test system benzene was simple and far from practical applications, it
is a benchmark that PooMa (2.0) offered one general solution to inverse design of organic
molecules, compared with clusters as playgrounds in PooMa (1.0).

In the second stage, I improved our inverse-design approach to PooMa (2.1) that added
a QSPR model (a mathematical relation) trained to predict the cell efficiency h from five
electronic properties. Thus, our inverse-design approach could be applied to tackle the
tremendous challenge to find optimal dye sensitizers in DSSC. The results led to the prediction
of 15 porphyrins, none of which has been designed or studied before. DFT and TD-DFT
methods were used to analyze the 15 porphyrins and it is found that their electronic properties
were very promising. A pity is that they were too complicated to be synthesized successfully,
so we didn’t get experimental validation at the end. However, the purpose was achieved
to identify optimal molecules through our inverse design in the large chemical space and
provide suggestions for molecular design beyond chemical or physical intuition.

Later, I introduced PooMa (2.1) to Dr. Khazaal and guided him to apply it to his
systems. Our inverse-design approach helped him to identify 20 thiophene oligomers for bulk-
heterojunction solar cells and 20 cyanopyridone for organic solar cells. “It is clearly a strong
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simplification to attempt to describe the performance of solar cells only using the properties
of an individual molecule.” [10] Actually many factors can affect the cell performance,
such as electrolyte, semi-conductor, the aggregation of molecules, etc. However, including
more parts of solar cells in the modeling will increase the computational cost dramatically.
Moreover, the rationale behind PooMa is not to identify exact molecules for solar cells, but to
provide interesting suggestions for molecular design after exploring a larger part of chemical
space than what usually is done [10].

In the third stage, I improved our inverse-design approach to PooMa (3.0) which used
an easier and more efficient way to describe and construct molecules through SMILES
(Simplified Molecular Input Line Entry System). Thereby, almost every class of materials
— even macro-molecules or monomers — can be studied easily. PooMa (3.0) adopted
the genetic algorithm that is more adaptive to SMILES while keeping its efficiency, and
calculated seven important molecular properties that all have impacts on the h , including
sunlight absorption A, the absorption energy corresponding to the wavelength for which
the absorption maximum is found lmax, the light harvest efficiency LHE, the degree of
unsaturation DU, the dipole moment of ground state µ , the HOMO-LUMO energy gap G
and the thermo-dynamic driving force for electron injection DGin j. [15] Since this approach
also take into account the self-consistent charge, the new electronic-structure calculator is
more accurate for the study of excited states and charge transfer processes with acceptable
computational cost.

By making use of the PooMa (3.0), I was able to easily study the assumption that in
organic (often conjugated) molecular design the same sets of functional groups for similar
backbones are identified as providing the best materials. The results show that for A, lmax,
LHE and G, it has remarkable impacts on the values of the properties and/or the optimal sets
of functional groups by replacing 0, 1, or 2 CH groups of benzene backbone with N atoms.
But for other properties, these effects are less pronounced. In the future when attempting to
apply PooMa (3.0) on identifying breakthrough dye sensitizers in DSSC or other solar cells,
it needs a QSPR model as in PooMa (2.1) to predict the h from the currently determined
seven electronic properties.

Although we have used DSSC as the motivation and playground, our inverse-design
approach is not limited to solar cells or optical properties. In principle, every conceivable
property can be optimized and other areas can be explored, such as heterogeneous catalysis,
hydrogen storage, etc. [12]
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