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Abstract 

A limiting parameter for the performance of micromechanical oscillators is the damping induced 

by the surrounding medium. In this work, the damping losses of micromechanical oscillators with 

piezoelectric actuation and detection are investigated in nine different gas atmospheres over a pres-

sure range of six decades. In addition, the influence of the distance to a spatial boundary is exam-

ined, covering a range from narrow gaps with squeeze film damping to an almost freely oscillating 

structure. This reveals a superposition of four different damping mechanisms, which occur in var-

ying strength depending on pressure, distance and eigenmode. Using an analytical approach, the 

individual damping phenomena can be separated from each other and subsequently evaluated in a 

targeted manner. Based on these results, new insights are gained for the molecular flow regime as 

well as the transitional flow regime, which include the impact of the number of active degrees of 

freedom of the gas molecules as well as thermal resonance effects. In addition, an electrical equiv-

alent circuit was designed for the entire measurement range, which shows very good agreement 

with the experimental data. Finally, the damping effects are exploited for applications in sensor 

technology and a wide range pressure sensor using the nonlinear regime of the oscillators as well 

as a concept for the measurement of the oxygen concentration are presented. 
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Kurzfassung 

Eine für die Leistungsfähigkeit mikromechanischer Oszillatoren limitierende Größe stellt die 

Dämpfung durch das umgebende Medium dar. In dieser Arbeit werden daher die Dämpfungsver-

luste mikromechanischer Oszillatoren mit piezoelektrischer Anregung und Detektion in neun ver-

schiedenen Gasatmosphären über einen Druckbereich von sechs Dekaden untersucht. Zusätzlich 

wird der Einfluss des Abstandes zu einer räumlichen Begrenzung betrachtet und dabei ein Bereich 

von engen Spalten mit Squeeze Film Dämpfung bis hin zu fast frei schwingenden Strukturen un-

tersucht. Dabei ergibt sich eine Überlagerung von vier verschiedenen Dämpfungsmechanismen, 

welche in Abhängigkeit von Druck, Abstand und Eigenmode in unterschiedlich starker Ausprä-

gung auftreten. Durch einen analytischen Ansatz lassen sich die einzelnen Dämpfungsphänomene 

voneinander separieren und in der Folge gezielt auswerten. Anhand dieser Ergebnisse wurden für 

den molekularen sowie den Übergangsbereich neue Erkenntnisse gewonnen, welche die Anzahl 

aktiver Freiheitsgrade der Gasmoleküle sowie thermische Resonanzeffekte miteinbeziehen. Dar-

über hinaus wurde für den gesamten Messbereich ein elektrisches Ersatzschaltbild konzipiert, das 

eine sehr gute Übereinstimmung mit den experimentellen Daten zeigt. Abschließend werden die 

Dämpfungseffekte für Anwendungen in der Sensorik erschlossen und ein Mehrbereichsdruck-

sensor mit Hilfe des nichtlinearen Bereichs der Oszillatoren sowie ein Konzept zur Messung des 

Sauerstoffgehaltes präsentiert. 
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1 Introduction 

The continuous development and miniaturization of numerous sensor concepts is paving the way 

for the success of micromechanical oscillators, which can now be found in many technical appli-

cations. For example, micromechanical oscillators are used in basic research as the core of scanning 

probe microscopy (SPM) [1], as precise microbalances in many biological investigations [2], in 

inertial and pressure sensors [3] and as energy harvesters for operating autonomous systems [4]. In 

general, two actuation principles are widely used, electrostatic and piezoelectric [5]. The electro-

static micro-oscillators working with capacitive attraction forces possess a relatively high quality 

factor as well as a high frequency stability [6]. Therefore, this actuator principle has prevailed 

especially in timing applications. Disadvantages of the electrostatic actuation principle are the high 

operating voltage, occurring nonlinearities and a complex manufacturing technology due to the 

requirement of narrow gaps between the capacitive plates in the range of a few µm. Furthermore, 

the narrow gaps also lead to significant damping, the squeeze film damping, which requires the 

oscillators to be encapsulated under a good vacuum to increase the quality factor and thus the per-

formance of the device [7]. Piezoelectric micro-oscillators, on the other hand, are characterized by 

low actuation voltages, high electromechanical coupling and by their compatibility to complemen-

tary metal-oxide-semiconductor (CMOS) process technology using aluminum nitride as piezoelec-

tric material. A disadvantage is the relatively low quality factor due to the residual stress of the 

applied piezoelectric layer, which can be adjusted by the deposition parameters [8]. 

A primary aim of this dissertation is the investigation of the individual damping losses and their 

associated fundamental physical description. From this, conclusions can be drawn about the reduc-

tion of the damping effects. These findings lead to an optimization of the quality factor and conse-

quently to an enhancement of the performance of the micro-oscillators. Furthermore, another point 

is the utilization of the damping effect to gain information about the properties of the surrounding 

fluid. This aspect has been largely studied in liquids, leading to applications for example in the 

monitoring of operating fuels [9]. For gases, this point has been mostly neglected, so far. 

With respect to pressure, damping in gas atmospheres can basically be divided into three regions: 

the viscous flow regime, the molecular flow regime and the transitional flow regime in-between. 

The transitional flow regime is not fully described by either of the two theories and is only partially 

covered at the edges. The flow regimes are defined by the ambient pressure, which gives the num-

ber of gas molecules available for an interaction in a certain volume and by a geometrical boundary. 

Both influences are merged in the so-called Knudsen number, which is applied to distinguish the 

individual flow regimes [10]. In the scope of this dissertation, a range of six pressure decades from 

10-3 to 900 mbar is covered as well as a range for the distance to a boundary from 150 µm up to 

3500 µm. This results in a range of the Knudsen number from 100 (molecular flow regime) down 

to 10-4 (viscous flow regime). In addition, the damping is strongly influenced by the physical and 

thermal properties of the gas atmosphere, for which nine different gases are explored in the inves-
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tigations. These are the noble gases helium (He), neon (Ne), argon (Ar), krypton (Kr) and the pol-

yatomic gases hydrogen (H2), nitrogen (N2), carbon dioxide (CO2), nitrous oxide (N2O) and sulfur 

hexafluoride (SF6). 

The damping is experimentally measured via resonance curves. From these curves, the quality fac-

tor and the resonance frequency are extracted as a function of the ambient pressure and the distance 

to a geometrical boundary. These results are then analyzed regarding correlations with the type of 

gas and the pressure level. The data reveal an interesting interaction of four different types of 

damping losses, which have varying impact depending on the ambient conditions. According to 

the dominating effect, different parameters can be extracted from the damping phenomena: the 

viscous flow regime is suitable for the determination of macroscopic properties such as density and 

dynamic viscosity, whereas in the transitional flow regime, where thermal resonance effects pre-

vail, thermal properties can be obtained. In the molecular flow regime, molecular properties such 

as the number of active degrees of freedom can be deduced. Based on these findings, innovative 

sensor principles are proposed, which are able to identify the physical and thermal properties of 

the environmental gas atmosphere by evaluating the damping losses. Additionally, a nonlinear ef-

fect of piezoelectric micro-oscillators is investigated in dependence of the ambient pressure, lead-

ing to a novel pressure sensing concept with a very wide measurement range, exceeding the me-

chanical sensors commercially available on the market. Finally, the micro-oscillators are studied 

in a mixture of nitrogen and oxygen to test the possibility of their use as sensors for the measure-

ment of oxygen concentrations. 

The dissertation is structured as follows and starts in chapter 2 with the theoretical fundamentals. 

First, the different flow regimes are illustrated and the basic physical, thermal and magnetic prop-

erties of gases are introduced. This is continued by the mathematical description of the micro-

oscillators based on the model of a linear and a nonlinear oscillator. Finally, the different damping 

mechanisms are presented and related to the different gas properties.  

In chapter 3, the preliminary numerical investigations are presented. These include both, a finite 

element simulation of the eigenfrequency and an estimation of the damping effects based on the 

Navier-Stokes equations. In addition, a newly designed magnetic field concentrator is introduced 

for the study of the paramagnetic effect of oxygen by means of simulations. 

Chapters 4 and 5 contain the experimental details of this dissertation. First, the manufacturing chain 

for the fabrication of the micro-oscillator structures is described and then the methods for quality 

assurance of the individual processing steps are shown. Next, the measurement environment and 

electronic circuit used for recording the damping behavior are introduced and characterized. 

The experimental results and new findings are collected in chapter 6, where six journal publications 

and two sections of unpublished data can be found. More precisely, these are measurements of the 

molecular flow regime, thermal effects in the transitional flow regime, the consideration of higher 

modes, measurements in liquids, an equivalent circuit model for the damping effects and two ap-

plications (pressure senor and oxygen sensor). 

In chapter 7, the thesis is briefly summarized and in chapter 8, an outlook is given for possible 

future projects based on this dissertation. 
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2 Theoretical Background 

In this chapter, the fundamental physical principles of the topic are explained and the latest avail-

able results from the literature are presented. It is divided into three parts, introducing and discuss-

ing the most relevant properties of gases, the theory of the harmonic oscillator and the damping 

mechanisms acting on a micro-oscillator. 

2.1 Properties of Gases 

In the following section, the basic properties of the experimentally measured gases are presented. 

First, the ranges of validity of the different models for the description of the properties are intro-

duced and then the physical, thermal and magnetic properties are discussed. All these properties 

influence the oscillator and can be inferred from its response by evaluating the damping. The in-

fluence and strength of the individual properties differ widely between the flow regimes, thus de-

pending strongly on the pressure of the gas atmosphere. 

2.1.1 Flow Regimes 

The properties of gases in a pressure range from high vacuum (p = 10-3 mbar) to atmospheric pres-

sure and above cannot be uniformly described by a single physical approach. In a dense gas, the 

gas molecules interact with each other and continuum theory is applicable, whereas in a highly 

diluted gas, the gas molecules only interact with the surrounding system and rarely with each other. 

The important parameter for distinguishing between the individual flow regimes is the so-called 

Knudsen number Kn. It is defined by the ratio of the mean free path length lmfp to a characteristic 

length of the observed system l* [11]. The mean free path in turn is a function of the diameter of 

the gas molecules (effective cross section) Ãgas, the pressure p and the absolute temperature T, thus 

yielding 

 �� = �����7 = 	
�:2� ; ����� ; � ; �7, (2.1) 

with kB the Boltzmann constant. 

The Knudsen number divides the entire pressure range into three flow regimes: the molecular flow 

regime occurring in the low pressure range (Kn > 1), the viscous flow regime for higher pressures 

(Kn < 0.01) and in between the transition regime (1 < Kn < 0.01), also called Knudsen flow 

(see Figure 1) [12, 13]. Various values can be found in the literature for the boundaries between 

the flow regimes. In particular, for the transition to the molecular flow, values up to Kn > 10 can 

be found [10]. As will be shown later, the activation process of molecular degrees of freedom is 

investigated. For this purpose, a low intermolecular interaction is assumed, for which Knudsen 

numbers of Kn = 0.5 and 0.01 are taken as boundaries. 
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Figure 1. Knudsen number as a function of ambient pressure for various characteristic lengths. The Knudsen 
number divides the flow into the three schematically drawn regimes. 

The characteristic length l* is usually chosen by the smallest dimension of the system inclosing the 

gas. In this work, l* is given by a variable gap width between the oscillator and a fixed counterplate. 

The behavior of the Knudsen number for different orders of magnitude of the characteristic length 

is shown in Figure 1. As can be seen at the transition into the micrometer range, the molecular flow 

already appears at medium pressures. Thus, for a microsystem, the rarefaction effects of Knudsen 

flow and molecular flow can be realized experimentally already by a relatively moderate vacuum. 

In the viscous flow regime, the gas medium is considered as a continuum, whereby the behavior 

can be described via the Navier-Stokes equations. The microscopic structure is negligible, since 

the gas properties are defined by macroscopic quantities and distribution functions. In the molecu-

lar flow regime, on the other hand, the gas is described by means of the kinetic theory of gases. 

Here, there are no collisions or interactions between the individual gas molecules, but only with 

the geometric boundary. For the mathematical description, the Boltzmann equation is used, which 

can be solved by Monte Carlo simulations. For the transition regime, no closed theoretical descrip-

tion exists since both effects of the molecular and viscous flow regime are overlapping. With the 

help of these models, the physical and thermal properties of the gases can be predicted in the re-

spective flow regime and will be explained in the following section.  

2.1.2 Physical Properties 

In Section 2.2.1 it is shown that the oscillatory behavior of our microstructures depends signifi-

cantly on the damping. An essential part is given by the extrinsic damping of the surrounding gas 

medium. The strength of the damping thereby depends strongly on the physical properties of the 

individual gas atmosphere.  

Table 1 lists the main physical properties of all gases used in this thesis. These are the monatomic 

noble gases He, Ne, Ar and Kr as well as the polyatomic gases H2, N2, CO2, N2O and SF6. The 

gases differ strongly in their molar mass Mmol and their molecular structure. The large dynamic 

viscosity · of Ne is remarkable and leads to strong viscous friction losses. 
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Table 1. Listing of the main physical properties of the gas atmospheres investigated in this thesis for SATP 
conditions including the speed of sound cgas and the number of atoms of the gas molecule Ngas [14]. 

The three essential state variables of a gas - volume V, pressure p and temperature T - are related 

to each other by the general gas equation [15] 

 �� = �	
� = ���������, (2.2) 

with N the number of molecules, nmol the molar amount of the substance and Rgas the gas constant. 

A constant quantity for all gases is the molar volume Vmol, the volume occupied by one mole of a 

gas 

 ���� = ����� = ������ = 24.47 · 10$%  m%mol, (2.3) 

under standard ambient temperature and pressure (SATP) of T = 298.15 K and p = 1.013 bar. 

This relationship shows that the size of the molar mass respectively the weight of the gas molecule 

m (= Mmol/NA) and the density of a gas are equivalent. Following the microscopic view, the molec-

ular mass is used as correlating quantity in the range of the molecular flow regime, whereas the 

density as macroscopic quantity is used for the viscous flow regime. 

The dynamic viscosity ¿ of an ideal gas can be derived from the momentum flux of parallel neigh-

boring gas layers [16]: 

 * = 13 ����,-.���� = 23 /,	
�������� , (2.4) 

where Equation (2.5) was used for the mean thermal velocity -. and Equation (2.1) for the mean 

free path length lmfp. 

Gas 
Mmol 

[g/mol] 

Ã 

[kg/m3] 

· 

[µPa·s] 

cgas 

[m/s] 
Ngas 

- 

H2 2.016 0.082 8.915 1303 2 

He 4.0026 0.164 19.85 1007 1 

Ne 20.18 0.824 31.11 449 1 

N2 28.014 1.145 17.81 349 2 

Ar 39.9 1.634 22.62 319 1 

CO2 44.009 1.808 14.93 268 3 

N2O 46.006 1.808 14.84 260 3 

Kr 83.8 3.431 25.13 220 1 

Xe 131.29 5.394 22.99 176 1 

SF6 146.06 6.038 15.12 135 7 
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For the viscous flow range, a dynamic viscosity is obtained which is independent of the pressure. 

At the transition to the molecular flow range, the mean free path is given by the characteristic 

length, which results in a linear dependence of the viscosity to the pressure. 

2.1.3 Thermal Properties 

In this work, a novel concept is presented for the description of the transition regime, which is 

based on the energy dissipation by resonance effects of standing thermal waves. The efficiency of 

this loss mechanism is strongly depending on the frequency and on the thermal properties of the 

gases. For this reason, the thermal properties of the gases deserve special attention. They are listed 

in Table 2. 

Table 2. Thermal properties of the gases measured in this work [14]. The adiabatic index », the number of 
degrees of freedom (DOF) fDOF and the thermal diffusivity a are calculated from the material properties 
according to the given equations. 

Gas 
ü 

[mW/m·K] 

Cp 
[kJ/kg·K] 

» 

- 

fDOF 

- 

a 

[mm2/s] 

01  

[m/s] 

H2 184.88 14.31 1.405 4.93 157.02 1555 

He 155.31 5.19 1.667 3.00 182.92 1103 

Ne 48.08 1.03 1.667 3.00 56.62 491 

N2 25.84 1.04 1.401 4.98 21.67 417 

Ar 17.75 0.52 1.670 2.99 20.83 349 

CO2 16.64 0.85 1.294 6.80 10.82 333 

N2O 18.45 0.88 1.280 7.13 11.55 325 

Kr 9.36 0.25 1.672 2.98 10.95 241 

Xe 5.54 0.16 1.677 2.95 6.41 193 

SF6 13.41 0.67 1.098 20.33 3.32 183 

The thermal velocity of the gas molecules can be calculated using the kinetic theory of gases and 

results in the Maxwell-Boltzmann distribution. The expected value of the distribution corresponds 

to the mean velocity [16] 

 -. = 28	4��, . (2.5) 

An important factor for describing thermal losses is the ability of a gas to transport heat through a 

gas medium. This property is described by the thermal conductivity » and can be derived analo-

gously to the dynamic viscosity (see Equation (2.4)) as a function of the specific heat capacity at 

constant volume CV and the number of degrees of freedom (DOF) fDOF [16]: 

 5 = 13 67�-.���� = 89:;3����� 2	4%��%, . (2.6) 
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Similarly to the dynamic viscosity, the thermal conductivity is a pressure-independent quantity 

within the viscous flow regime. In the molecular flow regime, lmfp can be replaced by the constant 

characteristic length, resulting in a thermal conductivity, which decreases with pressure.  

The isentropic exponent » defined by the ratio of the heat capacity at constant pressure Cp to the 

heat capacity at constant volume CV 

 < = 6=67 = 89:; + 289:;  (2.7) 

describes the thermal characteristic behavior in adiabatic processes. The ratio is strongly dependent 

on the number of active degrees of freedom and is thus a temperature-dependent quantity. A pres-

sure dependence results from the fact that in the molecular flow regime the required number of 

molecular collisions for the activation of rotational or vibrational degrees of freedom is no longer 

given. However, this effect can only occur in the case of polyatomic gases since the monoatomic 

noble gases possess only three translational degrees of freedom and cannot exhibit any higher de-

grees of freedom. 

Equally crucial is the thermal diffusivity 

 ? = 5�6= (2.8) 

of a gas. This ratio of thermal conductivity to the product of density and heat capacity at constant 

pressure reflects the ability of a gas to conduct or store thermal energy. This thermal diffusivity is 

a measure of the efficiency of heat transport through a gas medium. Noble gases exhibit the highest 

values in this context. This is attributed to the fact that noble gases have only three translational 

degrees of freedom and therefore cannot store thermal energy effectively. Furthermore, they have 

a high particle velocity, which means that heat can be transported quickly. Polyatomic gases, on 

the other hand, have more degrees of freedom in which thermal energy can be stored and are sig-

nificantly slower due to their larger mass, which together leads to a lower thermal diffusivity. 

2.1.4 Magnetic Properties 

Based on the micro-oscillators presented in this work, a new concept for the detection of oxygen 

concentration is presented. Within these measurements, the paramagnetic effect of oxygen will be 

explored [17, 18, 19]. Here oxygen is selectively accumulated in a spatially defined area in the 

vicinity of the oscillator and proofed with the aid of the resulting change in the oscillation behavior. 

The magnetic properties of materials under the influence of a magnetic field @AA÷ are divided into 

three classes: diamagnetism, paramagnetism and ferromagnetism. The resulting magnetic flux den-

sity CA÷ is given as a superposition of the externally applied magnetic field @AA÷ and the generated 

magnetization �AA÷ within the material: 
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 CA÷ = µE(@AA÷ + �AA÷), (2.9) 

with µ0 the vacuum permeability 1.26·10-6 N/A2. 

The magnetization is strongly dependent on the material class and is given by the magnetic sus-

ceptibility Çr or, alternatively, by the magnetic permeability µr:  

 �AA÷ = HI@AA÷ = (µI 2 1)@AA÷. (2.10) 

In the case of diamagnetism (Çr < 0, 0 < µr < 1), the magnetization is opposite to the external mag-

netic field and therefore leads to an attenuation of the magnetic flux density. The reason for this 

phenomenon is that magnetic dipoles are generated according to Lenz's law, which are opposite to 

their source. Paramagnetic materials (Çr > 0, µr > 1), on the other hand, orient their magnetic mo-

ments along the external magnetic field and thus amplify the resulting magnetic flux density. These 

materials possess magnetic moments of electron spins that align under the action of an external 

magnetic field. The oxygen molecule O2 belongs to this class due to two unpaired electrons in the 

outer L-shell. The class of ferromagnetic materials is characterized by a complex dependence be-

tween the magnetic permeability to the external magnetic field as well as the temperature 

(µr = µr (@AA÷, T)). Further characteristics are a strong nonlinearity as well as a residual magnetization, 

so-called remanence, after switching off the external magnetic field. 

Table 3 lists the main components of air. It can clearly be seen that, except for oxygen, all the main 

components exhibit diamagnetic behavior. This makes it possible to use the paramagnetic effect to 

distinguish oxygen from the other components. Besides oxygen, there are three other diamagnetic 

gas molecules, ozone O3 and the nitrogen oxides NO2 and NO. However, these gases are present 

in such low concentrations that no significant influence on the measurement can be expected. 

Table 3. Listing of the essential components of air and their volume fraction ÇV as well as the molar Çmol 
and volume magnetic susceptibility Çvol. 

Gas 
ÇV 

% [20] 

Çmol 

 10-12 m3/mol [21] 

§vol 

10-9 

N2 78.08 -150.80 -6.7 

O2 20.95 42914.15 1909 

Ar 0.93 -242.78 -10.8 

CO2 0.0413 [22] -263.89 -11.7 

Ne 0.00182 -87.46 -3.9 

He 0.00052 -25.38 -1.1 

CH4 0.00017 -218.65 -9.7 

O3 0.0001 84.19 3.8 

NO2 0.000035 1884.96 83.9 
NO 0.000028 18359.47 817.1 
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The magnetic force Fmagn on a gas volume V under the influence of an inhomogeneous magnetic 

field @AA÷ is given by [23]: 

 K÷���L = �µEHM(@AA÷ ; ')@AA÷. (2.11) 

The direction of the force effect depends on the material class. Paramagnetic gas molecules are 

accelerated in the direction of the magnetic field gradient towards the focal point of the magnetic 

field. Diamagnetic gas molecules, on the other hand, are pushed out of the magnetic field focus. 

This results in an enrichment of paramagnetic oxygen molecules with simultaneous expulsion of 

diamagnetic gas components such as nitrogen N2 and argon Ar. Ueno et al. describes this effect by 

introducing a <magnetic curtain= created by the oxygen enrichment zone [24]. The strength of the 

enrichment depends on the initial concentration of the oxygen molecules and therefore allows the 

concentration to be determined [25]. The change of oxygen concentration in the magnetic field 

focus in the vicinity of the oscillator is indicated by a change of the damping. In this work, a cor-

relation between the oxygen concentration and the change of the oscillatory behavior, given by 

quality factor Q and resonance frequency fr, will be shown as a functional proof of the oxygen 

sensor concept and the paramagnetic effect will be investigated (see Section 6.8). 

2.2 Harmonic Oscillator 

The theory of the harmonic oscillator is widely used to describe both mechanical and electrical 

oscillating systems. With this approach, the oscillation behavior of vibrating systems and the am-

plitude increase in the resonance case can be described precisely. The oscillator and its damping 

are unambiguously determined based on two characteristic quantities, the resonance frequency fr 

and the quality factor Q. 

2.2.1 Linear Harmonic Oscillator 

The micro-oscillators investigated in this thesis can be seen as an externally excited damped har-

monic oscillator and thus be modeled by the theory known in the literature. The micro-oscillators 

are simplified to a suspended mass m, which can be deflected by a beam structure with spring 

constant k. The actuation is realized via the force of a piezoelectric thin film acting on the beam 

structure. Due to the oscillation in a medium, the oscillator suffers a damping given by the linear 

damping constant d, which leads to the following differential equation [26]: 

 ,OP + QOR + 	O = K(S) = KE sin WS. (2.12) 

The periodic force F(t) with the angular frequency Ë (= 2Ãf) of the piezoelectric thin film can be 

calculated via the mechanical stress Ã acting on the actuator surface S as a function of the applied 

electric field E and the piezoelectric coefficients dij. The electric field is given by the ratio of the 

applied voltage U to the piezoelectric layer thickness HAlN, which results in a force amplitude 

 KE = �X = Q%YZ%X = Q%YX [@\�]. (2.13) 
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In a simplified way, the matrix is reduced to one dimension. In our case, an electric field is gener-

ated in the z-direction (3rd axis) which leads to a lateral expansion (in the x-direction, 1st axis). This 

expansion of the piezoelectric thin film is converted into a deflection in the z-direction, due to the 

rigid connection to the underlying silicon solid bulk material. 

A special phenomenon of harmonic oscillators is the amplitude magnification when the oscillating 

system is actuated in its eigenfrequency, the so-called resonance frequency Ër. The deflection am-

plitude A(Ë) when excited with the angular frequency Ë is given by [26]: 

 ^(W) = KE, _(W� 2 WI�)� + `WWIa b�, 
(2.14) 

with the new abbreviations 

 WI = 2 	, (2.15) 

for the resonance frequency of the oscillators and its quality factor 

 a = 2� Z:&Z = 12d = ,WIQ = 8I&8. (2.16) 

The quality factor Q is a measure of the dissipation-free nature of an oscillator and the reciprocal 

of the damping ratio D. It is defined by the ratio of the energy EO stored in the oscillator to the 

energy losses within one oscillation period �E. Experimentally it can be measured by the ratio of 

the resonance frequency f0 to the 3 dB bandwidth �f (see Figure 2a). Figure 2a shows the normal-

ized amplitude function for various Q factors. For decreasing Q (equivalent to the increase in damp-

ing), the maximum achievable amplitude drops significantly. 

 
Figure 2. Normalized amplitude function (a) and phase shift (b) in the resonance case shown for different 

quality factor values Q. 
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Furthermore, the resonance frequency shifts slightly to the left, which is described by Equa-

tion (2.17): 

 We = WI21 2 14a� . (2.17) 

The phase shift Ç between the actuation and the deflection movement of the oscillators is given by 

following equation and is displayed in Figure 2b:  

 f = tan$Y i1a WIWWI� 2 W�j. (2.18) 

As can be seen, for a low excitation frequency, the oscillator can follow the excitation with only a 

small phase shift. In the resonance case, the phase shift is exactly 90°, whereby the excitation en-

ergy is always supplied to the oscillator with exact timing and consequently there is a buildup of 

the amplitude, the so-called resonance peak. When the frequency increases above resonance, the 

system can no longer follow the excitation and will start oscillating in the opposite direction to the 

excitation. The amplitude drops significantly as a result. 

When driving the oscillator in its resonance frequency, the system needs a certain period of time Ç 

until the oscillation amplitude reaches its maximum value according to Equation (2.14). In the 

transient process, energy is supplied to the oscillator until the supplied energy and the energy dis-

sipated per oscillation are equal [27]. The higher the quality factor of the oscillator, the longer the 

time period until the oscillator reaches the stationary range. The same applies for the decay process. 

After switching off, the oscillator vibrates for a decay time Ç until the dissipation of its complete 

energy. The entire transient behavior can be seen in Figure 3 and is described as follows: 

 

^(S) =
«««
«§ KE	  a i1 2 o$pqr�s j sin(WeS)KE	  a sin(WeS)KE	  a o$pqr�s  sin(WeS) .

 (2.19) 

The transient behavior can therefore also be used to determine the quality factor experimentally by 

evaluating the time constant Ç until the amplitude reaches the decay value [28]: 

 t = 2aWe. (2.20) 
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Figure 3. Normalized amplitude of an oscillator during transition (blue), stationary, (red) and decay (green) 
process. 

The micro-oscillators investigated in this thesis are divided into three categories regarding their 

shape: Paddle-oscillators (PO), Beam-oscillators (BO) and Cantilever-oscillators (CO). The sche-

matic geometries including the variable parameters are illustrated in Figure 4.  

 
Figure 4. 3D illustration of the investigated micro-oscillators including the geometric sizes for the variation 
of the eigenfrequency for a paddle-oscillator (a), beam-oscillator (b) and cantilever-oscillator (c). 

For the analytical derivation of the resonance frequency of such an oscillating structure with thick-

ness H, the expression for the spring constant of a rectangular beam is required [29, 30]: 

 	
 = 3Zuv% = ZC
@%4v% . (2.21) 

In the following, the structures PO and BO are assumed as two spring constants connected in par-

allel k = kB||kB = 2kB, representing the two identical beams with a length of L = LB + LO. For the 

cantilever structures CO, the width of the beam BB and the length of the Beam LB are equal to the 

width BO and the length LO of the cantilever, respectively.  

The mass can be calculated by the density-volume product, whereby an effective mass meff is in-

troduced. The mass of the micro-oscillator is reduced by a factor ³eff (0 < ³eff < 1) attributed to the 

effect that not the entire structure is oscillating. In [31] a value of ³eff = 0.24 is given for a cantilever 

structure: 
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 ,w�� = xw�� ; , = xw�� ; � ; � = xw�� ; � ; @ ; y2C
v
 + C:v: for PO and BOC:v: for CO . (2.22) 

Considering Equation (2.15), this leads to an eigenfrequency of the micro-oscillator as function of 

the material properties (E Young´s modulus and Ã density) and the geometric dimensions: 

 

WI =
««
««
§@2 Z2xw��� C
(v
 + v:)% (2C
v
 + C:v:)  for PO and BO

@2v:� 2 Zx�  for CO  (2.23) 

Besides the fundamental eigenfrequency, an oscillator possesses a variety of eigenfrequencies re-

spectively eigenmodes which can be classified into four groups: Bending modes, torsional modes, 

lateral modes and more complex modes like the roof-tile-shape modes [32]. The eigenfrequencies 

Ën of the higher bending modes with mode number n can be derived from the Timoshenko beam 

theory [33, 34] as a function of the fundamental frequency and the eigenvalue »: 

 W� = 5��WI. (2.24) 

The eigenvalues are given as a transcendent equation (cos(»n) cosh(»n) + 1 = 0) leading to 

»n = 1.88; 4.69; 7.86; 11.00; 14.14 for the first five bending modes [31]. 

 
Figure 5. Resonance frequency of different geometric shapes of micro-oscillators versus the squared eigen-
value of the higher bending modes. 

Figure 5 shows the plot of the eigenfrequencies for various micro-oscillator shapes presented in 

this thesis. The experimentally determined eigenfrequencies are in good agreement with the ana-

lytical expression derived in Equation (2.23). The effective mass factor ³eff is determined to be ³eff, 

CO = 0.88 for cantilevers, ³eff, BO = 0.62 for beam-oscillators and ³eff, PO = 0.63 for paddle-oscilla-

tors.  
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Further discussion of this analytical approach is presented in the simulation section (see Sec-

tion 3.1), where the model is compared with the results of three-dimensional finite element simu-

lations as well as in the experimental section (see Section 6.5), where the experimental results are 

taken into account. 

2.2.2 Nonlinear Harmonic Oscillator 

An extension of the previously presented theory of the linear harmonic oscillator is offered by the 

concept of G. Duffing from 1918 [35], where nonlinearities are included by adding a cubic term 

for the restoring force. These effects can occur e.g. in the case of high oscillation amplitudes, when 

the restoring force is no longer linear with the deflection. The differential Equation (2.12) is ex-

panded by the nonlinear cubic stiffness parameter ³:  

 ,OP + QOR + 	O + �O% = K(S) = KE sin WS. (2.25) 

The frequency response of nonlinear Duffing oscillators can be solved by different approaches [36] 

(e.g. homotopy analysis method [37]) and the result for linear viscous damping can be found in 

[38]: 

 ^(W)� = KE�
,� 2iW� 2 WI� 2 3�4, ^(W)�j� + `WWIa b�. 

(2.26) 

The phase shift between the amplitude and actuation can be specified by:  

 f = tan$Y �WIa 1W 2 WI 2 3�8,WI ^(W)�� . (2.27) 

The frequency response of the amplitude (and phase) is given in an implicit form, leading to a not 

single-valued function. Depending on the sign of the nonlinear stiffness parameter ³, the resonance 

curve tilts to the left (³ < 0) or to the right (³ > 0). A value of ³ = 0 leads to the solution of the 

linear harmonic oscillator (compare Figure 2a). Phenomenologically, a negative value of ³ means 

a softening of the spring, whereas a positive value of ³ means a hardening of the spring. 

Solutions of Equations (2.26) and (2.27) are illustrated in Figure 6. Three regions can be identified: 

A stable range with one solution, a jump point with two solutions and an unstable range with three 

solutions for the amplitude at a given frequency. Depending on the frequency direction, the oscil-

lator follows the amplitude function until the discontinuous transition at the jump point. Therefore, 

a hysteresis curve results when comparing the amplitude curves in both frequency directions. Due 

to the correlation of the phase with the amplitude function, this jump behavior can also be seen in 

the phase. 



2 Theoretical Background  2.3 Damping Mechanism 23 
 

 

 
Figure 6. Frequency response of a nonlinear oscillator for various nonlinear stiffness parameters: Amplitude 

(a) and phase (b). 

The composition and calculation of the nonlinear stiffness parameter to influence the nonlinearity 

regarding softening/hardening effect (sign of ³) as well as the strength (absolute value of ³) is 

recently being discussed in the literature. In general, two competing effects occur [39]: the geo-

metrical part ³geo, which has a hardening effect and inertial effects ³inertial, which exhibit a softening 

behavior [40, 41]. Due to the stiffness of the solid (especially at the anchorage), the geometry of 

the oscillator counteracts the deflection movement towards the neutral position and therefore hard-

ens the spring. Inertial effects are enhanced by higher kinetic energies, which occur at higher res-

onance frequencies respectively higher modes. Additionally, piezoelectrically actuated oscillators 

possess a piezoelectric nonlinearity ³piezo with a softening influence [42]. The total nonlinear stiff-

ness parameter is given by the superposition of these three effects: 

 � = ��w� 2 ��LwI���� 2 ���w��. 
 

(2.28) 

Based on this description, the nonlinearity can be adjusted by varying the geometry (size as well 

as anchoring), the eigenmode and the piezoelectric layer. For use in some pressure sensing appli-

cations, the aim is to maximize the nonlinear effect. Previous works by Kulygin et al. [43] and by 

Nabholz et al. [44] already showed the nonlinear behavior of electrostatically excited oscillators in 

dependence of the ambient pressure. Based on this phenomenon, a novel concept for the detection 

of ambient pressure based on nonlinear piezoelectric oscillators is presented in this thesis (see Sec-

tion 6.7). 

2.3 Damping Mechanism 

In the previous section, the model of the damped harmonic oscillator was discussed. On closer 

inspection it turns out that the damping, respectively the quality factor, is composed of several loss 

mechanisms. The resulting total quality factor Qtot measured in the experiment is given by the 

superposition of various damping mechanisms in the following way [31]: 

 ar�r = � 1a�L� + 1a����$Y = i 1a�L� + 1a��� + 1a�I�L� + 1a���j$Y. (2.29) 
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The individual damping mechanisms are listed and explained in the following sections. They are 

also classified with respect to their relevance for piezoelectrically driven oscillators. Furthermore, 

the models of extrinsic damping by the surrounding gas molecules are subdivided into three cate-

gories based on the flow regimes (see Section 2.1.1). One is the viscous damping following the 

continuum mechanics and the other is molecular damping, which relies on the energy transfer of 

the oscillator to the gas molecules via collision processes. For the transitional regime in between, 

a new approach to describe the prevailing damping effect based on thermal resonance effects is 

introduced.  

2.3.1 Intrinsic Damping 

The intrinsic damping refers to the loss mechanisms that occur within the solid-state material. 

These losses are divided into several classes (anchor [45], surface [46], Akhiezer [47], internal 

friction/thermoelastic [48], residual-stress [49]), which were investigated by the group of T. Kenny, 

among others. The strength of this attenuation results in a quality factor in the range of a few hun-

dred up to about a million. Such high quality factor values cannot be achieved with piezoelectric 

micro-oscillators because of the damping due to the intrinsic stress caused by the piezoelectric thin 

film layer, which is in the range of several thousand. Therefore, the stress induced damping from 

the piezoelectric layer stress is the dominant loss effect. There are no analytical solutions for the 

damping caused by layer stress in the literature available. Qiu et al. gives an empirical model for 

cantilevers with the proportionality to the ratio of the cantilever thickness H to thickness of the 

coating Hcoat as well as the ratio of the cantilever length L to the length of the coated thin film Lcoat 

[49]: 

 a���r = 	 @@���r  vv���r, (2.30) 

k is a proportionality factor to be determined experimentally, which depends on the geometry and 

the bulk viscoelasticity of the coated thin film.  

Fundamental to this thesis is the thermoelastic damping model developed by Zener [50, 51]. This 

theory describes the intrinsic damping in a solid-state oscillator based on the resonance effect of 

thermal waves. Due to the bending movement of an oscillator, the surfaces of the solid-state mate-

rial get heated and cooled, caused by the mechanical stress on the structures. This temperature 

gradient between the stretched and compressed area leads to an irreversible heat flow via thermal 

waves through the structure dissipating energy and thus reducing the quality factor. When the me-

chanical and the thermal resonance frequency match each other, this effect leads to a maximum of 

heat dissipation within the bulk material. The resulting quality factor QTED can be specified as a 

function of the bulk properties of the micro-oscillator (Ã density, Cp heat capacity at constant stress, 

³ coefficient of thermal expansion, E Young´s modulus, » thermal conductivity and a thermal dif-

fusivity), its thickness H and its resonance frequency fr [52]: 
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 a��9 = �6=x��Z  8I� + 8���8I8�� with 8�� = �52�6=@� = �?2@�, (2.31) 

whereby T is indicating the absolute temperature and fth the thermal resonance frequency of the 

micro-oscillator. 

This model of energy dissipation via the resonance of thermal waves is applied in this thesis to the 

oscillation of a micro-oscillator in a gas medium limited by a gap. The derivation of this approach 

can be found in Section 2.3.4 and is experimentally investigated in Section 6.3. 

2.3.2 Molecular Damping 

The extrinsic damping by a surrounding gas medium is differentiated with respect to the density of 

the gas molecules, respectively the flow regime (see Section 2.1.1). In the case of a low density, 

the gas is present in a highly diluted form and is referred to the molecular flow regime. The inter-

action of the gas molecules with each other is reduced to a few collisions and therefore takes place 

mainly with the geometric boundaries in the vicinity as well as with the oscillator.  

Christian [53] developed in 1968 the first theoretical approach for the damping of oscillating struc-

tures within the molecular flow regime. The concept is based on a pressure gradient between the 

top and bottom side of the oscillator caused by its displacement. The pressure gradient is assumed 

to be caused by the change of momentum of the surrounding gas molecules, striking the oscillator. 

Consequently, the quality factor QChr in the molecular flow regime can be specified as [54]: 

 a��I = 5��4 i@v j� 2�Z12 2 �	4�2����
1�. (2.32) 

This model is the fundamental basis of further works with the aim of describing the damping be-

havior in the molecular flow regime. A limitation of the model is its restricted validity only in the 

case that there are no geometrical boundaries near the oscillator. Therefore, the model of Bao et al. 

considering an oscillator located nearby a wall is an important extension to the theory of damping 

in the molecular flow regime. In contrast to Christian's momentum transfer model, Bao describes 

the damping by means of an energy transfer through elastic collisions, leading to an additional 

dependence on the gap width h and on the oscillator perimeter UO (see Table 4). However, Bao's 

theory is only valid for narrow gap widths in the squeeze film damping regime (see Section 2.3.5). 

The newest development was presented by Martin et al. by taking the thermal effects as well as 

accommodation efficiency into account. In Table 4, an approximation is given for the case of an 

isothermal system with full momentum accommodation [55]. Further investigations lead to com-

parable results, which all can be related to Christian's quality factor and are differing only in a 

proportionality constant. Moreover, the interaction between the gas molecules and the oscillatory 

movement in the molecular flow regime can be investigated numerically by the lattice Boltzmann 

method [56] and also by direct simulation with the Monte Carlo method [57]. 
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Table 4. Comparison of theories for the quality factor of micro-oscillators in the molecular flow regime.  

Theory Quality factor 

Newell [58] a������ = a��I 

Kokubun [59] a������� = i2�j a��I 

Blom [60] a4��� = 3 a��I 

Bao [61] a
�� = 16� i /[:j a��I 

Martin [55] 
a��Mr � = 8:� 11 + :� + 2:�  a��I ¡ 0.65 a��I 

A summary of the theories for the damping in the molecular flow regime can be found in Table 4 

and the corresponding curves are plotted in Figure 7. For comparison, the experimental results of 

the minimum and maximum values for the gap width used in our investigations are included. They 

run parallel to the theoretical curves and enclose them, but differ significantly. Therefore, an open 

issue is a better description of the damping mechanism as well as the transition from a nearly freely 

vibrating micro-oscillator to narrow gap widths. Within the scope of this thesis, a new model for 

the description of the transition from squeeze film gap width (h = 150 µm) up to huge gap widths 

of several millimeters (up to 3500 µm) is presented (see Section 6.2 and 6.4). 

 
Figure 7. Plot of the molecular quality factor Qmol as function of the ambient pressure. The experimental 
results (points) of the maximum and minimum gap width used in our investigations enclose the presented 
theories (solid lines) listed in Table 4. 



2 Theoretical Background  2.3 Damping Mechanism 27 
 

 

2.3.3 Viscous Damping 

In the viscous flow regime, continuum mechanics can be applied to describe the damping effects. 

For the mathematical formulation the Navier-Stokes equation is used, which is based on the mac-

roscopic quantities of a gas like density and viscosity. For simple cases, closed-form solutions exist, 

using special approximations and semi-empirical formulations [62]. As an example, Kokubun et 

al. [59] and Blom et al. [60] approximate the geometry of the micro-oscillator by a chain of oscil-

lating spheres or discs, respectively. The quality factor in the viscous flow regime is derived ana-

lytically by Hosaka et al. [63] by means of the Navier-Stokes equation for a beam oscillator as 

function of the ambient pressure p, which is equivalent to the expression by Kokubun: 

 a£���¤� = �C@
3� � *WI + C4 _2*�����WI	
� � = a¥�¤¦§¦L, 

(2.33) 

with density Ã, width B and thickness H of the micro-oscillator with resonance angular frequency 

Ër (= 2Ãfr) vibrating in a fluid with dynamic viscosity µ, molecular Mass Mmol and temperature T. 

Recent developments by Zhang et al. [64] and by Vignola et al. [65] discuss different approxima-

tions depending on the aspect ratio of the width of the micro-oscillator to its thickness. This results 

in the fact that the pressure independent part in Equation (2.33) can be neglected and leads to a 

reciprocal dependence on the square root of the ambient pressure [66]. Advanced theories intro-

ducing hydrodynamic functions presented by Sader [67] and applied by Dufour [68] for MEMS 

devices as well as based on Bessel functions used by Aoust et al. [69] lead to comparable results 

but require a higher computational effort. 

 
Figure 8. Plot of the viscous quality factor Qvis as function of the ambient pressure. The experimental results 
(points) of the maximum and minimum gap width enclose the presented theories (solid lines). The blue line 
(Hosaka) is masked by the green line (Kokubun), due to the equality of the equations. 
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2.3.4 Damping in the Transitional Flow Regime 

The description of the transition regime between molecular (single particle) and viscous flow (con-

tinuum) is extremely challenging since none of the previously presented theories can be applied 

directly. Partially, some of the theories mentioned before can be extended to cover some effects, 

but are not valid for the whole transitional flow regime [70]. Up to a Knudsen number of Kn = 0.1 

the Navier-Stokes equations can be applied with the additional slip flow boundary condition at the 

solid-gas interface [71, 72]. Therefore, this regime is also called slip flow regime. At the crossover 

between molecular flow regime and transitional flow regime, the lattice Boltzmann method still 

can be used but requires higher numerical efforts because of the increasing number of particles and 

particle interactions [73, 74]. For the transition regime, a higher development of the Navier Stokes 

equations was successfully introduced [70]. It is the development in the second order of the Knud-

sen number from the thermal equilibrium and leads to the so-called Burnett equation. As for the 

Navier-Stokes equations, analytical solutions can only be derived for individual special problems 

(e.g spheres and discs) and require numerical methods for their solution [75, 76, 77, 78]. 

In a rarefied gas, the thermal transport distance is in the range of the mean free path of the energy 

carriers so that there is a significant difference to thermal conduction of the bulk material in the 

continuum regime. Therefore, special effects in the transitional flow regime like temperature dis-

continuities, respectively jumps appear [79, 80]. Below a Knudsen number Kn < 1, the thermal 

conduction starts to get depending on the ambient pressure because of the increased number of 

molecular collisions. This effect will also lead to an activation of additional rotational and vibra-

tional DOF. Thus, the gas molecules can additionally store thermal energy which leads to an in-

crease of the heat capacity. This activation process of the rotational and vibrational DOF is strongly 

depending on the available space of the gas molecules, which is limited within this thesis by an 

adjustable aluminum (Al) plate in the vicinity above the micro-oscillator. In Section 6.2, the influ-

ence of polyatomic DOF on the quality factor is investigated and the activation process of polya-

tomic DOF is determined from these results. 

At lower Knudsen numbers, the thermal transport effects can be described by thermal waves prop-

agating within the gap between the micro-oscillator and the limiting counter-plate. The description 

of thermal diffusion processes by wave equation is under discussion in recent literature [81, 82, 

83]. Even though thermal energy can only be transported in the negative direction of the tempera-

ture gradient from hot to cold (second law of thermodynamics1 [84]) and therefore reflection effects 

would contradict this gradient equation, experimental results indicating the wave like behavior of 

thermal diffusion processes. For example, the group of A. Mandelis et al. verify the resonance 

effect by the utilization of a thermal-wave resonator cavity (TWRC) for measuring the thermal 

diffusivity of gases with very high precision [85, 86]. This thermal wave resonator principle is 

adapted and the transitional flow regime is described by an analytical approach taken from the 

previously presented thermoelastic damping model by Zener. In our case, we assume a heat source 

 
1 Clausius formulation: <Heat can never pass from a colder to a warmer body without some other change, connected 
therewith, occurring at the same time= (original: <es kann nie Wärme aus einem kälteren in einen wärmeren Körper 
übergehen, wenn nicht gleichzeitig eine andere damit zusammenhängende Änderung eintritt=) 
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respectively sink due to the compression and expansion caused by the micro-oscillator movement, 

thus creating a temperature oscillation within the gap. The gap between the micro-oscillator and 

the Al plate as well as the thermal properties of the gas are determining the efficiency of the heat 

losses. Therefore, we assume a thermal resonance frequency of the gas locked within the gap fT,gas 

modelled in the following way (cf. Equation (2.31)): 

 8̈ ,��� = C�I�L�(/) ; �©ª«¬® , (2.34) 

whereby Btrans includes all constants, i.e. the thermal diffusivity at ambient pressure and the gap 

width h dependency. The pressure dependency of the thermal diffusivity can be deducted from 

Equation (2.8) and is modelled by an exponential fit factor ·trans. The resulting quality factor Qtrans 

is given in analogy to Zener as: 

 a�I�L� = ^�I�L�(/) 8I + 8̈ ,���8I8̈ ,��� . (2.35) 

Additionally, we assume a gap dependent prefactor Atrans, giving the minimal quality factor in the 

resonance case where the mechanical resonance frequency fr and the thermal resonance frequency 

fT,gas match. This approach is justified because heat waves are strongly attenuated and therefore the 

amount of heat loss is strongly dependent on the gap width h [81]. This new approach for the 

transitional flow regime is applied on experimental results presented in this thesis and explored in 

Section 6.3. 

2.3.5 Squeeze Film Damping 

The last gas damping mechanism presented within this theory section is the so-called squeeze film 

damping [87]. This loss effect occurs for very small gap widths compared to the lateral dimensions 

of the oscillator. It is based on a strong compression or expansion of the fluid within this gap, which 

can only escape or enter via the edges on the side. T. Veijola et al. have successfully described this 

loss mechanism by a lumped element model, which allows to predict the frequency response of a 

micro-oscillator in appearance of squeeze film damping [88]. The interaction between the micro-

oscillator and the fluid is thereby modeled by a series of parallel springs connected with resistive 

damping components. Analytically, this regime can also be described by means of two simplifica-

tions. First, an incompressible fluid is assumed and second, a constant density and viscosity within 

the gap. Both assumptions are valid for narrow gaps and therefore lead to a reduction of the Navier 

Stokes equations to the Reynold´s equation [89, 90]. The resulting quality factor of a micro-oscil-

lator is given by Qiu et al as [91]: 

 a�¯� = 2��°�@8I*C� /%. (2.36) 

The resulting quality factor Qsqf is independent of the pressure p and depends, besides the density 

ÃSi, the thickness H and the width B of the micro-oscillator, only on the viscosity ¿ and on the gap 

width h. Therefore, the quality factor plots show a plateau-like behavior (see Figure 9). Since many 

micro-oscillator applications (e.g. timing [92], gyroscope [93], &) are based on electrostatic exci-

tation, which requires a narrow gap between the electrodes, this effect is widely discussed in the 
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literature [94, 95]. In addition, the effect can also be used as a sensing principle for the detection 

of the viscosity of an enclosed gas medium [96]. In the case of piezoelectric actuators such as the 

presented one, this damping mechanism can only be observed at the smallest gap widths and is 

mostly negative since the squeeze film effect is very dominant and superimposes the other damping 

phenomena such as viscous damping and the thermal resonance effect. The transition from viscous 

damping to squeeze film damping is found to occur around an aspect ratio of the gap width to the 

oscillator dimension in the range of 0.1 (cf. Figure 9). 

 
Figure 9. Quality factor plots of the squeeze film damping for a BO with 1600 × 1600 µm2 plate. In (a) the 
quality factor plot for different gap widths within a nitrogen atmosphere is shown and in (b) for different 
gas atmospheres for a gap width of 100 µm. In (c) and (d) the evaluated proportionalities according to 
Equation (2.36) are depicted. For gap widths larger than 150 µm, a clear deviation from the squeeze film 
theory is observed. 

2.3.6 Damping in Liquids 

The last section of this theory chapter is about the damping effects of liquids on micro-oscillators. 

The fundamental description of this loss mechanism was developed by Sader in 1998 and is based 

on hydrodynamic loading forces [67]. The resulting resonance frequency fliquid and quality factor 

Qliquid are given as function of the hydrodynamic force functions g1 and g2 [9]: 

 8��¯¦�± = 21 2 12a��¯¦�±�
_1 + ²� v:, 8I 

(2.37) 
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 a��¯¦�± = 2�_1 + ²� v:,²Y v:, 8I, (2.38) 

with the length LO, the mass m and the undamped vacuum resonance frequency fr of the micro-

oscillator, respectively. 

The hydrodynamic force functions can be attributed to losses to the liquid (g1) and added mass 

effects (g2) which depend on the resonance frequency f0 as well as on the fluid properties, density 

Ã and dynamic viscosity · [97]:  

 ²Y(8I) = 6Y/8I/�* + 6Y* (2.39) 

 ²�(8I) = 6%� + 6³/8I /�*. (2.40) 

The constants C1, ..., C4 must be determined experimentally by best fit method. In [98] empirical 

formulations for the hydrodynamic force functions g1 and g2 of a cantilever are given for example. 

From an academic point of view, an interesting aspect to be explored in this work is the difference 

in the damping characteristics of liquids compared to gases [99]. In addition, there are many fields 

of application for micro-oscillators in liquid media. This includes technical tasks like the monitor-

ing of liquids by means of a precise real-time measurement of density and viscosity [100, 101] and 

biological investigations of e.g. serum and blood plasma [102, 103]. The main difficulty in these 

applications is the large damping in liquids, which makes compact electrical measurements chal-

lenging. For this reason, more complex modes and special geometries are chosen, which are less 

attenuated. These modes include the wine glass mode [104], the roof-tile shape mode [32] and the 

butterfly mode [105], as well as special geometries such as hammerhead resonators [106] (cf. Fig-

ure 10). These modes will be investigated in the scope of the thesis in gases and examined for 

possible applications as physical gas and pressure sensors (see Section 6.7). 

  
Figure 10. Simulated shape of the complex eigenmodes specially designed for measurement in liquids. In 
(a) the 1st roof tile-shape mode, in (b) the butterfly mode and in (c) the corresponding eigenmode of a ham-
merhead resonator is illustrated. 
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3 Simulations 

In this chapter, the preliminary numerical investigations for the design of the sensor are presented. 

First, the eigenmodes and their eigenfrequencies are investigated by performing an eigenfrequency 

study under variation of the sensor geometry. Subsequently, the geometries are analysed in terms 

of their damping to obtain oscillators with the lowest possible damping, respectively a high quality 

factor. Furthermore, steady-state magnetic field simulations are presented for the design of an in-

ductive coil structure creating a high and focused magnetic field in a defined volume. 

3.1 Eigenfrequency Study 

An eigenfrequency study is performed to determine the eigenmodes of a harmonic oscillator as 

well as the corresponding eigenfrequencies. Three basic oscillator geometries were used for this 

study: A bending beam structure (cantilever CO), a bending structure with slit (bending oscillator 

BO) and a paddle shaped structure (paddle oscillator PO) (compare Figure 4). All structures are 

clamped on one side (fixed constraints) and are deflected at the free end with a Dirac pulse. The 

analysis of the frequency spectrum yields further eigenmodes besides the fundamental bending 

mode and the higher bending modes presented in Section 2.2.1. These eigenmodes can be associ-

ated with torsional modes or more complex modes, like roof-tile shape modes, by evaluating the 

three-dimensional deflection profile. The simulations do not take damping mechanisms into ac-

count and, in the best case, result in the resonance frequency determined experimentally in the high 

vacuum range (neglecting all extrinsic damping mechanisms). 

3.1.1 Micro-oscillator Design 

Several points have to be considered when designing a micro-oscillators for our experiments. The 

resonance frequency of the fundamental bending mode must be in the range of 1 to 5 kHz, so that 

the higher bending modes can still be measured. The limitation here is given by the cut-off fre-

quencies of the electronic circuit, which is 120 kHz (see Section 5.2). In addition, the structure 

should exhibit as many other complex modes as possible that can be investigated for physical gas 

sensor applications. 

In Figure 4, all geometric parameters that are available for variation are marked. The influence of 

thickness of the oscillator H as well as the length LO and width BO of the oscillating plate is inves-

tigated. For the structures BO and PO, additional degrees of freedom are given by the actuator 

beams which can be modified in length LB and width BB.  

As can be seen in Figure 11a, the resonance frequency possesses a linear dependence on the thick-

ness of the oscillator, independent of the oscillator structure. This behavior is also predicted in the 

theoretical derivation of the resonance frequency (cf. Equation 2.23). In Figure 11b, the cantilever 

structure CO is investigated in terms of the change in the resonance frequency under variation of 

the length LO and width BO. The theoretically predicted proportionality of the resonance frequency 

to the square of the reciprocal length LO is obtained (cf. Equation 2.23). Furthermore, a weak linear 

dependence on the width of the oscillator is found. This phenomenon is a slight deviation from the 

theory, which predicts an independence of the resonance frequency from the width of the oscillator. 



3 Simulations  3.1 Eigenfrequency Study 33 
 

 

In the case of the structures BO and PO, the theoretical prediction of the resonance frequency is 

more complex. The individual influences result from the interaction of all four geometric quantities 

and are therefore strongly dependent on the aspect ratio between beam size and oscillator size. In 

all cases, except for the beam width, we find a reciprocal dependence of the resonance frequency 

on the geometric size. This is in accordance with the derived theory for predicting the resonance 

frequency. In the case of the beam width, we find a square root dependency. This is since the beam 

term in the denominator of Equation 2.23 is negligibly small compared to the oscillator term and 

therefore the influence of the beam width of the numerator term is decisive. 

 
Figure 11. Simulated resonance frequency in dependency of the geometry. The base of the simulations is a 
cantilever CO with the length LO = 3600 µm, width BO = 2400 µm and thickness H = 20 µm. The bending 
oscillator BO and paddle oscillator PO possess a length LO = 1200 µm, width BO = 2400 µm and thickness 
H = 20 µm attached to the substrate by two beams with length LB = 2400 µm and width BB = 600 µm. In (a) 
and (b) all geometrical influences on the resonance frequency of the CO structure are shown. In (c) and (d) 
the geometric influence of the beam structures is illustrated. In (a), (e) and (f) the proportionalities of the 
resonance frequency of BO and PO to the size and the thickness of the oscillating plate is displayed. 
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3.2 Thermo-Viscous Damping 

Besides the description and prediction of the resonance frequency, the estimation of the expected 

damping is an important factor. As described in Section 2.3, the overall damping is composed of 

different damping mechanism, which all play a decisive role depending on the ambient pressure. 

The numerical work is limited to the viscous flow regime and liquid damping, since here the highest 

damping values and thus the lowest quality factors are to be expected. The aim is that the oscillators 

in the ambient pressure range have a quality factor above 10. This is the limit range of weakly 

damped oscillations, which can still be detected well by electrical measurements via the piezoelec-

tric effect. Below this quality factor, optical measurement methods such as laser Doppler vibrom-

etry (LDV) are required. 

For the description of the behavior of the fluid in the viscous flow regime, the linearized Navier 

Stokes equations and the continuity equation are used. In addition, the energy balance equation of 

fluid dynamics is introduced and the motion of the oscillator with the fluid at the interface is cou-

pled with the boundary condition "moving wall". Here, the fluid at the interface adopts the velocity 

of the moving solid (usolid = ufluid). All equations are given in frequency representation so that they 

can be solved in the framework of an eigenfrequency simulation. The equations implemented in 

COMSOL Multiphysics 5.4 are listed below [107, 108]: 

 ´W�EµA÷ = ' ; [2�· + *('µA÷ + ('µA÷)¨) 2 i23 * 2 *
j (' ; µA÷)·] (3.1) 

 ´W� + �E' ; ¹AA÷ = 0 (3.2) 

 ´W�E6�� = 2' ; (2<'�) + ´WxE�E� + a, (3.3) 

with the density Ã, the velocity µA÷, the dynamic viscosity ¿, the bulk viscosity ¿B, the heat capacity 

at constant pressure Cp, the temperature T, the thermal conductivity », the pressure p and the ther-

mal expansion coefficient ³ of the fluid. The parameters indexed with zero indicate the reference 

ambient values. The Nabla operator ' is used as mathematical operator as well as the imaginary 

unit i and the identity matrix is denoted by I. 

By solving the equation system, the temperature and pressure distribution inside the gap can be 

computed numerically. Table 5 shows the results for the first three eigenmodes in front and side 

view. The deflection of the micro-oscillator due to the oscillation leads to a compression of the 

fluid inside the gap. An asymmetry can be seen since the top is confined by an Al-plate in a distance 

of 550 µm and the bottom is opened with the boundary condition <spherical wave radiation=. 

Therefore, the compression effect is mainly seen in the upper segment. Due to the relatively small 

amount of heat or the high heat capacity of the oscillator and the plate, only negligible temperature 

rise is to be expected in the solids and they are therefore coupled with the boundary condition 

isothermal (temperature variation �T = 0). An upward deflection leads to an increase in pressure 

at the interfaces between gas and solid due to the compression. The increase in temperature can be 

seen mainly in the area between the oscillator and the Al-plate.  
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Table 5. Overview of the FEM simulated displacement, temperature and pressure distribution for the first 
three bending modes (BM). The temperature and pressure distribution are shown from the side (top) and 
front (bottom) view. In the mode column, the color is indicating the displacement from low (blue) to high 
(red). In the case of the temperature and pressure distribution the color is indicating the variation from the 
ambient values (green). Red is indicating a region with higher temperature/pressure and blue representing 
lower temperature/pressure relative to the ambient value. The displacement is magnified for visualization 
and is not to scale. 

 

As can be seen in Table 5, the first bending mode leads to a spheroid shaped temperature rise. The 

magnitude of this temperature rise and the associated heat losses are strongly dependent on the 

ambient pressure and the gap distance. This effect is discussed in Section 6.3 for the purpose of 

describing the damping behavior of micro-oscillators in the transition region by means of thermal 

wave resonances.  
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The second bending mode, due to its shape, has a more spatially limited temperature increase and 

an additional cooled area due to an expansion of the gas. This effect is even more pronounced in 

the third bending mode, which has a clear separation between a compression and an expansion 

region. As the number of modes increases, the influence of the gap decreases. The maximum of 

the temperature increase is located nearer to the oscillator for higher bending modes and therefore 

the influence due to an interaction with a counter plate is reduced to narrow gaps. This effect will 

be investigated and discussed in Section 6.4.  

In addition to the temperature and pressure distributions, a complex natural frequency fc of the 

eigenmode is obtained. This frequency can be used to determine the quality factor Qsim of the sys-

tem by the ratio of real part to imaginary part [109]: 

 a��� = Re(8¼)2 Im(8¼). (3.4) 

The simulated quality factor and the real part of the frequency which is the resulting mechanical 

resonance frequency are shown in Figure 12. In (a) and (b) the results for the first bending mode 

for various gap widths can be seen. The results show clearly that the damping is strongly affected 

by the gap width and an increase of the gap leads to less viscous losses respectively higher quality 

factors. For lower pressures, the quality factor seems to reach a plateau which can be found exper-

imentally. In this range the validity of the Navier-Stokes equations and the whole system of equa-

tions are not given anymore and therefore lead to a big deviation from the experimental data. In 

the range of the validity of the Navier-Stokes equations, the simulated values as well as the pro-

portionality to the reciprocal square root of the pressure are in good agreement with the analytical 

prediction and with the experimental results. The shift of the mechanical resonance frequency is in 

the range of several 0 regarding the vacuum resonance frequency. An increase of the pressure 

leads to additional mass effects on the micro-oscillator which results in a drop of the mechanical 

resonance frequency. This shift of the resonance frequency is also affected by the gap width, lead-

ing to a larger attenuation, i.e. a larger drop of the resonance frequency for smaller gaps.  

In (c) and (d), the results for higher bending modes and more complex modes are presented. As 

can be seen, for higher mode numbers the quality factor is increasing by about one order of mag-

nitude. This effect is due to the significantly lower viscous friction losses and the decreasing influ-

ence of the gap (cf. Table 5). The range of viscous losses in a gas medium with dynamic viscosity 

µ and density Ã can be approximated by the size of the viscous boundary layer ·vis  

 ¾��� = 2 *��8� , (3.5) 

which decreases with increasing operating frequency fn.  

The shift of the resonance frequency behaves in the same way, so that the less damped higher 

modes show a smaller shift in relation to the vacuum resonance frequency. For comparison, the 
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more complex eigenmodes, the roof-tile shape mode and the butterfly mode (see Figure 10a and b), 

are also included. The strength of damping correlates with the mode number leading to the highest 

quality factor values for the 3rd bending mode. The complex eigenmodes are in the same order of 

magnitude like the 3rd bending mode at atmospheric pressure. Furthermore, the complex 

eigenmodes exhibit a lower slope indicating a weaker dependence on the ambient pressure.  

 
Figure 12. Simulated quality factor plots and shift of the resonance frequency as function of the ambient 
pressure for the first bending mode for various gap widths (a) and (b) as well for different eigenmodes for 
a gap width of 550 µm (c) and (d).  

3.3 Fluid-Structure Interaction 

The damping of micro-oscillators in fluid media is solved using the fluid-structure interaction mod-

ule. In contrast to the previous model, the full nonlinear Navier-Stokes equations is used. In liquids, 

thermoacoustic effects are negligible and convection effects are more pronounced due to the higher 

kinematic viscosity or larger Reynolds numbers. A more accurate description of the damping is 

therefore provided by the full use of the Navier-Stokes equations including the nonlinear convec-

tion terms. Due to the nonlinearity, it is not possible to solve the system within an eigenfrequency 

study and is therefore solved iteratively in a time study. The micro-oscillator is operated near its 

natural frequency and released to oscillate at a time t = 0 s. Due to the damping effect caused by 

the surrounding liquid medium, the micro-oscillator loses energy in each oscillation until it finally 

stops in the neutral position. Such decay curves are shown in Figure 13 for four different liquids. 

The liquids are deionized (DI) water, isopropanol and the standard viscosities D5 and N10. The 

fluids are all non-electrically conductive and the densities Ã and viscosities · used for the numerical 

simulations are listed in Table 6. 
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Table 6. Listing of the fluid properties investigated numerically regarding their damping behavior. A meas-
ure of the strength of the damping is given by the reciprocal square root of the density viscosity product. 
The properties of water and isopropanol are taken from [110]. The properties of the standard viscosities are 
taken from the producer Paragon Scientific Ltd. [111]. 

Liquid 
Ã 

 

[kg·m-3] 

· 
 

[mPa·s] 

¿/ÀÁ 

[m2·s1/2·kg-1] 
DI water 998 0.890 0.034 

Isopropanol 781 2.038 0.025 

D5 835 4.695 0.016 

N10 841 14.34 0.009 

From the time constant or from the exponential fit of the envelope of the decay process, the quality 

factor can be determined according to Equation (2.19). Another possibility is the decomposition of 

the time signal into the frequency spectrum by means of a Fourier analysis. An advantage of this 

method is that, besides the fundamental mode, additional higher modes can be examined. The qual-

ity factor can be calculated from the resulting resonance peaks of the Fourier spectrum using the 

half-power bandwidth method (see Equation (2.16)). 

 

Figure 13. Decay curves of a micro-oscillator in water (a), isopropanol (b), D5 (c) and N10 (d) (blue solid 

line). The maxima and minima of the oscillation movement are marked with crosses and fitted using an 

exponential fit (dotted line). 
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Figure 14. Fourier analysis of the decay plot of micro-oscillator in water (a). The corresponding eigenmodes 
as well as the associated quality factor and resonance frequency are included. In (b) the resonance peaks 
resulting from the Fourier analysis of the first bending mode for various liquids are shown. 

In Figure 14a, the quality factors for the different eigenmodes have been calculated applying the 

half-power bandwidth method on each resonance curve. It is noticeable that the quality factor in-

creases with increasing operating frequency, respectively with a higher mode number. This effect 

was also observed in gases and persists in liquids. Within the observed selection, the roof-tile shape 

mode exhibits the smallest bandwidth and is therefore the most moderately damped eigenmode 

with respect to the resonance frequency. This is consistent with previous work, which reported 

roof-tile shape modes to be very weakly damped and therefore well suited for applications in liquid 

media [32]. In Figure 14b, the resonance peaks of the fundamental mode in different liquids are 

depicted. The resonance frequency shows mainly a dependence on the density of the liquid which 

is additionally superimposed with effects of the dynamic viscosity (cf. Equation (2.37)). A higher 

density causes a reduction of the resonance frequency due to the additional mass acting on the 

oscillator. The influence of the viscosity part is depending on the geometry and can be adjusted by 

the aspect ratio of the micro-oscillator (Parameter C4 of Equation (2.40)). The amplitude, respec-

tively the quality factor, depends not only on the density but also on the dynamic viscosity of the 

liquid. A measure for the quality factor of micro-oscillators in liquids is the reciprocal square root 

of the density-viscosity product. Therefore, DI water exhibits the highest amplitude and quality 

factor among the four liquids. The other liquids have approximately the same density and differ 

essentially in their dynamic viscosity. Thus, a decrease of the amplitude respectively of the quality 

factor with increasing viscosity from low (Isopropanol) to high (N10) can be seen. 

3.4 Stationary Magnetic Field Simulation 

In Section 2.1.4, the paramagnetic magnetic force on oxygen was introduced. This effect is based 

on both a high magnetic field and on a high gradient of the magnetic field. For this purpose, simu-

lations were performed with different geometries to create an enrichment zone of paramagnetic 

oxygen with the highest possible force and approximately the size of the micro-oscillator. 

The magnetic circuit is designed as shown in Figure 15. The whole construction consists essentially 

of three components: The field generation part, the field transporting part and the focusing unit. 

The field generation is realized by FeNdB permanent magnets with a remanence field strength of 
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1.4 T and in a second case by electromagnetic coils. In order to achieve the highest possible mag-

netic field, two oppositely directed field generating elements are used, which are placed symmet-

rically around the focusing unit. The field transport for closing the magnetic circuit is formed by 

cuboidal elements made of ARMCO® Telar 57. This is a noble magnetic material with high mag-

netic permeability µr (> 1000) and high saturation magnetization (BSat = 2.15 T) [112]. These very 

good magnetic properties reduce the losses of magnetic field strength on the way to the focusing 

unit. For the focusing unit, different geometries have been tested numerically, including semicircles 

and pyramids in various combinations. The best results in terms of size of the enrichment zone and 

maximum force effect were obtained with the setup shown in Figure 15, consisting of two flattened 

pyramids. The distance between the two flattened elements is also a decisive factor for the magni-

tude of the magnetic field and the magnetic field gradient. A distance of 1 mm was chosen, which 

results form a compromise between high magnetic force and low viscous friction losses due to a 

narrow gap. 

 

 
Figure 15. Schematic diagram of the magnetic circuit including all dimensions. In grey, the magnetic noble 
material for transporting the magnetic field is highlighted. The magnetic field generators are colored in black 
and the focusing unit is marked in red. 

In Figure 16a and b, the magnitude of the resulting magnetic field in between the two flattened 

pyramids is shown. In the internal region between the flattened parts there is a homogeneous mag-

netic field with a strength of about 1 MA/m (j 1.3 T), which drops sharply at the edge of the struc-

ture. The sharp drop of the magnetic field in a range of a few hundred µm leads to a high magnetic 

force in this area. Figure 16c shows an example of the calculated magnetic force in the x-direction. 

The maximum values can be found in the area of the edge and are symmetric to the coordinate 

origin. The direction of the paramagnetic force is always towards the center, where a local enrich-

ment zone is created. In Figure 16d the magnitude of the magnetic force is displayed, revealing a 

symmetric attraction of oxygen into the zone of the homogeneous magnetic field. The direction is 

represented by the vector arrows thus indicating an attraction of the oxygen atoms into a spatially 
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confined region in-between the flattened area of the pyramids, the enrichment zone. The force 

direction for the diamagnetic gases is directed in the opposite direction because of the sign of their 

magnetic permeability (cf. Table 3) and therefore these gas components are pushed out of the en-

richment zone. The size of the enrichment zone is mainly determined by the flat area of the pyramid 

tips and can be adjusted via this parameter. In this region, the oscillator is placed to measure the 

local increase of the oxygen via change of the quality factor Q as well as the resonance frequency 

fr. 

 

Figure 16. Magnitude of the magnetic field strength in the x-z-plane side view (a) and in the top 
view on the x-y-plane (b). In (c) the calculated magnetic force in the x-direction is depicted and in 
(d) the magnitude of the magnetic force as well as the vectorial representation of the force direction 
is shown. 
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4 Manufacturing 

In the following chapter, the fundamental process steps of the micro-oscillator fabrication are pre-

sented. In the first section the process steps are introduced and in the second section the processing 

is analyzed with respect to the quality and inhomogeneities (tolerances). This allows to identify 

uncertainties in the manufacturing process which influence the experimentally measured quantities, 

such as resonance frequency fr and quality factor Q. 

4.1 Process Flow 

An overview picture of all the manufacturing steps is shown in Figure 17. The initial substrate is a 

4" Si wafer with a high concentration of p-boron (0.005 «cm) and a thickness of 525 ± 20 µm in a 

(1 0 0) orientation.  

 
Figure 17. Schematic overview of the process flow, which includes the key manufacturing steps. On the 
left side in cross-section and on the right side in top view. The thickness ratios in the side view are not to 
scale. 
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The low resistivity of the silicon wafer allows the substrate to be used as a common ground. For 

electrical insulation, silicon dioxide SiO2 is grown in a thickness of 120 nm on both sides in a dry 

oxidation process. Afterwards, Si3N4 is deposited in a thickness of 550 nm on the backside using a 

plasma enhanced chemical vapor deposition (PECVD) process. This layer is required as pas-

sivation for structuring the backside cavities with potassium hydroxide (KOH) for thinning the Si-

membranes. Both sides are structured simultaneously in a 6 % hydrogen fluoride (HF) etching so-

lution. The piezoelectric aluminum nitride (AlN) thin film is then deposited in a thickness of 

1100 nm by a reactive sputtering process and subsequently patterned by 85 % phosphoric acid 

(H3PO4) at a temperature of 80 °C [8]. The AlN elements as well as the substrate (ground) are 

contacted by gold (Au) electrodes which are deposited in a DC sputtering process in a thickness of 

about 500 nm and etched with aqua regia (HNO3 + 3 HCl) at a temperature of 25 °C. This process 

is followed by an optional passivation step, which is only necessary for the measurement of elec-

trically conductive liquids. For this purpose, aluminum oxide (Al2O3) is reactively sputtered in a 

thickness of about 500 nm and etched with phosphoric acid (H3PO4) at a temperature of 60 °C 

[113]. This is followed by a backside etching step using 40 % KOH at a temperature of 85 °C [114]. 

Within about 14 h of KOH etching, a very thin membrane in the range of 10 3 30 µm is created 

from the backside. These KOH cavities are then refilled with photoresist AZ1518 from Micro-

Chemicals GmbH to mechanically stabilize the structure and they are acting as etch stop for the 

releasing process (see Figure 18a). The micro-oscillator structure itself is structured from the top 

side by a deep reactive ion etching process (DRIE). The Bosch process is used, consisting of alter-

nating passivation and etching steps (see Figure 18b). Subsequently, the micro-oscillator chips are 

diced by a wafer dicing saw and are singularized. Afterwards, the micro-oscillators are released by 

dissolving the photoresist with acetone and cleaned in an ultrasonic bath with isopropanol, water 

and ethanol. Examples of the fabricated micro-oscillators are depicted in Figure 19. 

a b 

  
Figure 18. Back side view showing the refilled KOH cavities with photoresist AZ 1518 (a) and top view on 
a processed wafer covered with the DRIE photomask before the DRIE process (b).  



4 Manufacturing  4.1 Process Flow 44 
 

 

a b 

  
c d 

  
Figure 19. Microscopic image of the fabricated micro-oscillators: PO (a), PO fully covered (b), CO (c) and 
BO (d). 

4.1.1 Mask Production 

The individual fabrication steps must first be defined photo lithographically, before applying the 

etching chemical. This requires five or, in the case of the optional passivation step, six masks. A 

single mask blank consists of a glass substrate, a chrome thin film and a positive photoresist.  

a b 

  
Figure 20. Lithographic masks for DRIE process (a) and Au electrode structuring after the chrome etching. 
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In a first step, the structural data implemented with the mask layout software CleWin 3.3 are trans-

ferred to a physical mask via the laser writing system DWL 66 from Heidelberg Instruments Mikro-

technik GmbH, using a 20 mm writing head, which allows a resolution of 5 µm. Afterwards, the 

photoresist is developed and the chrome film is etched by the chrome etching solution TechniEtch 

CR01 from MicroChemicals GmbH. The remaining photoresist is removed with Caro9s acid, which 

simultaneously removes other impurities and therefore cleans the surface. This is an important 

factor, because the mask is in contact with the wafers in the exposure step. In Figure 20, two ex-

amples for lithographic masks are shown after the structure transfer by the chrome etching process. 

4.1.2 Lithography 

Lithography is a necessary step before any etching process in order to structure the defined areas 

where the deposited material has to be removed. For this purpose, the positive photoresist AZ1518 

is spun on in a thickness of about 2 µm. This is achieved by applying a drop of a few milliliters on 

the wafer, which spreads over the surface in a defined thickness by the rotation of a spin coater. 

The rotation speed is 3000 rpm with an acceleration of 3500 rpm/s and a time of 60 s. Only the 

DRIE mask is an exception. Here, the speed is reduced to 2500 rpm in order to produce a thicker 

photoresist, which is necessary for the longer etch time (approximately 30 min.). After the photo-

resist is deposited on the wafer, the structure is transferred by an exposure system. The mask aligner 

MA/BA6 from SÜSS MicroTec AG is used to align the mask to the wafer and a mercury vapor 

lamp with a wavelength of 405 nm is used for exposure. The alignment is done via two markers 

placed on both sides, left and right, to eliminate an angular error (see Figure 21). The photochem-

ically activated photoresist is then removed by the development solution (AZ351B) in the illumi-

nated areas. The quality of the lithography, the alignment and the resolution are controlled after 

development to ensure a good pattern transfer (cf. Figure 21). 

a b 

  
Figure 21. Alignment structures to adjust the masks to the wafer (a) and test structures to control the reso-
lution of the lithography step as well as the etching process (b). 
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4.1.3 Thin Film Deposition 

The thin films must first be deposited, before structuring them photo lithographically, as described 

in the previous section. In this work, three different techniques are used to create thin films of 

different materials in a defined thickness and orientation: thermal oxidation, chemical vapor depo-

sition (CVD) and sputtering. The silicon dioxide thin film is grown on top of the silicon surface by 

a dry oxidation process. The process takes place in a furnace at a temperature of 1000 °C in an 

oxygen atmosphere for about 5 h. The silicon nitride thin film is deposited with a PECVD process 

in a Plasmalab System 133 from Oxford Instruments. A 550 nm thick layer is produced at a tem-

perature of 350 °C and a process time of 2400 s. The aluminum compounds as well as the metalli-

zation with Au were deposited using a magnetron sputtering system LS 730S from Von Ardenne 

GmbH. Au is deposited in a standard DC sputter process, while the AlN and the Al2O3 thin films 

are created using a reactive sputtering process. In the case of the AlN deposition, the orientation in 

the c-axis direction is crucial for achieving good piezoelectric properties. This is controlled via the 

process parameters [8]. The piezoelectric AlN thin film with a thickness of 1100 nm is produced 

with a sputter power of 1000 W at a vacuum of 0.004 mbar with a nitrogen gas flow of 50 sccm in 

a process time of 3200 s. The 500 nm thick Al2O3 passivation layer is deposited with a sputter 

power of 500 W at a vacuum of 0.004 mbar with an oxygen gas flow of 60 sccm and an argon gas 

flow of 60 sccm in a process time of 1800 s. The Au metallization layer with a thickness of 500 nm 

was sputtered with a power of 100 W under a vacuum of 0.003 mbar with an argon gas flow of 

60 sccm in a process time of 300 s. 

4.1.4 Etching 

The different layer materials described in the previous chapter are photo lithographically structured 

and then etched to transfer the pattern onto the substrate. For this purpose, various etching media 

are used, each adapted to the material to be removed. Each etching combination forms its own 

etching profile, which must be taken into consideration. The wet chemical attack during etching of 

Au, AlN and Al2O3 is mostly isotropic, resulting in a significant underetching of the photoresist 

mask. Especially for AlN, this effect is predominant due to the layer thickness and therefore re-

quires a lateral tolerance of 10 µm to the overlaying Au layer. An overlap of the gold electrodes 

due to an underetching of the AlN patterns would lead to a short circuit with the substrate below 

(common ground) and thus would lead to a short circuit of the piezoelectric element. Figure 22a 

shows the underetching of the AlN mask (light brown area at the edge of the mask) and Figure 22b 

shows the lateral distance of about 5 µm to the gold electrode, which should be the lithographically 

intended 10 µm. The KOH etching of silicon, on the other hand, forms a partially anisotropic etch-

ing profile, which is determined by the crystal structure. The (1 0 0) orientation of the Si wafer 

exhibits an etch profile illustrated in Figure 22e and f. This results in square-shaped Si membranes 

with a thickness of several µm from which the micro-oscillator is fabricated by the front side using 

a DRIE process. The thickness of the micro-oscillator is thus given by the KOH etching and can 

be controlled by measuring the etching rate and adjusting the etching time. The DRIE process 

(Bosch process) forms a fully anisotropic etch profile with very high aspect ratio. The alternating 

etch step with SF6 and passivation step with C4F8 for 6 seconds each, results in a sharp edge with 
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a scalloped sidewall. This structure can be seen on the edge of a micro-oscillator under an SEM 

image as, shown in Figure 22c and d.  

a b 

 
c d 

 
e f 

 

 

Figure 22. Microscopic image of the photomask of an AlN piezo element after the phosphoric acid etching 
(a) and after the Au structuring (b). SEM image of a micro-oscillator showing the edge in a side view. The 
scalloped sidewall of the DRIE process can be observed (c), as well as the piezo element composed of an 
AlN and Au stack (d). In (e) the stylus profilometer measurement of a KOH etched profile is shown as well 
as a 3D microscopic image (f). 
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4.2 Process Control 

The control of the individual process steps is a fundamental intermediate step to ensure a properly 

working component. In this way, errors in the process chain can be identified and corrected at an 

early stage. Furthermore, the geometrical parameters that influence the oscillation behavior as de-

scribed in the theoretical part (see Section 2.2) are inspected. In the following, the results for the 

layer thickness, the membrane thickness as well as the initial displacement due to residual mechan-

ical stress are presented. 

4.2.1 Thin Film Thickness 

The thickness of each thin film layer was controlled after the etching process by measuring the 

depth of an edge with a contact profilometer Dektak 150 from Veeco Instruments. The test structure 

shown in Figure 21b was used for this purpose. In Figure 23, the result for a test structure in the 

middle area of the wafer is illustrated. The thicknesses of the SiO2 layer and the AlN layer corre-

spond to the expected target values and are almost homogeneous over the entire wafer. Since the 

dry oxidation is a growth mechanism and not a deposition process, no dependence on the location 

is to be expected. The AlN deposition, on the other hand, shows a slight radial dependence from 

the center of the wafer, which leads to a decrease of the thickness towards the edge of the wafer of 

a few nm. The good homogeneity of the thickness is ensured by a large 8" Al target used for the 

reactive sputter process. In contrast, the thickness of the gold layer is significantly larger than the 

nominal value and shows a strong decrease towards the edge of the wafer. The thickness at the 

edge is only about 500 nm, which can be attributed to the small 4" Au target. The thickness is still 

sufficient for good electrical contact as well as adhesion to the substrate. 

 
Figure 23. Height measurement of a stylus profilometer over the test structures to determine the layer 
thicknesses of SiO2 (blue), AlN (green) and Au (gold). 
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4.2.2 Membrane Thickness 

A critical step in the manufacturing process is the production of the thin Si membranes from which 

the oscillators are fabricated. The thickness of the membrane also determines the thickness of the 

oscillator and thus has a decisive effect on its resonance frequency as well as on the quality factor. 

The membrane thickness was determined by the difference between the measured wafer thickness 

and the etch depth. The wafer thickness was measured with a capacitive wafer bow instrument 

(MX203 form EH-Metrology GmbH) at seventeen positions to ensure a homogenous wafer thick-

ness. The etch rate was determined by measuring the etch depth after an initial etching step of seven 

hours. In Figure 22, the stylus profilometer measurement is illustrated to obtain the etch depth of a 

single cavity. The mean value for the etching rate of the highly doped wafers was slightly above 

35 µm/h. Subsequently, in a second etching step, the desired etching depth respectively membrane 

thickness was achieved by adjusting the exact etching time. The resulting array of cavities (see 

Figure 18a) are systematically measured to determine the exact thickness of the membrane and to 

identify its thickness distribution over the entire wafer. Consequently, the chip number can be used 

to identify the position on the wafer and thus the thickness of the oscillator can be deduced.  

Two special features can be observed in the thickness distributions shown in Figure 24. On the one 

hand, there is a radially symmetric distribution. This can be attributed to the doping, since higher 

doping leads to a reduction in the etch rate and thus to a thicker membrane [115]. For example, 

doping in the crystal pulling process has a radial dependence, as well as doping by spin-on pro-

cesses. This leads to a variation of the membrane thickness by a few µm from the wafer center to 

the wafer edge. The second effect, which can be observed is a distribution of the membrane thick-

ness from top to bottom. This effect on the thickness distribution is particularly pronounced for the 

thinner wafer illustrated in Figure 24b. During the etching process of KOH with Si, hydrogen H2 

is formed, which rises in the liquid etching solution in the form of bubbles. These bubbles block 

the overlying cavities and therefore slightly reduce the etch rate. 

 
Figure 24. Thickness distribution for two wafers with the targeted thickness of 30 µm (a) and 15 µm (b). 
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4.2.3 Residual Stress 

The last point of the manufacturing process, which will be considered in the following section, is 

the initial mechanical stress of the micro-oscillator due to the deposited thin film layers. The me-

chanical stress results from the differences in the thermal expansion coefficients of the materials, 

which are deposited at higher temperatures. A general distinction is made between nitrides such as 

AlN and Si3N4, which lead to tensile stresses and oxides such as SiO2 and Al2O3 on the other side, 

which lead to compressive stresses. For the micro-oscillator, the aluminum components AlN and 

Al2O3 are decisive layers since they are located in the area of the suspension and lead to a deflection 

of the attached beam and plate. The mechanical stress under varying deposition parameters has 

been investigated by Ababneh et al. and can be determined with the Stoney formula measuring the 

initial bending of wafers [8]. For a fully covered cantilever structures Nazeer et al. gives the fol-

lowing formula to calculate the residual stress Ã from the tip displacement · [116]: 

 ¾ = 3Ã@Ã��v:�Z@� , (4.1) 

with the abbreviations HAlN, LO, E, H for the thickness of the AlN layer, the length of the cantilever, 

its Young´s modulus and its thickness, respectively. 

In Figure 25, the Dektak profilometer measurement for different micro-oscillators is displayed. The 

measurement along the two beams for a sensor BO shows that the bending is symmetrical and that 

there is no additional rotation of the oscillating plate (cf. Figure 25a). The comparison between the 

different geometries is shown in Figure 25b and indicates no major difference between the anchor-

ing structures. Rather, the size of the pre-stressed elements is more decisive. This becomes evident 

when comparing a cantilever structure with different coverage sizes. Figure 25c illustrates the ini-

tial displacement caused by the residual stress of a cantilever with a coverage of a third, a half and 

the entire oscillator surface. The fully covered cantilever exhibits the largest deflection and the 

height of the initial displacement respectively the curvature is decreasing with a decreasing cover-

age size. The bending can only be observed in the area of the AlN piezo elements, the plate itself 

rises in linear extension given by the angle of inclination created by the curvature. In addition, 

passivated micro-oscillators were fabricated which were coated with an additional Al2O3 layer. In 

comparison with these cantilevers, a strong decrease of the initial displacement is observed. This 

is due to the fact, that the additional oxide layer has a compressive impact, which counteracts the 

tensile stress of the Si3N4 layer. The resulting initial displacement can thus be significantly reduced. 

The effect of the initial displacement must be taken into account when evaluating the gap width to 

the Al counter plate, since the magnitude is in the range of the smallest gap widths. 

Furthermore, the residual stresses have an influence on the oscillation behavior of the oscillator 

and must therefore be considered. On the one hand, stresses lead to a change in the spring constant, 

which shifts the resonance frequency [117]. This has a direct influence on the quality factor, since 

after Equation (2.16) there is a direct correlation between the resonance frequency and the quality 

factor. The resulting spring constant k can be given as superposition of the beam spring constant 

kB (see Equation (2.21)) and a stress induced part kÃ [118]: 
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 + 	Ä = ZC:@%4v:% + 24@C:5v: �, (4.2) 

with the same abbreviations as used above as well as the width of the cantilever BO. The frequency 

shift can be acting in both directions since the sign of the residual stress is changing from negative 

(compressive stress) to positive (tensile stress). 

On the other hand, these additional AlN actuation and Al2O3 passivation layers lead to frictional 

losses within the material, which limit the maximum achievable quality factor in the high vacuum 

regime. According to Equation (2.30), a larger layer results in larger friction and consequently re-

duces the quality factor. Additional oxide layers do not have the same compensating effect as with 

the initial deflection, since the frictional losses are still present in the material. The resulting max-

imum quality factor, which is limited by the material attenuation of coated thin films, is therefore 

always in the range of a few thousand or below. 

a b 

  
                                 c 

 
Figure 25. Measurement of the initial displacement with a Dektak profilometer on two beam side of a BO 

sensor (a), for different geometries (b) and varying coverage sizes of the AlN thin films as well as additional 

Al2O3 passivation layers (c).  
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5 Measurement 

In the following chapter, the basic experimental setups for measurement are discussed. This in-

cludes the vacuum chamber, the contacting of the sensors, the electronic circuitry and the setup for 

distance variation of the gap. Finally, the setup for generating a high magnetic field gradient for 

the local enrichment of oxygen is presented. 

5.1 Vacuum Chamber 

The measurements to characterize the oscillation behavior of the micro-oscillators under different 

gas atmospheres as well as ambient pressures were performed in a custom-built vacuum chamber. 

Nine different gases with a purity greater than 99.999 % from Air Liquide Deutschland GmbH were 

used for these investigations. These include four noble gases He, Ne, Ar and Kr, as well as five 

polyatomic gases H2, N2, CO2, N2O and SF6. In addition, technical air was used for the investigation 

of micro-oscillators as paramagnetic oxygen sensor. Technical air constitutes a mixture of nitrogen 

and 20.5 ± 0.5 % oxygen. The pressure of the gas was varied from 10-4 mbar up to 900 mbar. Three 

physical pressure sensors, which are independent of the gas type, are used to set a defined pressure 

within a feedback loop: CMR 264 from 10-2 to 100 mbar, CMR 362 from 100 to 102 mbar and 

CMR 261 from 102 to 900 mbar. All pressure sensors are capacitive membrane systems from 

Pfeiffer Vacuum. For the rough vacuum range, the rotary vane pump DUO 5 from Pfeiffer Vacuum 

is used, which is additionally supported by the turbomolecular pump TMH 071P also from Pfeiffer 

Vacuum for the pressure range below 0.1 mbar. Pressures below 10-2 mbar were measured by the 

Pirani cold cathode sensor PKR 251 from Pfeiffer Vacuum, which exhibits a dependency on the 

type of gas due to the indirect measurement principle. Therefore, this pressure range is not consid-

ered for the extrinsic damping analysis, since the effect of the gas type is not negligible. This pres-

sure range is therefore only used to determine the intrinsic material damping since all the extrinsic 

gas damping mechanisms are erased at that vacuum level. The whole construction of the vacuum 

chamber possesses a volume of about 50 l to accommodate the entire measurement circuit and the 

experimental setup, which are presented in the following sections. 

5.2 Measurement Circuit 

For the characterization of the micro-oscillators, an electronic measurement circuit was designed 

and constructed to record the resonance curves. Based on these curves, the evaluation is then per-

formed regarding the two characteristic quantities resonance frequency fr and quality factor Q, as 

presented in Section 2.2.1. The excitation of the micro-oscillators is realized by supplying two of 

four piezo elements by a sinusoidal signal with an amplitude of 1 V and a varying frequency. The 

excitation via the function generator 33220A from Agilent Technologies Inc. is additionally decou-

pled by a high-impedance buffer amplifier (LMC6482 from Texas Instruments) to ensure a constant 

supply. Due to the resulting oscillation, the other two piezo elements emit electric signals in the 

form of induced charges, which are measured. Since the amount of charge is in the range of a few 

fC (= 10-15 C), this requires a high measurement accuracy. Therefore, charge amplifiers are used to 

measure even very small amounts of charges. They consist of an active amplifier circuit and a 
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parallel RC circuit (RCA = 8.2 M«, CCA = 47 pF). The integrating function of the circuit allows the 

detection of very small amounts of charge, which are directly converted into a voltage signal. The 

integration of the charge quantity leads to a time constant and thus to a limiting lower cutoff fre-

quency fcut down to which the circuit can be operated: 

 8¼¦� = 12���\6�\ ¡ 350 Hz. (5.1) 

In order to detect the signal as free of interference as possible, the cable length is minimized and 

therefore the electronics are housed inside the vacuum chamber. In addition, an inverting amplifier 

with a constant gain (= -R4/R3) of about two orders of magnitude is connected behind the charge 

amplifier to raise the output signal into a range of a few hundred mV (R3 = 2.7 k«, R4 = 240 k«). 

The entire measurement circuit is schematically illustrated in Figure 26 and was realized on a 

printed circuit board (PCB) in quadruplicate for simultaneous connection of four micro-oscillators 

within the vacuum chamber. The electric signal is then lead out of the chamber and recorded by a 

lock-in amplifier SR-5210 from Signal Recovery. The amplifier compares the amplitude of the 

measuring signal with the excitation signal, locked to the excitation frequency, thus filtering out 

all DC components as well as other frequencies from the measurement signal. Depending on the 

magnitude of the measurement signal, the lock-in amplifier gives a signal between 0 V and 4 V as 

well as the phase angle between the excitation and the measurement signal. The operating range of 

the lock-in amplifier is in the range from 0.5 Hz to 120 kHz and thus limits the measurable fre-

quency range upwards. 

 
Figure 26. Schematic of the measurement circuit for the compensation of the electrical crosstalk as well as 
the signal amplification of the sensing element (reused in [119]). 

A problem with micromechanical oscillators is the small distance between the excitation and the 

measurement elements as well as the common ground substrate, which causes a capacitive coupling 

of the excitation signal into the measurement signal. For this reason, resonance plots like the <dou-

ble resonance peak= curves shown in Figure 27a and c are initially obtained. These curves can also 
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be evaluated by means of the resonance frequency and quality factor but can be compensated with 

an additional active electronic circuit. For this purpose, the mass is virtually shifted by an inverting 

amplifier and the real part of the curve is shifted to the zero point (cf. Figure 27e and f). The com-

pensation strength can be adjusted via the gain factor (= -R2/R1) and should ideally correspond to 

the ratio of the measurement capacitance Csense to the crosstalk feedthrough capacitance Cft. This 

concept was introduced by Qiu et al. [120] for the compensation of the electrical crosstalk and was 

implemented on the electronic board (R1 = 470 «, R2 = 0&200 «). After successful compensation, 

the resulting resonance curves have the expected shape (see Figure 27b and d) and can be evaluated 

according to the equations of Section 2.2.1. 

 
Figure 27. Measurement of resonance curves under varying ambient pressures with the proposed charge 
amplification circuit. In (a, c, e) the amplitude, phase and bode plot are depicted without capacitive feed-
through compensation and in (b, d, f) with this compensation. 
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In a further development step of the PCB board, the chip-scale lock-in amplifier AD630 from Texas 

Instruments was included on the board as part of a bachelor thesis, resulting in a significant reduc-

tion in the size of the experimental setup [121]. Furthermore, this more compact design is a first 

step towards a stand-alone solution. In addition, an instantaneous evaluation of the resonance shift 

by using a phased-lock loop (PLL) as well as the quality factor via measurement of the resonance 

amplitude is conceivable. The circuit was used experimentally for measurements in liquids as part 

of a master thesis and led to good results [122]. The circuit board with integrated amplifier circuit, 

compensation and lock-in amplifier is shown in Figure 28.  

 
Figure 28. PCB with the measurement electronics consisting of an amplification circuit, a compensation 
part and a chip scale lock-in amplifier. The total dimensions are 104.5 × 50 mm2. 

5.3 Experimental Setup 

In the following section, the sensor placement will be presented. Two different PCBs were designed 

for this purpose, which are depicted in Figure 29. In Figure 29a, the board for placing the micro-

oscillators in a defined gap width to a geometrical boundary is shown. The PCB is first prepared 

for this by drilling holes at the four locations of the sensors. This prevents the smallest distance 

from being limited downward by the board. Then the four micro-oscillators are glued to the board 

by a pick-and-place machine and they are electrically contacted by bonded gold wires. Finally, the 

board is connected via connectors to the measurement electronics presented in Section 5.2. 

a b 

 
Figure 29. PCB for connecting the micro-oscillators and place them within the experimental setup. In (a), 

the board for the measurements in dependence of the adjusted gap width under varying ambient pressure is 

shown and in (b), the board for the investigation as oxygen sensor in the magnetic field construction can be 
seen. 
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The board itself is then mounted upside down in the construction shown in Figure 30. Four threaded 

rods guide the board through the holes on the outside and the board can be fixed at a defined height 

by tightening the countered nuts. First, the board is aligned parallelly to the Al counterplate using 

two gauge blocks with a thickness of 800 ± 2 µm and then the board is fixed at the defined distance. 

The exact gap width between the micro oscillator and the Al counterplate can be derived from the 

height of the glued oscillators above the board, which was measured by means of a length measur-

ing probe Millimar C 1208 from Mahr. The gap width is adjusted by varying the height of the Al 

counter plate which is controlled by the linear motor M-228 11S from Physik Instrumente (PI). 

The whole construction is then placed in the vacuum chamber to investigate the influence of the 

gap width under varying ambient pressures as well as for different gas atmospheres on the damping 

behavior of micro-oscillators. 

a b 

 

 
Figure 30. Construction to place the micro-oscillators in a defined gap width to a geometrical boundary. In 

(a), the cross-section for mounting the board is shown and in (b), the entire construction including the linear 

motor for controlling the gap width by regulating the height of the Al plate can be seen [123]. 

The second board shown in Figure 29b was developed for the positioning of micro-oscillators in a 

concentrated magnetic field. Due to the geometry of the field focusing part for generating the mag-

netic field gradient, the holder is designed in such a way that only the micro-oscillator is placed 

free-standing in the field and the electrical signals are led away to the back. The further details for 

placing the sensor by means of this board in the generated magnetic field can be found in the next 

section. 

5.4 Magnetic Field Construction 

The magnetic field structure for generating the highest possible product of magnetic field and mag-

netic field gradient has already been modelled numerically in Section 3.4. The simulation was used 

for optimizing the magnetic field focusing unit. As shown in Figure 15, both the magnetic circuit 

and the focusing unit are made of the noble magnetic material Telar 57 from AKSteel International 

BV. All components for this circuit, in particular the flattened pyramid elements for the focusing 
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unit, are precision-engineered in the workshop of the Fraunhofer IZFP institute. Due to the mag-

netic force, the structure sticks together without any further clamping and must be actively sepa-

rated in the focusing area. Two column structures are used as stop to protect the structures against 

a collision of the two flattened pyramids. The holding structures are completely made of plastic in 

order not to cause a magnetic short circuit of the field. With an additional plastic screw, the gap 

width can be controlled by the adjusting wheel and the gap is fixed with two plastic counter nuts. 

Using a 1 mm gauge block, the gap is adjusted within the setup. For the placement of the sensor, a 

support structure with a sled was designed to hold the sensor board at the height of the gap. Then, 

the sensor can be moved into the magnetic field by means of this sled and read out via electrical 

connections on the bottom side. The entire setup with the built-in micro-oscillator is shown in 

Figure 31.  

a b 

  
Figure 31. Picture of the mounted magnetic circuit. The distance can be adjusted precisely via the adjusting 
wheel by means of a plastic screw and two countered nuts (a). In (b) a detailed view on the gap where the 
sensor is placed can be seen. 

Prior to the micro-oscillator measurements, the magnetic field within the gap was characterized 

using a Hall sensor, which is read out via a magnetometer (KOSHAVA 5 from Wuntronic GmbH). 

The measuring probe has a sensing head with a width of 2 mm. The spatial expansion of the sensor 

head is therefore not negligible compared to the spatial resolution of the magnetic field (see insert 

of Figure 32). The measured results are thus the superposition of the magnetic field with the meas-

urement geometry of the sensing head, which mathematically represents a convolution of the two 

functions. As a result, the maximum value is significantly higher than the numerical value as well 

as the remanence value of the FeNdB magnet since the magnetic field is accumulated over the 

entire sensor surface and thus leads to an increase of the measuring signal of the Hall sensor. For 

approximation, the magnetic field is assumed to have a Gaussian profile and the measuring tip is 

described with the Heaviside function »(x). The convolution of the two functions yields the follow-

ing result: 
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 (8 7 ²)(O) = Ç ^o$(È$È.)ÉÄÊ
$Ê  [Ë(O. + 1) + Ë(O. 2 1)] dO. (5.2) 

 = ^:��2 ierf iO + 1:� j + erf iO 2 1:� j + 1j, (5.3) 

whereby erf(x) denotes the Gaussian error function. AGauss and ÃGauss are fitting parameter obtained 

by the curve fitting method where the fit parameter AGauss represents the maximum value of the 

magnetic field and ÃGauss represents the variance of the Gaussian function. 

Figure 32 shows the measured values for a bidirectional transit of the Hall sensor through the gap. 

Due to the uncertainty of the motor joint, the position accuracy is ± 30 µm. According to the man-

ufacturer, the measurement error of the Hall sensor is ± 2 %. A fit of the Gaussian function in 

combination with the convolution shows a good agreement with the measured data. The maximum 

value of the magnetic flux, slightly over 1 T, corresponds to the numerically determined value 

(Bsim = 1.3 T). The exact shape of the magnetic field cannot be resolved due to the size of the meas-

uring probe and therefore the magnetic field as well as the corresponding gradient can only be 

determined approximately. This leads to the deviation between the determined profile and gradient 

to the numerical results. Qualitatively, however, the resulting force (product of magnetic field and 

gradient) is correct and leads to an accumulation of paramagnetic materials in the focusing area. 

 
Figure 32. Measurement of the magnetic field within the gap (blue points) showing the convolution of the 
actual magnetic field and the sensor geometry. The points are fitted with the convolution using Equation 
(5.3) (orange line) to reconstruct the real magnetic field (grey line). From this result the gradient of the 
magnetic field (yellow line) is calculated.  
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Figure 33. Magnetic field circuit with the coils as active field generating component (a) to create a high 
magnetic field gradient between the two flattened pyramid structures (b). Two different wire diameters are 
used, indicated by different colors (280 µm red and 315 µm copper). 

For the measurement to detect the paramagnetic effect of oxygen, coils are used to generate the 
magnetic field, replacing the permanent magnets (see Figure 33). Two types of coils were used due 
to manufacturing problems with the thinner wire diameter. Coil 1 possesses a wire of 280 µm di-
ameter with a resistance of 110 « and an inductance of 582 mH, whereas coil 2 is constructed  
using a wire of 315 µm resulting in a resistance of 43 « and an inductance of 342 mH. Analogous 
to previous measurements, the maximum of the magnetic field inside the gap is recorded with the 
magnetometer as a function of the applied voltage (see Figure 34). The result is a magnetic field of 
1.02 T, which is comparable to the permanent magnet structure. When only one coil is switched 
on (blue and orange line), the magnetic field is reduced considerably, since a portion of the mag-
netic field is lost via the inactive coil. By activating both coils in opposite directions (grey line), a 
significantly higher magnetic field can be generated than by the individual coils (yellow line show-
ing the linear superposition of coil 1 and coil 2). 

 
Figure 34. Magnetic flux density measured within the gap between the flattened pyramid structure as func-
tion of the operating voltage applied to the coils.  
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6.1 Summary of the Appended Publications 

In the following, the publications are briefly summarized and placed in the context of the overall 

thesis. They will be presented in the following sections and accompanied by a short introduction 

to the topic, in which the current literature and the state of the art are reviewed. In addition, further 

investigations are presented that did not find a place in the attached papers. The chapter is com-

pleted by two sections with unpublished data, comparing the damping in liquids and gases and the 

utilization of micro-oscillators as oxygen detectors as well as the measurements on the paramag-

netic effect. All publications are reprinted with permission of the journals. 

Addendum I Polyatomic degrees of freedom and their temporal evolution extracted 
from the damping of micro-oscillators 
 

 The results of the investigations on the damping behavior of different gas at-
mospheres in the molecular flow regime were published in 2019 in the journal 
Sensors and Actuators A: Physical (Impact Factor: 3.407). The study demon-
strates the influence of polyatomic degrees of freedom on the quality factor of 
micro-oscillators and reveals a possibility to observe the development of pol-
yatomic degrees of freedom with an increasing gap width. In conclusion, a 
theory was presented covering the effect of the additionally activated polya-
tomic degrees of freedom and connecting the theory of Bao et al. [61] for small 
gap widths and Christian [53] for a freely oscillating structure. 
 

Addendum II Modeling the damping mechanism of MEMS oscillators in the transitional 
flow regime with thermal waves 
 
The new description of the damping behavior of micro-oscillators in the tran-
sitional flow regime based on resonance effects of thermal waves was intro-
duced in Sensors and Actuators A: Physical (Impact Factor: 3.407) published 
in 2020. The concept was presented and derived based on a constructive inter-
ference model as well as verified for a nitrogen atmosphere. 
 

Addendum III Thermal resonance model for micro-oscillators in the vicinity of a geomet-
ric boundary 
 

 Subsequently, the theory was studied experimentally on further micro-oscilla-
tor structures and on other gas atmospheres. These results confirmed the pre-
sented approach and provided further insights into the dependence of the the-
ory on the thermodynamic properties of the gases, such as thermal diffusivity 
and isentropic coefficient. This study was also presented in Sensors and Ac-
tuators A: Physical (Impact Factor: 3.407) in 2022. 
 

Addendum IV Generalized damping model for MEMS oscillators from molecular to vis-
cous flow regime 
 

 In this work published in 2022 in the journal Eng, the damping model was 
applied to three different micro-oscillator structures with different sizes and 
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coverages of the actuator area. The experimental data showed a very good 
agreement with the model for all sensors for the fundamental mode as well as 
for higher bending modes. From the results generalized statements about the 
strength of the damping were obtained, which refer only to the size of the fre-
quency dependent viscous and thermal boundary layer  
 

Addendum V Equivalent circuit model for the damping of micro-oscillators from mo-
lecular to viscous flow regime 
 

 In the following publication released in Journal of Micromechanics and 
Microengineering (Impact Factor: 1.881) in 2020, the damping phenomena 
from the molecular up to the viscous flow regime were reconstructed by an 
equivalent circuit model. This model was compared and verified with the 
experimantal data of two micro-oscillators, including higher bending modes. 
 
© IOP Publishing. Reproduced with permission. All rights reserved. 
 

Addendum VI Using the nonlinear Duffing effect of piezoelectric micro-oscillators for 
wide-range pressure sensing 
 

 The concept of a new pressure sensing system based on a nonlinear microme-
chanical duffing oscillator was presented in the journal Actuators (Impact 
Factor: 1.994) in 2021. The measurement principle reveals a very wide meas-
urement range, which can be adjusted by the actuation voltage in a trade-off 
with the sensitivity. In contrast to other mechanical measurement methods, this 
principle can also be used in the high vacuum range, where it even has its high-
est sensitivity. 
 

6.2 Influence of Polyatomic Degrees of Freedom 

6.2.1 Introduction 

In the first result section, new findings on the damping behavior of polyatomic gas molecules in 

the molecular flow regime are presented. The fundamental theoretical base of molecular flow re-

gime damping was introduced by R. Christian for a completely freely oscillating structure [53], 

disregarding effects of any geometrical restrictions in the near vicinity (c.f. Section 2.3.2). Recent 

developments have been achieved by expanding the theory with a gap width dependency to a geo-

metric boundary [61] and taking thermal effects such as device temperature and thermal velocity 

into account [55]. However, a missing part in the molecular flow damping theory is the investiga-

tion of different gas atmospheres and the impact of the different molecular structures and their 

thermodynamic properties. Therefore, the damping of a micro-oscillator is experimentally exam-

ined in various gas atmospheres consisting of noble gases and polyatomic gases. In addition to the 

standard three translational degrees of freedom, polyatomic gas molecules can exhibit additional 

rotational and vibrational degrees of freedom. Within these additional degrees of freedom, the gas 

molecules can store energy they receive from the collision with the micro-oscillator and heat losses 

caused by the oscillation movement. With a higher number of degrees of freedom, the heat capacity 
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increases and, subsequently, the temperature gradient as well as the associated losses are decreas-

ing. This effect is measured by the quality factor and thus the evolution of polyatomic degrees of 

freedom with the adjusted gap is observed. 

6.2.2 Degrees of freedom 

The mathematical description of the influence of molecular degrees of freedom can be derived by 

using statistical physics. In the theory chapter, the influence of the degrees of freedom on the mac-

roscopic quantities, thermal conductivity (2.6) and isentropic coefficient (2.7), were presented. This 

view is now extended to the molecular level, demonstrating the connection of the heat capacity 

with the molecular degrees of freedom. The decisive factor for the heat capacity is in fact the num-

ber of degrees of freedom, which are available to absorb thermal energy and store it in a molecular 

motion (translation, rotation, or vibration). The average amount of energy +Z+ per degree of free-

dom is equal and given by the equipartition theorem [124]: 

 +Z+ = 12 	
�. (6.1) 

The energy of a molecule is subdivided into the three different degrees of freedom, the translational 

degrees of freedom, the rotational degrees of freedom and the vibratory degrees of freedom. The 

total energy Etot is decomposed into the translational part Etrans, the rotational part Erot and the vi-

brational part Evib [125]: +Zr�r+ = +Z�I�L�+ + +ZI��+ + +Z��§+ = +�����+2, + /4�u Î(Î + 1) + /2� W��§ i+Ï+ + 12j, (6.2) 

with the momentum pmol, the mass m, the moment of inertia I, the rotational quantum number j, the 

vibration oscillation Ëvib and the occupancy o of the gas molecule. In addition, Planck's constant h 

is used and expected values are indicated by + + brackets.  

The translational heat capacity results from the integration of the canonical partition function over 

all impulses and as a derivative of the resulting energy with respect to the temperature: 

 67,�I�L� = 82 �	
. (6.3) 

For the translatory part, the number of degrees of freedom is typically given by fDOF,trans = 3 at 

ambient temperature. Only in special cases this number is reduced, for example in presence of 

geometrical limitations as in two-dimensional electron gas trough heterostructures. 

The total rotational energy results in the same manner by taking the sum over all rotational quantum 

numbers and subsequently from the derivative with respect to temperature. A closed form of the 

sum can only be achieved in an approximation for either small or for high temperatures, relative to 

the defined rotational temperature »rot: 

 67,I�� = �	
 ««
§3 iËI��� j� o$Ð«Ñª¨ ,                8ÏÒ ËI��� k 1

1,                                           8ÏÒ ËI��� j 1      ËI�� = /4�	
u (6.4) 
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The rotational temperature »rot can be associated with the required thermal energy to activate the 

rotational degrees of freedom. In Table 7, all data for the investigated gas molecules are summa-

rized and the structure of the gas molecules can be seen in Figure 35. The linear gas molecules (H2, 

N2, CO2, N2O), where all atoms are arranged on a single bonding axis, exhibit two moments of 

inertia. The third axis corresponding to the bonding axis does not lead to a moment of inertia. 

Therefore, only the more complex molecule SF6 possesses a third moment of inertia where thermal 

energy can be accumulated. 

Table 7. Listing of the investigated gas molecules and their corresponding bong length and bond angle 
[126]. With these informations and with the masses from Table 1, the moment of inertia is calculated ac-
cording to Steiner9s theorem [127]. The rotational temperature and the corresponding rotational energy were 
calculated using Equation (6.4). The number of moments of inertia is given by #. 

Molecule 
Bond 

length  
a [Å] 

Bond an-
gle  
» [°] 

Moment of 
inertia 

I [kg·m2] 

Rotational 
Temperature 

»rot [K] 

Rotational en-
ergy  

Erot [µeV] 
# 

H2 H-H: 0.74 
< (H,H): 

180 
4,6 x 10-48 88,16 7597,68 2 

N2 N-N: 1.10 
< (N,N): 

180 
1,4 x 10-46 2,88 248,2 2 

CO2 C-O: 1.16 
< (C,O,C): 

180 
7,2 x 10-46 0,56 48,3 2 

N2O 
N-N: 1.13 
N-O: 1.19 

< (N,N,O): 
180 

6,67 x 10-46 0,60 51,7 2 

SF6 S-F: 1.56 
< (F,S,F): 

90 
3,07 x 10-45 0,13 11,2 3 

The values for the activation of the rotational degrees of freedom are in the same range, except for 

hydrogen, which requires a significantly higher amount of energy to get activated. Nevertheless, at 

room temperature (T = 300 K), the rotational degrees of freedom are fully developed for all gases. 

a b 

  
c d 

 

 
Figure 35. Schematic drawing of the molecular structure of the polyatomic gas molecules. In (a) the dia-
tomic N2 is shown, in (b) and (c) the triatomic gases CO2 and N2O are depicted and in (d) the gas molecule 
SF6 is illustrated. 
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For the calculation of the vibrational portion, the canonical partition function of the vibratory en-

ergy part is evaluated. Therefore, all occupation densities are summed up and can be resolved by 

means of a geometric series. The resulting heat capacity for the vibrational part can be specified 

for the two limiting ranges of high and low temperatures (referred to the vibrational temperature 

»vib): 

 67,��§ = �	

«««
«§iË��§� j� o$ÐÕÖ×¨ ,                8ÏÒ Ë��§� k 1

1 2 112 iË��§� j� ,              8ÏÒ Ë��§� j 1     Ë��§ = /W��§2�	
  (6.5) 

The values of the vibrational temperature of the gases are summarized in Table 8. The natural 

frequencies are collected experimentally from different works, which use different measurement 

methods to determine the frequency of the molecular vibration. In general, the required vibrational 

energy is about four orders of magnitude higher than the rotational energy. This leads to the fact 

that the vibrational temperature is elevated by the same factor and the vibrational degrees of free-

dom cannot be activated thermally at room temperature. Only SF6 shows a partial excitation of the 

vibrational degrees of freedom due to the thermal energy of the ambient temperature. 

Table 8. Listing of all investigated gas molecules and their vibrational frequencies and eigenmodes. From 
the vibrational frequencies, the associated vibrational temperature and corresponding vibrational energy is 
calculated according to Equation (6.5). In the last column, the number of the individual eigenmodes and the 
total number of the vibrational modes is given. 

Molecule 
Vibrational  
frequency  
fvib [THz] 

Vibrational  
temperature  

»vib [K] 

Vibrational  
energy  

Evib [meV] 
Mode # 

H2 [128] 130.26 6250.11 538.34 Stretch 1 1 

N2 [128] 82.26 4165.53 340.21 Stretch 1 1 

CO2 [129] 

40.57 2054.83 167.83 Sym. Stretch 1 

4 20.16 1021.04 83.39 Bend 2 

71.02 3596.71 293.76 Assym. stretch 1 

N2O [130] 

38.92 1970.88 160.97 Sym. stretch 1 

4 17.87 905.21 73.93 Bend 2 

68.41 3464.49 282.96 Asym. stretch 1 

SF6 [131] 

23.22 1175.80 96.03 Sym. stretch 1 

15 

28.41 1439.08 117.53 Asym. stretch 3 

15.69 794.79 64.91 Bend 3 

19.28 976.64 79.77 Stretch  2 

18.43 933.63 76.25 Bend  3 

10.43 528.40 43.16 Bend  3 
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The experimentally available degrees of freedom are calculated from the isentropic exponent at 

room temperature according to Equation (2.7) using the data from National Institute of Standards 

and Technology [14]. The values obtained are listed in Table 1 of the appended journal article 

(see Section 6.2.3Addendum I) and show a range from three degrees of freedom for the noble gases 

to about thirteen for the SF6 gas molecule, which has additional vibrational and rotational degrees 

of freedom. 

The complete development of the heat capacity of a gas molecule can thus be reconstructed as a 

function of temperature. Taking the individual effects of the degrees of freedom into account, an 

evolution of the heat capacity with the ambient temperature is obtained. This evolution plot is 

schematically shown in Figure 36 for a diatomic gas as an example. In addition to the description 

of the degrees of freedom evolution with temperature, there is also a description in the literature of 

intermolecular collisions for the activation of individual degrees of freedom. This is also taken up 

in the following work and the required number of intermolecular collisions for the excitation of 

individual degrees of freedom is determined experimentally. For this purpose, the presented theory 

is adapted and transferred to the problem. We assume a gas molecule, which can perform a limited 

number of intermolecular collisions within the gap (besides the collision with the micro-oscillator). 

This affects the thermal property of the gas molecules and, thus, the heat capacity of the surround-

ing gas atmosphere. This change in the heat capacity influences the energy losses of the micro-

oscillator to the environment, which is read out by the quality factor measurement. The higher 

number of degrees of freedom of the polyatomic gases has the consequence that, due to the higher 

heat capacity, the temperature gradient within the gap is reduced and thus also the dissipative heat 

flux is decreased. Such effects were already shown in the 1930s by Kneser in sound absorption 

measurements and attributed to relaxation times of the gas molecules in the range of a few µs [132].  

 
Figure 36. Schematic plot of the heat capacity of a diatomic gas molecule as function of the ambient tem-
perature. The total heat capacity is divided into three storage mechanism (translation, rotation, vibration) 
for accumulating thermal energy in the gas molecule.  
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6.2.3 Addendum I 
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6.3 Damping Model for the Transitional Flow Regime 

6.3.1 Thermal Wave Concept 

For the transitional regime in-between the molecular and the viscous flow regime there is no ana-

lytical description available. Neither a molecular view nor a view by means of continuum mechan-

ics and the Navier-Stokes equations can be used for the description. For this reason, an analytical 

approach is adapted from the solid-state model of Zener, which is transferred on a gas atmosphere 

enclosed in a small gap. Based on our experimental results, we come to the conclusion that the gap 

can be considered as a resonance cavity of a standing thermal wave. The thermal fluctuation is 

generated by the nearly adiabatic compression and expansion of the gas due to the oscillatory mo-

tion. The resonance frequency of the thermal wave here depends on the thermal properties of the 

gas, especially on the thermal diffusivity, which is also affected by the ambient pressure (see Sec-

tion 2.1.3). 

This approach is first of all contrary to the original idea of thermal phenomena which is not de-

scribed by a wave equation but based on a temperature gradient driven flow. The heat flow J due 

to a temperature gradient through a medium with thermal conductivity » is given by the first Fourier 

law [81]: 

 Ø = 5 ; '� (6.6) 

By extension with the conservation of energy and assumption of an oscillating heat source Qheat (t) 

with the spatial distribution 8(O÷), the differential equation can be extended to a wave equation with 

the wave vector q [133]: 

 '�� + Ù�� = 2 8(O÷) ; a�w��(S)5  Ú´S/ Ù = (1 + ´)¾��wI� .  (6.7) 

The reciprocal of the wave vector is the thermal diffusion length ·therm, which is a measure for the 

range of the thermal effects. This will be considered in more detail in the following chapter when 

higher modes or higher frequencies are investigated (see Chapter 6.4).  

Besides the mathematical description of thermal effects with the wave equation, wave phenomena 

like resonances can also be observed experimentally. For example, Shen et al. presented a compa-

rable setup with a variable gap and a laser-induced heat flux [85]. The heat flow through a medium 

was read out by a PVDF sensor and resonance phenomena were clearly observed. Due to the de-

pendence of the thermal resonance frequency of the medium on the thermal diffusivity, this quan-

tity can be determined very precisely. 

A model based on thermal resonance to describe a dissipation process in solids is already known 

from the literature [51] and has been described in Section 2.3.1. This dissipation mechanism de-

scribes intrinsic heat losses due to thermal waves within the solid, originating from the temperature 

gradient caused by the deformation of the solid. These thermal losses are strongly dependent on 

the actuation frequency and have a maximum when the mechanical resonance frequency matches 

the thermal resonance frequency of the system. The thermal resonance frequency of the solid-state 

system depends on the geometrical boundary, i.e. on the thickness of the solid, which forms the 
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resonance body and on the thermal properties of the solid summarized in the thermal diffusivity. 

In our case we adapt this solid-state model for describing the loss mechanism in the transitional 

gas flow regime. This can be achieved by assuming the occurrence of thermal waves in the gas 

entrapped between the oscillator and a spatial boundary. The mathematical formalism is adapted 

and only the thermal frequency is newly derived with a standing wave approach. 

In the upper pressure range of the transitional flow regime, the numerical description via continuum 

mechanics and thus by means of the Navier-Stokes equations is still possible. This enables the 

computation of the temperature and pressure distribution within the gap. The validity as well as the 

accuracy of this description decreases with the pressure but it remains applicable up to a Knudsen 

number of Kn = 0.1. The magnitude of the deviation of the simulated quality factor to the experi-

mental data is investigated for this purpose and evaluated in both papers. Qualitatively, however, 

the temperature and pressure distribution can be evaluated and used for the physical justification 

of the proposed model (see Figure 37).  

From the numerical results, an ellipsoidal temperature cloud can be observed with a maximum in 

the center of the gap. The magnitude of the maximum and thus the losses via heat flow to the 

environment depend on both the ambient pressure, which influences the thermal diffusivity and on 

the size of the resonance body, i.e. the gap width. These effects will be discussed in more detail in 

the second publication on this topic. The pressure evolves in the opposite direction. Here the max-

imum values are found at the edges due to the congestion of the gas molecules at the solids. 

a b 

 

Figure 37. Simulated temperature distribution within the gap (a). Due to the upwards movement of the 
micro-oscillator (not to scale), a compression of the gas atmosphere arises and a corresponding temperature 
increase. The temperature and pressure plots are shown for the cut line through the maximum temperature 
value from the micro-oscillator surface to the top plate for the compression (solid) and expansion (dotted) 
case (b). 
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6.3.2 Addendum II 
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6.3.3 Addendum III 
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6.4 Higher Modes 

6.4.1 Introduction 

In this section, further eigenmodes besides the fundamental bending mode will be discussed. The 

first bending mode is characterized by a large interaction with the environment, due to its large 

displacement. Therefore, the strength of the damping is relatively high which is advantageous for 

sensors based on damping effects to detect the environmental properties such as viscosity [96]. For 

sensors that require high resolution, respectively a high quality factor, as in many scanning probe 

microscopy applications, this is disadvantageous. Furthermore, in highly viscous media such as 

liquids, the fundamental mode is often no longer detectable. For this reason, higher modes are often 

used to overcome the problem of a low quality factor of the fundamental bending mode. This in-

crease of the quality factor is based on two effects. On the one hand, the resonance frequency is 

higher, which, according to Equation (2.16), is directly associated with a higher quality factor. 

Furthermore, higher oscillation modes have a significantly lower interaction with the medium, 

which leads to a weaker damping. In addition to lateral modes, for example, roof-tile shape modes 

result in higher quality factors in the liquid than comparable bending modes due to the special mode 

form [32].  

This phenomenon is illustrated in Figure 38, in which the quality factor of the fundamental mode 

and the next higher bending modes is depicted as function of the resonance frequency. At a low 

pressure level, the quality factor is limited by the intrinsic damping due to the residual stress of the 

piezoelectric thin film. This quality factor is increasing nearly linearly with the frequency up to the 

third bending mode. The next higher modes are stronger attenuated due to the thermoelastic damp-

ing effect, which is increasing by approaching the thermal resonance frequency of the system.  

 
Figure 38. Quality factor of the fundamental bending mode and higher bending modes as function of the 
resonance frequency for different ambient pressure levels. The experimental data of micro-oscillator BO3 
mentioned in the attached study is shown. 



6 Results  6.4 Higher Modes 92 
 

 

By increasing the ambient pressure, the extrinsic gas damping is increased and therefore the quality 

factor of the bending modes drops. Due to the different strength of the damping of the individual 

bending modes, the strength of the decrease is observed more strongly for the lower bending modes. 

In the atmospheric pressure regime at 900 mbar, the highest quality factor is found at the fourth 

bending mode. In theory, the next higher bending mode should have even lower viscous damping. 

Here, however, the strong intrinsic damping, which was already observed in the vacuum range, 

must be taken into account, which strongly reduces the overall measured quality factor. 

In Figure 39, the ratio of resonance frequency and quality factor is illustrated. According to Equa-

tion (2.16), this ratio gives a measure for the strength of the damping. The initial value at a low 

pressure level is determined by the intrinsic damping and the curve shape for increasing pressure 

is determined by the increasing extrinsic damping effect of the gas atmosphere. Here, a strong 

difference between the bending modes becomes apparent. The damping of the first bending modes 

increases by more than one order of magnitude, whereas the higher bending modes increase by a 

much smaller factor. From this it can be concluded that the damping of higher bending modes is 

significantly lower than the damping of the fundamental mode. 

 
Figure 39. Measure of the damping obtained from the ratio of the quality factor to the resonance frequency 
is shown as a function of ambient pressure for the first five bending modes. The fundamental bending mode 
shows the biggest increase of damping for higher pressures. The experimental data of micro-oscillator 
CO1_33 mentioned in the attached study is shown. 

The question posed in the following paper is if the previously presented model for describing the 

damping of the fundamental mode can be expand on the higher bending modes. Therefore, the 

generalization of the model is investigated and will be related to standard quantities, such as viscous 

boundary layer and thermal boundary layer. The aim is to achieve a unified model for all modes 

covering the individual damping mechanisms from molecular up to the viscous flow regime.  

In a later section, further eigenmodes will be discussed, especially the roof tile-shape modes, which 

will be examined regarding their nonlinearity behavior due to their high quality factor. These 

modes are explored for a new wide-range pressure sensing concept (see Section 6.7). 
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6.4.2 Addendum IV 
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6.5 Lumped Element Model  

6.5.1 Equivalent Circuit  

The use of equivalent circuit models to represent complex physical problems is found frequently 

in the literature [134]. The idea of using a lumped element model is based on a simplification of 

the problem by replacing physical mechanisms with electronic components within an electrical 

network. Thus, our three-dimensional problem, which must be solved with the Navier-Stokes equa-

tions (see Section 3.2) can be solved in a much simpler methodology. By reducing the problem 

into an analogous electrical network, a comparatively easier calculation by means of analytical 

expressions or Spice methods is possible [135]. Exemplary is the description of an optimization 

study of an energy harvesting module [136]. In particular interesting is the description of the 

squeeze-film effect of MEMS oscillators by Veijola et al. [88]. The lumped element model of 

Veijola is based on a parallel circuit of resistive-inductive R-L elements, which take into account 

both the viscous friction losses and the spring effect of the squeezed gas. 

In the study presented below, a much larger range than just the squeeze film range is to be covered 

by the lumped element model for both the gap width and the pressure. The equivalent circuit rep-

resents the quality factor plot from the vacuum range up to atmospheric pressure for gap widths 

from 150 µm to 3500 µm. This corresponds to a Knudsen range of seven orders of magnitude from 

Kn = 100 to 10-4. The analogies listed in Table 9 are used to describe the individual physical dissi-

pation mechanisms. In addition to the usual resistance and inductive elements, an inductive con-

stant phase element (CPE) is introduced. Constant phase elements themselves have been introduced 

in the literature to describe imperfect capacitances in impedance spectroscopy analysis [137]. In 

the present case, however, we are dealing with collision processes between gas molecules and the 

oscillator, which requires inductive elements for the transfer of kinetic energy. Therefore, an in-

ductive constant phase element is introduced which is currently discussed in the literature [138]. 

Overall, the previously presented physical based damping model is transformed into an equivalent 

circuit, covering the individual loss effects. The dissipation mechanisms are translated into electri-

cal components, resistors and inductors as well as combinations of them. 

Table 9. List of the electro-mechanical analogies applied for the representation of the individual dissipa-
tion mechanisms with electrical components and networks. 

Electric component Representation 
Resistor R Mechanical dissipation/Viscous Friction 
Inductor L Kinetic energy (single collision process) 

Inductive constant phase element CPEL Kinetic energy (collision processes) 
Impedance Z Measure for losses/ Damping D 
Admittance Y Measure for lossless/ Quality factor Q 
Frequency Ë Measure of the number of collisions 
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6.5.2 Addendum V 
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6.6 Damping in Liquids (Unpublished Data) 

In the following section, the damping behavior of micro-oscillators in a liquid environment is in-

vestigated. The high interest in micro-oscillator measurements is due to the fact that the damping 

can be used to draw valuable information about the properties of the fluid [97]. This allows real-

time monitoring of liquids [102], which has led to applications in the observation of wine fermen-

tation process [139], the aging of operating oils [140], or biological investigations [103], among 

others [141]. 

6.6.1 Experimental Results in Liquids 

The big challenge for measurements in liquids is the low quality factor, which is associated with a 

low displacement and thus a low measurement signal. For this reason, the following measurements 

in liquids were evaluated using optical measurement methods. The investigations were carried out 

in the laboratory of Prof. Sánchez-Rojas at the Universidad de Castilla - La Mancha (UCLM), Ciu-

dad Real, Spain with a laser Doppler vibrometer (MSV-400 from Polytec). All presented results 

are recorded with a beam-oscillator BO (cf. Figure 4b) with a plate of 1600 × 1600 µm2 attached 

to two beams with a length LB of 350 µm and a width BB of 400 µm. The thickness was determined 

to be 20 µm from the resonance frequency of 5 kHz of the first fundamental mode with the method 

presented in Section 6.4.2. 

In addition to the higher resolution compared to the electrical signal acquisition, the mode shape 

can also be identified by scanning the entire structure with a grid pattern. For this purpose, the 

measurements were performed with a pattern consisting of 100 points covering the whole micro-

oscillator surface. After the scan, the individual measurement points are combined and interpolated 

in-between. Figure 40 shows four different modes as an example for this measurement principle. 

a b 

  
c d 

  
Figure 40. Laser Doppler vibrometer measurement of a micro-oscillator in air. In (a) and (b) the first two 
bending modes are depicted, in (c) the first torsional mode is illustrated and in (d) the first roof-tile shape 
mode is shown.  

By means of a Fourier transformation, as presented in Section 3.3, the time signal is transferred 

into the frequency domain and additionally averaged for all measurement points. The averaged 

results of the out of plane displacement of the micro-oscillator structure as a function of frequency 

leads to a frequency spectrum. Figure 41 shows the frequency spectra in air and isopropanol. The 
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bending modes, torsional modes and the first roof-tile shape mode can be identified in both fre-

quency spectra and are labelled with their associated resonance frequency and quality factor. In 

isopropanol, the averaged displacement signal of the second bending mode is vanishingly small 

and therefore this mode is not included in Figure 41b. 

 
Figure 41. Frequency spectrum of the averaged displacement measured in air (a) and isopropanol (b). The 
corresponding shape mode, resonance frequency and quality factor are inserted for each resonance peak. 

Due to the stronger damping of the micro-oscillator in liquids, such as isopropanol, the signal de-

creases by about three orders of magnitude. This also results in the fluctuations being more prom-

inent at constant noise due to the lower signal-to-noise ratio. Therefore, the data are evaluated with 

a modified amplitude function to cover the effect of a non-negligible offset. 

The offset is modeled by Petersan et al. with three fit parameters representing the constant part 

(Z1), the slope (Z2) and the skew (Z3) of the offset function [142]: 

 ^����w�(8) = ÛY + Û�8 + Û%8 + ^��Ü
21 + 4 i8 2 8E�8 j�. 

(6.8) 

The quality factor Q is calculated as presented in Equation (2.16) with the resonance frequency f0 

and the 3dB bandwidth �f. The parameter Amax represents the height of the maximum amplitude 

above the offset noise in the resonance case. 

As can be seen in Figure 42a-c, a very good agreement between the experimental data and the fit 

function is achieved. Thus, the resonance peak itself as well as the offset are covered very well by 

this approach. Additionally, the decreasing signal-to-noise ratio with decreasing quality factor from 

Isopropanol to N10 can be observed. A qualitative comparison between the experimental fitted 

resonance peak functions illustrated in Figure 42d and the simulated curves (see Figure 14b) show 

a very good agreement. The deviation is mainly caused by the underground noise leading to a tilt 

of the resonance peak function and a constant shift from the zero level. These effects are both 

covered by the modified amplitude function, so the resulting quality factor and resonance frequency 

should not be affected by the background noise. 



6 Results  6.6 Damping in Liquids (Unpublished Data) 124 
 

 

 
Figure 42. Resonance peak of the first bending mode measured in isopropanol (a) and the standard viscos-
ities D5 (b) and N10 (c). The measurement data are fitted by a modified Lorentzian fit function to evaluate 
the resonance peaks. In (d) the resulting fitted resonance peaks are summarized for comparison between the 
liquids. 

In Table 10 the results for the quality factor and the resonance frequency are summarized for the 

first bending mode and compared to the numeric values presented in Section 3.3. The deviation for 

the resonance frequency is less than a percent and is therefore very well predicted by the numerical 

fluid-structure interaction approach. The quality factor values are less accurate and a deviation of 

up to 10 % can be observed. The reason for this may be the neglection of the turbulent flow and 

associated losses in the gap between the beams, by the numerical laminar flow model [143]. 

Table 10. Experimentally determined values for the quality factor Q and resonance frequency of a micro-
oscillator in different liquids. The results are compared to the numerically simulated values regarding the 
absolute and relative deviation. 

Liquid 
Experiment Simulation Absolute deviation  Relative deviation 
f0  

[Hz] 
 

Qexp  
[1] 

f0  
[Hz] 

Qsim  
[1] 

�f  
[Hz] 

�Q 

[1] 
�f  

[%] 
�Q 

[%] 

Isopropanol 1228 8.5 1230 8.1 2 0.4 0.16 4.71 

D5 1176 5.5 1168 5.9 8 0.4 0.68 7.27 

N10 1105 3.8 1108 4.2 3 0.4 0.27 10.53 



6 Results  6.6 Damping in Liquids (Unpublished Data) 125 
 

 

6.6.2 Comparison between Liquid and Gases 

In the following, the results for the other higher modes are analyzed and are compared with the 

previously presented measurements in different gas atmospheres. In Figure 43, the resonance fre-

quency and quality factor for different modes achieved in different media are illustrated. It can be 

observed that the resonance frequency increases in the same way as the mode number, with a factor 

of approximately 2 between the values in liquid and in air. The sorting of the resonance frequency 

between the liquids follows the density of the medium. Isopropanol has the highest resonance fre-

quency and N10 the lowest within the measurement series. The quality factor plot reveals a signif-

icant dependence on the mode number as well as on the mode shape (cf. Figure 43b). The torsional 

modes show relative high quality factors in both media, liquids and air atmosphere. The bending 

modes are significantly more attenuated than the other modes due to the compression effect of 

these mode shapes. This effect is very pronounced in the air atmosphere. The highest quality factor 

in the air atmosphere was achieved with the roof-tile shape mode, which is already known from 

the literature to be weakly damped [32]. Surprisingly, this phenomenon does not show up in the 

measured liquids. The reason for this may be the gap between the beam structures of the bending 

oscillator. The referenced measurements are performed with cantilever structures without such an 

opening. Basak et al. have shown the additional loss effect due to turbulence generated by edges 

and openings, which lead to a stronger damping [143]. These additional turbulences in the gap 

between the beam cause losses, which may explain this observation. 

 
Figure 43. Measured resonance frequency (a) and quality factor (b) of the micro-oscillator versus the mode 
number. Mode 1, 3 and 6 are indicating the first three bending modes (circle), mode 2, 4 are representing 
the first two torsional modes (triangle) and mode 5 stands for the roof tile shape mode (diamond). 

In Figure 44, the measured quality factors of the first bending mode in various liquid environments 

(isopropanol, D5, N10) and different gas atmospheres (He, Ne, Ar, CO2, N2O, SF6) are plotted in 

double logarithmic scale. When the quality factor values are plotted versus the reciprocal square 

root of the product of density and viscosity, a linear trend appears for both gas and liquid media, 

which is in accordance with the Equations (2.33) and (2.38). This means that both damping mech-

anisms have the same dependence of the quality factor on the properties of the medium. A deviation 

is only visible at small gap widths, since here the squeeze film damping is dominant instead of the 

viscous damping. Therefore, especially the Ne value deviates from the linear fit due to the high 

dynamic viscosity, which is more relevant in the squeeze film range. Above a gap width of 350 µm, 
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however, the values are almost perfectly on the fit line with a coefficient of determination R2 of 

above 0.99 (R2 = 1 indicating a perfect match between measurement values and fit line). A signif-

icant difference is noticeable between the locations of the fit lines of the liquid damping and the 

viscous damping. The gas damping lines are found to the left due to the lower density and dynamic 

viscosity whereby also a dependence on the gap width is visible. Narrow gap widths increase more 

slowly with the reciprocal product than larger gap widths and are thus stronger attenuated. When 

extrapolating the fit lines of the liquid values and the gas fit lines, it is noticeable that the liquid 

values have a higher quality factor at the same product, which means that normalized to the prop-

erties of the medium, the damping in gases is stronger than in liquids. This phenomenon that the 

liquid damping is relatively weaker than the damping in a gas atmosphere can be explained by the 

compressibility properties of the media. Liquid media can be considered incompressible when a 

force due to the oscillatory motion is acting on them. Therefore, the last term in Equation (3.1) can 

be neglected due to the condition ' ; µA÷ = 0 (incompressible flow). This leads to no attenuation 

effects by the bulk viscosity µB, which is associated with expansion and compression effects. Com-

pared to gases, the energy losses are therefore reduced by the factor of the compression losses. 

Assuming an extrapolation of the fit lines and a continuous transition between the liquid damping 

and viscous damping lines, the crossing can be modeled by the squeeze film damping mechanism. 

This means that in the transition between the damping of a liquid medium and a gaseous medium, 

the squeeze film regime must be overcome. To resolve this, however, further measurements are 

necessary, especially in the middle range, as well as measurements with different phases of a single 

medium [144], [99], e.g., liquid and gaseous nitrogen or even within a phase transition [145]. In 

conclusion, it turns out that the proportionality of the damping mechanism of the liquid damping 

and the gaseous viscous damping are showing the same proportionality but differ in the slope. 

 
Figure 44. Quality factor as function of the reciprocal square root product of density and dynamic viscosity. 
The liquids and gases except for the small gap width are showing the same dependency to the product but 
differ significantly in their location.   
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6.7 Wide-Range Pressure Sensing Application 

6.7.1 Linear Pressure Sensing 

The precise measurement of pressure is one of the most important quantities required in many 

technical applications. The pressure range extends from gas cylinders with an overpressure of sev-

eral hundred bar, to slight overpressures in tires and slight vacuum in many process chambers in 

microsystems technology, to the lowest pressures in the range of 10-9 bar in scanning electron mi-

croscopy. Such a large range cannot be covered by a single sensor or by a single sensor principle 

[13]. A distinction is made between gas type independent direct measurement methods and gas 

type dependent indirect measurement methods. The most common principle for slight vacuum at-

mospheres is the use of mechanical devices, such as capacitive membrane sensors. They measure 

the deflection of a thin membrane (typically a few µm) due to a pressure gradient between the 

upper and lower side. The pressure difference to a reference pressure can be measured as well as 

the absolute pressure. The measurement of the absolute pressure requires a closed bottom side with 

an enclosed vacuum as high as possible. This measurement method can be used down to a range 

of about 10-4 bar. At lower pressures, the force effect of the pressure gradient is so small that the 

deflection can no longer be reliably read out.  

Therefore, indirect measurement principles are used for the range of lower pressures below 

10-4 bar. This is achieved by measuring other physical properties of the gas that scale with the 

pressure. Widespread are Pirani elements, which measure the pressure via the heat conductivity of 

the gas atmosphere [12]. The disadvantage here is the dependence of the heat losses on the type of 

gas, as shown in the quality factor measurements of the micro-oscillators in the molecular flow 

regime (influence of the molecular degrees of freedom) and in the transition regime. This requires 

the use of calibration curves, which must be adapted to the gas atmosphere and require knowledge 

of the gas type. A recent approach in MEMS technology has combined two indirect pressure meas-

urement techniques (Pirani and ionization) to limit the influence of the gas species to less than 20% 

over a pressure range of eight decades [146]. The use of MEMS oscillators for absolute pressure 

measurement is obvious, since both the quality factor and the resonance frequency are two quanti-

ties that scale with the ambient pressure [147]. Since the quality factor is always a measured quan-

tity resulting from a combination of several influences and is subject to greater uncertainty and a 

stronger dependence on the type of gas, the resonance frequency is selected as variable. The effect 

of the resonance frequency shift due to the increased damping is illustrated in Figure 45. A corre-

lation between the resonance frequency and the pressure in a range from 10 to 1000 mbar is appli-

cable. In the pressure range below this, the damping effect of the pressure on the resonance fre-

quency is significantly reduced. Only in the range of a small gap width of about 150 µm a slight 

resonance frequency increase at 1 mbar due to squeeze film damping is evident. The overall de-

crease of the resonance frequency is in the range of up to 1 3 2 % (relative to the vacuum resonance 

frequency) over the two pressure decades depending on the gap width. The influence of the gap 

width is shown in Figure 45b and reveals a large influence for small gap widths, which disappears 

for gaps larger than 900 µm, showing a saturation behavior. This characteristic was also found in 

the investigation of the damping behavior of the bending modes (see Section 6.4.2).  
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Figure 45. Resonance frequency as function of the ambient pressure of a nitrogen atmosphere for various 

gap widths (a). The gap width dependency of the resonance frequency is illustrated for a pressure of 

p = 900 mbar revealing a saturation behavior (b). 

In addition to the gap width dependence, there is also a dependency on the gas type, which is 

illustrated in Figure 46. Here, the resonance frequency is sorted according to the density of the 

gases (see Figure 46b). From this it can be deduced that the resonance frequency as a measurand 

is subject to the influence of both the gas type and the gap distance. In general, the gap width is a 

fixed value that is given by the package of the measurement setup and it is not variable. The influ-

ence of the gas type can be eliminated by knowledge of the gas atmosphere or can also be used in 

the other direction to determine the density of the gas atmosphere when the pressure is known. The 

present results were all obtained in the linear range of the oscillator.  

a b 

 
Figure 46. Resonance frequency as function of the ambient pressure for different gas atmospheres at a gap 

width of h = 250 µm (a). In (b), the resonance frequency at a pressure of p = 100 mbar is evaluated regarding 

the density of the gas atmosphere showing a linear correlation. 

In the following, the nonlinear range will be investigated. In addition to the resonance frequency, 

this range offers a hysteresis behavior due to the nonlinearity, which is used for pressure determi-

nation. By exploiting the nonlinearity, a significantly larger measuring range of up to six decades 

was achieved As a special feature, the strength of the nonlinearity can be adjusted by the actuation 

voltage and thus the measuring sensitivity can be set in counterplay to the size of the measurement 

range. 
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6.7.2 Addendum VI 
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6.8 Oxygen Concentration Sensor (Unpublished Data) 

The precise measurement of the oxygen concentration is an essential component in many applica-

tions. These include the monitoring of air quality [148] or within biological and chemical decom-

position processes [149], as well as in the (automotive) engine control [150]. Both physical and 

chemical measurement methods are available and are used according to the specification of the 

application (accuracy, measuring range, long-term stability, &).  

Among the chemical sensor principles, so-called electrochemical cells are widely used, which are 

characterized by high accuracy and compactness. Due to the chemical mechanism, however, these 

sensors exhibit a drift, which must be compensated repeatedly by means of calibration. Much more 

robust are the lambda sensors, which are used in automotive applications. Here, the oxygen con-

centration is determined via the O2 ion current through a heated solid electrolyte (ZrO2). The only 

disadvantage here is the heating power required to bring the sensor up to an operating temperature 

above 350 °C [151]. The most precise and reliable measurement methods are the physical sensing 

principles using spectroscopy [152] and the paramagnetic effect. For the evaluation of the para-

magnetic effect of oxygen, both mechanical [153] and anemometric [19] methods are common 

which have already been implemented in MEMS designs. The disadvantages of these methods are 

the relatively high complexity of the sensor design and the sensitivity to mechanical vibrations. 

In the following chapter, a novel sensor concept for the detection of oxygen concentration based 

on MEMS oscillators is presented. First, the magnitude of the measurement effect due to a change 

of the oxygen concentration is predicted numerically and then it is investigated experimentally. 

Finally, the paramagnetic effect of oxygen is analyzed by generating a strong magnetic field in the 

periphery of the MEMS oscillator. For testing, different oxygen concentrations were obtained in 

the vacuum chamber by mixing dry air containing 20.5 % oxygen with pure nitrogen. 

6.8.1 Numerical Investigation 

Prior to the experimental investigations, finite element simulations were performed to approximate 

the effect of a changing oxygen concentration on the characteristic values of the micro-oscillator, 

resonance frequency fr and quality factor Q. Therefore, the physical and thermal properties (density, 

dynamic viscosity and heat conductivity, abbreviated PTP) of the nitrogen-oxygen mixture PTPmix 

were written according to the superposition principle as function of the oxygen concentration in 

the following manner: 

 Þ�Þ� È = Þ�ÞßÉ ; àßÉ + Þ�Þ�É ; á1 2 à�Éâ, (6.9) 

with Þ�ÞßÉ, Þ�Þ�É,the corresponding physical or thermal property and, àßÉ, à�Éthe associated 

concentration of oxygen O2 and nitrogen N2, respectively. 

In addition to the magnitude of the effect, a parameter study was performed to optimize the sensor 

geometry. Figure 47a and b show the influence of the oscillator size. In both cases, it can be seen 

that an increase of the width and the length of the oscillator structure has a positive influence on 

the sensitivity. The measurement signal is the change of the resonance frequency with respect to 

the 0 % oxygen value (corresponding to 100 % nitrogen). The magnitude of the change is in the 
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range of up to 0.15 % with an oscillator placed in the center of the 1 mm gap of the magnetic circuit 

structure (see Figure 31). The distance to a geometrical boundary is therefore about 500 µm in both 

directions. When the oscillator is moved away from this center, the measurement effect increases 

strongly (see Figure 47c). Due to the reduction of the gap width, the damping effect increases and 

changes in the physical and thermal properties (especially viscosity) appear much stronger [96]. In 

this case, a slight influence on the quality factor can be observed. All other geometrical changes 

(length or width of the micro-oscillator), have no significant influence on the quality factor 

reduction with increasing oxygen concentration. The decrease of the quality factor was always in 

the range of about 3 % between a pure nitrogen atmosphere with 0 % oxygen and dry air with 

20.5 %.  

a b 

  
c d 
 

 

 

 
Figure 47. Numerical investigation of the sensor response for varying geometry. The base structure is a 
cantilever with a length of 3600 µm and a width of 2400 µm. In (a) and (b), the change of the resonance 
frequency is shown as function of the oxygen concentration for varying width and length, respectively. In 
(c) and (d), the influence on the resonance frequency and the quality factor by a varying sensor displacement 
from the center of the gap is illustrated. 

In a next step, the influence of the paramagnetic oxygen enrichment in the periphery of the micro-

oscillator was estimated. Therefore, the whole volume of the strong magnetic field in-between the 

flattened pyramid structure (2.5 × 2.5 × 1 mm3) was assumed to enrich with an additional oxygen 

concentration cpara, exceeding the ambient oxygen concentration àßÉ. In the literature, comparable 
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paramagnetic oxygen enrichment experiments with a product of magnetic field and magnetic field 

gradient of 563 T2/m were performed by Cai et al. [154]. In these experiments, an absolute enrich-

ment of oxygen of 0.62 % was reported. Our coils are capable to produce a magnetic field in the 

strength of 1.02 T with gap width of 1 mm leading to a product of 1040 T2/m (cf. Figure 34). There-

fore, an enrichment of up to 1 % can be assumed for the simulations. 

In Figure 48, the change of the characteristic value due to an increase of the oxygen concentration 

in the previously mentioned volume around the micro-oscillator is depicted. Due to the reason that 

the increase of oxygen concentration is much smaller than in the previous investigations, the de-

crease is in the range of just a few ppm for the resonance frequency and about one permille for the 

quality factor, respectively. For both cases, the influence of the background oxygen concentration 

was additionally investigated regarding a possible use of the enrichment for determining the oxy-

gen concentration. The resonance frequency clearly possesses no dependency on the ambient oxy-

gen concentration. The quality factor on the other hand shows a small dependence, which is how-

ever below the standard deviation of the measurement value and therefore below the detectability 

limit of the micro-oscillator. 

a b 

  
Figure 48. Change of the resonance frequency and quality factor due to a paramagnetic oxygen enrichment 
in the vicinity of the micro-oscillator for different background oxygen concentrations. 

6.8.2 Oxygen Concentration Detection 

The measurements focusing on the oxygen concentration were performed in the vacuum chamber 

with defined oxygen concentrations in the range from 0 % up to 20.5 %. The different concentra-

tions were produced by a dry air-nitrogen -mixture and controlled by an electrochemical oxygen 

sensor (ME2-O2-§20 from Winsen Electronics Technology). This sensor is only applicable at a 

pressure range around the normal atmosphere (1013 mbar ± 10 %) and was therefore used at a 

pressure level of 900 mbar to check the oxygen concentration of the gas mixture. The accuracy of 

the sensor is given by the manufacturer to be 2 % of the output value [155]. 

For these measurements, two micro-oscillators with a cantilever shape structure and geometrical 

dimension as listed in Table 11 were chosen. Besides the fundamental bending mode, the next three 

higher bending modes were investigated. The resonance behavior of these micro-oscillators was 

characterized in the viscous damping regime in a pressure range from 100 mbar up to 900 mbar. 
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Table 11. List of the measured micro-oscillators for the oxygen concentration detection and their geometric 

parameters as well as the resonance frequency and the associated bending modes. 

Name LO [µm] BO [µm] T [µm] ³ [1] Mode fr [kHz] 

O1 3600 2400 15 0.83 

1. BM 1.71 
2. BM 10.7 
3. BM 29.9 
4. BM 58.5 

O2 2400 1200 10 1 

1. BM 2.47 
2. BM 13.6 
3. BM 36.2 
4. BM 71.6 

In Figure 49, the resonance frequency and the quality factor plot are shown as function of the 

ambient pressure of the gas mixture with various oxygen concentrations. The resonance frequency 

reveals a linear trend which slightly distinguish between the oxygen concentrations with increasing 

pressure. The quality factor plot indicates a reciprocal behavior to the square root of the pressure 

up to 700 mbar. This is consistent with the previous investigations in the viscous flow regime (see 

Section 6.4.2). For a higher pressure, the damping is dominated by the squeeze film effect indicated 

by the plateau in the quality factor plot (cf. Section 2.3.5). 

a b 

  
Figure 49. Resonance frequency and quality factor plot of sensor O2 versus the ambient pressure for various 
oxygen concentrations. 

In the following, the small deviations between the resonance frequency and quality factor plots of 

the different oxygen concentrations are evaluated. In order to compare the decrease between dif-

ferent pressure levels and bending modes, the values are presented normalized to the pure nitrogen 

atmosphere with no oxygen components. In Figure 50, the experimental results for the decrease of 

the resonance frequency and of the quality factor with an increasing oxygen concentration are 

shown for micro-oscillator O1. The reduction of the resonance frequency is in the range of up to 

700 ppm for the first bending mode at a pressure level of 900 mbar. This leads to a linearized 

sensitivity of 34 ppm/% oxygen. Taking the standard deviation of 42 ppm of the resonance fre-

quency into account, this means a resolution of the oxygen concentration of 1.2 %. At lower pres-
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sures the damping effects are reduced and therefore the effect of the increasing oxygen concentra-

tion is decreasing. The same can be observed for the higher bending modes. Due to the lower 

damping losses, the relative reduction of the resonance frequency is also lower. 
 

 a  b 

 

 

 
Figure 50. Experimental results for the change of the resonance frequency (a) and the quality factor (b) 
regarding the zero percent oxygen value as function of the oxygen concentration for sensor O1. 

The evaluation of the quality factor shows comparable results for the different pressure levels. This 

is in accordance with the numerical results, which predict a decrease of about 3 % (related to the 

zero percent oxygen value Q0%) regardless of the pressure level and geometry (cf. Figure 47d). The 

sensitivity can be calculated from the reduction of the quality factor of about 5 % to be 0.25 %/% 

oxygen. A disadvantage is the significantly higher standard deviation of 1 %, which leads to a 

resolution of just 4 % oxygen concentration. 

Additionally, a second micro-oscillator was investigated to confirm the results and to gain 

knowledge about the performance of an altered geometry (see Figure 51). As predicted by the 

numerical results, a smaller oscillator structure leads to a smaller sensitivity of the sensor. The 

results reveal a decrease of the resonance frequency by 400 ppm over the entire measurement range, 

which means 19.5 ppm/% oxygen. The decrease of the quality factor is in the same range as micro-

oscillator O2. This confirms the numerical results, which predicted no significant influence of the 

geometry on the reduction of the quality factor with the oxygen concentration. 
 

a b 

 
Figure 51. Experimentally determined change of the resonance frequency (a) and quality factor (b) with 
regard to the zero percent oxygen value as function of the oxygen concentration for sensor O2. 
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6.8.3 Paramagnetic Effect 

In the last section, the measurement concerning the paramagnetic effect of oxygen will be dis-

cussed. Therefore, micro-oscillator O1 was chosen for this measurement because of the higher 

sensitivity. According to the literature and to the numerical simulations, an enrichment of less than 

1 % is to be expected leading to a shift of the resonance frequency in the range of a few ppm and 

one permille for the quality factor (cf. Figure 48). This is slightly under the resolution limit deter-

mined in the previous chapter, regarding the detection of the oxygen concentration. Nevertheless, 

the measurements reveal a significant effect by the magnetic field surrounding the micro-oscillator.  

In Figure 52, the resonance curves of sensor O1 recorded in a dry air atmosphere are depicted, 

indicating a clear effect on the damping behavior. The resonance curves are on the one hand shift-

ing to higher frequencies and on the other hand increasing in the peak amplitude with increasing 

magnetic flux density. Both effects representing a decrease of the damping or an increase of the 

quality factor, respectively. This is at first contradictory to the assumption of an enrichment of 

oxygen and a subsequent increase of damping. Therefore, an additional measurement with a pure 

nitrogen atmosphere was performed. Here, no effect was expected because of the absence of para-

magnetic gas molecules. 

 
Figure 52. Recorded resonance curve of the 1st bending of micro-oscillator O1 in air for different operating 

voltages of the coils, respectively magnetic flux densities. The peak of the resonance curve is shifting to the 

top and right for increasing magnetic flux density. 

Figure 53 shows the measurement results for the resonance frequency and of the quality factor of 

sensor O1 for both dry air and for a pure nitrogen atmosphere. Unexpectedly, the same effect is 

also found in the nitrogen atmosphere. In both cases, an increase of the resonant frequency and the 

quality factor with the magnetic field is shown.  
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Figure 53. Measured shift of the resonance frequency (a) and quality factor (b) of micro-oscillator O1 as 
function of the magnetic flux density for two different gas atmospheres.  

Since none of the materials used in the sensor exhibit any magnetic interaction, a direct influence 

by the magnetic field can be excluded. To confirm this, the measurements were repeated under 

slight negative pressure and revealed no significant shift of the resonance frequency and quality 

factor below 700 mbar within the limits of measurement accuracy (see Figure 54). One explanation 

is therefore that the opposite effect, the magnetic repulsion of the nitrogen components, predomi-

nates. Nitrogen as a diamagnetic gas molecule is displaced from the magnetic field by the force. 

This displacement results in a local gas medium with less dissipative effect due to fewer gas mol-

ecules to interact with the micro-oscillator. The magnetic effect of displacement of nitrogen thus 

completely masks the enrichment effect of oxygen. In order to fully resolve this, measurements 

with a higher oxygen content than 21% are required, which was not possible within the experi-

mental setup for safety reasons. 

a b 

  
Figure 54. Normed change (relative to the 0 T value) of the resonance frequency (a) and quality factor (b) 
under the effect of an external magnetic field for various pressure levels. 
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7 Summary 

In the presented thesis, piezoelectric oscillating microstructures and their dissipation mechanisms 

to the surrounding medium were systematically examined. Therefore, three different micro-oscil-

lator structures, paddle, bending and cantilever, with different geometric parameters were investi-

gated in nine different gas atmospheres. Additionally, the influence of a neighboring wall in spatial 

distance of 150 µm up to 3500 µm was examined. The ambient pressure of the different gas atmos-

pheres ranged from high vacuum (p = 0.001 mbar) up to 900 mbar. Besides the fundamental bend-

ing mode, which was mainly explored, higher bending modes and more complex eigenmodes such 

as the roof-tile modes were studied. Based on the results, the thesis offers analytical approaches for 

the description of micro-oscillators, numerical calculations on the damping phenomena and new 

models for the description of individual effects. The results of each are briefly summarized in the 

following. 

Analytical Modelling 

At first, the basic properties of the gas atmospheres were presented and a brief review on the state 

of the art of the analytical expressions for the damping mechanism was given. Based on the model 

of a linear harmonic oscillator and fundamental mechanics, an analytical approach was introduced 

describing the three different shapes of oscillating structures. Moreover, the model was expanded 

for the nonlinear case and the three different effects causing the nonlinearity were discussed. 

Numerical Simulations 

Next, the analytical formalism for the calculation of the resonance frequency was proofed by nu-

merical finite element simulations. Subsequently, the damping phenomena of the viscous flow re-

gime were added by taking a solid-fluid interaction into account. The behavior of the micro-oscil-

lator in a gas atmosphere was calculated using a linearized Navier-Stokes equations in an eigenfre-

quency step. In the case of a liquid environment, the full equation set was taken and solved in the 

time domain. Thus, the damping of the sensor could also be considered in the design stage, besides 

the eigenfrequency of the eigenmodes. Finally, numerical calculations were performed on the de-

sign of a magnetic field concentrator to generate a high magnetic flux density above 1 T in a spa-

tially confined space in-between a gap of 1 mm. 

Sensor Manufacturing 

The micro-oscillators were fabricated in a cleanroom environment simultaneously in a large num-

ber within a batch process on a 4" silicon wafer. Therefore, standard microtechnology processes 

were used and the piezoelectric material AlN was deposited with a reactive sputter deposition. All 

steps of the manufacturing chain were presented and classified in terms of their relevance to the 

entire process. The most critical steps with influence on the eigenfrequency and the damping be-

havior (thickness and residual/initial bending) were especially highlighted and investigated with 

different measuring methods. 
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Experimental Details 

The characterization of the damping behavior of the micro-oscillators were performed in a custom-

build vacuum chamber. As gas atmosphere, the four noble gases He, Ne, Ar and Kr and the poly-

atomic gases H2, N2, N2O, CO2 and SF6 were selected. In addition, dry air was used for proof 

measurements on the applicability of the micro-oscillators as oxygen sensors. This set of gases 

represents a wide range of physical and thermal properties that can be obtained from gases. The 

measurements were carried out in two different setups which were implemented within the cham-

ber. One setup is a construction for setting a defined gap width in the range of 150 µm up to 

3500 µm between the micro-oscillator and a geometrical boundary given by an Al plate. The other 

is a magnetic circuit with a magnetic concentrator which generates a very strong magnetic field in 

a volume of 2.5 × 2.5 × 1 mm3 around the micro-oscillator. The magnetic field can either be gen-

erated by FeNdB permanent magnets or by coils. Furthermore, the electronic circuit for recording 

the resonance curves, from which the damping is calculated, is also presented. 

Measurement Results 

The measurement results are further subdivided and cover different aspects of the dissertation. 

First, the results for the molecular flow regime are discussed, followed by the findings in the tran-

sitional flow regime. Subsequently, two sections are presented that deal with the modeling of the 

total damping over the entire pressure range. Finally, the results are compared to the investigations 

in liquids and, moreover, two possible applications for the micro-oscillators as pressure sensors 

and oxygens detector are proposed.  

Molecular Flow Regime 

The experimental results of the measurements focusing on the molecular flow regime revealed an 

interesting behavior of polyatomic gas molecules. In dependence of the gap width, the data points 

of the polyatomic gas molecules deviated significantly from the linear trend of the molecular qual-

ity factor versus the reciprocal square root of the molecular mass. As was shown, this deviation 

could be attributed to the number of active and thus available degrees of freedom. A higher number 

of degrees of freedom leads to an increase in the heat capacity, which is associated with a lower 

thermal dissipation flux. The quality factor of polyatomic gases thus exceeds the linear curve de-

fined by the noble gases. By investigating the deviation as a function of the gap width and including 

the thermal velocity of flight, the temporal evolution of the polyatomic degrees of freedom was 

determined. The results obtained for the time constants of the rotational degrees of freedom showed 

very good agreement with values available in the literature. By extending the molecular damping 

model with this phenomenon, it was possible to represent the molecular damping of all gases from 

the squeeze film damping range up to 3500 µm. Thus, the gap between the theories of Bao et al. 

for small distances and Christian for a free oscillator was closed. 
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Transitional Flow Regime 

For the transitional flow regime, a new model working with thermal resonance effects within the 

gap was proposed. This approach is adapted in analogy to the solid-state model of Zener for intrin-

sic friction losses based on thermal resonances. The resonance frequency was adapted for the case 

of a gas atmosphere and derived on the principle of a constructive standing wave. Thus, a good 

agreement between the analytical approach and the experimental data was achieved. A further eval-

uation of the obtained fit parameters showed some clear correlations with the thermal properties of 

the gases and led to a physically well-founded justification of the approach. Especially at the reso-

nance point where maximum dissipation into the surrounding medium occur, many thermal prop-

erties could be revealed. A dependence of the minimum of the quality factor on the thermal diffu-

sivity as well as a dependence of the resonance pressure on the adiabatic index was found. For that 

reason, noble gases exhibit a significantly higher dissipative effect in the transition region than 

polyatomic gases due to the fewer degrees of freedom and associated lower heat capacity. The 

polyatomic gases are in general heavier and therefore slower as well as have a higher heat capacity 

due to additional rotational and vibrational degrees of freedom, which means that heat is better 

stored in the medium than transported away. 

Generalized Model 

A generalization by applying the model to quality factor plots of different oscillators and higher 

bending modes was achieved. The fitting of the model showed a good agreement for all plots and 

allowed a further analysis of the frequency behavior and mode dependency of the individual damp-

ing mechanism. The evolution of thermal and viscous damping with an increasing gap width could 

be described by a saturation function whose characteristic value correlates with the thickness of 

the viscous and the thermal boundary layer. The viscous effects show a range of influence in the 

order of 8 to 15 times of the thickness of the viscous boundary layer. An important measure for the 

strength of the damping is given by the interaction area and thus the oscillator surface. The thermal 

losses have a longer range of influence in the order of 20 to 30 times the thickness of the thermal 

boundary layer. Furthermore, a strong decrease of the thermal losses with an increasing resonance 

frequency was observed, whereby higher modes are subject to fewer losses due to thermal reso-

nance effects. 

Equivalent Circuit Model 

Further simplification of the damping model was achieved by introducing an equivalent circuit. 

Analogies as typical in lumped element modeling were made and a complete representation of the 

damping effects by electrical components was accomplished. For the transition regime, an induc-

tive constant phase element consisting of a series of resistors and coils was designed and derived 

in an analytical expression using a recursive approach. The fit shows very good agreement for all 

data and allows a completely new perspective on the analysis of the damping losses. By splitting 

the data into real and imaginary parts, it was thus possible to distinguish between dissipative and 

kinetic losses, for example.  
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Measurement in Liquids 

In addition, the damping of the fundamental bending mode in gases and liquids was compared for 

one micro-oscillator structure. The results showed that the damping phenomena both, in liquids 

and gases, scale with the same dependence on the properties of the media. However, the interesting 

finding is that the damping in liquids is relatively lower than in gases assuming the same values 

for the properties. Adding the values for small gaps, the squeeze film damping, a continuous curve 

could be obtained between the media. This suggests that at the phase transition between liquid and 

gases, a regime of the squeeze film damping must be overcome.  

Wide-Range Pressure Sensor 

A novel sensor concept for the measurement of the ambient pressure exploiting the nonlinear range 

of the micro-oscillator was presented. For this purpose, the effect of the tilt of the resonance curve 

was investigated in detail as a function of the pressure. By recording the resonance curves in both 

frequency sweep directions, a hysteresis behavior became visible which clearly scales with the 

strength of the damping due to the ambient pressure. With the nonlinear frequency shift and the 

frequency hysteresis, two measurement quantities were presented which scale sensitively with the 

ambient pressure. The measuring principle is applicable over a wide-range up to six pressure dec-

ades and shows, unlike conventional mechanical measuring principles, its highest sensitivity in the 

high-vacuum range. In addition, the sensitivity can be adjusted in tradeoff with the measurement 

range via the actuation voltage.  

Oxygen Concentration Sensor 

Finally, a measurement methodology for the detection of oxygen concentration was presented. The 

sensing principle uses the increase of the damping due to a higher oxygen content. The measure-

ments show a shift of the resonance frequency in the order of a few ppm, which in relation to the 

frequency stability leads to a measurement resolution of about 1 % oxygen. The evaluation of the 

decrease of the quality factor resulted in a clearly larger sensitivity of some percent. However, this 

measurand is subject to a larger fluctuation, thus only a resolution of about 4 % oxygen could be 

achieved. A subsequent investigation of the paramagnetic effect of oxygen showed a reversed be-

havior than expected. Due to the significantly higher nitrogen content in the gas atmosphere, an 

increase in the resonance frequency and the quality factor for an increasing magnetic flux density 

was observed. This is related to the displacement of the diamagnetic nitrogen, which means that 

fewer gas molecules are available to damp the oscillator via collisions. 
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8 Outlook 

Research is always an ongoing process and despite many presented results not completely finished. 

In the following, aspects are listed which were not feasible within the scope of the thesis, but which 

contain further interesting questions that are worth more detailed investigations. 

The damping effects were mainly investigated in pure and dry gas atmospheres. Only the measure-

ments concerning the oxygen sensor technology included a gas mixture of nitrogen and oxygen. 

Since in many technical applications gas mixtures are present, this is an interesting point which 

still needs to be investigated. Furthermore, the influence of humidity and temperature of the gas 

should be included. This could answer the question of how great the influence of the ambient pa-

rameters (background gas, humidity, temperature) is on the response of the sensor. 

Equally interesting is the study of the damping of different states of matter of a substance, such as 

liquid and gaseous nitrogen. For this purpose, measurements were carried out in both media, but 

only with different substances. For the completeness of the theory and verification of the assump-

tion of a transition from liquid to gas form over a squeeze film regime, these measurements are 

required. In addition, the mixture of different states of matter such as aerosols (smoke, particles) 

or emulsions (milk) is feasible. This opens the possibility to realize many other sensors based on 

the damping effects of micro-oscillators for safety and monitoring applications, as well as for air 

quality measurements. For example, particle detection of smoke has already been demonstrated 

[156].  

The measurements of liquids could be extended by two further aspects. On the one hand, the in-

vestigation of non-Newtonian liquids which could show interesting effects in the interaction with 

the oscillator motion. And on the other hand, the investigation of the temperature influence espe-

cially in comparison to the gases. For the damping in liquids mainly the dynamic viscosity is re-

sponsible which has a completely different temperature dependency for gases and liquids. The 

dynamic viscosity of gases is increasing nearly linear with temperature whereas in liquids the dy-

namic viscosity is exponentially dropping with an increasing temperature. 

The presented equivalent circuit requires further investigation for a more precise description of the 

individual components. For this purpose, some proportionalities have already been deduced from 

the results. However, the description is not complete and still needs a geometry study to derive the 

dependencies of the lumped elements on the oscillator geometry. 

Finally, an extension of the electronics with a phase-locked loop (PLL) is required so that real-time 

measurements of the resonance frequency as well as the quality factor are possible. 

In the scope of this dissertation, some open questions in the wide field of the damping of micro-

oscillators have been addressed and answered. Although there are still some open points, this work 

contributes to the description of the fundamental effects of the different damping mechanisms and 

gives some approaches for the development of novel gas sensors based on a physical mechanism 

of action. 
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