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Abstract

Single photons with well controlled spectral and temporal properties are an essential resource
for quantum communication protocols, such as the quantum repeater. Such photons can be
generated from a single ion by Raman scattering. A fundamental understanding of the under-
lying scattering process allows to tailor properties of these Raman photons for the respective
application. This work contains a comprehensive experimental study on spectral properties
of single Raman-scattered photons, generated by laser excitation. The necessary experimental
tools to measure spectra of single photons are presented. In addition, I expand an existing
quantum optical model description to corroborate the experimental results. With study of
393nm and 854 nm photons emitted from a single “°Ca¥ ion, I am able to characterize the
dependence of their spectra on properties of the excitation laser. With that, I confirm that the
linewidth of a photon generated with weak laser excitation is narrower than the correspond-
ing transition in the *°Ca® ion. Furthermore, I study the influence of quantum interference
effects on the spectrum of the scattered photon. In all cases, the measured spectra are in
good agreement with spectra calculated using the model. As an application of tailored spec-
tral properties, atom-photon entanglement is generated. Thereby spectral filtering erases the

correlation between frequency and polarization.
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Zusammenfassung

Einzelne Photonen mit kontrollierten spektralen und zeitlichen Eigenschaften sind eine wich-
tige Ressource fiir Quantenkommunikationsprotokolle wie den Quantenrepeater. Solche Pho-
tonen kénnen mit einem einzelnen Ion durch Raman-Streuung erzeugt werden. FEin grund-
legendes Verstindnis des Streuprozesses erlaubt es Raman-Photonen an die jeweilige Anwen-
dung anzupassen. Diese Arbeit enthélt eine umfassende experimentelle Analyse der spektra-
len Eigenschaften von einzelnen durch Laseranregung gestreuten Raman-Photonen. Ich stelle
die benotigten experimentellen Werkzeuge zum Messen der Spektren einzelner Photonen vor.
Zusétzlich erweitere ich ein bestehendes quantenoptisches Modell, um die experimentellen Er-
gebnisse zu untermauern. Ich untersuche 393nm und 854nm Photonen, welche mit einem
40Ca* Ton erzeugt werden um die Abhéngigkeit des Spektrums von den Parametern des an-
regenden Lasers zu charakterisieren. Damit zeige ich, dass die Photonen fiir eine schwache
Laseranregung eine schmalere Linienbreite haben als der entsprechende Ubergang im “°Ca™
Ton. Zusétzlich untersuche ich den Einfluss von Quanteninterferenzeffekten auf das Spektrum
des gestreuten Photons. In allen Féllen zeigen die gemessenen Spektren eine gute Ubereinstim-
mung mit den modellierten Spektren. Als Anwendung von mafigeschneiderten Spektren wird
Atom-Photon Verschrinkung erzeugt. Dabei 16st spektrales filtern die Korrelation zwischen

Frequenz und Polarisation auf.



Contents

[Abstract /Zusammenfassung| iv
(1. Introductionl 1
[2. Fundamental concepts| 5
2.1. The ®*Ca™idon| . . . ... ... . .. 5
[2.2. Ton trapping with a linear Paul trap| . . . . . . . ... ... ... ... ... .. 7
[2.3. Qubits, entangled states and the dynamic of a driven system| . . ... ... .. 9
[2.4. Names for qubit states| . . . . . . . . . . . .. .. 13
[2.5. Electrical dipole transitions] . . . . . . . . . ... ... ... . 0oL, 14
[2.6. Signals behind a filter cavity] . . . . . . . ... o o Lo 20
[2.7. Measures for a spectral or temporal distribution| . . . ... ... ... ... .. 22
[3. Experimental setup| 25
[3.1. Theion trap setup| . . . . . . . . . . 25
3.2. Laser sytem| . . . . . . . . . e 30
[3.3. Analysis cavity setup|. . . . . . . . . 32
[3.4. Experimental control| . . . . . . ... oo oo 36
|4. Experimental methods| 39
[4.1. Basic operations for an ion qubit| . . . . . ... ..o oL o oL 39
[4.2. Preparation and calibration measurements|. . . . . . . .. .. ... ... 43
4.3. Magnetic field controlf . . . . . . ... ... o oo 46
4.4. Background correction| . . . . . . ... .. 49
4.5, Spectrum measurements| . . . . . . . .. L L e 50
|4.6. Generation and detection of atom-photon entanglement| . . . . . ... ... .. 58
[5. Modeling the Raman scattering of a single photon| 71
|5.1. Theoretical description of the Raman scattering{. . . . . ... ... ... .... 72
[5.2. Quantum interference eftects in Raman-scattered photons| . . . . . . . ... .. 86
[b.3. Summary|l . . . .. .. e e e e e 94
[6. The spectrum of single Raman photons| 95
|6.1. Spectral properties of single Raman-scattered photons| . . . . . . ... .. ... 95
[6.2. Quantum interference effects in Raman-scattered photons| . . . . . . . . .. .. 109

vi



[6.3. Summary] . . . . ... e e e e e e

|7. Larmor-precession-free atom-photon entanglement|

[7.1. Atom-photon entanglement creation schemes| . . . . .. ... ... ... ....

[7.2. 393 nm atom photon entanglement| . . . . . . . .. ... ...

[7.3. 854nm atom photon entanglement| . . . . . . . ... ... 0000
[7.4. Summary| . . . . . . .. e

[8. Summary and Outlook|

|A. Dark ions in the bright trap|

[B. Bayesian inference for a dice with F" faces.|

|C. Supplementary material to the spectrum measurements|

|C.1. Spectral properties: dependence on {2 and A — Section [6.1.1] . . . . . . ... ..

|C.2. Spectral properties: sidebands — Section [6.1.2f . . . . . . . . ... ... ... ..

|C.3. Spectral properties: Truncated wave packet — Section|6.1.3] . . . . . . . . . ..

|C.4. Quantum interference: bichromatic excitation — Section [6.2.2] . . . . . . . . ..

[C.5. Quantum interference: A-scheme — Section[6.2.3] . . .. .. ... ... ... ..

|C.6. Quantum interference: V-scheme — Section [6.2.4] . . . . . ... ... ... ...

[D. Supplementary material to the atom-photon entanglement measurements|

ID.1. 393 nm atom-photon entanglement: monochromatic scheme| . . . . . . . . . ..

ID.2. 393 nm atom-photon entanglement: bichromatic scheme| . . . . . . . . . .. ..

[D.3. 854 nm atom-photon entanglement: bichromatic scheme| . . . . . . . . ... ..

[E. My PhD Reserach: Milestones and Experiments. And more Experiments.|

|F. The Cawty EocEeFl

|[F.1. The user interface and cavity locker states| . . . . . . . ... .. .. ... ....

[F'.2. Basic algorithms| . . . . . . . . . . . .

123
124
139
148
156

159

163

167

171
173
179
180
181
182
183

185
186
194
198

205

207
208
211
213

223

225

233



1. Introduction

A quantum network connects several quantum systems and enables to distribute quantum
information between individual nodes. Thereby, many individual small quantum computers
can be linked to form a large quantum computer. Additionally, a quantum network offers
applications such as secure communication or metrology [1]. The implementation of a quantum
network thereby requires well controlled stationary qubits located at the network nodes and
flying qubits to distribute entanglement between network nodes. Furthermore, it is necessary
to convert stationary qubits into flying qubits and vice versa and to reliably transmit these
flying qubits between network nodes |[2].

In recent years, the prerequisites to build a large scale quantum network have been successfully
implemented. A quantum state encoded in a photon was transmitted successfully through
the air over 100km across a lake 3], 143 km between two Canary Islands [4] or over 1000 km
between a satellite and the ground station [5]. The drawback of this free space transmission is
that it cannot be done if an obstacle blocks the path or if the weather is bad. These problems do
not exist in the case of transmission through optical fibers. This approach would also allow to
leverage the existing fiber infrastructure. However, optical fibers have their own disadvantages
as the maximum transmission distance is limited by absorption losses. These absorption losses
scale exponentially with the length of the transmission channel. Doubling the length of a
transmission line with 1% transmission results in a transmission of 0.01 %.

To reduce absorption losses, the photon carrying the quantum information can be converted to
telecommunication wavelengths. Bock et al. demonstrated a successful conversion of 854 nm
photons to 1310 nm without losing quantum information or entanglement [6]. Using quantum
frequency conversion, atom-photon entanglement was transmitted through 50km of optical
fiber [7]. Additionally, quantum frequency conversion allows to connect several atom and ion
species with different wavelengths. While quantum frequency conversion reduces absorption
losses, they are still present. Consequently, the maximal transmission distance is limited.
Therefore, an additional approach has to be taken to spread quantum information through a
fiber based network with distant network nodes. Amplification as used in the case of classical
signals can not be used for quantum information, as the no-cloning theorem [§] prevents copy-
ing and consequently amplification of the signal. Instead, the problem of exponential scaling
absorption losses can be solved with a quantum repeated protocol [9].

This quantum repeater protocol divides the transmission channel into shorter transmission seg-
ments between individual repeater nodes. First, the repeater nodes at the end of each segment
are entangled. Thereafter, this entanglement is distributed with entanglement swapping until
finally the network nodes at the end of the transmission channel are entangled [10]. The estab-
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lished entanglement between nodes at the end of the full transmission channel is then used to
transmit quantum information via teleportation. The teleportation itself requires the exchange
of classical information, which can be transmitted over the full distance without any problems.
With this approach, the quantum repeater trades the exponentially scaling absorption loss for
an effort in material and time that scales polynomial with the length of the full transmission
channel [9]. Therefore, the quantum repeater protocol allows to transmit quantum information
over distances which can not be bridged by direct transmission.

A quantum repeater can be realized in the sender configuration with single ions as repeater
nodes and photons to distribute entanglement between repeater nodes. In this configuration,
the ion as a network node stores stationary qubits. Each network node emits single photons that
are entangled with the ion. These photons act as flying qubits to distribute entanglement. An
important role in this repeater scheme is thereby played by the quantum-interface connecting
the stationary network nodes with the flying photons. Such an atom-photon quantum interface
can be build on the basis of Raman scattering of single photons. Various experiments showed
possible applications of this atom-photon quantum-interface [11H15]. It was used for atom-
photon entanglement generation, to store the polarization qubit from an incoming photon or
to send out the atomic qubit encoded in the polarization of an emitted photon. The scattered
Raman photon thereby either carries quantum information or is used as herald for a successful
storage process.

To improve the atom-photon quantum-interface, various experiments have studied the wave
packets of Raman photons emitted into free space or from an emitter located inside a cavity.
These studies showed that the shape and duration of the wave packet can be controlled by
the pulse shape and Rabi frequency of the exciting laser |16-18]. Further experiments studied
quantum interference effects in photons scattered from an initial superposition state, where
the interference in the absorption or emission process leads to quantum beats in the wave
packet of the scattered photon [19]. In contrast to these studies on the temporal shape of the
scattered Raman photon, studies on spectral properties are mainly theoretical |20] or focus
on resonance fluorescence [21}22], that means Rayleigh scattering. Experimental studies with
photons scattered from a quantum dot emitting into free space |23 or into a cavity [24] show
only rudimentary results.

The overarching goal of this work is to characterize the spectral properties of single Raman-
scattered photons. Therefore, I measure spectra of single Raman photons generated from
a single 4°Ca* jon with a custom-built high-resolution optical spectrum analyzer. I study
mainly 393nm photons scattered on the P3/5 to S5 transition of the calcium ion but also
854 nm photons scattered on the P35 to Ds/p transition. On the way to the main goal three
individual objectives are addressed:

1. Extend existing models [20,25] to describe the spectrum of a scattered Raman photon in
a multi level system and for modulated laser excitation.



1. Introduction

2. Characterize the influence of the Rabi frequency, detuning and pulse shape of the laser
excitation as well as the influence of interference in absorption, in emission or due to

coupling to other levels on the spectral properties of the scattered Raman photon.

3. Tailor spectral properties with the parameters of the laser excitation to improve atom-
photon entanglement.

The first objective is targeted in Chapter 5} Throughout the work, the developed model is
used to simulate the performed experiments. Chapter [6] deals with the second objective. I
explore the spectral shape and width of a single Raman scattered photon. For this purpose,
I analyze how the spectrum depends on the parameters of the exciting laser and study the
effect of various quantum interference mechanisms on the emitted spectrum. Chapter [7] seeks
to leverage results from the previous two chapters to generate atom-photon entanglement with
spectral tailored photons. I discuss how the spectrum of the scattered photon and a spectral
filter influence the generated atom-photon state. The findings of this work are summarized in
Chapter [8]

The results presented in the later chapters of this work require some preparation which is done
in the first chapters of this work. In Chapter I introduce the formalism, the “°Ca™ ion as
physical platform, ion trapping and other required basics. In the following chapters[3]and [ the
experimental setup and methods are presented. This contains two custom-built single photon
spectrometer setups based on Fabry-Pérot resonators, one for 393 nm photons the other one
for 854 nm photons.






2. Fundamental concepts

2.1. The %°Cat ion

Calcium is the element with the atomic number 20. As an element from the alkaline earth
metal group it has two electrons in the outer shell. One of these electrons is removed in an
ionization process to create a single charged hydrogen-like calcium ion. For this reason calcium
has two main benefits for quantum optical experiments. The calcium ion can be trapped in
a Paul trap and it features a simple hydrogen-like level scheme. From the available stable
isotopes, “°Ca™ has no nuclear spin and thus shows no hyperfine splitting in contrast to, for
example, 3Ca¥t. In addition, there are commercially available laser systems for all relevant
optical transitions. For these reasons, the “°Ca™ ion is a good candidate for quantum optics
experiments and was chosen for the experimental setup.

From the full term scheme of the “°Ca™ ion, five states are of interest for this work. Together
with their respective Zeeman levels they form an eighteen-level system with seven optical
transitions (see Figure and properties in Table . Two excited states P3/p and Py /9
with a lifetime of 6.9 ns respectively 7.1ns decay on electric dipole transitions into the stable
ground state Sy /5 or the meta stable states Dy /5 respectively D3 5. Both D states have a lifetime
of about 1.2s and decay on electric quadrupole transitions into the S; /5 ground state. Due to
the long lifetimes of the D states compared to the life time of the P states, the D states are

treated as stable in most cases.

P3/p mmm = =T
P —[ _— 85
S 6 111’1'1
g 1)111 \L_ — — D5/2
3 & D
e — — —1)3 />
% \\\\\ )

S1/2

Figure 2.1.: String of four *°Ca™* ions trapped during this work and the relevant level scheme
of a single °Ca™ ion with all optical transitions and their wavelengths. Each state is split up

in several Zeeman levels which are separated in energy due to the applied magnetic field.



2. Fundamental concepts

Table 2.1.: Properties of the relevant states and transitions of the *°Ca® ion. Life times and
branching ratios are taken from [26-29]. Decay rates are calculated from these values. Vacuum
wavelengths are taken from [25].

State life time decay to wavelength decay rate ratio

Pijy  T.008(20)ns  — Sy, 396.95915(3)nm  20.98(6) MHz  0.93565(7)
Py 7.098

(
20) ns — D39 866.45211(15) nm 1.442(4) MHz 0.06435(7)

(20)
(20)
Pyp  6.924(19)ns  — Sy 393.48075(3)nm  21.49(6)MHz  0.9347(3)
(19)
)

)

)
Py 6.924(19)ns  — Dy 854.44337(15)nm  1.349(6) MHz  0.0587(2)
Py 6.924(19)ns  — Dy 850.03561(14)nm  0.152(1)MHz  0.00661(4)
Ds 2 1.168(9)s  — Sy 729.34765(11)nm  1363(8) mHz 1
D3 1176(11)s = Sy 732.5905(2) nm 1353(9) mHz 1

Si/2 00 stable

The eighteen level system can be split in two smaller systems, which are almost independent
from each other. The first system contains the stats Sy /o, P1/o and D3/, with a total number
of eight Zeeman levels. This system is utilized for Doppler cooling and fluorescence detection
with the 397nm and 866 nm laser. The second system contains the Sy /5, P3/o and Dy 5 states.
It has a total number of 12 Zeeman levels. In this work single Raman-scattered photons
are generated with this system. I study the spectra from these photons and generate atom-
photon entanglement with them. Both smaller systems are connected by the 850 nm transition.
The decay rate on this transitions is small compared to the 854nm and 393 nm decay rates
and therefore I neglect this decay in most discussions. In photon generation schemes the
850 nm decay acts as a loss channel that reduces the efficiency of the protocols. However, in
the experimental realization, a possible 850 nm decay has to be taken into account in state
detection schemes.

To drive transitions between these states, laser systems for all transitions except for the 732 nm
transition are available in the laboratory setup. From these lasers, the 850 nm laser was not
operated. Additionally, two coils are available to drive the transitions between adjacent Zeeman
sublevels with microwave field. A coil to drive the transition in the S; /, state has been operated
for a long time [12]. A second coil to drive transitions in the Dy, state has been installed and
studied recently [30].
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2.2. lon trapping with a linear Paul trap

The Paul trap developed with the ideas of W. Paul [31] and E. Fischer [32] utilizes oscillating
and static electric fields to trap charged particles. In a Paul trap, single ions can be well isolated
from the environment and as consequence stored in principle indefinitely long [33]. A feature of
the Paul trap is that only electric fields generate the trapping potential. Consequently, the trap
itself has no influence on the electronic level structure of the stored ion. This is an important
advantage for quantum information and other applications, where the magnetic field defines
the quantization axis and sets the energy splitting of the electronic levels.

Quantum optical experiments operate Paul traps with many different designs. The simplest
design consists of a ring electrode and two end caps. A different common design is the linear
Paul trap. This trap consists of four electrodes mounted in quadrupole configuration and two
end caps. The oscillating field is applied to the quadrupole electrodes for the radial confinement,
wile a static field is applied to the end caps for the axial confinement. In different experiments,
linear Paul traps are further developed into surface or segmented traps [34-37] suited for specific
applications. One example would be moving ions around and swap their position |38]. However,
for many applications a linear Paul trap without any modifications is most suitable. Here, I
summarize the working principle of such a linear Paul trap as mounted in the experimental
setup (details see Section . A more detailed description is given for example in [39-41].
The linear Paul trap consists of four electrodes in quadrupole configuration with an oscillating
voltage U, applied to them for the radial confinement of the ion string (gray, see Figure .
Opposite electrodes are put on the same electric potential. For the axial confinement a voltage
Uet is applied to the two end tip electrodes (brown, see Figure . Additional electrodes
placed around the trap (purple) shift the ion position to compensate the micromotion (see
below).

For the description, the center of the trap is placed in the origin. The symmetry axis of the
quadrupole electrodes becomes the z-axis. These quadrupole electrodes are placed on the z-
and y-axis in a distance a from the z-axis. The end tip electrodes have a distance b from the

? Uet

Figure 2.2.: Electrode arrangement in a linear Paul trap as seen in the cut through the xy-
plane (left) or in a cut through the yz-plan (right). Opposite quadrupole electrodes (gray)
are put on the same electric potential, with two electrodes connected to ground. The end tips
(brown) on both sides keep the ion trapped in the third dimension. Around the trap there are
additional electrodes (purple) to shift the ion around by applying additional voltages.
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trap center. In this case, the electric potential around the center of the trap, caused by the
applied voltages is

aUet

2b

Urf
2a2

D(x,y, 2, t) = Ppp(z, y, t)+Pet(x, y, 2) = (xz—yQ—l—aQ) cos(st))+ (222—m2—y2). (2.1)

The parameter « is given by the geometry of the trap and takes the effect of the quadrupole
potential into account.

The trap potential accelerates a positive charged ion located near the center of the trap towards
one of the electrodes connected to the negative voltage. As this voltage is inverted, the ion
becomes accelerated towards one of the other electrodes. This process is repeated periodically,
which leads to an effective trapping potential, if the trap parameters, for example the frequency
of the oscillating quadrupole field, are chosen right. In this case equations of motion for the
ion in the trap can be derived from the trap potential. These equations of motion for the three
dimensions 7 = x, ¥y, z can be express in form of the Mathieu differential equation

QZ
P + (Px — 2qk cos(Qrft))ifrk =0. (2.2)
In these equations, the coefficients
dearUqt D 2eU¢
p‘,/r — py e —m, pz — —?, qx — —m = —qy and qz = 0 (23)

are the stability parameters of the trap. They depend on the geometry of the trap («, a,b), the
applied voltages (Ust, Uyt, i) and the trapped ion (m,e). If the trap parameters are chosen
such that a stable solution for the Mathieu differential equation exists, it is possible to trap
the ion with this trap.

Usually the parameters are chosen such that pp, < 1 and qi < 1 holds. In this case the
solutions of equation [2.2] are approximated by

r(t) = 1o,k cos(wgt) <1 + %k COS(Qrft)> . (2.4)

These solutions describe oscillations along the trap axis with frequencies

o Ik
W = — + = 2.5
E= /Pt (2.5)
which are called the secular motion. The oscillation frequencies of this secular motion are
called axial (w;) and radial (ws, wy) trap frequenciesﬂ The radial trap frequencies depend on
the applied power and frequency of the driving radio frequency. The axial trap frequency is

set mainly by the end tip voltage.

Not to mix up with the frequency Q.¢ that drives the quadrupole electrodes of the trap.
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The secular motion is superimposed by a second oscillation with frequency €+ which is called
micromotion. This micromotion increases, if the ion is shifted outside of the trap center.
Causes of this shift are additional electrical potentials and manufacturing tolerances of the
trap itself. Constant voltages applied to additional compensation electrodes mounted around
the trap electrodes shift the ion position back into the trap center.

2.3. Qubits, entangled states and the dynamic of a driven system

This section gives a short introductions on qubits and the dynamic of a driven two level system
based on the textbook from M. Nielsen & I. Chuang [42] and lecture notes from D. Steck [43].

2.3.1. Qubits and entangled states

Qubits are the central building blocks of quantum information. In contrast to a bit in a classical
computer which has only the states 0 and 1, a qubit is described by a state vector in a two
dimensional Hilbert space spanned by the basis states [0) = (1,0)7 and |1) = (0,1)T. Al
possible qubit states are of the form

W) = al0) +5[1), (2.6)

with the complex amplitudes o and 3, which fulfill the normalization condition |a|? +|3[* = 1.
The complex amplitudes contain the probabilities |a|? respective |3]? to measure the qubit in
the individual basis states |0) and |1), which will be referred to as the population in these
states, as well as the relative phase ¢ = arg(a) — arg() between both components.

In an experimental situation, the state vector |¥) is often not sufficient to describe the qubit
state. Instead, the density matrix p describes the qubit state, where

p="> pk|Vk) (Vg (2.7)
k

This density matrix is built as the incoherent sum of several quantum states |U), which are
defined as in Equation weighted by the probabilities pi to be in the respective state. A
physical density matrix has to be normalized (Trp = 1), Hermitian (p! = p) and positive
semi-definite (all eigenvalues non negative). If the density matrix can be written as p = |¥) (V|
with a single state |U), the state of the system is called a pure quantum state. If this state
is a superposition state the off-diagonal elements of the density matrix called coherences are
maximal, with the modulus |af8*|. In this case the relative phase of the superposition can be
extracted from the coherences. A system whose density matrix is not described by a single
pure quantum state is called a mixed state.

To describe systems containing multiple qubits, the same formalism is extended to a more
dimensional Hilbert space. This Hilbert space is created by the tensor product of the individual
Hilbert spaces of each qubit. In the same way the state vector, the density matrix or any



2. Fundamental concepts

operator acting on the qubits is given by the tensor product of the respective elements in their
individual subsystems. In this work only two qubit systems are relevant. One qubit is encoded
in the polarization of a single photon. The second qubit is encoded in the electronic state of a
calcium ion. In this case the resulting states and density matrices are given by

) =0 @) and  p=pl @ plrh, (2.8)

where |\IJ)(at) respective p(®) describe the atomic qubit and |\IJ)(p ") respective p®" describe the
polarization qubit. The symbol ® that indicates the tensor product between both individual
subsystems is often omitted. The same holds for the superscripts (at) and (ph) indicating the
atomic qubit and polarization qubit.

Such a two qubit system can be in an entangled state. An entangled state is a pure quantum
state, which cannot be separated into a product state that describes each subsystem indepen-
dently, even though the underlying Hilbert space is a tensor product of both individual Hilbert
spaces. These entangled states are of special interest in many applications. Example for such
entangled states are

1 1

V2

In contrast to these entangled states, the state

0 (10 1)@ 4 1) )W ] or (@) = —= []0) [0)PM) 4 [1)) [1)PM] . (2.9)

S

2

T) = “0)(@'5) 10)PR) 110y (a8) [1)PP) (1)@ |0y (PR) 47y (at) |1>(ph)}

_ % (|O>(at) + |1>(at)) (|O>(ph) + |1>(ph))

N

(2.10)

can be separated into a product as shown and is therefore not an entangled state.
To quantify the quality of a quantum state and to compare it with other states, I calculate
different measures from the density matrix p. These refer to the introduced properties of
a quantum state. For every quantum state the purity P quantifies how much of the given
quantum state p can be written as a pure quantum state. The purity P of a density matrix p
is calculated by

P(p) = Tr p*. (2.11)

For a pure quantum state the purity becomes 1. In case of a maximally mixed quantum state
the purity becomes 27, where N is the number of qubits.

The overlap with a second target state p; is quantified with the overlap fidelity F. If the target
state is a pure quantum state the overlap fidelity can be calculated with

F(p) =Tr pep. (2.12)
The overlap fidelity reaches the maximum of 1, if the state p is equal to the target state py and

a minimum of 0, if the state p is perpendicular to the target state.

10



2. Fundamental concepts

The entanglement of a two qubit state is quantified with two measures. The concurrence C is
calculated by

C(p) = max{0, VA1 — VA — vVAs — Vb, (2.13)

where )\ are the eigenvalues of the matrix p - (o, ® o) - p* - (0 ® 0y) in decreasing order
(A1 > A2 > A3 > A\yg) [44,45]). Therein o, is the Pauli Y matrix and p* is the element wise
complex conjugate of p. The concurrence takes values between 0 for a mixed state and 1 for
a maximally entangled state as in Equation 2.9 The second measure is the Bell parameter S,
which describes correlations between different measurement outcomes for a set of measurement
bases. If a value § > 2 is found for the chosen measurement bases, the state is at least partially
entangled. In the CHSH formulation [46], the Bell parameter is given by

§=(0a®01) +{05®01) +|(0a®02) — (05 @), (2.14)

where o, and o describe the measurement bases of the first qubit, while o1 and o9 describe
the measurement bases of the second qubit. In this formulation, the Bell parameter can be
calculated from a given density matrix p or the four correlations in Equation are measured
directly. For the best choice of measurement bases the Bell parameter becomes 2v/2 for a
maximal entangled state. Note that the value of the Bell parameter strongly depends on the
chosen set of measurement bases and a value S < 2 is possible for an entangled state. Thus the
Bell parameter is unpractical to argue that a state is mixed but can easy verify that a state is
entangled.

2.3.2. The driven two level system

A two level system consisting of a ground state |¢g) and an excited state |e) separated by the
energy I/ = hw, describes the basic interaction on any transitionﬂ These states are for example
the two basis states of a qubit or a subsystem from an atomic level scheme. I will assume that
the energy of the excited state is the reference point and set to zero. With this, the internal
Hamilton of the system becomes

Hy = —hew, lg) (g (2.15)

This system is excited by an external field with frequency wy. Depending on the system and
the transition, this external field corresponds to a laser or microwave field. After performing

the rotating wave approximation, the interaction is described by the operator
N Q . O .
V= h; le) (g| e Lt 4 h? lg) (e] e¥2?. (2.16)

Therein the Rabi frequency Q = d'TE, with the dipole moment d of the transition and the
field amplitude E, describes the coupling strength to the transition. To be able to describe

Instead of the energy of a transition, I often talk about the frequency of the transition instead. The same
applies to energy shifts, for example by applied magnetic fields, which are discussed as frequency shifts.

11



2. Fundamental concepts

the time evolution driven by the external field more easily, the system is transformed into a
system rotating with the frequency wy, of the applied field. In this new, rotating system the
time dependence of the interaction Hamilton vanishes and the energy of the ground state is
given by the detuning A = wr, —wy of the applied external field. Thus the Hamilton describing
the whole system becomes

A = A lg) ol + 1 [e) (gl + B o) (el (2.17)

Solving Schrddinger’s equation for the state |¥) = ¢4 |g) + ce |e) of the system with the initial
condition ¢4(0) = a and ¢.(0) = § leads to the equations

_ =2 Q. A, Q0 0 0
ce = €73 [Bcos(2t)+1ﬁﬁsm( t) 1Qasm(2t)

2
0O A 0. o 0 (215)
_ i ,é)t N Lt L . oo8s
cg=2e"\"2 [acos(Qt) 1Qas1n(2t) 1Qﬂsm(2t)]

describing the time evolution of the state. The resulting oscillation of the population between
the ground state and the excited state with the generalized Rabi frequency € = 4/ |Q\2 + A2 s
called a Rabi oscillation. The amplitude of this oscillation depends on the detuning A of the
excitation. For an excitation on resonance the amplitude of this oscillation is maximal. If the
laser is detuned |A| > 0, the amplitude is reduced.

The population transfer between both states defines names for pulses with a certain interaction
duration. These names are deduced from the effect of a pulse with pulse area ()7 on the initial
state, for an interaction on resonance. A w-pulse with (27 = 7 swaps the population stored
in both states. A §-pulse (with pulse area Q7 = 7) creates a balanced superposition between
the initial state and the state perpendicular to the initial state. In all cases, the relative phase
of the created state depends on the phase of the pulse. This phase, given by the phase of the

applied field E, is encoded in the phase of the complex Rabi frequency.

Arbitrarily modulated driving field

In the previous treatment of the interaction a monochromatic external field was assumed. To
describe a modulated laser field, the description has to be adapted. In the most general case
the external field contains multiple components with carrier frequencies wy, time dependent
amplitudes A (t), phase modulations ¢ (t) and frequency modulations oy (t). In contrast to a
monochromatic case, in this case it is impossible to find a rotating frame, where the whole time
dependence is eliminated, even for the simple case of two monochromatic fields. Nevertheless
the system can be transformed into a frame rotating with the average frequency

1 N
5= — : 2.1
@ Nzk:wk (2.19)
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Using this average frequency each carrier frequency can be expressed as
wk:w+5k:wg+A+5k, (2.20)

with the atomic transition frequency given by w, and the detuning A of the average frequency
w with respect to the transition frequency. In the rotating frame, the interaction operator

becomes Ot Quelt
V= Z k2( )efi(5kt+akt+¢k) le) (g + h.c = eg( ) le) (g| + h.c, (2.21)
k

where each of the individual Rabi frequencies . are proportional to the amplitude Ag(t) of
the respective field component. All these Rabi frequencies are summarized in the effective Rabi
frequency Qeg. With this, the whole system is described analog to the monochromatic case by

A = o) (ol + 5 le) (gl + h=5 1) fel. (2.22)

where the only difference is given by the Rabi frequency acting on the transition. In the
monochromatic case this Rabi frequency is time independent, while for an arbitrary combi-
nation of field components this Rabi frequency is time dependent. As an example for two
monochromatic fields with the same amplitude one gets

Qep = Qe 01191 4 Qe=i2ltd2 — Q=01 | Oeid+e2 — 90) cos(0t + ¢p). (2.23)

This corresponds to an amplitude modulation of a monochromatic field.

2.4. Names for qubit states

In this work, a qubit as discussed in Section [2:3.1] is realized with two different platforms. A
stationary qubit is encoded in the state of a single “°Ca™ ion, for example two Zeeman levels
of the Sy, ground state. In such a case the energy eigenstates are the basis states. For the
chosen example one gets

)= =[Sy +5 2 1+E) and D28 -3 =]-D). (2.24)

A second example of states that encode a qubit are two Zeeman levels of the D5 5 manifold.
In this case the basis states are

0= =D+ =1+ and D2 EDsp-HE-D. (225)

If the magnetic quantum number is sufficient to distinguish both qubits states, I utilize this
abbreviation. In a more general context, for example to define the names of special superpo-
sition states, I use the assignments |1) and ||), where |1) denotes the atomic state with the
larger magnetic quantum number.

13



2. Fundamental concepts

With these basis states, which are eigenstates of the Pauli Z operator, the eigenstates of the
Pauli X and Pauli Y operator are assigned the special names

-1 i
|-) = iz(\lﬁ =), +) = \ﬁ(\lﬂ + 19, 220
=) = (=) and )= = (D) ).

With a calibration measurement, I assign these states to specific atomic superpositions.

The second platform are single photons, where the qubit is encoded in the polarization state
of the photonﬂ In this case the basis states are assigned to the circular polarization |0) = |L)
and |1) =|R) which again are the eigenstates of the Pauli Z operator. The eigenstates of the
Pauli X and Pauli Y operator are the linear polarization

—1 i
H) = —=(|L) — [R)), V) = —=(IL) + [R))

1—21 i\/fl (227)
D)= —— (L) —i[R)) and |A)=—— (L) +i[R)).

given as superposition of both circular polarization states. Note that the definitions of the
polarization and superposition states are analog. As an example the atomic superposition |+)
is analogously defined as the linear polarization state |V).

2.5. Electrical dipole transitions

I generate single Raman-scattered photons with the dipole transitions of the calcium ion.
They are also utilized for laser cooling and fluorescence detection during the measurement
sequences. Thereby the angular dependence of the dipole emission pattern plays a crucial part
in whether a specific decay channel can be observed or if a transition can be excited. This
also involves the polarization of the laser or the polarization of the emitted photon. This
angular dependence including the polarization is shortly sketched here following the derivation

by Hertel & Schulz [47).

2.5.1. Dipole emission pattern

I want to describe the dipole interaction between a ground state |g) = |y4j4mg) and an ex-
cited state |€) = [Yejeme). The quantum numbers j and m describe to the total angular
momentum while v summarizes all other quantum numbers of the state. The dipole interac-
tion between these states is described by the operators D = r(a) . ¢(Ph) for the absorption and
Dt = rlat) . gPM)* for the emission. In these operators r(® describes the electron in the atom,
while the polarization of the electric field is described by e(®). The relevant matrix elements

3Polarization of light is a classical property and the quantum nature comes from the single photon. However,
I use the polarization qubit notation also for laser polarization and polarization projections.

14



2. Fundamental concepts

Figure 2.3.: Coordinate systems to describe the dipole emission pattern. The photon system
(Ph) (green) is rotated with respect to the atom system (%) (red) by the angels 6}, and ¢y,
such that the z(P") axis points in direction of the wave vector k (blue) of the traveling light.
The 2(P") axis of the atom system is given by the quantization axis defined with an external

magnetic field.

of the operators D and Dt are

(e| D g) = (e|r(@) |g) - &) = p(al) . o@h)  ang

R * 2.28
(g| Dt |e) = (g|r(@) |e) - eP)* = récebt) elPh)x — (rg‘;t) .e(ph)) . (228)

Only if these matrix elements are non-zero a transition can occur. This means that either
a light field with the respective polarization excites this transition, or the emission on this
transition goes into this polarization mode. To calculate the product in the matrix element,
either rg;t) is expressed in the basis of e or vice versa. The respective coordinate systems
are given by the systems itself. The z(%) direction is defined by the quantization axis while the
2(Ph) direction is given by the propagation direction of the light. Both coordinate systems are
rotated with respect to each other by the angels 65 and ¢y, (see Figure .

A natural coordinate system is given by the complex helicity basis with the basis vectors
1 . 1 .
ey = —ﬁ(ex +iey), e = ﬁ(em —iey,) and eg=e,. (2.29)

These basis vectors fulfill the conditions

eq €y = gg and e, =(—1)7e_,. (2.30)
In this coordinate system, the transition matrix element from the state |y,j,mq) to the state
|v7pmp) becomes
1
(Vodsma| T Yadama) = > (Wiems| rq [Vajama) €]

q=-—1
= ) (2.31)
7 . . *
=\3 Y (wlrva) Gems| Yig ljama) eg := > (mp|rq Ima) eg,
g=-1 g=-1
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2. Fundamental concepts

with the spherical harmonics Y14(6,¢). The evaluation of the radial part (7| r|y,) of this
matrix element can be of high numerical effort and is not of interest for this derivation. In
the experiment, it is a constant specific to the atom (or molecule) and is found in tables. The
evaluation of the angular part (jymp| Yiq |jama) leads to the Clebsch-Gordan coefficients, which
cover the strength of individual transitions between Zeeman levels. The relative strength of
individual transitions is not important for the angular dependence of a single transition. I
discuss the Glebsch-Gordan coefficients in Section The abbreviation

(mp| rq [ma) = (mal r—q [ms) 0 dmyma-+q (2.32)

contains the selection rule for dipole transitions found by evaluating (jymp| Yiq |jamma). The
atomic transitions are named o* transition (Am = ¢ = £1) or 7 transition (Am = 0) depend-
ing on the value of ¢ which is connected to the spin of the involved photon. Note that the
name of a transition is independent of whether the photon is absorbed or emitted.

Emission

In case of emission, the polarization as well as the amount of radiation emitted into a certain
(at)

solid angle is of interest. Therefore, the atomic coordinate system e; ’ is expressed in the

photon basis. Since the polarization of the emitted photon cannot have a component in the

emission direction, the terms with e(()p ") have no physical relevance and are dropped. Thus only

the contribution with egf{l ) remains. The resulting atomic vectors are

)

@) = i B (1 +cos(0h) 1) + 5 (1 cos(@i))e )

a sin(0x) (pn) . sin(0x) (pn
uét):_ V2 e(f)"i_ V2 egfl)
ugflf) = elon B(l - cos(@k))e(_p{l) + %(1 + cos(Hk))eSf’f)] .

= sin(0;,)elP), (2.33)

x

Since the component in direction of the photon emission was dropped, these vectors are not
normalized anymore. This is compensated by a factor f;(6k,px), so that one can express the
atomic vectors as [

ug“t) = f4(O, gok)egz) = fq(0k, or) (e*iéq Cos(ﬁq)egf{l) — ¢l sin(ﬂq)e(ff)) . (2.34)

(ph)
el,q

labeled with q. With the atomic vectors expressed in the coordinate system of the emitted

Therein the unity vector e corresponds to the elliptic polarization emitted by the transition

. . 4 2 1/2
* fo(Ok, o) = sin(0k), f41(0k, px) = —ie* ‘Pk%
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o~ (Am = —1) m (Am =0) ot (Am = +1)

L S

Figure 2.4.: Emission pattern for dipole transitions. The magnitude shows the rate of spon-
taneous emission in specific directions. The color codes the polarization as seen by an observer.
The polarization S is perpendicular to the plane spanned by the quantization axis z(®) and the
direction of propagation. The polarization P is parallel to the quantization axis z(9).

photon, the relevant dipole matrix from equation [2.28] can be written as

1

(g Dt [e) = rlat) . e@h* = 3™ ()0 (mg| r_g lme) fo(Ok, or)el") - P, (2.35)
qg=—1

Because we are interested in the angular dependence of a specific transition, only the cor-
responding component of the sum is relevant for the calculation of the spontaneous emis-
sion rate. Also we consider only light of the corresponding polarization thus we can set
ePh) .— eg; Z). For this setting, we calculate the angular dependence of the spontaneous emis-

~ 2
sion with dR, o ’<g|DT |e)‘

dependent emission rates

For the three possible transitions this leads to the angular

1+ cos?(0y)
2

1 + cos?(0y)

dR,- x 5

dR; o sin®(6},) dR,+ (2.36)

To find the emitted polarization the prefactors in equation and are compared. As an
example, a photon emitted on a o™ transition in direction of the quantization axis (6 = 0) has
a polarization corresponding to eﬂl ), which is left-circularly polarized Figure contains
plots of the angular dependence of the spontaneous emission rate and polarization for o™, o~

and 7 transitions.

5For the polarization convention see Section
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Absorption

Similar to the emission process the absorption is calculated. In this case, the photon system

e(qp ") is transformed into the atomic system. After this transformation the light is expressed

(ph)

as it is seen by the atom. Since the photon polarization ey can only be perpendicular to the

propagation direction, it is a linear combination of e(_pf ) and egﬁl ) and only these vectors have

to be transformed into the atomic system. One gets

O

Ok (at) sin(ek)eéat)+e—is&k Sjn2(5)e8ff),

— piek 207k _
e'?k cos (2 el i
~ 0 a in(0 a i 0 a
egﬁl) = el%k sinz( k )egf) + Slli;;)e(() t + ek COSZ(EIC)GSF?.

These equations are used to calculate the transition rate R., between to states, from the dipole

)
(2.37)

transition matrix element for absorption in equation To study a certain transition the
value of ¢ is set to ¢ = 0,£1. In this case the transition rate is proportional to

Ry x

eg q

2 2
rlat) .e(ph)‘ — ’<me’ rq Img) e(@)* . e(ph)’

) (2.38)

= [(me|rq |mg>|2 eé“t)* -eq

The value of [(me|rq|mg)|” is constant for a certain transition. Thus we can compare the

2
. Given for example a o transition (¢ = +1) and
(ph) (ph)

transition rate by looking at ‘e((]at)* - eqlat)

right or left circularly polarized light (this corresponds to ey’ = e};’) the transition rate
becomes
.4 9k 4 ek
R,+ g ocsin (5) Ry 1, o< cos (5) (2.39)

This shows, that a left circularly polarized laser beam excites the ot optimally, when coupled
in parallel to the quantization axis (6 = 0) or not at all, if coupled in anti parallel to the
quantization axis (6 = 7). For a right circularly polarized laser one finds the opposite. Note
that the laser polarization, which excites a ¢ transition on quantization axis, is the polarization

of a photon that is emitted in the propagation direction of the laser beam.

2.5.2. Clebsch-Gordan coefficients

One part of the transition matrix element is given by (jyms| Yig |[jama). With the Wigner-
Eckart theorem the transition matrix element can be written as

(o] Yig [jamma) = (jamalgljvme) (ol Y1 [lja) - (2.40)

In this product the factor (jp||Y1||ja) depends only on j, and j, and is therefor constant
for the whole atomic transition. The factors (jomq1lq|jsms) are the so called Clebsch-Gordan
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Figure 2.5.: Clebsch-Gordan coefficients of the P35 <> S;/5 and P3/p <> Ds/o transition.
The coefficients have to be read as the square root of the respective fraction together with
the depicted sign. As example the Clebsch-Gordan coefficient between the |[Pj3o, —%) and

- 4
|D5/2,—%> states is —y/ 15

coefficients. With these coefficients the coupled angular momentum |jmy) can be expressed in
the basis of the uncoupled states |j,mq) and |jpn = 1,mpp). The Clebsch-Gordan coefficients
can be calculated with the formula

. . - i b 1 Ja
<]ama1Q|]bmb> = (_1)% /25, + 1 (2'41)

—my g Mg

that contains the Wigner 3j symbol. In the context of dipole transitions the Clebsch-Gordan
coefficients give the relative strength of transitions between individual Zeeman levels. Figure[2.5
contains the Clebsch-Gordan coefficients of all dipole allowed transitions between the Zeeman
levels of the Sy /9, P3/p and Dy /5 states. The Clebsch-Gordan coefficients have to be taken into
account if multiple transitions between individual Zeeman levels are involved in the studied
process. This is for example the case, when generating a Raman photon out of a superposition
in the D5/y Zeeman levels.

2.5.3. Polarization convention

As seen in the previous Section the polarization of light interacting with an atom is
linked directly to the specific atomic transition and the angle of incidence with respect to
the quantization axis. During experiments the polarization is measured (or specified) in the

laboratory frame which is aligned with respect to the setup around the ion trap. The ez(,lab)

direction is perpendicular to the plane of the optical table. The e,(zlab) vector is aligned in
direction of the photon collection optics or the incident laser beam of the corresponding view
port. It lies in a plane parallel to the optical table. The ion is located in the origin of this
coordinate system that rotates around egab). With this definition the laboratory coordinate
system is the same as the photonic system and the indices describing the coordinate system

can be omitted.
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Figure 2.6.: Direction of the electric field oscillation for different polarization as seen by an

observer. The light is traveling in z-direction.

In this system the polarization is given by a vector e in the x —y plane and is therefore described
in the Helicity basis from the previous Section [2.5.1] Following the same notation the electric
field of the light is written as a real quantity

E(r,t) = % (ee“’fﬂ*wt) T e*e*i(’w*wﬂ) . (2.42)

Both parts of the sum are important for the light matter interaction as they lead to the
contributions for the absorption and emission as discussed in the previous section. In the eye
of an observer, with the light traveling in his direction, the following six vectors

ey = e, ev =€y
-1 _ 1 .
ey :=ey = ﬁ(e$ + iey) €R = €-1= \ﬁ<el’ —ley) (2.43)
1 —1
ep = \ﬁ(em + ey) €A = \ﬁ(ex - ey)

describe the polarizations Horizontal, Vertical, Left circular, Right circular, Diagonal and
Anti diagonal. Figure [2.6] shows the direction of the oscillating electric field in the plane of
the observer for the six mentioned polarization. Additionally to these polarization, in the
characterization of optical elements like mirrors or beam splitter, two other polarization are
used. They are named with respect to the plane of incidence on the optical element. If the
electric field oscillation is parallel to the plane of incidence, the light is called P-polarized. If
the oscillation is perpendicular to this plane it is called S-polarized. These names can also
describe the light emitted by an atom as shown in Figure In this case, the electric field
oscillation of P-polarized light lies in the plane spanned by the emission direction of the photon
and the quantization axis of the emitter.

2.6. Signals behind a filter cavity

Central part of the single photon spectrometers (see Section is a Fabry-Perot resonator
that acts as spectral filter. To calculate the influence of this resonator on the incident photon
the frequency dependent transmission and phase shift due to this resonator have to be taken
into account. For a Fabry Pérot resonator with two mirrors with power transmission 7" and
power reflection R, the electric field E7 transmitted through the cavity depends on the incident

20



2. Fundamental concepts

field E;. It is calculated by [48]

Br(v) = 1t B () = B () (2.44)

where ¢ = 27r1/% is the phase shift accumulated during a round trip in the cavity. This phase
shift is given by the frequency v of the electric field, the cavity length L and the speed of light
c. The effect of the cavity is summarized in the transfer function @(r). This transfer function
can be approximated as a sum of Lorentzian lines separated by the free spectral range vpsr
with unity transmission on resonance. With this approximation the transfer function becomes

(]

T
u(v) = T Raow) ™ zq:g(;q(y) = zq: m. (2.45)
Therein the line width + of the cavity defines the line width of the Lorentzians, while the
resonance frequencies 0, = ¢ - vrsr give the line position of the Lorentzians. In case of the
transmitted intensity I7(v) = |Er(v)|? the approximation is exact [49]. In another approxi-
mation only the component closest to the frequency 9 is considered, because the frequencies of
all measured signals are expected within the approximate range § + %VFSR. In this range the
contribution of the neighboring modes can be neglected and the transfer function of the cavity
is approximated by a Lorentzian shaped curve

95(v) = ——=——= = go(v = 9) (2.46)

with central frequency 0. In contrast to a photon spectrum, the transfer function §s(v) is
normalized to unity transmission on resonanceﬁ

This approximated transfer function gs(v) is put into equation to calculate the amplitude
spectrum of a photon transmitted through the resonator. For a photon with spectrum fL(y)
the transmitted amplitude spectrum §s5(v) of the photon becomes

55(v) = Gs(W)h(V). (2.47)

Note that for a normalized incident spectrum fz(y) this transmitted spectrum is not normalized.
Instead it gives the transmitted fraction of the incident light.

To obtain the (amplitude) wave packet of the transmitted photon, the transmitted spectrum
is Fourier transformed. By applying properties of the Fourier transformation one finds

s5(t) = F(35(v)) = F(()gs(v)) = F(h(v)) = F(G5(v)) = h(t) * gs(t). (2.48)

As result, the transmitted wave packet ss(t) can be calculated directly as convolution of the

50r a value smaller than 1 for a cavity with losses.
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original wave packet h(t) with the cavity decay function gs(t) given by

oo

95(t) = §(6() = [ e glw)dy = —imy@(H)e T, (2.49)

—00

If one measures the power spectrum of an incident photon with spectrum ﬁ(u), the transmitted
intensity is measured for several shifted resonance frequencies § of the cavity. For each resonance
frequency, the expected transmission P(d) is given by integrating the transmitted intensity
spectrum. With properties of the Fourier transform one calculates

PO = [ 155t av = [ [aw)as)| av = [ [aw)golv - 5)[ av
- - - - (2.50)
= [ [ 1ot = )P av = [ 5] 1066 = )2 dv = [« o) -

The expected spectrum P(d) can be calculated as convolution of the power spectrum of the
incident spectrum and the power spectrum of the un shifted cavity transmission. Due to this
convolution, the measured spectrum P(J) is broader than the actual power spectrum VL(V)’Q
of the incident photon. This has to be kept in mind when discussing the spectral width of the

photonﬂ

2.7. Measures for a spectral or temporal distribution

When discussing properties of a single photon the spectral width and the time duration, as well
as the time-bandwidth product of the photon are of interest. Additionally the purity of the
photon state may be important, if the photon is used for quantum information applications.
In this context a pure photon, is a photon where the spectral and temporal amplitude are
Fourier transforms of each other. Here I discuss the measure that I use to determine the time-
bandwidth product of a single Raman photon. I also discuss, how the obtained value can be
interpreted regarding the purity of the photon state.

To specify the width of a function f(z) one usually calculates the standard deviation (STD).
The standard deviation has the problem, that it is not defined for all distributions. This
is for example the case for Lorentzian shaped distributions or also other distributions that
are relevant in this work. This problems is solved by the StiBmann measure [50,/51] which
determines the width as the average height of the distribution. It is calculated by

1

oslf] = =——
7{Of2(90) dz

(2.51)

"The same “problem” also occurs for the duration of the wave packet. As the resolution of the time detection
is much higher than the time scales in the photon wave packet this can be neglected there.
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for a normalized distribution function f(z). With this measure, I calculate the spectral width
Av and duration Av of a single photon as
s[S ()] ds[A()]

Ay = ——= d AT = ——+ 2.52
v - an T 5 (2.52)

where S(v) is the power spectral density and A(t) is the power wave packet of the photon.
With the additional factors w and 2 in the denominator I match the width of a Lorentzian
spectrum and the duration of an exponential decay calculated with the Stiimann measure to
the values obtained by the full width at half maximum and 1/e-time. With the spectral width
and duration of the photon, the time-bandwidth product

TBP = 2rAvAT, (2.53)

is calculated. The factor 2w compensates the factors introduced in the spectral width and
duration. Using this definition, the time-bandwidth product of a Fourier limited photon with
Lorentzian or Gaussian shaped spectrum is 1.

This result can be inverted for a Gaussian or Lorentzian shaped wave packet in the sense, that
if a time-bandwidth product of 1 was measured the photon is Fourier limited and therefore the
photon was in a pure state. However, this cannot be generalized, as a simple example shows.
I consider a superposition of two Lorentzian shaped components of the form

Y 1
== 2.54
o) =\ 3y i (2:54)

with the line widths 0; = 10 and 62 = 1 and the line positions 1 = 2 and 1, = —15.
Both components are in a superposition with the relative strengths A; and As. Analog a

superposition of two Gaussian shaped components of the form

o(v) = (*/g exp <<” _5”0)2> exp (2i(v — v9)7) (2.55)

with line widths 6; = 15 and d = 3, line positions 4 = —2 and 5 = 1 which are created at

times 71 = 0 and 7o = 0.1 are considered. The calculated time-bandwidth product for different
relative strengths A; and As of both components are shown in Figure Also values for
the same relative strength but different phases between both components and an incoherent
superposition are shown. In case of the superposition of Gaussian components I calculate the
time-bandwidth product also with the standard deviation. In all cases each component of the
superposition has a time-bandwidth product of 1.

The found time-bandwidth product strongly depends on the ratio of both components of the
superposition and the measure for the photon width and duration. With the Siimann measure
values below 1 are possible. In case of the standard deviation all superpositions have a time-
bandwidth product bigger than 1. Also the phase of the superposition influences the time-
bandwidth product as it can be seen in (c) and (d). There are also cases, where the time-
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Figure 2.7.: Time-bandwidth product for a superposition of Lorentzian (a,c) or Gaussian
(b,d) shaped photons. The relative strength (a,b) or relative phase (c¢,d) of both components
is scanned. The dashed line corresponds to a mixed superposition of both components. The

parameters are given in the text.

bandwidth product of the incoherent superposition is smaller than the time-bandwidth product
of the coherent superposition. From this short example I draw the conclusion, that in general
I cannot infer whether the photon is in a pure quantum state or not from the time-bandwidth
product. However, with additional knowledge about the photon one can evaluate the purity of
the photon state from the time-bandwidth product. In case of a Raman photon generated from
a three level system it was shown that the decay back into the initial state does not change
the power spectrum but only affects the wave packet, which is elongated by a factor given
by the branching ratio. In this case, the time-bandwidth product of a photon generated in a
system without back decay is smaller than the time-bandwidth product of a photon generated
in a system with back decay. In this case, the value without back decays gives a reference value

for comparison

8In principle the duration of the photon is sufficient in this case. Despite this I still use the time-bandwidth
product, as it is shows less dependence form the excitation laser parameters. A more reliable way to determine
the photon purity utilizes the Wigner function together with a two dimensional Siiimann measure , In this
case the Wigner function has to be reconstructed from a series of measurement.
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3. Experimental setup

The experimental setup to trap, control and manipulate the *°Ca® ion can be seen as a large
machine that contains multiple smaller modules which fulfill different purposes. The first mod-
ule contains the ion trap and the setup around the trap to focus laser and photon beams on
the ion and to collect photons emitted by the ion. The second module contains the frequency
stabilization of the laser systems and the setups that are required to switch individual laser
beams. These two modules were setup and improved over the course of multiple generations
of PHD students [25,52-59] including myself. The third module of the setup are two analysis
cavities I set up, which act as tunable spectral filter and that are used to measure spectra of
single Raman scattered photons. Finally, the experimental control unit connects these modules.
It controls pulse sequences and experimental parameters for individual measurements. In this
Chapter, I will give an overview over these four modules of the experimental setup. Addition-
ally, two further modules exist which are operated together with the presented setup in other
experiments. A photon pair source generates polarization-entangled photon pairs matching
the 854 nm transition of the calcium ion [58]. Furthermore, a quantum frequency converter
in the group of C. Becher is available to convert single 854 nm photons to telecommunication

wavelengths [60].

3.1. The ion trap setup

The ion trap module consists of two linear Paul traps with the same design, which are mounted
in independent vacuum vessels, and the optics around the vacuum chambers to focus laser or
photon beams on the ion and to collect emitted photons. The setup was developed and built
by the first generation of PHD students in this group [52-54]. For more details regarding the
construction, dimensions, materials, parts and mounting of the traps I refer to their work. Due
to a different color after the back out, the traps are referred to as “bright” and “dark” trap.

In principle, the setup is designed to operate both traps together [61], but during my time
only one of both traps was operated at a time. In the first years, we operated the bright
trap almost exclusively, as this trap was optimized and running well. After a shortcut in the
bright trap (details see Appendix the performance of the bright trap reduced drastically.
The trap had to be driven with a smaller power what lead to a shallower trap potential and
therefore smaller trap frequencies and higher vibration quanta of the ion. Additionally the
average storage time of an ion, previously limited mostly by the failure of other routines in

the laboratory (laser feedback loops e.g.), was reduced to below one day. Thus, we decided
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3. Experimental setup

Figure 3.1.: The linear Paul trap as seen through the 0° view port (left) and on the trap axis
w, defined by the end tip electrodes (middle). The red drawn compensation electrodes are not
mounted in the bright trap. (right) Picture of the linear Paul trap taken from [53].

to switch to the dark trap, which we previously remodeled by adding additional electrodes for
micromotion compensation to target the issue described in [52].

3.1.1. The linear Paul trap

Central part of the ion trap setup are two linear Paul traps of identical design (see Figure |3.1)).
Four electrodes (gray) are mounted in quadrupole configuration in a distance of a = 0.8 mm
from the symmetry axis. A geometry factor @ = 0.075 was found for the trap. A radio
frequency drive with 2W up to 12W power and frequencies between Q. = (27)24 MHz and
Q¢ = (27)26 MHz is applied to the quadrupole electrodes to confine the *°Ca™ ion string
in radial direction E The radio frequency is feed into a helical resonator, which is mounted
on top of the vacuum vessel. This helical resonator generates the high voltage applied to
the quadrupole electrodes. With the applied radio frequency power radial trap frequencies
from w, =~ wy, = (27)2.1MHz to w, ~ wy = (2m)4.0 MHz are reached. To confine the ion
string in axial direction two end tip electrodes (light brown) are mounted in a distance of
b = 2.5mm from the trap center on the symmetry axis of the quadrupole electrodes. A voltage
between 200V and 400V is applied to obtain axial trap frequencies w, =~ (27)850kHz and
w, =~ (2w)1.2MHz. Voltages applied to compensation electrodes (red and blue) shift the
position of the ion in the trap to compensate the micromotion.

Both traps are mounted in the center of their vacuum vessel. The axis through the end tips is
tilted by 22.5° with respect to the plane of the optical table. On both radial sides of the trap
two high aperture lens objectives (Linos Photonics HALO 25/0.4, referred to as HALOs) are
mounted to collect photons emitted by the ion and to tightly focus incoming light. The
positions of these HALOs can be adjusted in all three axes to optimize the photon collection
and coupling to the ion. The focal spot diameter of about 2 pm enables single ion addressing.
Due to a difference in the focal length of the HALO depending on the wavelength, for example
1.4 mm between 866 nm and 397 nm, the distance to the ion has to be adjusted to reach optimal
collection of a specific wavelength. If the magnetic field is aligned in direction of the HALOs

6.0 % of the photons emitted on a o-transition are collected. For a magnetic field aligned

'For the working principal of a linear Paul trap see Section
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3. Experimental setup

perpendicular to the HALO axis 6.0 % of the photons emitted on a w-transition and 3.3 % of
the photons emitted on a o-transition are collected .

Eight view ports in the plane of the optical table, a big view port on the bottom of the vacuum
chamber and two small view ports on top of the vacuum chamber enable optical access from
many directions (see Figure and . I name the view ports to access the ion through
the HALOs 0° and 180° view port. The other view ports are labeled accordingly. Two coils
that are mounted at the 0° and 180° view ports, a second pair that is mounted at the 90° and
270° view ports, and a third coil that is mounted on the top flange set the magnetic field that
defines and aligns the quantization axis.

Following this rough overview regarding the traps itself, in the following two sections I will
discuss the optic setup at both traps more detailed. This includes the lasers to drive transitions
as well as the setup for fluorescence and single photon collection.

3.1.2. Bright trap optics and laser setup

The setup at the bright trap is shown in Figure All laser beams focused on the ion are set
up in the same way. A polarization maintaining single mode fiber brings the laser light from
the laser table to the ion table. On the ion table a polarizing beam splitter mounted after the

Camera

i

180°
SM

Figure 3.2.: Sketch of the setup at the bright trap. 397 nm and 866 nm beams are focused on
the ion through the 270° view port for Doppler cooling and fluorescence detection. Counter-
propagating, 393 nm and 854 nm beams are focused on the ion through the 90° view port. To
drive the 729 nm transitions a laser beam is focused on the ion through the 45° view port. This
enables to address all 729 nm transitions, depending on the polarization of this laser beam .
As the trap is tilted, the 729 nm beam is not exactly aligned with the center of the 45° and 225°
view ports. Blue photons are coupled into a multi mode fiber (MM), a single mode fiber (SM,
optimized for 393 nm photon) or imaged onto a camera (with a flip mirror). The coupling into
the multi mode fiber or on the camera is optimized for 393 nm or 397 nm photons by adding

or removing a single lens.
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fiber output sets a fixed polarization. Behind this beam splitter a half wave plate followed by a
quarter wave plate set the desired polarization state before the beam is focused on the ion. To
control the laser power at the ion, the power is measured behind the polarizing beam with a
photo diode. During a pulse sequence, the measured power is feedback controlled by adjusting
the voltage applied to the acuosto-optic modulator that switches the laser beam.

For the displayed 393 nm single mode coupling, I measured a detection efficiency of 0.24 %. 1
generate single 393 nm photons (details see Section and determine the detection efficiency
from the number of detected single 393 nm photons divided by the number of generated single
photons. The number of generated single photons is given by the sequence repetitions and the
photon generation efficiency. Thus, the detection efficiency contains the collection efficiency,
all coupling efficiencies, transmission losses and the quantum efficiency of the detector (80 %
quantum efficiency, Laser Components COUNT-50B).

Not shown in Figure is a coil mounted below the trap that drives the Sy, ground state
transition and several other beams. A 729 nm beam is focused on the ion through the 0° view
port for single ion addressing. There are two 854 nm single mode couplings set up at the 0°
and 180° view port. As the HALOs were optimized for these 854 nm single mode couplings, the
blue beams leave the respective HALO focused. For photon ionization, a frequency-doubled
845 nm laser and a blue LED were imaged onto the trap center through the bottom view port.
This photon ionization setup was later replaced by a 375 nm and 422 nm laser (see Section .
These new lasers were coupled into the same single mode fiber and focused onto the trap center
through the 135° view port

After first successful steps with the new dark trap setup (see next section), we removed some
parts of the bright trap optics to make space for the dark trap setup. At the moment it is
planned to mount a new, segmented Paul trap that is currently under development [62] in the
bright trap vacuum vessel.

3.1.3. Dark trap optics and laser setup

After the reconstruction of the trap mounted in the dark trap vacuum vessel, the setup around
the trap (see Figure was build up from scratch. A goal of the new setup is to tackle
decoherence problems caused by the power grid and nearby electric devices. For this a p-
metal box similar to other setups [63,/64] and permanent magnets instead of the magnetic field
coils [65] were planned. While this box was not finished for the measurements presented in this
work, the later completion of this task by Hubert Lam showed promising results [66].

For the 854 nm single mode coupling (SM2), I determine a detection efficiency of 1.26 % for
photon scattered on 854 nm o transitions. I generate single 854 nm photons (details see Section
and determine the detection efficiency from the number of detected 854 nm photons
divided by the number of generated single photons. The later contains a correction for possible
850 nm decay and not collected 854 nm m-decay. Thus, this detection efficiency contains the
collection efficiency, all coupling efficiencies, transmission losses and the quantum efficiency of
the detector (> 90 % quantum efficiency, ID Quantique-ID281). In the same way, I measure
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Figure 3.3.: Sketch of the setup at the dark trap. Vertical boards at the 45° and 90° view
port feature space for four different laser beams. A 393 nm, 397 nm, 729 nm and 854 nm beam
are focused on the ion through the 90° view port. The board at the 45° view port holds a
397 nm, 729 nm and 866 nm beam. The 0° HALO is optimized for 854 nm single mode coupling
(SM2). Additionally, a multi mode coupling for 397 nm photons is set up at the 0° side (MM2)
that also collects 393 nm photons sufficiently well without compensation for the wavelength
difference. The 180° HALO is optimized for 393 nm single mode coupling (SM1). For some
measurements a polarization projection setup (Pol) was inserted in the beam. A small part of
the beam is cut off with a D-shaped mirror and coupled into a multi mode fiber (MM1) without
reducing the single mode coupling efficiency. With flip mirrors the ion is imaged on a camera
or the fluorescence is completely coupled into a multi mode fiber (MM1). By exchanging a
single lens, the coupling into the multi mode fiber (MM1) and the imaging onto the camera
is optimized for either 393 nm or 397 nm photons. An additional 397 nm cooling and trapping
beam with a bigger focal spot is focused on the ion through the 315° view port.

the detection efficiency for the 393nm single mode coupling (SM1). A detection efficiency
of 0.63% was found. At the same time I reach a detection efficiency of 0.0832 % into the
multi mode coupling (MM1). Both values contain the collection efficiency, all couplings and
the respective single photon detector efficiency (SM1: Laser Components COUNT-10B, 80 %
quantum efficiency; MM1: Hamamatsu H7422P-40 SEL, 40 % quantum efficiency). With the
393 nm single mode and multi mode coupling, it is possible to simultaneously measure the wave
packet and spectrum of the generated photon or a spectrally filtered and directly detected
atom-photon state (see parts of Chapter |§| and Chapter @

Not shown in Figure [3.3| are a radio frequency coil mounted below the vacuum chamber that
drives the Sy /5 ground state transition and two beams that are set up for photoionization, which
are focused on the trap center through the 135° view port and a small view port on top of
the vacuum chamber. Additionally to these beams, there is a 854 nm single mode coupling set
up on the 180° side, an additional 393 nm beam path on the 180° side to a direct polarization
projection setup, a 729 nm laser beam on the 0° side for single ion addressing and the ablation
laser going in through the 90° view port.
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3.2. Laser sytem

To manipulate the state of the calcium ion, well-controlled lasers are needed to drive the optical
transitions. For this purpose laser systems for the 393nm, 397 nm, 729 nm, 850 nm, 854 nm
and 866 nm transition are used. Furthermore, there are a 375nm and 422 nm laser for photo
ionization and a 852nm reference laserﬂ The 397nm laser is generated from a frequency
doubled 794 nm laser. The 854 nm laser can be frequency doubled to get a 427 nm laser. This
427nm laser drives a photon pair source that matches the 854 nm transition in the calcium
ion [58]. Most of the lasers are frequency stabilized with the transfer lock scheme described
in [52-54,/67]: The laser is stabilized to a transfer cavity with the electronics supplied by
TOPTICA and the Pound-Drever-Hall (PDH) technique. The transfer cavity itself is stabilized
to a reference laser with the Pound-Drever-Hall (PDH) technique and a self-built cavity locker
(see below). Most of the transfer cavities are stabilized to the 852 nm reference laser that is
stabilized to a cesium vapor cell. The transfer cavity for the 393 nm laser is stabilized to the
397nm laser. Because the 729 nm laser requires a much narrower linewidth, it is stabilized
to a passively stable, high finesse reference cavity which is set up in a vacuum chamber [55].
The lasers for photo ionization are not frequency stabilized. Only the 422 nm laser has to emit
at a specific wavelength that is adjusted by hand with a wavelength meter as monitor tool.
Compared to the laser setup described in previous work by our group [25,(52-54,56159,67] some
improvements were done in this work. These improvements involve a new cavity locker, the
stabilization of the 393 nm laser, a new 729 nm laser and new lasers for photo ionization and

trapping. In the following sections I describe these improvements.

393 nm laser

The 393 nm laser drives the S;/5 to P3/p transition. Furthermore, it acts as reference for the
stabilization of the 393 nm analysis cavity. Especially for the use as reference a good stability
is crucial. To achieve the required stability the well established transfer lock scheme was set up
for this laser with the 397 nm laser as reference. After implementing this scheme, it turned out
that frequency shifts due to changing environmental conditions are to large to ignore. Due to
changes in air pressure, a frequency shift of —425kHz/mbar is expected. Cause of this shift is
the dependence of the refractive index of air on environmental conditions and the wavelength
of the light [68}/69]. This leads to a differential shift for each of the transfer locks that can be
neglected in most cases, but not for the stability of the 393 nm laser. To get rid of this frequency
shift, the 393nm and 794 nm transfer lock cavities were mounted in self-built vacuum tubes.
These tubes are evacuated at the beginning of every measurement session. For the evacuated
cavity tubes a pressure change of 0.1 mbar per day was measured.

A second problem that occurred were frequency shifts, which I attributed to thermal drifts of
the setup. It was not possible to set up the 393 nm transfer cavity in the confocal regime. This

2All lasers are from TOPTICA Photonics AG: DL 100, DL pro, TA pro, TA-SHG pro and iBeam smart.
Additionally, there is a second 729 nm laser from M Squared (SolsTiS).
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led to a change of the resonance frequency depending on the angle of the incident light. Also
the appearance (form and offset) of the generated Pound-Drever—Hall error signal changed,
depending on the incident angle. This problem was solved by increasing the cavity mirror
distance. The cavity was set up in a single mode regime and both lasers for the transfer lock
(393 nm and 397 nm) are coupled into the TEMgy mode of the cavity. A problem that remains
unsolved is dust that is attracted by the blue light and disposed on the window that closes
the cavity tube. As consequence, the coupling of both lasers into the TEMyg mode is slowly
decreasing. To fix this, the window has to be cleaned every now and then.

792 nm laser

To get a 729 nm laser with a cleaner spectrum compared to the Diode laser, a new Ti:Sa laser
system was bought during the time of this projected. With this laser 729 nm pulses that transfer
more population into the D55 state could be observed. Also a lower mean vibrational quantum
number of the axial trap motion is measured after optimizing the Doppler cooling. With the
new Ti:Sa laser a minimal value of (7) ~ 10 was measured in the bright trap. With the old
Diode laser the minimal value measured was (n) ~ 16 in the bright trap and (n) = 11.4(3) in
the dark traﬂ

Unfortunately I could not operate the Ti:Sa laser system reliably over longer periods of time.
The reason are recurring problems mainly with the pump laser. During times where the
Ti:Sa laser could not be operated I switched back to the diode laser. Luckily all experiments
which benefit from a “better” laser could be performed with the new laser. These are the
atom-photon entanglement measurements presented in Chapter [/} Many of the spectrum
measurements presented in Chapter [6] were performed with the diode laser. In this case a
sub optimal preparation in the |Ds /2> state leads to a small reduction of the efficiency that is
negligible compared to other losses.

Photo ionization laser

The ionization of neutral calcium to a calcium ion is done in a two-photon process. First the
4s? 'Sy — 4s4p 'P; transition is excited. In the second step the electron is removed from the
atom by exciting the 4s4p'P; electron above the ionization threshold. The created calcium
ion is trapped and laser cooled. This photo ionization was done a long time with a frequency
doubled 845 nm laser and a blue high-power LED. This setup was replaced after my first years
by two lasers, one running at 422.79148 nm (measured with the wavelength meter, Doppler
shift of the calcium beam not compensated) to address the 4s? 'Sy — 4s4p !P; transition in
neutral calcium, the other one running at a fixed wavelength of 375 nm for the final ionization.
Both lasers are coupled in the same single mode fiber and focused on the ion. With the setup
it takes about five to ten minutes to trap a single “°Ca* ion.

3In both traps the same geometry and similar trap frequencies were used. The lower value measured with
the diode laser at the dark trap is attributed to an improved feedback loop that results in a cleaner spectrum.
Nevertheless, even after optimizing the Diode laser feedback by looking at the laser spectrum (this was mainly
done by Omar Elshehy), the temperature measured with the Ti:Sa laser remained lower.
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Cavity Locker

To stabilize a cavity to the reference laser we have our so-called cavity locker. For the stabiliza-
tion of the analysis cavities and additional transfer lock schemes, more cavity locker modules
were needed. This led to the development of a new version based on the old version described
in [54]. The first steps of this development were done by Konstantin Klein [70] on the basis of
modules that were designed by Stephan Kucera for the stabilization of a cavity for a photon
pair source. I finished this development. The new version has the same features as the old
version, including the “magic button” to jump to the next cavity mode. The cavity locker runs
a feedback loop with 50 kHz with an output resolution of 20bit and an output range of £10V.
An additional feature is the possibility to hold and continue the stabilization. This is needed
for the analysis cavity, where a mechanical chopper switches between the photon beam and
the reference beam going to the cavity. The biggest change is the main user interface which
is running on a Raspberry Pi. This Raspberry Pi is accessed over the group network, what
enables to reinitialize a cavity feedback loop remotely. A more detailed description of the new
cavity locker is given in Appendix

3.3. Analysis cavity setup

The single photon spectrometer I operate in this work is a setup with a Fabry-Pérot cavity as
central part. The setup acts as tunable spectral filter. In the course of this work, two nearly
identical setups were built, the first for 393 nm photons and the second for 854 nm photons.
In both setups, two different beams are coupled into the Fabry-Pérot cavity. The “photon
beam” filters photons arriving from the ion. The “feedback beam” is required to stabilize the
cavity to the reference laser. Both beams are overlapped at a non-polarizing beam splitter and
coupled into the TEMgg mode of the resonator. A mechanical chopper switches between the
photon and feedback beam. This chopper is built from a computer hard drive with a ratio of
2:3:13 between the transmission times of closed:feedback:photon beam. The chopper blocks the
photon beam in front and after the cavity, if the feedback beam is coupled into the cavity. This
avoids damage at the single photon detectors mounted at the ion table and in transmission of
the cavity. The transmission of the cavity is coupled into a single mode fiber and sent to a single
photon detector. The single mode coupling performs spatial filtering and suppresses unwanted
transmission of higher order cavity modes. The reflection of the cavity is focused on a fast
photo diode to stabilize the cavity with the Pound-Drever-Hall technique implemented in the
above mentioned cavity locker. Controlled by the state of the chopper, the feedback is switched
on, if the feedback beam is open or set to hold, if the feedback beam is closed. Consequently,
the cavity is free running while the photon beam is open. During a measurement the chopper
is set to 1000 turns per minute what results in a measurement window of 20 ms during a 30 ms
cycle. To avoid unwanted background events, the photon generation at the ion is paused and
continued by the state of the chopper so that the photon generation is only executed during
the 20ms time window when the chopper is open for photon transmission.
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By tuning the frequency of the reference laser the cavity is set to any desired frequency as
the cavity resonance is shifted by the same amount. From the detuning of the reference laser
with respect to the calcium ion, the detuning of the cavity with respect to the corresponding

transition is known.

3.3.1. 393 nm analysis cavity

The design of the 393 nm analysis cavity and first rudimentary characterizations were done by
Konstantin Klein [70]. The final setup as operated in this work (see Figure was done by
myself together with Christian Haen [71], Jurek Frey [72] and Max Bergerhoff [73] over the
course of their Bachelor projects.

The transmission spectrum of the full setup (see F igure left), measured after the single mode
fiber output (FC3), shows suppression larger than 50 of unwanted higher order modes. From the
cavity decay (see Figure right) a linewidth Av = 622(4) kHz is determined. Together with
the free spectral range vpgr = 377 MHz, calculated from the cavity length, a finesse of 606(4) is

found. For the stability of the free-running cavity in between two stabilization periods a value
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Figure 3.4.: Sketch of the 393 nm analysis cavity setup. The cavity is built with two mirrors
with a curvature p = 30 cm and a reflection of 99.6 % that are mounted in a tube with a distance
of 398 mm from each other. The cavity is constructed to have a low thermal expansion [70].
The photon beam (FC2, solid) is overlapped with the feedback beam (FC1, dashed) at a non
polarizing 90:10 beam splitter (BS) and coupled into the cavity. The transmission is coupled
into a single mode fiber (FC3) and sent to a single photon detector. A mechanical chopper
periodically blocks either beam to switch between stabilization and measurement mode. To
check the single mode coupling at the ion table, the photon beam can be coupled into a
multi mode fiber (FC4). This coupling has no relevance for the function as spectrometer, but
is important to check the single mode coupling at the ion table without disconnecting and
reconnecting the fiber of the photon beam at the analysis cavity setup. This avoids unwanted
misalignment during the measurements. The chopper state is read out with an independent
photo diode (PD1). The Poud-Drever-Hall error signal is generated with the cavity reflection
that is measured by the photo diode PD2. Pictures of the setup are shown in Appendix E
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Figure 3.5.: Transmission spectrum of the photon beam of the 393 nm analysis cavity (left)
and cavity decay (right). Two cavity modes are separated by vpsg = 377 MHz.

of Aveay = 112kHz, with respect to the stabilization laser, was measured. The value is obtained
from the standard deviation of the Pound-Drever-Hall error signal. Together with the stability

of the reference laser an absolute stability of Avyo = y/AVZ . + Ay§93 = 460 kHz is found for

Cav
the cavity during the measurement period. Therein Avsgs is the stability of the 393 nm laser
obtained from the transfer-lock scheme [71]. No dependence of the cavity resonance on the
polarization was found. The on-resonance transmission of the cavity setup is given by the ratio
of the power behind the output fiber (connected to FC3) divided by the power at the input
(FC2). The value is corrected for the time, where the photon beam is closed by the chopper
and thus corresponds to the transmission as seen by single photons. Over the period of two and
a half years during that I performed measurements with the setup, the transmission decreased
from 12% to 4.5%. I suspect dust that is attracted by the reference laser and deposited on
the mirrors as the cause. After cleaning the mirrors, as preparation for a later measurement,

an on resonance transmission of 12 % was reached again.

3.3.2. 854 nm analysis cavity

The 854nm analysis cavity was designed after many measurements with the 393 nm cavity.
Compared to the 393 nm cavity that was designed to measure spectra, the 854 nm cavity was
designed to act as spectral filter for the atom-photon entanglement generation scheme presented
in Chapter [7] Simulations showed that a cavity with a linewidth between 1 MHz and 2 MHz
offers a good trade-off between efficiency and quality of the generated atom-photon state. The
setup was built and characterized during the Bachelor thesis of Jelena Ritter [74] supervised
by myself. A scheme of the setup is depicted in Figure [3.6
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Figure 3.6.: Sketch of the 854 nm analysis cavity setup. The cavity is built with two mirrors
with 99.5 % reflection mounted 127 mm from each other. The feedback beam (FC1, dashed) is
overlapped with the photon beam (FC2, solid) at a glass plate (BS) with 4 % reflection that is
mounted almost perpendicular to the photon beam to reduce polarizing effects on the photon
beam. The transmission of the photon beam is coupled into a single mode fiber (FC3) and send
to a single photon detector. The reflection of the cavity is focused on a photo diode (PD2)
to generate the Pound-Drever-Hall error signal for the feedback loop. A green laser beam
coupled through the chopper on a second photo diode (PD1) measures the chopper state. This
controls the feedback loop and measurement sequence. No additional setup to check the 854 nm
single mode coupling on the ion table is needed because the coupling can be checked without
disconnecting the fiber at the photon beam input (FC2). Pictures of the setup are shown in

Appendix 9

During first measurements it turned out that the reference laser induces a high number of
background events. Additional shielding material glued on the chopper could only partially
reduce the induced background. To completely remove the background events an additional
laser beam, from a cheap green laser diode was set up to detect if the chopper is open for the
feedback beam. This green laser beam switches the reference laser on, when the feedback beam
is open and off otherwise. With this technique, the background induced by the reference laser
could be removed so that no measurable background from the setup remained.

The transmission spectrum of the analysis cavity setup (see Figure , left), measured after the
single mode fiber output (FC3), shows suppression larger than 250 of unwanted higher order
cavity modes. From the cavity decay (see Figure right) a line width of Av = 1.689(7) MHz
was measured. Together with the free spectral range vpsg = 1.18 GHz, calculated from the
cavity length, this results in a finesse of 669(3). For the free running cavity in between two
feedback windows a stability of 0.49 MHz, with respect to the stabilization laser, was found.
Together with the line width of the 854nm reference laser [52,/67], the absolute stability is
better than 0.51 MHz. Only a negligible polarizing effect of the cavity was found [74]. Thus a
polarization projection can be done behind the cavity. The on-resonance transmission of the
cavity, given by the laser power behind a fiber connected to the output fiber coupler (FC3)
divided by the power behind the input fiber coupler (FC2) is 45%. As for the 393nm case
this transmission is corrected by the closed time of the chopper and thus corresponds to the
transmission of the setup as seen by single photons.

35



3. Experimental setup

10°

T T TTTTTT

% IR L1

101

T T T TTTTT

Transmission
Cavity decay (linear)

T T TTTTTT

| |

-10 -8 -6 —4 -2 0 100 200 400 600

Piezo voltage (V) Detection time (ns)

[N}
W
D
[02¢]

Figure 3.7.: Transmission spectrum of the photon beam of the 854 nm analysis cavity (left)
and cavity decay (right). The sidebands are from the laser feedback loops. The different
distances between the cavity modes are caused by a different slope of the piezo for positive and
negative voltages.

3.4. Experimental control

To run desired pulse sequences, specific laser beams have to be switched on and off with well
controlled frequencies and phases. This is done by a device called HYDRA-II, a commercial
further development of the “old” HYDRA described in [54]. It is a multi-channel arbitrary
waveform generator with digital in- and outputs and a time-to-digital module. Twenty inde-
pendent, synchronized arbitrary-waveform generators with 1 GHz sampling rate are available
to tune and switch acousto-optic modulators or to drive the radio-frequency coil below the
trap. The time-to-digital module has eight independent channels, which record time stamps
of photon and trigger events during a pulse sequence with a resolution of 625 ps. The digital
input-output module has more than twenty channels available to generate or read trigger sig-
nals. Additionally, this module reads the laser powers, digitized by a device called KARKINOS.
This is needed to control the laser power during a measurement sequence via feedback control.
The HYDRA-II executes previously programmed pulse sequences, that are loaded by MATLAB
together with the required sequence parameters (detunings, amplitudes, pulse duration, ...).
The MATLAB scripts and functions and the the HYDRA-II pulse sequences were mainly
written by myself, together with my colleague Stephan Kucera who did the first steps with this
new system . The new system enables larger schedules with consecutive sequences which run
automatically with updated sequence parameters, as for example 729 nm transition frequencies,
after each sequence. The measured 729 nm transition frequency can be set in the subsequent
pulse duration scans without any further interaction by the experimenter (for an example see
Section . Additionally, other devices or operations can be included in such a schedule,
if they can be controlled by MATLAB. An important example is the magnetic field control
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I built during my master thesis [76] or a wave plate controller turning quarter and half wave
plates for a polarization projection. This automation allows to write measurement schedules
that perform all necessary measurements without further interaction. In such a case, the only
remaining interaction with the experiment is to monitor everything, check the alignment every
now and then and similar tasks. If all involved alignments are stable and no other interaction is
needed, the measurement schedule can run completely on its own until something goes wrong.

Only this automation allowed me to collect the data presented in this work.
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4.1. Basic operations for an ion qubit

To perform experiments with the calcium ion, a toolbox with basic operations is needed. Each
experimental sequence is built by combining these basic operations. The toolbox contains
Doppler cooling, optical pumping, coherent manipulation of qubit states and fluorescence de-
tection. In the following few sections I introduce these basis operations.

4.1.1. Doppler cooling

Typically, Doppler cooling is the first step in a pulse sequence. It extracts vibration quanta
from the ion to counteract heating processes, induced for example by collisions with background
gas or fluorescence detection. For Doppler cooling many photons are scattered on an atomic
dipole transition. This scattering process is modeled semi-classical with rate equations for the
quantum number n [40,77], which describes the vibration state of the ion, to describe different
scattering paths where the ion ends in a vibration state with less, equal or more quanta. Solving
the rate equations for the quantum number n leads to the steady state solution

_ cosP (W (A —v) +aW(A)
"7 cos2(0) [W(A +v) — W(A — )]

(4.1)

for a laser detuned by A from the excited transition. Therein, W(A) describes the scattering
rate of a photon on the carrier transition, while W (A —v) and W (A —v) describe the scattering
rates on the red (—v) respective blue (+v) side band. The parameter o = 2 [78] accounts for
the angular dependence of the dipole emission (see Section , 0 is the angle between the
direction of the cooling laser and the oscillation of the trap mode. The steady state solution
shows that cooling is most efficient for a cooling laser parallel to the ion vibration. Scattering
photons with a laser perpendicular to the oscillation direction does not cool but heats the ion
instead. With the cooling lasers one has to ensure that all three vibration directions (in our
case one axial and two radial vibrations) are cooled.

The *°Ca™ ion is Doppler cooled with the 397 nm, 866 nm and 854 nm laser. The 397 nm laser
and 866 nm laser are required to scatter photons on the Sy/; to Py/y transition. The 854nm
laser brings population from the Dj/; state back to the Sy, state. At the bright trap the
397 nm laser and 866 nm laser are coupled in through the 90° view port. At the dark trap the
397 nm laser is coupled in either through the 90° or 45° view port while the 866 nm laser is
coupled in through the 45° view port.
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To optimize the cooling process, the detunings Asg7 and Aggg, the laser powers Psg7 and Pggg
and the cooling duration are scanned to minimize the mean vibration number (n). The mean
vibration number is inferred from the ratio of the coupling strengths of a 729 nm transition on
the red sideband divided by the coupling strength on the carrier for small pulse areas 7 <
on the carrier transition [55].

The best cooling is achieved for the detunings Asg7 &~ —18.0 MHz and Aggs =~ +16 MHZE with
respect to the line center. The optimal laser powers depend on the focus of the laser beams at
the ion position. For the 397 nm laser coupled in from 90 °, the minimal mean vibration numbers
(Nax) = 11.4(3) and (fiyaq) = 14(1) and cooling rates Rax = 28(2)ms~! and Ryaq = 8(3) ms™!
were foundﬂ The 397 nm laser from 45 ° has a worse projection on the axial trap frequency and
a better projection on the radial trap frequency. Consequently the minimal mean vibration
numbers change: (fiax) = 12.8(3) and (nyaq) = 4.2(2) and cooling rates R, = 18.5(8) ms™!
and Rpaq = 35(3) ms~! were measuredﬁ

To cool the ion closer to the vibration ground state ((n) = 0) other techniques as resolved side
band cooling [79] or cooling with electromagnetically induced transparency [80,81] are required.
Because these techniques typically require longer cooling duration and the experiments pre-
sented here do not require an ion that is cooled to the vibration ground state, Doppler cooling
is sufficient.

4.1.2. Optical pumping

Optical pumping initializes the ion from a mixed state to a pure quantum state. In this work,
optical pumping transfers all population either into the [S; s, +%> state or into the [Sy /o, —%)
state. For this purpose the respective other state is emptied by a laser that couples only to this
state. Two options are possible: frequency selective or polarization selective optical pumping.
Frequency selective optical pumping (see Figure left) requires well separated transitions
that are selectively addressed. In the setup this is only possible with the 729 nm transitions.
The Sy /2, +%> level is coupled to the |Dj o, —%) level with the 729 nm laser. Other Dj; states
are possible, but this choice is the most efficient. The 854nm laser empties the D5/, manifold,
while the 866 nm laser (not drawn) empties the D3/ manifold. All population that decays into
the [S o, +%) state is pumped through the cycle again until finally all population is stored in
the [S o, —%) state. By scanning the power of the 729 nm and 854 nm laser and the pumping
duration, the pumping is optimized. As the excitation on the 729 nm transition is slow, the
typical pumping time (100 ps) is rather long. However, the scheme does not require a specific
polarization or direction and is therefore rather flexible and applied during most of the pulse

sequences.

' A 866 nm detuning between Ages == +6...16 MHz leads to similar cooling results.

2With the new Ti:Sa laser a value (Rax) =~ 10 could be reached. We attribute the better value to the cleaner
spectrum of the Ti:Sa laser. However, the comparison between different 397 nm directions was done with the
Diode laser. Thus these values are stated here.

3The second radial mode is cooled badly by the 45° beam. With the assumption, that all trap frequencies
are perpendicular to each other, the direction and Lamb-Dicke parameter of the first radial mode is calculated.
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Figure 4.1.: Frequency selective (left) and polarization selective (right) optical pumping into
the [Sy /9, —%} state. Pumping schemes into the [S; /o, +%> state are mirror inverted.

Polarization selective optical pumping pumping (see Figure right) addresses individual
dipole transitions by polarization and direction of the laser beam. The [S; o, —|—%> = P12, —%)
transition is excited with a circularly polarized 397 nm laser parallel to the magnetic field.
From this state the ion decays back to either of the S/, Zeeman levels or into the D3/, state.
The population in the [S; o, +%> state is excited again while the population in the [S; o, —%)
state is not excited. The Dj/y state is emptied by the 866 nm laser. Due to the excited
dipole transition it is much faster (3 ps) than the frequency selective optical pumping with the
quadropule transition. However, as it has specific requirements on polarization and direction
it can only be applied for specific setups. In this work polarization selective optical pumping
was applied during the measurement of quantum interference spectra presented in the Sections

[6.2.3] and [6.2.4]

4.1.3. State manipulation

To manipulate the state of the ion laser or radio frequency pulses are applied. The radio
frequency pulse drives the transition between the S;/5 Zeeman levels while laser pulses drive
optical transitions. In all cases the frequency, phase, Rabi frequency and duration of the pulse
are controlled by parameters that are set in HYDRA-II. The chosen sequence of pulses together
with the initialization and following state analysis determines the performed measurement. The
specific pulse sequences to generate Raman photons and to generate and detect atom-photon
entanglement are discussed detailed in Sections [£.5 and [4.6]

4.1.4. State analysis

To determine the state of the ion state analysis is done (see Figure . It contains two steps
state projection and fluorescence detection. In the first step the population from the state of
interest is brought into the bright manifold with a series of pulses. Afterwards fluorescence
detection is applied to determine whether the ion was in the bright or dark manifold. The
process may be repeated, if the ion was not found in the bright state to probe the population

in a further state until the ion is found in a bright state. More detail about the state projection
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Figure 4.2.: State projection to a D5/, superposition. (1) Two 7 pulses transfer the super-
position to the S;/; ground state. (2) A § pulse with controlled phase is applied to set the
projection basis. (3) The population from one of the mapped states is shelved to a not pop-
ulated Dj/, level. (4) Fluorescence detection: the ion scatters 397 nm photons, if it is not in
one of the D5/, states. The process can be repeated with a different state, if the ion was not
in the bright state. If multiple fluorescence detections are done, it must be remembered that
a bright detection projects the ion into a mixture in the S; /5 state, while a dark decision does
not affect any state stored in the D5/, levels. To project onto energy eigenstates, the first two
steps (1,2) are skipped.

onto different superposition states is discussed in Section[£.6] The explicitly pulses for the state
projection are explained with the respective pulse sequences.

For fluorescence detection the 397nm and 866 nm laser scatter photons on the S;/5 <> Py/o
transition. The 866 nm laser is required to re pump population that decayed to the D3/
manifold. If the ion was in the S/ or D3/, state prior to the fluorescence detection, photons
are scattered and the ion appears bright. If the ion is in the D5/, manifold, no photons are
scattered and the ion appears dark. Due to detector dark counts or stray light a few photons
events may be detected, even though the ion was in a dark state. The power of the 397 nm and
866 nm laser are set to maximize the photon scattering rate. Typical values are 7, > 173000571
and 74 < 220s7! if the ion is in the bright respective dark state.

To distinguish whether the ion is in a bright or dark state the number of photon detections
n. in the integration time window is counted and compared with a chosen threshold n;. The
dark state is assigned if n. < ny. The optimal threshold n; is calculated from the rates 7
and rg of detected photons for an ion in the bright or dark state together with the integration
duration 7 by minimizing the probability of a wrong decision [57]. A Poisson distribution is
assumed for detector dark counts, laser stray light and the ion fluorescence. In case of the ion
fluorescence this can be done because of the small detection efficiency of less than 1%. For
an integration time of 70 ps and the above mentioned scattering rates, the optimal threshold
is n; = 1. For this threshold a decision error of ¢ = 9.5 - 107 is expected. In Figure the
measured number of photon events in a 70 ps time window for these rates are shown. From the
measured distributions a decision error of € = 3.0 - 10~ is inferred for this threshold.
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Figure 4.3.: Relative frequencies of detected photon numbers during a 70ns fluorescence
detection window with r, = 173000s~! and r4 = 220s~! measured with 1.4 - 10 repetitions for
each case. With the threshold method the dark state is assigned if there are less counts than
the marked threshold. Otherwise the bright state is assigned.

Increasing the integration time to further reduce the decision error is limited by the life time
of the dark D5/, Stateﬂ Due to the limited life time of 1.17s [27] a fraction of the population
(3.8-10* in 70ys) decays into the bright state and causes wrong decisions. This is neglected
in the calculation done for the threshold, but can be taken into account to find the optimal
threshold [57]. However, the difference compared to the calculated threshold is negligible for
the chosen integration time. Additionally, the measured decision error is much smaller as for
example the error due to limited pulse efficiencies (around 5-1073) and is therefore neglected.
To estimate the probability to find the ion in the dark or bright state the whole experimental
sequence is repeated several times. For every repetition the state of the ion is measured by
fluorescence detection. The expectation value (p) and standard deviation Ap of the probability
to find the ion in the dark state are calculated with Bayesian inference. For m repetitions with

k measured dark events one gets

k1
C om+2’

(k+1)(k+2)

m+2)m+y M AP (p?) = (p)? (4.2)

(p) (p*) =

as derived in [57].

4.2. Preparation and calibration measurements

Before complex experimental sequences several calibration measurements are necessary to de-
termine all required parameters. These calibration measurements are done on a regular basis
throughout the day to determine transition frequencies and pulse amplitudes or to check the
coherence time. With continuously running version I check the alignment of laser beams on
the ion or the polarization. Here, I will give a brief overview over these calibration sequences.

For more details I refer to [55H57,[59] who developed many of these calibration measurements.

4Additionally a longer integration time slows down the sequence repetition rate. This is also not wanted.
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866 nm and 854 nm dark resonance spectroscopies

The detunings of the 397 nm and 866 nm respectively 393 nm and 854 nm laser are measured
with 866 nm respective 854 nm dark resonance spectroscopies. If the detuning of the red laser
(866 nm respective 854 nm) matches the detuning of the blue laser (397 nm respective 393 nm),
population is transferred to the |D) state and the fluorescence decreases. In both cases the blue
laser driving the |S) — |P) transition is set to A ~ —20 MHz from the resonance. The frequency
of the red laser driving the |D) — |P) transition is scanned. The measured fluorescence is fitted
with optical Bloch equations to determine the transition line centers with respect to the laser
frequencies. In principal also the Rabi frequencies, polarization and the magnetic field strength
can be extracted. The Rabi frequency is fitted but not required for further measurements or
evaluation. The magnetic field is measured more precisely with other spectroscopies. However,
to get a first estimate the 866 nm dark resonance spectroscopy is a good tool. The polarization
of the laser beams are fixed during the evaluation.

The 866 nm dark resonance spectroscopy involves the Sy/5, P1/; and Dg/p states. The mea-
sured 397 nm fluorescence is fitted with eight level Bloch equations to determine the 397 nm and
866 nm detunings for Doppler cooling. Additionally, the first steps for the micromotion com-
pensation and new cooling parameters are done with the 866 nm dark resonance spectroscopy.
A better Doppler cooling results in deeper dark resonances [82]. Depending on the micromo-
tion of the ion, side bands arise in the measured dark resonance spectrum [83]. Therefore, I

0854 nm H polarized
¢854nm V polarized

393 nm fluorescence counts in 1.2 (10%)

| |
—-60 —-50 —-40 -30 —-20 -10 0 10 20 30 40 50 60

854 nm detuning from resonance (MHz)

Figure 4.4.: 854nm dark resonance spectroscopies for horizontally or vertically polar-
ized 854nm laser and horizontally polarized 393 nm laser coupled in on quantization axis.
From the evaluation the laser parameter are extracted. Vertically polarized 854 nm laser:
Q393 = 16.9MHz, Qgs4 = 6.7MHz and Asg3 = —14.8 MHz. Horizontally polarized 854 nm
laser: Q393 = 14.7 MHz, Qg54 = 6.1 MHz and Agg3 = —16.4 MHz.
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utilize the 866 nm dark resonance spectroscopy to find good starting parameters for a further
optimization.

The 854nm dark resonance spectroscopy involves mainly the Sy /9, P3/5 and Dy /5 states. Due
to the decay on the 850 nm transition into the D3/, state the 866 nm laser is required to re
pump the population. The 393 nm fluorescence from the P35 decay is measured and fitted with
twelve level Bloch equations to determine the detunings of the 393 nm and 854 nm laser (two
examples see Figure . The 850 nm decay is neglected in the model to reduce the evaluation
time. The effect of this simplification on the extracted laser detunings is smaller than the

difference between consecutive measurements with the same 393 nm and 854 nm parameters.

Pulsed spectroscopies

Compared to the dark resonance spectroscopy that is done with a continuous laser excitation, in
a pulsed spectroscopy the laser that probes the transition is applied for a short time. Afterwards
one measures how often the probed transition was excited. With the 729 nm spectroscopy the
frequencies of individual quadrupole transitions between the S;/ and D5/ Zeeman levels are
measured. The magnetic dipole transition between both Zeeman levels in the S;/5 ground
state is measured with a radio frequency spectroscopy. With a 854 nm spectroscopy I measure
the detuning of the 854nm laser compared to the calcium transition. For the 729nm or
radio frequency spectroscopy, the ion is prepared in one of the S;/; Zeeman levels. In case
of the 854nm spectroscopy, the ion is prepared in one of the D5/, Zeeman levels. After the
state preparation, the probe pulse is applied. Finally, the state of the ion is measured with

fluorescence detection.

Pulse area scans

To calibrate the pulse area Q7 of a 729 nm or radio frequency pulse, either the pulse dura-
tion 7 or the Rabi frequency ) of the pulse is scanned. The latter is done by scanning the
amplitude of the radio frequency that is applied to the acousto-optic modulator that switches
the laser pulse. A Rabi oscillation is measured to infer parameters for a m-pulse, a F-pulse,
or a pulse with arbitrary pulse area. Although pulse duration and pulse amplitude scans are
in principal exchangeable, pulse amplitude scans are of more practical use due to the fixed
pulse duration. This ensures constant timings in the measurement sequence, which is crucial in
many experiments to have constant phase offsets due to the Larmor precession. Therefore, in
the experiments presented in the later chapters, I calibrate pulse areas exclusively with pulse
amplitude scans. A typical chosen pulse duration is 5 ps for a m-pulse.

Ramsey phase scan

In a Ramsey phase scan, a balanced superposition between the S;/; Zeeman levels, between
two D55 Zeeman levels or between a Sy, Zeeman level and a D5/, Zeeman level is created
with a §-pulse. After a waiting time 7 and if needed additional shelving pulses, a second
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5-pulse with phase ¢ with respect to the first pulse is applied. After this pulse the population
in one of both energy eigenstates is measured. The population in this state oscillates with the
phase ¢ between both pulses. The visibility of the oscillation is reduced if the coherence of the
system is reduced as for example by magnetic field fluctuations (see next section). From the
waiting time dependent visibility V' (7) one can determine the coherence time of the prepared
superposition state [84]. An exemplary Ramsey phase scan as well as a series of phase scans
for different waiting times are depicted in Figure [£.6 During a longer series of measurements
a phase scan with a fixed waiting time, typically around 100 ps, monitors the coherence time
if the experiment is susceptible to fast magnetic field noise.

4.3. Magnetic field control

During all experiments the magnetic field defines the quantization axis and by this sets the
orientation of the dipole emission pattern (see Section . Thus the magnetic field axis sets
which transitions are exited from a given direction and which transitions are observed. In most
experiments, the magnetic field is aligned in direction of the HALOs. In this configuration the
HALOs collect photons emitted on o transitions. Photons emitted on 7 transitions are not
collected. For the measurements presented in Section [6.2.3]and Section [6.2.4] the magnetic field
was aligned in direction of the 90° and 270 ° view ports. In this configuration photons emitted
on all transitions are collected with the HALOs.

Additionally, the magnetic field splits the Zeeman levels. It sets the energy splitting and by this
the frequency of individual transitions. During all measurements a magnetic field of 2.86 G is
applied, which splits the Zeeman levels in the S; /o ground state by 8 MHz, the Zeeman levels in
the P3/, state by 5.3 MHz, and the Zeeman levels in the D5/, state by 4.8 MHz. Fluctuations
of the magnetic field change these energy splittings and thereby the transitions frequencies.
This results in phase fluctuations in superposition states that reduce the coherence time of the
generated state. Therefore a good control of the magnetic field strength is crucial.

Direction of the magnetic field

The dipole emission pattern is utilized to align the direction of the magnetic field. A circularly
polarized laser parallel to the quantization axis excites only o™ or o~ transitions depending on
the chosen polarization. With the correct set of lasers this results in optical pumping into a
dark state where no photons are scattered. By minimizing the scattered photons, the magnetic
field can be aligned parallel to the circularly polarized laser beam. To change the direction of
the magnetic field, the current through the coils mounted around the vacuum chamber and the
polarization of the reference beam are alternately adjusted until optimal pumping is reached.
If the polarization of the laser beam is known only the magnetic field direction is adjusted.

Two different combinations of laser beams are used depending on the magnetic field direction.
To set the magnetic field in direction of the 90° and 270° view port, the 397 nm laser and
866 nm laser are used. The 397 nm beam is set to circular polarization, which then results in
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optical pumping to one the S/ ground states. In this case the detected 397 nm fluorescence
is minimized. The setup corresponds to the one needed for polarization dependent optical
pumping as described in Section

To set the magnetic field in direction of the HALO axis, the 397 nm laser cannot be used, as
there are single photons detectors for 397 nm photons mounted in this direction. In this case
a circularly polarized 854 nm laser pumps the ion into a dark state. Together with the 393 nm
and 866 nm laser the ion is pumped to either the two outer left or outer right D5/, Zeeman

sublevels. In this case the 393 nm fluorescence is minimized.

Slow drifts of the magnetic field

With slow drifts, I refer to drifts happening over the day on the timescale of a few minutes.
Cause are changing ambient conditions in the laboratory, changing activities in the building or
current changes in the magnetic field coils. These slow drifts change the frequency of transitions
and by this reduce the efficiency of laser pulses and affect the phase of generated states. These
drifts are eliminated with a feedback loop that contains the ion as sensor for the magnetic
field strength. The magnetic field strength is measured with the transition frequency between
the S;/; ground states. A deviation from the set point changes the current through a small
compensation coil mounted in direction of the quantization axis. To calculate the necessary
current change, the effect of this small coil was calibrated in advance. With this technique I
keep the magnetic field at the desired value. As an example, Figure [{.5]shows the magnetic field
deviation from the set point B = 2.85807 G over the course of three days. The values result
from the feedback spectroscopies performed during spectrum measurements. It shows, that the
magnetic field value is controlled to +£200 pnG around the set point. The systems that control
the slow and fast magnetic field drifts (next paragraph) are described in more detail in my
master thesis [76]. Both controls relay on the possible automation with the new experimental
control through HYDRA-II.
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Figure 4.5.: Deviation of the magnetic field and corresponding transition frequency from the
chosen set point. Periods without data points correspond to pauses during the measurement.
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Fast drifts of the magnetic field

With fast magnetic field drifts, I refer to noise induced by the 50 Hz power grid. These drifts
are addressed with a feed forward control. A phase looked loop generates a clock signal that is
phase-stable to the power grid. A compensation signal is generated with this clock signal and
applied to the compensation coil. Because the clock signal is generated from the power grid, it
covers the small deviations from 50 Hz happening in the power grid frequency. The feed forward
signal is optimized by changing phase and amplitude of the frequency components so that the
coherence time of a superposition prepared in the S; /3 or D5 /5 manifold is maximized. Typically,
the compensation signal contains a 50 Hz and 150 Hz component. Other components show no
positive effect on the measured coherence time. Due to different energy splittings between the
Zeeman levels of the Sy /5 and Dj/ state, some superpositions are more sensitive to magnetic
field fluctuations and therefore the coherence time depends on the prepared superposition.
This is utilized in the optimization process. To find new feed forward parameters, a first
optimization is done with a |S; /2 i%) superposition. In a second iteration, the three times more
sensitive | Dy /2 :t%) superposition is prepared, to further improve the feed forward control. The
effect of this feed forward compensation is shown in Figure [4.6] with Ramsey fringe visibilities,
measured for different waiting times and a |S; /2,:&%> superposition with and without feed
forward control. The coherence time could be increased from about 15ps to 250ps. This
corresponds to the typically reached improvements from about 10-50 ps coherence time without
feed forward control to 200-500 ps coherence time with feed forward control.

During a longer measurement the coherence time is measured repeatedly and if the coherence
time drops, a feed forward optimization is done. Usually the longest coherence times are reached
during nighttime and over the weekend. Daily at around 6 o’clock in the morning and evening
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Figure 4.6.: Phase scan for a waiting time of 70ps (left) and visibilities determined from
equivalent phase scans for different waiting times (right). With the feed forward compensation
the coherence time can be improved by a factor larger than 10. The dips in the Ramsey
measurement that are caused by oscillating fields [57] are reduced significantly by the feed

forward compensation.
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the absolut magnetic field and the fast fluctuations changed the most. These observations
were accounted for in the measurement time schedule if possible. Measurements that are more
sensitive to magnetic field fluctuations were done on the weekend or during nighttime.

Note that both described methods to address slow and fast magnetic field drifts cover a specific
frequency range. Fast fluctuations unrelated to the 50 Hz power grid are not compensated with
the described method. Despite this, both methods implemented by myself helped to increase
the absolute stability and the coherence time significantly. Nevertheless a passive stability is
always preferable. Although the achieved values are sufficient for the experiments performed in
this work, a longer coherence time is needed for future experiments. To achieve this, a passive
shielding around the trap is build by my colleagues [66]. Also the coils to generate the magnetic
field are replaced by permanent magnets [65].

4.4. Background correction

During measurements with single photons not only photon events but also background events
are detected. By shielding the relevant optical paths and performing measurements in a dark
laboratory the back ground events are drastically reduced. The remaining background events
are detector dark counts, which are eliminated with ideal detectors. To predict the performance
of the system with ideal detectors without any dark counts, a background correction is done.
The idea of the background correction is to subtract the expected background events B from the
measured events C' in the signal window to obtain the signal events S. In case of a small number
of events, this may lead to a negative number of signal events what is obviously not possible.
Therefore a slightly different approach than simple subtraction is chosen. This approach takes
the underlying distribution of the background and signal events into account [58|. For a number
of C' detected events, one calculates the probability for all possible combinations of S signal
events and B = C — § background events. To calculate the probabilities for both the signal
and background events Poisson distributions are assumed. From the resulting probability
distribution, the background corrected signal events S.or are calculated as the expectation
value of the distribution.

To infer the expected dark count events the detection time window is divided into smaller
regions (see Figure [1.7). The expected background is calculated from time windows where
no signal events occur before the emission process started and long after the emission process
terminated (red). From the number of background events By, and the duration 7hg, of the
time windows, the dark count rate 7y, is calculated. With the dark count rate one calculates
the expected dark count events B, in the time window where signal events are expected (yel-
low). From the dark count events B and the detected events C' one calculates the background
corrected signal events Seorr. A background correction to time bins, frequency bins or phase
bins is done analogously.

Such a dark count correction is done for all measurements involving 393 nm photons. No
background correction was performed for the 854 nm measurements because superconducting
single photon detectors with negligible dark counts were available for these measurements.
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Figure 4.7.: Wave packet from the 393 nm atom-photon entanglement in Section with
windows for the dark count correction. The horizontal blue line indicates the expected dark
count level per 625 ps time bin (0.072). One obtains: Blg = 72, They = 665 ns, e = 1.93 Hz,
By = 148, C' = 1291, 74z = 1280 ns, Scorr = 1143.

4.5. Spectrum measurements

4.5.1. Measurement protocol

To measure the spectrum of a generated Raman photon, I scan the analysis cavity and count
the number of transmitted photons for each frequency point. I run a measurement schedule
with all necessary calibration measurements, monitor measurements and the photon generation
sequence that can be divided into four blocks (see Figure [4.8)).

(1) Recall transition frequencies: I reset all transition frequencies to previously measured
values. This ensures a clean restart, if a spectroscopy failed during a previous iteration

of the measurement schedule.

(2) Preparation measurements: I measure the frequency of all excited 729 nm transitions.
Afterwards I calibrate m- and F-pulses with the obtained frequencies. A 854nm spec-

troscopy completes the preparation measurements.

(3) Spectrum measurement: A loop scans the analysis cavity. For each frequency point
the photon generation sequence is executed (line 24). The loop contains a feedback to
the magnetic field (lines 19-23) that is performed about once every five minutes. The
radio frequency spectroscopy of the S;/; ground state transition therein acts as further

monitor tool.

(4) Monitor measurement: The last block contains a 854nm dark resonance spectroscopy
to calibrate the 854 nm and 393 nm line centers and monitor the 393 nm laser.

I repeat the described schedule several times, with an alternating scan direction of the analysis

cavity to acquire integration time almost parallel for all frequency points. I set the run time of a
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2 ion.trans729 (6).freq = —12.4341;

s ion.trans729(1).freq = —9.2290;

4+ ion.RFC. freq = 8.003;

5

6

7 [...] = radio_frequency_spectroscopy (...);
s compensate_magnetic_field_drift (...);

o [...] = radio_frequency_spectroscopy (...);

1o compensate_magnetic_field_drift (...);

un [...] = 729nm _spectroscopy (trans=6,...);
12 [...] = 729nm_spectroscopy (trans=1,...);
s [...] = 729nm_pulse_amplitude_scan (trans=1,...);

= 854nm_spectroscopy (...);

14

16

17 for k = l:length(cavity_detuning)

18 set_cavity_to_detuning (cavity_detuning (k) );

19 if rem(k,5) = 0

20 ion .RFC. freq = 8.003;

21 [...] = radio_frequency_spectroscopy (...);
22 compensate_magnetic_field_drift (...);

23 end

24 [...] = photon_generation_sequence (A, Q, 7,...)
25 end

26

27

2s [...] = 854nm_dark_resonance_spectroscopy (...)

Figure 4.8.: Schedule to measure a Raman photon spectrum. The cavity detuning is set to
the next frequency in line 18. Afterwards the photon generation sequence is executed (line 24).

single iteration of the full schedule to about one hour by adjusting the repetitions in the photon
generation sequence. This run time provides a good balance between unwanted overhead and
robustness against disruptions.

This schedule is executed to measure the spectra of 393 nm Raman photons generated from
an energy eigenstate in the D5/, manifold. If a superposition is prepared or the spectrum of a
854 nm photon is measured the schedule contains more calibration measurements for additional
729 nm pulses. I execute a similar schedule to measure atom-photon entanglement (see Section
. Therein, I set different projection bases instead of frequencies of the analysis cavity.

4.5.2. Pulse sequences for photon generation

I execute three different pulse sequences to generate Raman photons: two for 393 nm photons
and one for 854nm photons. To generate a 393nm photon, the ion is prepared in the D5/,
manifold and excited into the P35 state with an 854nm pulse. A 393nm photon is emittted
and the ion returns in the into the S; /5 ground state. To generate 854 nm photons, the roles of
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Cooling  Preparation Photon generation
397 nm
866 nm
854 nm
729 nm

Figure 4.9.: Pulse sequence to generate 393 nm photons without optical pumping. Depending
on the prepared initial state, the sequence contains one or two 729 nm pulses.

the initial Dy, and final S, state of the 393 nm photon generation are exchanged. A 393 nm
pulse excites the ion from the S;/; ground state into the P35 state. The ion emits a 854 nm
photon on the decay into the D5/, manifold.

393 nm photon generation without optical pumping

The first pulse sequence (see Figure to generate 393 nm photons is executed if the magnetic
field is aligned in direction of the HALO axis.

Cooling: The pulse sequence starts with a Doppler cooling period with the 397 nm, 866 nm
and 854nm laser. The 854 nm laser brings population from the D5/, manifold back into
the S/, manifold. Because there is no fluorescence detection in the pulse sequence that
heats the ion a short Doppler cooling period of 1ps to 2 ps is sufficient to hold the ion at
the temperature reached by longer Doppler cooling periods during idle times.

Preparation: After Doppler cooling, the initial state of the ion is prepared with one or two
729 nm pulses. The detuning, Rabi frequency and phase of both pulses are set to address
individual 729nm transitions and to control the phase of a created superposition. If
both pulses transfer population from the same S; /5 Zeeman level to the D5/, manifold a
superposition is prepared. If population from both S; /5 Zeeman levels is brought into the
D5/, manifold, a mixed state is prepared. A single 729nm pulses is applied to initialize
the ion in a single Zeeman level of the Ds/5 manifold.

Photon generation: After the ion is prepared in the D55 levels, a vertically polarized 854 nm
pulse is applied perpendicular to the magnetic field. The frequency, power, pulse shape
and phase of the pulse are adjusted to generate Raman photons with different properties.
Arbitrary modulations as for example a bichromatic laser pulse are possible. Except for
the measurements in Section [6.1.3] I set the duration of the pulse to generate the full

photon wave packet.

The pulse sequence contains no optical pumping, as optical pumping can only be performed
with the 729 nm laser, if the magnetic field is aligned in direction of the HALO axis. The optical
pumping would slow down the sequence repetition rate by a factor of five to twenty, depending
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on the parameters of the individual pulses, with the only advantage that the full population is
initialized in either of the S; /5 Zeeman levels. Without optical pumping the ion is initialized
in a mixed state with about 65% of the population in the [S; s, —%} state. The reduced
efficiency, if only this population is transferred into the D5/, manifold, is compensated by the
larger repetition rate without optical pumping, so that in total a higher photon generation rate
is achieved. The population that remains in the S/, ground state has no effect on the photon
generation. If population from both S; /; Zeeman levels is transferred into different D5 5 Zeeman
levels, an imbalanced mixed state is created. With this, I measure the spectrum of photons
created from a mixture between the |Ds s, —%> and [Ds s, +5) Zeeman levels. The spectrum
of these photons is the same as the spectrum of photons created with the similar atom-photon
entanglement sequence. However, the atom-photon entanglement sequence requires optical
pumping, as a balances superposition between the |Ds s, —%> and |Ds s, —I—g) Zeeman level is
required as initial state.

The described pulse sequence runs with a maximal repetition rate up to 200 kHz, depending on
the duration of the involved pulses. This repetition rate reduces due to the power stabilization
of laser pulses, the saving of the measured data and waiting times where the chopper is closed
(closed 30 % of all times). External overhead in the measurement schedule further reduces the
repetitions rate. All together, I generate photons with an average repetition rate of 40kHz to
100 kHz over the course of a single iteration from the measurement schedule described above.

393 nm photon generation with optical pumping

If the magnetic field is aligned in direction of the 90° and 270 ° view port, I execute a sequence
that contains polarization selective optical pumping with the 397 nm and 866 nm laser (see
Figure . The rest of the pulse sequence is the same as for the previous sequence. The
optical pumping with a circularly polarized 397 nm laser initializes the ion in the [S; o, —%)
state. Thus, a different 397 nm laser beam is required for Doppler cooling. Due to the optical
pumping all population is initialized in the |S; /2 —%> state and the photon generation efficiency
is increased compared to the previous sequence. The additional pumping time of 3 ps has no
significant influence on the sequence repetition rate. With this sequence, I measured the spectra
presented in Section and Section [6.2.4

Cooling Pumping Preparation Photon generation

397 nm
866 nm
854 nm
729 nm

o

Figure 4.10.: Pulse sequence to generate 393 nm photons with optical pumping. I execute
this pulse sequence always with two 729 nm pulses.
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Cooling  Photon generation 850nm detection State readout x6 Extra cooling
397 nm
866 nm
854 nm
393 nm
729 nm

' no photon detected ' ' 850 detection '

Figure 4.11.: Pulse sequence to generate 854 nm photons. The state detection measures the
population in each D5/5 Zeeman level.

854 nm photon generation

The pulse sequence to generate 854 nm photons is affected by the small branching ratio % =
0.059 of the 854 nm decay compared to % = 0.935 for the 393 nm decay. Thus a decay back
into the initial state happens much more frequently, than the scattering of a 854 nm photon.
As a consequence, any pure state initialized in the S;/, ground state becomes a mixed state
before the Raman photon is scattered. Thus the photon generation is done from a mixed state
without optical pumping. The second difference to the 393 nm sequences is a state detection to
distinguish different 854 nm decay channels. The pulse sequence is as follows (see Figure :

Cooling: The pulse sequence starts with a short Doppler cooling period with the 397 nm,
866 nm and 854 nm laser. The 854 nm laser pumps all population from the D5/, manifold
back into the S5 /5 ground state.

Photon generation: Afterwards a 393nm pulse is applied to scatter the 854nm photon.
The parameters of the pulse (Rabi frequency, detuning, pulse shape) are set to generate
photons with different properties. If a 854 nm photon was detected, atomic state detection
is done. Otherwise, the next sequence repetition is started with Doppler cooling.

850 nm detection: In the state analysis, I first exclude a possible 850 nm decay by probing
the population in the D3y state with fluorescence detection.

State readout: Then, I measure the population in the Dj 5 Zeeman levels. I transfer the
population in the probed Dj /5 level to the Sy, state with a 729 nm 7-pulse and perform
fluorescence detection. In all cases, the state detection is stopped after the first bright
decision as a bright decision projects the ion to a mixed Sy /5 state. Up to six fluorescence

detection are done to probe the population in all D5/, Zeeman levels.

Extra cooling: After the state detection an additional longer Doppler cooling period removes
the vibration quanta induced by the fluorescence detection from the ion.

With this pulse sequence 854nm photons are generated with a maximal repetition rate of
81kHz, given mainly by the duration of the 393 nm pulse. Due to additional overhead, the
average repetition rate during the spectrum measurement drops to 35 kHz to 60 kHz.
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4.5.3. Evaluation

Goal of the evaluation is to calculate the expected spectrum from the model presented in
Chapter[5] I determine the required model parameters from calibration measurements, settings
during the measurement, and the measured wave packet. In detail, the following parameters
are required:

 the parameters of the excitation laser pulse (Rabi frequency €2, detuning A, polarization,
pulse shape, ...),

e the frequency axis of the scattered photon,

e the position and strength of visible side bands,
e the observed atomic transitions

o and the transfer function of the analysis cavity.

In the following paragraphs I guide through the evaluation of a 393 nm Raman photon spectrum.
The evaluation of a 854nm Raman photon spectrum is analog with exchanged roles of the

854 nm and 393 nm transition.

Frequency calibration

The first step in the evaluation is to determine the line centers of the 854nm and 393 nm
laser during the spectrum measurement. I determine both values as average from all measured
854 nm dark resonance spectroscopies. From the 393 nm line center, I calculate the detunings
Aszgs m of the analysis cavity with respect to the 393 nm transition with

A393,m = At:av - ALC,393> (4'3)

where A¢,, are the detunings of the reference laser of the analysis cavity and Arc is the
measured 393 nm line center. In some measurements, the 393 nm detuning is displayed with
respect to an individual transition of the ion (Asgz). In this case, the shift of this transitions
has to be taken into account. As example, for a magnetic field of B = 2.86 G the [P35, —%) to
|Sl/2, —%> transition shifts by —4 MHz with respect to the line center. Thus one gets Aggz 1 =
A393 m + 4 MHz for the 393 nm frequency axis.

With the 854nm line center Arcgs4, I calculate the detuning Agss, of the applied 854nm
laser pulse with respect to the transition line center. As for the 393 nm detunings in some
cases, the detuning with respect to a single atomic transition is of interest. In this case, the
shift of the transition has to be taken into account. As example, for the magnetic field of
B = 2.86G the \D5/2,—%> to [P3/9, —%) transition is shifted by +4 MHz. Consequently, the
laser detuning with respect to this transition becomes Agsst = Agssm — 4 MHz. However, in
all cases the model is calculated with the detunings Aggz m, and Agssm with respect to the line
centers, because the model takes all atomic levels into account.
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Rabi frequency €2 and pulse shape

The second important model parameter is the Rabi frequency of the applied laser pulse. 1
determine the Rabi frequency Qgss ., from the photon wave packet measured together with
the spectrum. I fit the wave packet with twelve level optical Bloch equations that take possi-
ble modulations as for example a bichromatic laser pulse into account. The 854 nm detuning
Agsym is fixed at the value obtained from the frequency calibration. As additional parameters
I determine the rise and fall time of the laser pulse. Especially for larger Rabi frequencies, what
corresponds to shorter wave packets, the rise time has a significant influence on the spectrum
of the scattered photon. As for the detuning, in some cases, the Rabi frequency on individual
transition is of interest. I calculate the Rabi frequency {2g54 ¢ from the fitted value {2854 m con-
sidering the corresponding Clebsch-Gordan coeflicient as well as the polarization and direction
of the laser beam. For the above taken example of the |Ds /s, —%> to |Pg/a, —%) transition,

the Clebsch-Gordan coefficient is \/%. For a vertically polarized laser beam perpendicular

to the magnetic field axis, the polarization results in an additional factor % Thus one gets

1
Qgs4t = \/;9854,111.

Other parameters

The other model parameters are given by the experimental setup. The collected transitions
depend on the direction of the quantization axis and a possible polarization and state projection.
The radial trap frequencies that determine the position of the sidebands (see Section are
measured with 729 nm spectroscopies. The transfer function of the analysis cavity setup is
given by a convolution of the the line width and stability of cavity.

Model curve of the photon spectrum

I calculate the model curve in three steps. As first step, I calculate the spectrum of the scattered
photon without sidebands with the parameters of the excitation laser (Agss m, 2854 m, rise time,
...) and the collected transitions. I call this spectrum, the ideal spectrum. In the second step,
I calculate the sidebands with the ideal spectrum as carrier. I shift the carrier by the sideband
frequency to obtain the red and blue sideband. I introduce the parameter cg, to describe the
relative population in each side band compared to the carrier population. The three spectra,
carrier and sidebands, are summed incoherently to obtain the spectrum that is emitted by the
ion. I call this spectrum the emitted spectrum. The third step takes the transfer function
of the analysis cavity into account. I calculate the expected spectrum as convolution of
the emitted spectrum and the transfer function of the analysis cavity setup. This expected
spectrum is the model curve shown in all measurements. I fit the model curve to the measured
data with a scaling factor that corresponds to the one-shot detection efficiency ¢ of the setup for
monochromatic photons emitted on-resonance of the cavity. For narrow spectra generated with
a weak laser excitation, where the sidebands are separated from the carrier, I additionally fit
the relative strength cg, of the sidebands. The obtained value is taken for the other evaluations.
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Figure 4.12.: Measured spectra and wave packets with model curves from 393 nm Raman
photons. The definitions of the ideal, emitted and expected spectrum are given in the
text. The emitted and ideal spectrum are scaled to have the same maximum as the expected
spectrum. The table contains the numeric values that were used to calculate the model curves.
The relative strength cg, of the side bands is fitted fitted for the spectrum in (a).

For the 393 nm spectra I introduce an additional shift d, that is added to the 393 nm detuning
Asg3. This shift accounts for the uncertainties in the line centers of the 854nm and 393 nm
transitions. I shift the 393 nm detuning as I expect a bigger uncertainty in the 393 nm line
center compared to the uncertainty in the 854 nm line centelﬂ I fit the detuning &, to match
the model to the measured data. I get shifts |6p| < 0.5 MHz for many measured spectra (see
Appendix . This matches the expected uncertainty of the line centers obtained from the
dark resonance spectroscopies. Larger shifts are attributed to uncompensated drifts during the
measurement.

In Figure I show two measured spectra (from Section with model curves for the
expected, ideal and emitted spectrum obtained by the evaluation. Additionally, I list the
model parameters obtained during the evaluation.

5A shift §, added to the 854nm detuning shifts the spectrum approximately by the same amount. Addi-
tionally, the shape is slightly changed in this case. A shift &, of the 393 nm laser and a shift §, of the 854 nm
laser compensate each other.
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Figure 4.13.: Simplified schemes to create 393nm (left) or 854nm (right) atom-photon en-
tanglement. One side of the mirror inverted 854 nm schemes is selected.

4.6. Generation and detection of atom-photon entanglement

In this work I implement the schemes in Figure to create entangled atom-photon states of
the form

0) = a(t)[1) |o") + B() 1) [oF) (4.4)

where |1) and ||) denote two Zeeman levels of the “°Ca™ ion. The photons scattered on the
o-transitions going into these Zeeman levels carry the polarization state |¢T) and |o*) that
translate into a |L) or |[R) circularly polarized photon. The dependence of the coefficients «(t)
and ((t) on the scheme and the experimental realization is studied in Chapter

In the next sections I guide through the experimental process to generate, detect and recon-
struct the generated atom-photon states. I first present the executed pulse sequences that
generates the atom-photon state and measures the required state projections. Afterwards, 1
discuss the atom and photon state projections that are required to reconstruct the density
matrix of the atom-photon state. Finally, I present the algorithm for the quantum-state to-
mography that reconstructs the density matrix of the created atom-photon state from the

measured state projections.

4.6.1. Measurement protocol and pulse sequences

The measurement protocol to generate and detect atom-photon entanglement is similar to
the measurement protocol for spectrum measurements presented in Section It contains
preparation measurements to calibrate laser pulses and measurements to control experimental
parameters as for example the magnetic field. The spectrum measurement block is replaced
by a block where the atom-photon entanglement pulse sequence is executed with different
projections of the polarization and atomic state. The central pulse sequence in this block is
discussed below. As for the spectrum measurement, the schedule is iterated until the wanted
integration time is reached.
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Cooling Pumping Preparation Photon generation State detection Extra cooling

397 nm
866 nm
854 nm
729 nm - -
RFC 3 3
no photon detected .

Figure 4.14.: Pulse sequence to generate and detect 393 nm atom-photon entanglement.

393 nm atom-photon entanglement generation

To generate and detect 393 nm atom-photon entanglement, I execute a pulse sequence with the

following steps (see Figure [4.14]):

Cooling and Pumping: The pulse sequence starts with 2ns Doppler cooling followed by
30 s frequency selective optical pumping with the 729 nm, 854 nm and 866 nm laser to
initialize the ion in the [S; s, —%) state.

Preparation: Afterwards a 4 ps radio frequency pulse F-pulse creates a superposition in the

Si/2 ground state. This superposition is transferred to the |Dj /o, —%> and |Ds /2,+%>
Zeeman levels with two 729 nm m-pulses of 2 ps and 3 ps duration.

Photon generation: To generate the 393nm photon, I apply a monochromatic (2ps) or
bichromatic (3 ps) 854 nm pulse (details see Section and [7.2.2]).

State detection: If a 393 nm photon is detected, I project the atomic state. To project on
the atomic superposition base I apply a 4 s radio frequency F-pulse with phase 6. This
pulse is skipped, if the atom is projected on the energy eigenstates. Afterwards, a 2 ps
729 nm 7 pulse maps the population from the projected states into the bright and dark
manifold. The following fluorescence detection (70 ps) completes the state readout.

Extra cooling: To remove additional vibration quanta introduced by the fluorescence detec-
tion, I extend the Doppler cooling period by 70 us if fluorescence detection was done. If
no photon is detected the atomic state detection and the second Doppler cooling period

are skipped.

The pulse sequence generates 393 nm photons at a maximal rate of 21 kHz. Due to additional
overhead (mainly the chopper) the repetition rate slows down to an average repetition rate of
14kHz during the measurement. This average rate does not includes any other slowdowns as
for example measurements to control experimental parameters or coupling efficiencies.

I collect the generated 393 nm photons in direction of the magnetic field and send them through
a polarization projection setup. The polarization projection setup consist of two parts. The

first part contains three wave plates (% — % — %) to compensate polarization changes induced
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by components in the beam line in front of the projections setup. The second part contains
two wave plates and a polarizing beamsplitter (% — % — PBS) to project the photons on
arbitrary polarization. I couple the photons transmitted through the polarizing beamsplitter
into a single mode fiber and send them to the analysis cavity for spectral filtering (the reflection
is discarded). With a D-shaped mirror a small fraction of the beam is cut out and coupled
into a multi mode fiber for direct detection (see Figure . To calibrate the polarization
compensation I generate 393 nm Raman photons from the |Dy /25 —%) state on the o~ transition
from the [Pss, —3) state into the S1/2, —3) state (see Section . The photons collected
in direction of the magnetic field are therefore |R) polarized. I set the polarization projection
to |L) and minimize the number of detected photons by turning the three compensation wave
plates. A suppression off the wrong polarization detection to 1.4 % is reached.

854 nm atom-photon entanglement generation

To generate and detect 854 nm atom-photon entanglement, I execute a pulse sequence with the
following steps (see Figure |4.15)):

Cooling: The pulse sequence starts with Doppler cooling with the 397 nm, 866 nm and 854 nm
laser. In contrast to the generation of 393 nm atom-photon entanglement, the initializa-
tion in a pure quantum state is not required.

Photon generation: To generate the 854 nm photon, I apply a horizontally polarized monochro-
matic (1.8 ps) or bichromatic (10ps) 393 nm laser pulse perpendicular to the magnetic
field (details see Section and [7.3.2)). This laser exclusively drives the 7 transitions.
State analysis is done if a photon is detected. Otherwise, the next repetition of the pulse
sequence is started with Doppler cooling.

Trash pumping: To ensure an empty S/, state for the following operations, the population
remaining in the Sy, ground state is pumped into the Dj3/p state with a 397nm laser
pulse. Afterwards a 729 nm pulse can be applied to bring population from one of the D5/,
Zeeman levels to the ground state. A second 397 nm laser pulse pumps this population
into the D3/, state. These two pulses to manipulate the population in the Dj/, manifold
are applied in the monochromatic scheme to compensate the Clebsch-Gordan coefficients
of the 854 nm decay channels.

Projection: The atomic state analysis is started by defining the projection basis. If the
atomic state is projected onto the energy eigenstates no projection pulses are applied.
If the atomic state is projected on superposition states, two 729 nm m-pulses transfer
the atomic superposition from the Dj/, state into the S;/, ground state. A 5ps long
radio frequency F-pulse with phase 6 sets the projection basis before a second pair of
729nm m-pulses brings the projected superposition back into the D5/ state. To reduce
the influence of magnetic field noise, the projection is done before the following “Trash
detection”.

Trash detection: To sort out all cases were a 850 nm photon or dark count was detected or
population was removed from the D5/, manifold a first fluorescence detection (70ys) is
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Cooling Photon generation Trash pumping Projection Trash detection State readout Extra cooling
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Figure 4.15.: Pulse sequence to generate and detect 854nm atom-photon entanglement.
The 729 nm pulse that balances the state population (Trash pumping) is only applied in the

monochromatic scheme.

domne. If the ion is found in the bright D3/, state, what means that one of the three
mentioned cases happened, the remaining state analysis is skipped.

State readout: If the ion is not found in the D3y state, the population in both projected
atomic states is measured. The population in the respective state is transferred into the
S1/2 ground state with a 729 nm 7-pulse before fluorescence detection (70 ps) is applied.
The population in both states has to be measured to sort out photon events where an
854 nm photon was created in the “unwanted” scheme. If the ion is found in the first state,
the read out of the second state is skipped. If none of the three fluorescence detection
result in a bright ion, a 854nm photon was created in the “unwanted” left scheme (see
Figure . These unwanted 854 nm photon events are discarded.

Extra cooling: If fluorescence detection was done, an additional Doppler cooling period re-

moves the induced vibration quanta from the ion.

All 729 nm pulses in the sequence have a duration of 10 ps. The duration of the Doppler cooling
period and the 397 nm pump pulse duration is different in the monochromatic and bichromatic
scheme. In the monochromatic scheme, the first Doppler cooling period and the duration of
the 397nm pulses to pump population into the D3/, state is set to 1ps. The same pulses
have a duration of 31s in the bichromatic scheme. The additional Doppler cooling after the
fluorescence detection has a duration of 50 ps (monochromatic) respective 100 ps (bichromatic).
In the monochromatic scheme, the pulse sequence generates 854 nm photons with a maximal
sequence repetition rate of 236 kHz. Due to the state detection and other overhead this repeti-
tion rate slows down to an average repetition rate of 175 kHz over the whole measurement. In
case of the bichromatic scheme, the longer pulses lead to a smaller maximal repetition rate of
62 kHz. Due to state detection and other overhead the repetition rate drops to an average rep-
etition rate of 57kHz in case of direct detected photons and 41 kHz in case of photons filtered
by the cavity. In contrast to the 393 nm scheme the generated atom-photon state for directly
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detected or cavity filtered photons are measured after each other.

The created 854 nm photons are collected anti parallel to the magnetic field and coupled into a
single mode fiber. With the single mode fiber the photons are sent to the analysis cavity or to
a polarization projection setup. If the photons are sent to the analysis cavity, the transmission
of the cavity is sent to the polarization projection setup. The polarization projection is done
with two wave plates and a Wollaston prism (% — % — prism). In the monochromatic case,
the polarization is projected with three different settings of the wave plates onto the three
polarization bases {|R),|L)}, {|H),|V)} and {|D),|A)}, where the orthogonal polarization of the
same basis are measured simultaneously at both outputs of the Wollaston prism. In this case,
the detection efficiencies at both outputs of the Wollaston prism are balanced by inducing a loss
in the more efficient arm. In the bichromatic case, the polarization is projected with six different
settings of the wave plates onto the polarization |R), |L), |H), |V), |D) and |A). Both outputs
of the Wollaston prism are detected and summed up in the evaluation. With this method, it
is not necessary to adjust the efficiency of the two detector paths. During the measurement
polarization drifts are monitored and controlled with a reference beam that is coupled into the
same single mode fiber on the ion table. Polarization drifts are compensated with a manual
paddle-fiber-polarization-controller at the fiber going to the polarization projection setup.

4.6.2. Atom and photon state projection

To project the generated atom-photon state, the polarization of the generated photon is pro-
jected onto the six polarization states |R), [L), |H), |V), D) and |A). If a photon is detected
the atomic state is projected onto the energy eigenbasis (Z) or two superposition bases (X
and Y). The projection onto the energy eigenstates |1) and |]) does not require additional
projection pulses, but only pulses to bring the population into the bright S/, and dark Ds 5
manifold. To project the atom onto the superposition basis, the atomic superposition states
|+) and |—) (X-basis) respectively |+i) and |—i) (Y -basis) are mapped into the bright and dark
state before fluorescence detection is done. A radio frequency §-pulse with phase 6 maps the
superposition state, where 6 defines the phase of the superposition state that is mapped into
the bright and dark state (see below). Additional 729 nm m-pulses for shelving complete the
state projection.

Projection with two phases in separate iterations

To derive the atomic superposition state that is mapped into the bright or dark manifold I
consider the superposition state

1
=7

where the phase ¢ defines the superposition state (see Section [2.4]). A T-pulse with phase 6 is
applied for projection. After this projection pulse, the population P in the energy eigenstates

@) (M) +e? 1), (4.5)

depends on the phase ¢ of the superposition state and the phase 6 of the applied projection
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pulse. With Equation [2.18] one finds for the population in the energy eigenstates

(1 — sin(¢ — ). (4.6)

N |

1 .
Py = B (1 +sin(¢ —0)) and Py =

The maximum of this function gives the superposition state that is mapped into the energy
eigenstates for a projection pulse with phase 6. A projection pulse with phase # maps the
atomic superposition with phase ¢ = 6 + 7 into the state |). The perpendicular state is
mapped into the state ||). For an increasing projection phase 6 this corresponds to the order

R I B e a e T e e T e e S B B (4.7)

of the superposition states, that are mapped into the state |1) and |]) (shifted by 180°). If
a projection pulse with phase 6, projects the atomic state on the X-basis, then a projection
pulse with phase 0, = 6, + 90° projects the atomic state on the Y-basis.

In the bichromatic atom-photon entanglement schemes, I search the phase 6; of the projection
pulse that transfers a maximum of population into one of the energy eigenstates for a chosen
polarization projection. I assign a name to the projected atomic superposition state. To find the
phase, I project the generated photons to a linear polarization and measure the population in
the energy eigenstates |1) and ||) for a scanned phase 6 of the projection pulse. For the 393 nm
atom-photon entanglement, I project the photon polarization to |A) and assign the name |+i)
to the superposition state, that is mapped into ]81/2,4—%) (see Figure m (a)). In case of
the 854 nm atom-photon entanglement I project the photon polarization to |V) and assign the
name [+) to the superposition state, that is mapped into the [Dj o, —%) state (see Figure
(b)). The chosen linear polarization and the name of the assigned atomic superposition states
are arbitrary but affect the phase of the reconstructed density matrixﬂ

Mapped atomic superposition state Mapped atomic superposition state

1|+i> =) i) -) -) [—i) +) |+i)

[ [ [
0 [Si/2,—3) 1S1/2,+3) (a) ° |Dg/o,—3) (b)
0.8 3 0.8
g |D5/21+2> g
E 0.6 0.6 E
= =
2 04 0.4 &
Ay [l
0.2 0.2
0 ! ! ! o | ! !
0 90 180 270 360 0 90 180 270 368
Phase of Z-pulse (°) Phase of F-pulse (°)

Figure 4.16.: Atomic superposition state that is mapped by the projection pulse (colored).
The perpendicular state is mapped in the respective other energy eigenstate (gray). (a) 393 nm
and (b) 854 nm atom-photon entanglement.

51 assign the superposition state that has the same “form” as the polarization used in the callibration
measurement (see Section [2.4).
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In case of the 393 nm atom-photon entanglement, the visibility of the fringe is reduced because
the calibration was done with unfiltered photons what corresponds to a partially entangled
atom-photon state (see Section . From a fit the phases #; = 13.7° is found to map the
the state |+i) into the state [S; o, +3). From this follows the second phase 65 = 103.7° that
maps the state |—) into the state [S; /o, +%> The population of the perpendicular superposition
states are found in the dark state. For the 854nm atom-photon entanglement the fringe
has a higher visibility as the calibration measurement was done with cavity filtered photons
what corresponds to a maximally entangled state (see Section . The projection phases
01 = 217° and O = 307° are found to map the population from the superposition states
|+) respective |+i) into the |Dj /2,—%> state. Before the phase calibration for the 854nm
atom-photon entanglement is done, the relative strength of both frequency components of the
bichromatic laser are calibrated to obtain an atom-photon state with balanced components (see

Section and Figure [7.7)).
Projection of a detection time dependent superposition
In case of a detection time dependent superposition state

1
V2

one can utilize the time dependence ¢(t) to determine the projections onto different atomic

@) (1) (1) + ere® ), (4.8)

superpositions. Analog to the the previous case, after the projection pulse with phase 6 the
population

Py = 5 (1 +sin(¢ + ¢(t) — 0)) respective Py = % (1 —sin(¢p+ @(t) —6)) (4.9)

N | —

is found in the energy eigenstates. Thus, the population that is mapped into the energy
eigenstates has the same detection time dependence on the phase ¢(t) as the superposition
|¥) (t). Consequently, the time dependence of the state can be determined directly from the
time dependent population in the energy eigenstates. For the further evaluation the projection
is interpreted differently. A detection time independent state with phase ¢ is projected with a
detection time dependent projection pulse with phase 6(t) = 0 — o(t). Therefore, for different
detection times t superposition states with phase ¢ = é(t) + 5 are mapped into the energy
eigenstates. This provides the projections required for the quantum state tomography.

This method to project the created state is applied in the evaluation of the monochromatic
393 nm atom-photon entanglement (see Section . For this scheme, the frequency differ-
ence of the spectral components results in a detection time dependent phase ¢(t) = 27vt of the
created atom-photon state. For a projection onto a linear polarization and an atomic superpo-
sition the detection time dependent phase leads to oscillation in the correlation between atomic
state and polarization that are observed in the wave packet of the detected photon (see Figure
(a)). From the measured wave packets, the average frequency v is determined. With this
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Figure 4.17.: (a) Wave packets and (b) phase histograms of the created 393 nm atom-photon
state for a projection onto |A) and a atomic superposition. Gray curves are detection events
without atomic state projection.

frequency, the detection events are sorted into phase bins according to their detection time (see
Figure (b)). The obtained detection events in each phase bin correspond to the detection
events for the different phases of the projection pulse. In a calibration phase histogram, a
phase offset is subtracted to obtain a maximum for § = 0 for the population mapped into
the |1) energy eigenstate. A name is assigned to the superposition state, that is mapped into
the |T) energy eigenstate with this projection phase. Consequentely, for a phase 0 = 7 the
same superposition state is mapped into the ||) energy eigenstate. Thus, an even number of
phase bins enables to add the detection events mapped into both energy eigenstates (with a
phase shift of 7). For the chosen example, the displayed phase histogram for |A) polarization
is taken for the calibration and the atomic state |+i) is assigned to the superposition projected
for éIT) =0 and 0} 1) = . As in the method with two projection pulses, this assignment defines
the phase of the reconstructed state.

It should be noted, that a single detection time independent atom-photon state is reconstructed
with this method, as the detection time dependence is used to obtain the necessary projection
values. The atom-photon state reconstructed with this method corresponds to the atom-photon
state for detection times that are sorted into the phase bin § = 0. For other detection times,
the created atom-photon state has a different phase according to ¢(t).

4.6.3. Quantum state tomopgraphy

The density matrix p describes the state of a quantum system. It allows to calculate properties
as the fidelity F and purity P of the quantum state. Unfortunately the density matrix cannot be
measured directly, but only projections to different bases. The reconstruction of the underlying

density matrix from the projection outcomes is called quantum state tomography.

65



4. Experimental methods

If the measured projections are described with a positive operator valued measure (POVM)
I1;, the measurement outcome are the probabilities

pr = Tr{pllx}. (4.10)

If the POVM Il is tomographically complete and the exact probabilities p; are known, the
equation can be inverted to calculate the density matrix p m However, in an experimental
situation one has no access to the exact probabilities pi, but only estimates f; that are measured
by creating many identical copies of the same state that are projected with II;. From the
detected signal events Sy for each projection basis the probabilities f; are calculated.
Because the estimated probabilities differ from the exact probabilities py Equation [£.10] cannot
be inverted for the estimates fr. Thus a different approach has to be chosen. The chosen
maximum likelihood approach reconstructs the estimated density matrix pest that matches the
estimated probabilities fi the best and maximizes the likelihood measure

L[ frs pest) = Y f Tr {pIl}.} . (4.11)
k

A particular challenge here is to reconstruct a physical density matrix (positive semidefinite,
hermitian and Tr {pest} = 1). The implemented algorithm [85] ensures that the reconstructed
density matrix pest is physical. Starting from a mixed state, in each iteration the next density
matrix p(,41) is calculated with the equations

fk -2
Rin) :ZpT ( )le Hwy = T { Beppiy Ry} and piugny = 1,2 Rnypiny Ry (412)
k 1

The algorithm stops if the difference between the old and new density matrix is smaller than
a given tolerance. The algorithm implemented in MATLAB reconstructs the density matrix of
a two qubit state in less than one second (for a POVM with 36 projections).
In this work, quantum state tomography is done for atom-photon states where the POVM
I = Hq(ft) ® Hq()p ") that describes the measured projections (see Section is composed of
a POVM

T — {JLY (L5 [R) (R 5 [H)(H] ; [V) (V] [DY(D] s [A) (A} (4.13)

that describes the polarization projection and the POVM H&at) that describes the atomic pro-

jection. In the case of two projection F-pulses, the atomic POVM contains the operators

T = {10 I (=)= 3 =) (i ) (il (114)

If the projection is done with a single projection §-pulse and the time dependence of the state,

"One calculates p= Z & Tr {pIl, } l:[k7 where I:Ik are the operators from the dual frame.
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the POVM contains the operators
112 — {1 5 o7 1801 o 1B) Bl o ) Bl o (415)
) ’M ’M ’M b )

where M is the number of phase bins and ]§w> are the atomic superposition states projected
in the phase bins 6,,. All three POVM span the four-dimensional space of Hermitian operators
and are therefore tomographically complete [86]. The measured projections described by these
operators can therefore be taken to reconstruct the density matrix of the generated state. It
should be noted, that the used POVM are not normalized to 1 but 2 or 3. This corresponds
to the experimental situation that the atomic state is only measured after a photon with the
chosen polarization was detected. The factors 2 and 3 compensate the random choice of the two
respective three possible projection bases. This common factor in all projection operators can
be factored out in Equations and therefore has no influence on the reconstructed density
matrix.

From the detected signal events Sy for each projection setting I calculate the estimated prob-
ability fi fort this projection setting with

Sk—i-l

S o . B
T N+, S

(4.16)
where N ist the number of projections in the POVM. The factor C = 6 or C' = 9 accounts
for the normalization of the POVM. Details on the necessary extension of Bayesian inference
from a coin flip to the roll of a dice are discussed in Appendix [B] The probabilities f; are
put in the algorithm that reconstructs the density matrix of the generated atom-photon state.
To estimate the uncertainty in the reconstructed density matrix and the deduced properties
I perform a Monte Carlo simulation. Under the assumption of Poissonian statistics for the
involved detection events new sets of frequencies fi are simulated with Poissonian-distributed
random numbers for simulated detection events. For each set I reconstruct the density matrix
and from all simulated sets, I calculate the mean value and the standard deviation of the
properties of interest.

As example, In Figure[£.1§|I show an overview over the measured signal events Sy, the estimated
probabilities fi, and the reconstructed density matrix of the created entangled atom-photon
state for the bichromatic 393 nm atom-photon entanglement scheme presented in Section [7.2.2]
I display the density matrix as color coded bar plots for the real and imaginary part, where
the height and color of the bars encode the value of each entry of p as shown there. Such
an overview is listen in Appendix [D] for almost all atom-photon entanglement measurements
discussed in this work. In Chapter [7]1 only display the density matrix.
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Sequence repetitions: 1080 M ) | 1ma) | 1) ) L1 L

|A) 632 656 663 601 35 1184

Average repetition rate: 14 kHz |D) 708 595 666 620 1093 39

Total photon events: 26839 VY | 660 | 553 | 1172 8 599 | 600

Estimated background: 4948 [H) | 558 | 593 55 | 1144 | 628 | 603

Signal events: 21891 IR) 20 1215 | 578 554 557 626

L) | 1143 38 664 597 593 | 641
|[A) | 0.260 | 0.270 | 0.273 | 0.247 | 0.015 | 0.486
D) | 0.291 | 0.245 | 0.274 | 0.255 | 0.449 | 0.016
[V) ] 0.271 | 0.227 | 0.481 | 0.004 | 0.246 | 0.247
|H) | 0.229 | 0.244 | 0.023 | 0.470 | 0.258 | 0.248
[R) | 0.009 | 0.499 | 0.238 | 0.228 | 0.229 | 0.257
L) | 0.470 | 0.016 | 0.273 | 0.245 | 0.244 | 0.264
l+3) | =2 | =) | ) | 1= | 1+

Real part Imaginary part

Clely | +3L) | [+5R) | |=3,L) | [-3.R) Cloly | 1+3.0) | [+3.R) | |=3.L) | [-3.R)
(+1,L] | 0498 | 0011 | —0.011 | —0.470 (+1,L] | —0.000 | 0.007 | —0.006 | —0.001
(+1,R[| 0011 | 0009 | —0.003 | —0.009 (+1,R|| —0.007 | —0.000 | 0.002 | —0.001
(-1,L] | —0.011 | —0.003 | 0.016 | —0.011 (-L,L/| 0006 | —0.002 | 0.000| —0.011
(-LR|| —0470 | —0.009 | —0.011 | 0477 (-LR|| 0001 | 0001| 0011| 0.000
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Figure 4.18.: (top) Measurement info and Signal events Sy for all projection bases. (middle)

Estimated probabilities fi for all projection bases listed as numeric values and color coded

map. (bottom) Density matrix of the created 393 nm atom-photon state reconstructed from the

estimated probabilities f;. Background corrected values are shown. Values without background
correction are shown in Appendix @
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5. Modeling the Raman scattering of a single
photon

Raman scattering is the inelastic scattering of light. This means that the scattered light has a
different frequency than the incident light. Depending on the frequency of the emitted light,
the process is more detailed called Stokes-Raman scattering, if the scattered light has a smaller
frequency than the incident light, or anti-Stokes-Raman scattering if the scattered light has a
larger frequency than the incident light.

To scatter Raman photons an atomic system with at least three levels is needed. In this atomic
system the initial state before the scattering process and the final state after the scattering
process are different. Two cases are distinguished. The first case is stimulated Raman scatter-
ing, where the scattering process is stimulated by an external cavity or light field. In contrast
to this case, in the second case no external light field or cavity is near resonance of the final
transition. This case, called spontaneous Raman scattering is of interest in this work and
treated here. In this chapter I develop a model to describe the spectral properties of a single
photon that is generated by spontaneous Raman scattering.

The simplest system where Raman scattering can happen is a three level system with an initial
state |i), an excited state |e) and an final state |f) (see Figure [5.1]). The initial and final state
are treated as stable thus there is no difference whether the initial or final state has a higher
energy. The excited state decays with the decay rates I'; and I'y into the initial respective final
state on transitions I therefore call initial and final transition. The system is prepared in the
initial state |i) and excited by an incident light field into the excited state from where a Raman
photon is released on the transition into the final state. Additionally to the decay into the final
state also a decay back into the initial state can happen. If the system is excited by a single

Figure 5.1.: Raman scattering process in a three level system. The properties of the photon

emitted on the transition into the final state |f) are studied.
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5. Modeling the Raman scattering of a single photon

photon, the decay back into the initial state terminates the process without scattering a Raman
photon. A laser, on the other hand, excites the system again until finally a Raman photon is
released. In all cases, the scattering of a Raman photon terminates the process, because the
final state is not coupled to the excited state. As an important consequence, there is always
only a single Raman photon emitted on the transition into the final state.

The incident light field that excites the initial state can be a laser or single photon. Here, I
focus on the excitation by a laser field D I study how the emitted spectrum depends on the
Rabi frequency (2 and detuning A of the laser as well as the decay rates I'y and I'; of the
excited state. Therefore, I measure spectra of single Raman-scattered photons, generated with
a single “°Ca™ ion. To model the scattering process in this system, the model developed by
my colleague Philipp Miiller |20}25] is extended to describe the 40Ca* ion. Additionally, the
presented model covers modulated laser fields as for example a time dependent Rabi frequency.
I start with a model that describes the Raman scattering in the three level system in Figure
I model the decay on the final transition as spontaneous decay and apply the Weisskopf-
Wigner approximation to solve Schrodinger’s equation. This approach leads to the same result
for the three level system as the resolvent method in [20,[25]. However, a direct solution
of the Schroédinger equation enables an easier treatment of arbitrary time dependent Rabi
frequencies. Furthermore it is better suited for the extensions that are done in the next steps.
These extensions pave the way to the model that describes the °Ca™ ion. I discuss

o additional decay channels including several final states,
o different initial states, and
o multiple excited states that decay into the same final state.

After the derivation, the model is applied to discuss various quantum interference effects that
affect the spectrum of the scattered photon.

The model is based on the work of Zhu, Narducci and Scully 87| for a similar system. Addition-
ally, it is influenced by the work of Yuana and Gao [88], the textbooks from Cohen-Tannoudji,
Dupont-Roc & Grynberg [89], the lecture notes from Steck [43] as well as the work of Philipp
Miiller [20,[25].

5.1. Theoretical description of the Raman scattering

5.1.1. Model for the spontaneous decay

The spontaneous decay out of the excited state |e) is the central part of the Raman scattering
process. Therefore, I start the development of the model with a description of this spontaneous
decay in a two level system with the states |e) and |f). These states form a subsystem in the

'The excitation by a single photon is discussed in [20}[25].
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5. Modeling the Raman scattering of a single photon

three level system where the Raman scattering takes places. If one sets the energy of the
excited state to zero, the internal Hamilton of this subsystem becomes

Fro =ty ) (] 1 [ bl @)y () do (5.1)

The first part describes the energy of the final state, while the second part describes the energy
of the field that is resonant with the transition. The spontaneous decay is modeled by an

operator -
Sy = [ arle) (F1bsw) + 0511) (el V) oo, (52)

where gr = \/g . Therein I'; is the decay rate of the excited state given by the Weisskopf-
Wigner approximation.

For all times, the system is assumed to be in one of two states. Before the decay, the system
is in the excited state and no photon is present. I write this state |e, 0,), where 0, indicates
the vacuum mode. For simplicity the vacuum mode is dropped from the description in the
following and the state is simply written as |e). After the decay, the system is in the final state
with one photon distributed over all possible frequency modes. I write these states as |f, 1,,),
where 1, indicates a photon in the mode with frequency w. Consequently, the state |¥(t)) of
the system is given by a superposition

() = Ce®)e) + [ Cra®)1f. 1) dw )

of both states. This state is inserted into the Schrédinger equation with the Hamilton H =
Ho+ S + to derive the coupled differential equations

C'f,w = —i(w — wf)CfM — inge, (5.4)
and C. = —i/ 95Cf o dw. (5.5)
0

To solve these equations one introduces the slowly varying amplitude Cy,, = C f,we_iét, where
0 = w — wy is the detuning of the photon mode with respect to the transition. With this

amplitude Equation [5.4] and Equation [5.5 become

Cpo = —igsCee™, (5.6)
. o ~ .
and c;::-—i/" 970 we® dw. (5.7)
0
These equations are solved with the approach of Weisskopf and Wigner [90]. One integrates
Equation [5.6] and substitutes the result in Equation [5.7] to obtained

r
JC& (5.8)

Co=—=

which describes the decay of the amplitude in the excited state. I replace Equation [5.5] by this
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equation. Consequently, the differential equations describing the time evolution of the state
|¥(t)) become

Cf}g = —idC’f,(; — inge, (5.9)
. T
and cgzzAfgéicg. (5.10)

These equations describe the dynamic of the spontaneous decay into a single frequency mode
that has a detuning 6 = w —wy from the atomic transition. In these equations the evolution of
the state |e) is independent from the state |f, 1s). This corresponds to the emission into free
space, where a photon emitted from the atomic system can not be reabsorbed. Therefore the
dynamic of the excited state can be modeled as an independent subsystem. From the solution
of Equation[5.9)and Equation[5.10]one calculates the amplitude spectrum of the emitted photon
as A(9) = Cys(t = 00).

One obtains the same equations as in Equation and Equation if the spontaneous decay
is modeled with the non-Hermitian operator

A r
Wy = —ih= e} (el + hag |1, 15) (e (5.11)

instead of the operator S ¢. This operator summarizes the Weisskopf-Wigner approach in the
imaginary energy contribution —ih%f that depopulates the excited state. The imaginary energy
contribution replaces the part |e) (f, 15| that brings population from the final state back into
the excited state. The missing coupling back into the excited state corresponds to the above
mentioned emission of a photon that can not be reabsorbed. In this case one can model the
time evolution of the amplitude in the state |e) as independent subsystem. Also the internal
Hamilton can be shortened to the Hamilton

ﬁﬂ,(s = _h5|f7 15) <fa 1§| ’ (512)

that describes only the dynamic of the state that contains the photon mode 15. The operators
Wf,(; in Equation and ﬁg@ in Equation build the basis of the model for the Raman
scattering of a single photon developed in this chapter.

An additional decay channel out of the excited state |e) is modeled analog to the decay into
the final state |f). For a decay into the state |i) an operator W; analog to Equation is
used. In the subsystem containing only the states |e) and |f, 15), this operator becomes

. T;
Wi = —ih le) (el (5.13)

where I'; is the decay rate of the additional decay channel. As consequence of this additional
decay from the excited state one obtains the slightly changed equation

. r
Ce = —5Ce (5.14)
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for the amplitude in the excited state. Therein I' = I'y + I'; is the total decay rate of the
excited state. Equation that describes the dynamic of the final state is not affected by the
additional decay channel. If one solves the differential equations and calculates the spectrum
A(9) of the photon emitted by a spontaneous decay into the final state one finds the known
result, that the width of the spectrum only depends on the total decay rate I' of the excited
state while the ratio of the decay rates I'y and I'; affects the population of the spectrum emitted
on the transition into the state |f)

5.1.2. Raman scattering in a three level system

To describe the Raman scattering in a three level system, the initial state |¢) and the excitation
on the initial transition have to be added to the previous described two level system. The system
is prepared in the initial state |i) and is excited by a laser into the excited state |e). From
the excited state the system decays into the final state |f) by releasing a Raman photon or
back into the initials state |i) from where it is excited again. In the frame rotating with the
frequency wy, of the laser interaction and for the energy of the excited state set to zero, the

internal Hamilton becomes
Hos = hA i) (i| + B8 | £, 15) (f, 1], (5.15)

where A = wy, — w; is the detuning of the laser from the excited transition while 6 = w —wy is
the detuning of the scattered Raman photon from the transition into the final state. The laser
interaction driving the Raman scattering process is described by the operator

7= (Gl + 5l el ) (5.16)

where (2 is the on resonance Rabi frequency.
The spontaneous decay in the subsystem consisting of the excited state |e) and the final state
| f) was discussed in the previous section. This decay is described by the operator

. T
Wi = —ih=ge) {e| + hgs |, 15) (el (5.17)

where g; = /I's/(2) is given by the decay rate I'y on the final transition. The decay back
to the initial state needs a more detailed treatment, because the system is excited again after
such a decay happened. Therefore, it can not be treated with a single photon mode. I discuss
the treatment of the decay back into the initial state more detailed later. At first, I model it

as a loss of population from the system with the operator
. oL
W; = —1715 le) (e, (5.18)

where I'; is the decay rate on the transition. This treatment corresponds to the case, that the
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system is not excited again, after a back decay happened, as it is the case for the excitation by
a single photon.
Analog to the spontaneous decay, I solve the Schrodinger equation for the state

W(B) = i) 1) + Celt) o) + [ Cral®)1£.15) a3 (5.19)

of the system. Due to the additional decay on the initial transition, this state is not normalized
after the dynamic started. I insert the state |¥(¢)) into the Schrédinger equation to get the

coupled differential equations

Crs = —i6C} 5 —igsCe, (5.20)

C, = —Ece — 19@ and (5.21)
2 2

C; = —iIAC; — i%Ce, (5.22)

for the coefficients of the state. It should be noted, that the first Equation [5.20] only describes
the dynamic into a single frequency mode. The other two equations are independent from this
equation and can be solved first to obtain C¢(t) and C;(t). For the initial condition C;(0) =1

one obtains
0 Q

—iwgt
2wy —w-) 2wy —w-)

Co(t) = e W=t (5.23)

With the result obtained for C,(t) one calculates

B ng e lwyt eiw-t e—i&
Crall) =75 <<w —o) =) e e T e - w>> - 62

In both coefficients w4 and w_ are the frequencies of the dressed states, created by the laser

interaction. These dressed state frequencies are given by

1 r 1 2
= — 1 — ] 2
W4 2<A 12):|:2\/(A+12) —|—|Q| (5.25)

which can be written as

wy = A+ Apc — ig and wo = —Aac —i— (5.26)
with the AC Stark shift
A sgnA 2 r2\?
Aprc = —— QP2+ A2 — — QP2+ A2 - — A2T2 2
aC 2+MJ|+ 4+¢(||+ o) (527)
and the parameter
Aac
=T . 2
K AT 2An (5.28)
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From the equations for the coeflicients of the state, one calculates the spectrum and the wave
packet of the scattered Raman photon. The amplitude of the wave packet of the photon is
given by

/ : Q./T'O(t Kp_ils e,
R(t) — I‘fce(t)e—léft — 2(w+ i uf_)) ((,} jf 1(()‘[ AR AA\(,‘)f _ C_FQ t—l(éf—AAC)t) (529)

with a phase factor e~ 10t

given by the detuning d; of the transition from the rotating frame.
The spectral amplitude of the photon is given by the coefficient of the final state. Usually one is
interested in the spectral amplitude after the emission process is over. This spectral amplitude
is given by Cfs(t — 00). Due to the imaginary part of the dressed state frequencies w, and

w_ only the last component from Equation [5.24] remains and the spectral amplitude becomes

. I )
R(s) = W T ( ! ! ) . (5.30)

(wy —w_ 0—A—Arc+if 0+ Apc+ilse

The scattered Raman photons contains two spectral components [25]. The Raman component
(red) with spectral width or decay rate x dominates for small Rabi frequencies {2 < I" and the
spectrum becomes close to a Lorentzian shape. For larger Rabi frequencies, the spontaneous
component (blue) with spectral width or decay rate I' — k poses a significant contribution to
the spectral shape which then features two peaks of the Autler-Towns splitting [91] caused by
the dressed states.

Treatment of the decay back into the initial state

In the above derivation, the decay back into the initial state was treated as loss of population
from the system. However, due to the laser interaction, the system is re excited after each
decay into the initial state |¢) until finally the decay into the final state |f) terminates the
process. Therefore a treatment of the back decay has to take all possible cases of N = 0,1, 2, ...
back-decays into account. This can be done in two different ways.

The first approach is to calculate the dynamic for each possible number of back decays, as
described in [20]. The spontaneous decay into the initials state is thereby modeled analog to
the decay into the final state. The decay into the initial state creates a photon distributed
over all frequency modes 1, of the corresponding transition. However, in contrast to the final
state |f), the initial state |i) is excited again after a decay into this state happened. After
each re excitation a further decay back into the initial state is possible. Consequently, for each
back-decay a photon is created distributed over the modes 1, and not only the state |i,0,,),
but also the states |i,18i)), ... and |z',1£}),...,18}’)> are possible. Therein L(,ﬁ) describes the
photon that is created by the k-th back decay. For each of these initial states, an excited state
le, 15,11.), v 181.\[)> and a final state [f(N)) = |f, Lugs 15}1.), ey 1&?) have to be added to the system.
One then calculates the dynamic into each of the final states | f(V)) as before. To remove the

frequency information of the photons emitted on the transition into the initial state one has to
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5. Modeling the Raman scattering of a single photon

sum over all frequency modes of these photons. The full spectrum S(J) and the wave packet
A(t) of the scattered Raman photon are then given by the sum

- i N SN (8) and A(t) = i pPNAN(L) (5.31)

of the spectrum Sy (d) respective wave packet An(¢) of the Raman photon scattered after
exactly N back decays. The spectra and wave packets are weighted by the probability

pv = (%) (5.32)

that exactly N back decays happened before the photon on the final transition was scattered.
It was shown [20], that the power spectrum Sy (9) is the same for each possible number N of
back decays into the initial state. Thus the back decay has no influence on the photon spectrum
in a three level system. It was also shown, that the wave packet An(t) of the photon emitted
after IV back decays is given by a convolution of the previous wave packet with the wave packet
Ap(t) of the photon emitted without back decay. All together, the photon wave packet A(t) is
elongated by the back decay by a factor FF—f

While this first approach is feasible for a three level system and a small number of back decays it
becomes almost impossible for other systems because all possible paths that lead to a Raman-
scattered photon have to be taken into account. Therefore a different approach has to be
taken in a model for other systems. Nevertheless, the result that the back decay in a three
level system does not affects the spectral shape of the emitted photon is important for later
discussions. The same result is also found with the following description.

The chosen approach is to describe the system with a density matrix p instead of the state
vector |¥). This enables to describe the spontaneous decay back into the initial state as a
relaxation. But also other relaxations as for example the line width of the excitation laser
can be modeled. At the same time, the spontaneous decay into the final state |f) is treated
as before. Due to the imaginary energy contribution to the excited state, the changed optical
Bloch equations

_ AT A
k
E (QCk,OC ckckp pckck) (5.33)
3

N =

ps = —% (ﬁap - Pﬁg) +

have to be used [89]. Therein, the effective non-Hermitian Hamilton Hs = ffo,g +V + Wf
describes the coherent dynamic. The relaxation operators ¢, describe the incoherent dynamic
of the system that is caused by relaxation effects. The spontaneous decay is modeled by

where I'; is the decay rate on this transition. Together with the imaginary energy contribution
in the operator Wf the excited state is depopulated with the total decay rate I' = I'y +I';. The
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5. Modeling the Raman scattering of a single photon

line width of the excitation laser is introduced as a relaxation of type T [92] by the operator

e =\ 2 (1) il — ) e (5.3)

where Awy, is the line width of the laser.

To calculate the spectrum or the wave packet of the emitted Raman photon Equation [5.33]
is solved. This equation is the basis of further extensions of the model presented in the next
section. There I discuss how the individual components of the Hamilton Hj and the relaxations

¢t change in a more complex system.

5.1.3. Extension on the way to a model for the *“°Ca* ion

The model for the Raman scattering in a three level system builds the basis for all models that
describe more complex systems. In the next sections, I guide through the extension that pave
the way to the model that describes the Raman scattering in the “°Ca’t ion. The necessary
extensions are (see Figure (a) - (d)):

(a) Additional decays into a parasitic state |p) and multiple final states |f1) and | fa).
(b) Two initial states |i;) and |i3) that are both coupled to the excited state |e).

(¢) Two excited state |e1) and |eg) that decay into the same final state | f). The excited states
are populated from individual initial states |i1) and |:2).

(d) The final state |f) is coupled to a level |a).

These four extensions are discussed in the following paragraphs. Afterwards, I combine the
extensions to the model that describes the Raman scattering of a single photon with the *°Ca*

ion (see Section [5.1.4)).

(a) (b) (c)

—_—le) —_—le) le) === = le2)
9»/4 e Q / 2, 93 ‘\"
|7) r;, Iy, g -|Z1>- I'f -2'2>- -|Z1>- Ty gy, -|22>-

) ) I} I}

Figure 5.2.: Extensions of the three level scheme to model a more complex system. (a) Decay
into a parasitic state |p) or into multiple final states. (b) Several states are coupled to the same
excited state. (c) Decay from different excited states to the same final state. (d) The final
state is coupled to an additional state. In all cases, the decay back into the initial states is not

drawn for simplicity.
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5. Modeling the Raman scattering of a single photon

(a) Additional decay channels

Additional decay channels out of the excited state |e) are the first extension of the model (see
Figure (a)). These decay channels go into a final parasitic state |p) and to a second final
state. Consequently, the system has two final states |f1) and |f2). I define a parasitic decay
thereby as a final state of the scattering process, where the spectrum is not of interest. If the
D5/, state of the 40Ca™ ion is the initial state for the generation of a single 393 nm photon, the
850 nm decay is a parasitic decay. At the same time, the two Zeeman levels of the S,/ state
correspond to multiple final states.

The parasitic decay is modeled analog to Equation with the operator

5 r
W, = —ih?p le) {e], (5.36)

where I, is the decay rate on the parasitic transition. As result, the parasitic decay appears
as a loss of population from the system.

The decay into multiple final states is modeled analog to the decay into a single final state.
Thereby, each of the final states is directly connected to a photon emitted on the corresponding
transition. For this reason, there are only the final states

A= 1A00,08)  and [£,18) 2 1£,087,15) (5.37)
where 1((;1) describes a photon emitted on the transition into the state |f;) while 1((52) describes
a photon emitted on the transition into the state |f2). For both photon modes I use the same
detuning § with respect to a reference energy. Compared to this reference energy, the final
states |f1) and |f2) are shifted by the energy €; respectively ez. Thus the internal Hamilton of
the system becomes

Hos = hA L) (i + 28 + 1) | £, 180) (£, 18] + h(6 + e2) [ £,157) (£, 187 (5.38)

Due to the energy shifts €; and ey of the final states, the resonances of both individual decay
channels are found at the positions § = —¢; and § = —e¢o.
The spontaneous decay on both transitions into the final states is modeled analog to Equation

[5.11] by the operators

Wio = —ihr2t o) (el + has 17100 (el and Wy, 5 = —inm2 [e) (e + hgg, |2, 17) (el

(5.39)

where g¢, = /T’y /(27) and gy, = /Ty, /(27) are given by the decay rates I'y, and I'y, on the

respective transition. The energy of all other states, the laser interaction and the decay back

into the initial state are not affected by the additional decay channels.

Finally, the same approach can be taken to extend the three level system to a system with

many additional decay channels from the same excited state. This situation would apply in

case of a system with multiple parasitic states or more than two final states. An example is
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5. Modeling the Raman scattering of a single photon

the generation of a 854 nm photon, where each of the excited |P3/5) Zeeman levels decays into
three Zeeman levels of the |Dj5/5) manifold

(b) Two initial states coupled to the same excited state

The next extension is a system with two initial states |i1) and [iz) that are coupled to the
same excited state |e) (see Figure[5.2| (b)). The lasers that excite the transitions have the Rabi
frequencies €2 respective {22 and detunings Ay = wr,, —w;, respective Ay = wr, —wj,. For both
transitions an independent rotating frame transformation is done. Thus the internal Hamilton
becomes

Hos = hAy Jiy) (in| + hAg |iz) (ia] + hd | f, 15) (f, 15] . (5.40)

The operator that describes the laser interaction has to cover both laser interactions. It becomes
- Q , Q. Q : Q3.
Vo= (b 1e) il + 5l el ) + (32 1e) Gl + 2 fa) el ) (5.41)

The decay on both excited transitions is modeled by the relaxation operators

ézj = \/sz ‘7,1> <e\ and éig = \/Fiz ‘ZQ> <€’, (5.42)

where I';, and I';, are the decay rates on both transitions. As there is only a single decay
channel into the final state, the operator that describes this spontaneous decay is the same as
for the three level system.

It should be noted that the above treatment assumes phase stability between the Rabi fre-
quencies €21 and 25. This is ensured, if a single laser excites both transitions. In this case the
individual detunings Ay and As can be expressed as

Al =A+1, and Ay = A+ vy, (543)

where 11 and v, are the energy shifts of both initial states with respect to an energy reference
point. The global detuning A is the detuning of the excitation laser from this reference point.
When the lasers are not phase stable, the dynamic has to be calculated as an incoherent sum
of all possible relative phases between €27 and 9.

(c) Two initial states coupled to different excited states

The third extension of the three level system is a system, where two excited states |e;) and
le2) decay into the same atomic state |f) (see Figure (c)). The excited states, which are
assumed to be from the same atomic manifold, are populated from two initial states |i;) and
lig) that are different states from the same atomic manifold, too. As the two emission channels
from the states |e;) and |ez) happen on different atomic transitions, the photons scattered
on the transitions are distinguishable, even if they have the same frequency. In an atomic
system both decay channels emit the photon into different polarization modes (a ¢ and o~
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5. Modeling the Raman scattering of a single photon

transition for example) and can therefore be distinguished with the right setup. Consequently,
both transitions are treated as emission into different final states analog to the extension (a),
but in contrast to the extension (a) both final states are connected to the same atomic level
£).
The two final states in the system connected to the decays from the excited states |e;) and |e2)
are

11,158y = 17,150, 08y and £ 180 = 11,080, 18 (5.44)

where 1((51) and 1((52) are the photon modes from the decay channels starting in the states |ej)

and |es). Both frequency modes have the same detuning § with respect to a reference point.

In contrast to the other cases where the energy of the excited state was set to zero, in this
case the excited states can have energy shifts 71 respective 72. Additionally, the initial states
li1) and |ia) are shifted by v; and vy with respect to an energy reference. Thus the internal

Hamilton of this system becomes

Hos = (A1 + 1) |in) (i1 | + Bt [ex) (ea] + A8 | £,157) (£, 18]

. . @) @) (5.45)
+ (A2 + va) lig) (i2] + hnz |ez) (ea| + RS |f,157) (f, 1571,

where Ay and As are the detunings of the excitation laser. This laser interaction is modeled

by the operator
. Q , QF Q . Q3
V=h (e @i+ G i) al) + 1 (e ol + L ) ol ). (5.46)

where 21 and )y are the coupling strengths on both transitions. As in the previous extension

(b) relative phase stability is assumed for both lasers.

The spontaneous decay channels into the final state are modeled by the operators

Wig = 0 fer) (ea] +hgg, [£.10) (er]  and - W5 = —i8022 [ea) (el +ha |£,12) (e
(5.47)

with the coupling coefficients gy, = /T’y /(27) and gy, = 4/T'f,/(27) given by the respective

decay rates. The decay back into the initial states is described by the relaxation operators

¢y = /L, lin) (e and ¢, = /T4, li2) (€2, (5.48)

where I';, and I';, are the respective decay rates.

An other option to describe such a five level system is to split the system into two smaller
independent subsystems. The “left” subsystem contains the states |i1), |e1) and |f, 1((;1)) while
the “right” subsystem contains the states |is), |e2) and |f, 1((;2)>. As there is no coupling between
these system they can be treated independently from each other as three level system. Depend-
ing on whether both decay paths into the final state are distinguishable or indistinguishable
both scattering amplitudes have to be summed up coherently or incoherently.
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5. Modeling the Raman scattering of a single photon

If both excited states are coupled to the same initial state, the description is analog but one
has to replace the initial states |i;) and |i2) by the single initial state |é) in all terms. In this
case both systems can not be separated anymore, because the ratio of the Rabi frequencies €y
and 29 determines the relative population in both sides.

(d) The final state is coupled to a further state

The last extension covers the case where the final state is coupled to an additional level |a)
(see Figure (d)). Since the formalism only covers the case were a single photon is scattered
on the final transition, the state |a) may not be coupled to the excited or initial level. If the
final state is coupled to the excited level resonance fluorescence is observed which is described
differently. The coupling between the states |a) and | f) is done by a field with coupling strength
Q9 and detuning Ao from the transition. In the corresponding rotating frame, the interaction
is described by

- Q9 Q3
V= (" 1) 1+ 3 1) al). (5.49)
As the Raman scattering happens into a photon mode which is connected with the final state,
also the state |a) is connected with this photon mode and becomes |a, 15) and the photon
energy is added to this state in analogy to the final state |f,15). Thus the internal Hamilton
becomes

Hos = hAy i) (i + B3 | f, 15) (f, 15| + h(5 — Ag) |a, 15) (a, 14| . (5.50)

The interaction Hamilton that describes the spontaneous decay on the Raman transition and
the operator that describes the decay into the initial state are the same as in the description
for the three level system. In the same way as the decay on the initial transition, I describe
the decay from the state |a) back into the state |f) with the relaxation ¢, = /Ty |f, 1s) (a, 1s].
As for all other cases the spectrum of the photon is given by the amount of population in the
photon mode 15. As this mode is distributed over two states, the population in both states has
to be summed up to get the power spectrum

S(6,t) = |Crs(®)]* + |Cas(t)| (5.51)

of the scattered photon.

If the state |a) decays to a further state |b), the decay has to be introduced in the same way as
the decay back into the initial state to keep the population in the system. In this case, also the
state |b) is connected with the emitted photon mode. If the initial or excited state decays into
the states |a) or |b), additional states |a,0s) and |b,0s) that are not connected to the photon
mode 15 have to be introduced to describe the system. In such a case the model contains the
states |a, 15) and |b, 15) which are populated by the path including the Raman scattering as
well as the states |a,05) and |b,05) which are populated directly from the initial and excited
state. The decays populating the states |a,05) and |b,0s) have to be introduced by operators
¢ analogue to the decay back into the initial state.
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5. Modeling the Raman scattering of a single photon

5.1.4. Model for the Raman scattering of single 393 nm photons from “°Ca*

The four extensions (a)-(d) are combined to model the Raman scattering of single photons
with °Ca™. Here, I combine the first three extensions (a)-(c) to model the Raman scattering
of 393 nm photons from the D5/, manifold, where the 854 nm transition is excited. Therefore
the 850 nm decay into the D3/, manifold is treated as parasitic decay. The Zeeman levels of
the S,/ state are not coupled to other states.

The system to model the spectrum of scattered 393nm photons contains six initial states
corresponding to the Zeeman levels of the D5/, manifold. These states are coupled to four
excited states in the P3/; manifold by the 854 nm laser. From the excited states the ion decays
into the two Zeeman levels in the S;/; ground state. Because there are six possible decay
channels these Zeeman levels are connected to six final states. Thus the model contains a total
number of sixteen levels. Nevertheless, I refer to the model by the number of atomic levels,
which is in this case twelve Zeeman levels.

The internal Hamilton of the system becomes

ﬁO,A393,m = hz (A854,m + gpmpupB) |DmD> <DmD|

mp

+h Z ngP#BB |PmP> <PmP ’ (5'52)

mp

+hY Y (As03.m + gsmsunB) [Smgs 1oy ) (Sms TAges -

ms k

where gp =~ g, gp ~ % and gg =~ 2 are the Landé factors of the atomic manifolds. Together
with the magnetic quantum numbers mp, mp and mg they determine the energy shift due to
the applied magnetic field B. The index k € {o~, 7, 0"} denotes the different decay channels
into the same Zeeman level of the final S; 2 state. T he detuning Agss, of the 854nm laser
and the detuning Agg3 m of the 393 nm frequency mode are with respect to the transition line
centers defined by B =0G.

The spontaneous 393 nm decay is described by the operator

- I'393 I'393
W393 == FLZ Z (CmPva ? |SmS> 12393,m> <Pmp| - ITCErLP,mS |Pmp> <PmP| (553)

mp mg

with the 393 nm decay rate I'3g3 and the individual Clebsch-Gordan coefficients Ciy,pp ing- In all
cases only the Clebsch-Gordan coefficients for Am = mp — mg = 0, +1 are non-zero.
The parasitic 850 nm decay is introduced by the operator

. T
Wago = ~ih=2 3 [Pmp) (P (5.54)
mp
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The 854 nm decay back into the initial |Dj /2> levels is introduced by relaxation operators

éAm = Z Cmp7mD+Am V I‘854 ’DmD> <PmD+Am‘ . (555)
mp

Each of the relaxation operators ¢éa,, covers all decay channels with Am = mp —mp that carry
is the Clebsch-Gordan coefficient of the individual
decay path. Again only the Clebsch-Gordan coefficients for Am = 0, +1 are non-zero.

the same polarization. The factor Cy,p iy,

Each of the 854 nm decay paths is excited with the 854 nm laser that is modeled by the operator

. Qs54
V=135 gamConn, (52 [P} (D

mp mp

B D) Pl (550)

The strength of the individual interaction is determined by the Clebsch-Gordaon coefficient
Cmp,mp and the coupling strength ga,, which takes the polarization and direction of the laser
with respect to the quantization axis into account. More details on the description of the laser
direction with respect to the quantization axis and polarization can be found in [25].

The line width Aw of the laser is introduced by a relaxation operator

. [ Aw
CL = 7 (E :‘DmD mD| E :‘Pmp mP‘) : (5'57)
mp

The operators for the internal Hamilton, the decay on the three dipole transitions, the laser
interaction and the laser line width are inserted into equation [5.33] Two different approaches
are taken to solve the generated differential equations using Matlab. The first approach for
a time independent Rabi frequency (gs4 is to transform the density matrix p into a vector p
with the same entries to write the equation of motion as p =L- P, with the Liouville super
operator L (for details see [25]). This equation can be integrated with the solution

A(t) = el 1 5(0). (5.58)

For a time dependent Rabi frequency Qgs4 = Qg54(t) the second approach is taken as each
time step has to be calculated after each other. In this case Equation [5.33]is solved by direct
numerical integration.

The model for spectra of 854 nm photon is build analogously to the 393 nm model. In this case
the Sy/5 Zeeman levels are the initial states, while the Dj/, Zeeman levels become the final
states. Since there are more decay channels into the D5/ Zeeman levels, the resulting system
has a total number of eighteen levels, including twelve levels connected to individual 854 nm
decay channels.
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5.2. Quantum interference effects in Raman-scattered photons

The model developed in the previous sections enables a theoretical study of the spectrum of
a scattered Raman photon. For a detailed theoretical study on the spectrum of a photon
generated in a three level system I refer to [25]. Here, I briefly discuss several interference
effects that occur in more complex systems and affect the spectrum of the scattered photon. I
discuss interference in absorption, in emission or caused by coupling to a further level. For all
cases I consider systems which are found similar in the *°Ca™ ion for the scattering of a 393 nm
Raman photon out of the Dj/5 manifold. I chose branching rations similar to the branching
ratios of the 393nm, 854nm and 850 nm transition in the “°Ca™ ion. For simplicity, here, I
omit the Clebsch-Gordan coefficients or effects due to laser polarization. In the second part of
the following Chapter [6] this brief discussion is complemented by a study on measured spectra
showing these interference effects.

5.2.1. The upper level coupling case

In the upper level coupling case (see Figure the excited state is coupled to a second
initial state |iz). This case is similar to the upper level coupling discussed for spontaneous
emission in [87] and therefore referred to by the same name. Also the effect on the spectrum
is comparable.

All population is prepared in the first initial state |i1). This level is excited by a laser with
Rabi frequency €; and detuning A; to the excited state |e). Additionally a second level |ig)
is coupled to the excited state by a laser with Rabi frequency €22 and detuning As. From
the excited state, the system decays into the final state |f) by emitting a Raman photon or
back into the initial states from where the system is excited again. I set the branching ratio
of the involved decay rates to I'y/T" = 0.935, I';, /T" = 0.058 and I';, /T" = 0.007. These values
correspond the the branching ratios of the 393 nm, 854nm and 850 nm decays out of the P/,
manifold of the *°Ca* ion. The coupling on the transition out of the initial state |i;) has a
Rabi frequency 1 = I" and a detuning Ay = 0. I vary the coupling on the second transition

in two ways to discuss the effect of this coupling.

— [f)

Figure 5.3.: Upper level coupling. All population is prepared in the initial state |i1). A second

state |i2) is coupled to the excited state.
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Figure 5.4.: Effect of the upper level coupling on the spectrum of a Raman photon. (a)
Different values of /T for a fixed detuning Ay = —I'/2. (b) Different detunings Aq/T" for a
fixed Rabi frequency Qo = I'/2. The values Q) =T and A; = 0 are fixed in all cases.

The first case is a scanned Rabi frequency Q9 for a fixed detuning Ay = —I"/2. The second case
is a scanned detuning Ay for a fixed Rabi frequency Qo = I'/2. For both cases, the emitted
spectrum has a hole at the frequency mode with detuning As. For an increasing Rabi frequency
g, the hole becomes broader (see Figure (a)). If the detuning Ay is changed, the position
of the hole changes accordingly (see Figure (b)).

As in the upper level coupling case for spontaneous emission [87,88,93] I attribute the hole in
the spectrum to destructive interference of the involved scattering amplitudes. The decay back
into the initial states |i1) and |ig) affects the depth of the hole. For a system without back
decays the model predicts a complete suppression of the emission into the frequency mode at
the position of the hole. Furthermore, the model predicts, that the relative phase between both
Rabi frequencies 2; and (2o does not influence the upper level coupling effect. Reason is, that
all population is prepared in the initial state |i1). Thus there is no initial phase information
between both coupled transitions.

An example of the upper level coupling are two Zeeman levels of the same atomic manifold,
that are coupled to the same excited state. This is the case for a system prepared in any of
the D55 Zeeman levels that are excited by a vertically polarized 854 nm laser perpendicular
to the magnetic field. The levels |D5/5,m) and D5/, m & 2), are coupled to the same Pj/o
Zeeman level. As both transitions are coupled by the same laser, the ratio of both Rabi
frequencies is given directly by the corresponding Clebsch-Gordan coefficients. Similar, the
detuning of the laser with respect to both transitions is given by the energy splitting in the
Dj5/; state. Therefore, the relative detuning A; — As is only given by this energy splitting. To
change the relative detuning, the strength of the applied field has to be changed. I observe the
described case in the spectra shown in Figure where the ion is prepared in the |Dy /2 +%>
level. A dip in the spectrum is caused by the additional coupling of the |P3/s, —l—%) level to
the |D5/2,+%> level with the same laser. Due to vibration side bands, broadening of the
measurement apparatus and the decay back into the initial state, the depth of the hole is

reduced.
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5.2.2. The lower level coupling case

In the lower level coupling case, the final state |f) of the Raman scattering process is coupled
to a level |a) (see Figure[5.5)). A similar scheme for the spontaneous decay is discussed in [87].
Therefore I refer to the scheme by the same name.

The system is prepared in the initials state |i). A laser (€1, Aj) excites the system into the
excited state |e) and a Raman photon is emitted on the transition into the final state |f). This
final state is coupled by a second laser (€22, Ag) to the state |a) from where the system decays
either back into the final state or into a further state |b). I set the branching ratios for the
decays from the excited state to I'y /T" = 0.941 and I';/I" = 0.059. In several sets, I change the
coupling on the initial transition, the coupling on the second transition and the decay rate of
the state |a). If the final state |f) is not coupled to the state |a) (22 = 0), the presence of the
state |a) in the system has no effect on the spectrum.

The coupling of the final state to an additional level leads to dressed states, which are observed
as an Autler-Townes splitting in the spectrum if the coupling strength is big enough. The
splitting increases with increasing Rabi frequency €2 (see Figure|5.6|(a)). For a strong coupling
on the initial transition (21 > I'/2), there are dressed states created out of the initial and
excited states. Consequently, the spectrum shows an Autler-Townes splitting without the
coupling Q9. An additional strong coupling sy creates dressed states out of the states |f)
and |a) that lead to an additional Autler-Townes splitting so that the spectrum has a double
Autler-Townes splitting (see Figure (b)). Each of the spectral components generated by
the coupling 21 is again split due to the coupling (2.

For a detuning Ag = 0 (a,b) both dressed states generated by €2 are split symmetrical around
the original state |f) and thus equally populated. If the lower level coupling is off resonant
(Ag # 0), the dressed states are shifted in direction of the detuning. For a blue detuned lower
level coupling (Ag > 0), the spectrum shifts to positive frequencies and becomes asymmetrical
(see Figure [5.6| (¢)). The peak closer to resonance is stronger populated. Additionally, the
splitting increases as the absolute detuning |As| becomes larger. Because the dressed states of
the lower level coupling are independent from €2y and A; the spectrum remains symmetrical
around the final state for all values of A1, as long as the condition Ay = 0 is met.

To show the influence of the decay rate of the state |a), I compare spectra for different decay

Figure 5.5.: Lower level coupling. The final state |f) is coupled to a state |a).
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Figure 5.6.: Effect of the lower level coupling on the spectrum of a Raman photon. (a,b) The
Rabi frequency Q9 of the coupling is scanned for a fixed detuning Ay = 0 and (a) Q2 = T'/2
or (b) Q; = 1.5T". (c) Scanned detuning A, for fixed Rabi frequencies {29 = 2I" and Q; =I'/2.
In all cases (a-c) the state |a) is treated as stable. (d) For fixed values Ay = 0, Q2 = I" and
1 = T'/2, the decay rate I'y; of the state |a) into the final state |f) is scanned. The same
detuning A; = 0 is set in all cases.

rates (see Figure (d)). The individual peaks of the Autler-Townes splitting vanishes as the
decay rate I', increases. Thereby, it is no difference whether the decay goes into the state |f)
or into an other state |b). Both cases broaden the state |a) and with this the spectrum in the
same way.

To realize the lower level coupling for 393 nm photons generated with the *°Cat ion, the final
Si/2 state has to be coupled to the Py/y state with a 397 nm laser or to the D3,y state with
a 732nm laser. Also a coupling on the transition between both Zeeman levels of the S/,
manifold is possible. While all of these cases are in principle possible, each of them has its own
experimental challenges or limitations. In case of the coupling with the 397 nm laser one has
to ensure, that the detector setup distinguishes 393 nm and 397 nm photons. At the moment
the single mode coupling is optimized for 393 nm photons but also a few 397 nm photons are
collected. The same holds for the coupling of the analysis cavity setup. A 732nm laser that
drives the transitions from the S;/, to D3y state has to be set up from scratch. The RF coil
to drive the transition in the ground state is in principal the easiest way, as it requires no
additional setup or effort. In this case the parameter range is limited due to the low transition
frequency of about 8 MHz. Thus, realizing the lower level coupling with the the 397 nm laser
is the best option.
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5. Modeling the Raman scattering of a single photon

5.2.3. Quantum interference in absorption: The A-scheme

Quantum interference in absorption occurs, if two populated initial states are coupled to the
same excited state. This is the case in a A-shaped level system, where, in contrast to the upper
level coupling case, the population is distributed between both initial states |i1) and |i2) (see
Figure . Here, I consider two initial states, that are both Zeeman levels of the same atomic
manifold. The system is prepared in a balanced superposition between both initial states |i1)
and |i), which are energy shifted by +AI'/2 respective —hI'/2. Both initial states are coupled
to the excited state by a laser with Rabi frequency (2 that is set on the line center between
both excited transitions. The branching ratios are set to I'y/T" = 0.941 for the decay to the
final state and I'; /T" = 0.0295 for the decays back into the initial states.

The spectral and temporal shape of a Raman photons scattered in the A-scheme depends
on the phase ¢ of the initial superposition (see Figure [5.8). The spectrum of the photons
created out of a superposition shows an enhancement and suppression of the emission into
certain frequency modes compared to the spectrum of photons created out of a mixed state
(a,b). The interference thereby depends on the spectral overlap of the components from the
scattering paths that start in |i1) or |i2). For a large spectral overlap (a), the spectrum has
a large central peak with two small peaks at the side or two peaks at the side and a hole in
the middle. For a smaller Rabi frequency (b), the spectral components are almost separated
and each spectrum has two peaks and a small plateau between the peaks. However, because
the emission process is not affected by the interference all spectra carry the same population
independently from the initial superposition. The wave packets show a modulation with a
frequency that corresponds to the frequency splitting of the initial states |i;) and |iz). As
fundamental interference mechanism a interference in the absorption process was found [19,56]
that leads to an enhancement and suppression of the depopulation process of the initial states
which can be observed as a stair-like population evolution in the initial states (e,f). Because
the initial states are coupled with each other via the excited state, the excitation process has to
be described in a system that contains the states |i1), |i2) as well as |e) and cannot be described

separately in two three level systems as done in [20].

1)

Figure 5.7.: A-scheme. The system is prepared in a superposition of two initial states |i1)

and |iz) that are coupled to the same excited state.
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Figure 5.8.: Effect of quantum interference in absorption on the spectrum (a,b) and wave
packet (c,d) of a Raman photon for different phases ¢ of the initial superposition. (e,f) Sum
of the population in the initial states |i;) and |i2). (a,c,e) £ = I'. This corresponds to the
parameters discussed in [20]. (a,c,e) 2 =I'/2. For both cases, the initial states have an energy

splitting of £Al". The spectra for a mixed initial state and a phase ¢ = 5 or ¢ = %7[‘ are equal.

Similar to the upper level coupling case the initial superposition can be created between two
Zeeman levels from different atomic states, for example from the D/, and D3/ manifold. As
the interference not only depends on the relative phase of the initial superposition but also the
relative phase of both Rabi frequencies 21 and €29 two phase stable lasers are required in this
case. If a single laser drives both transitions phase stability is ensured.

This interference effect is further discussed in Section [6.2.3| on the basis of measured spectra.
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5. Modeling the Raman scattering of a single photon

5.2.4. Quantum interference in emission: The V-scheme

Quantum interference in the emission process occurs, if two scattering paths that end in the
same final state |f) are indistinguishable. An example is the V-shaped system shown in Figure
5.9 The system is prepared in a balanced superposition of the initial states |i1) and |iz) with
a phase ¢. This superposition is excited to the states |e;) and |es) from where two o decay
channels, which are indistinguishable due to a collection perpendicular to the quantization axis
and projection on vertically polarized photons, go to the final state |f). I consider a system,
where both initial states are Zeeman levels of the same atomic manifold. The energies of the
initial states are shifted by +AI'/2 respective —hI'/2. The excited states are Zeemen levels of a
different atomic manifold which have the branching ratios Iy /T" = 0.941 and I';/T" = 0.059. To
compare the V-scheme and the A-scheme I set two different energy shifts for the excited states.
In the first set, both excited states have the same energy. In the second set the energies of
the excited states are shifted by +Ahl'/4 respective —hl'/4. For both sets, the initial states are
coupled to the excited states with a Rabi frequency €2 = I' on resonance with the line center
between both transitions, what corresponds to A; = —Ao.

As for the A-scheme, the spectral and temporal shape of the photon depends on the phase of
the initial superposition (see Figure . Each spectrum has two peaks that are caused by
the “left” and “right” scattering path (a,b). Between the peaks the spectrum has a plateau
or a peak depending on the phase of the initial superposition. In difference to the A-scheme
each spectrum carries a different population what reveals the fundamental difference between
both interference mechanisms. In case of the interference in emission, the emitted photon
amplitudes interfere with each other what results in an emission pattern that rotates around
the quantization axis [19,56], where the initial phase depends on the phase of the prepared
initial superposition. For a fixed position of the observer, this leads to a modulation in the
wave packet with a frequency that corresponds to the energy difference of the initial states
(c,d). As the duration of the photon wave packet is comparable with the rotation period of
the emission pattern, the population in each spectrum and wave packet depends on the initial
superposition. For a wave packet much longer than the oscillation period, what corresponds

Figure 5.9.: V-scheme. The system is prepared in a superposition of two initial states |i1)
and |i2), which are coupled to different excited states that decay to the same final state.
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Figure 5.10.: Effect of quantum interference in emission on the spectrum (a,b) and wave
packet (c,d) of a Raman photon for different phases ¢ of the initial superposition. (e,f) Sum of
the population in the initial states |i1) and |i2). In both cases the initial states are separated
by A" while the excited states have an energy splitting of (a,c,e) 0 or (b,d,f) A'/2. The same
Rabi frequency(2 = T" and detunings Ay = —Ay are used in all cases.

to two separated spectral components and a spectral shape with almost no dependence on the
initial superposition, the difference in the population vanishes. Because both scattering paths
are independent from each other, the depopulation of the initial manifold (e,f) does not depend
on the initial superposition and both scattering paths can be treated as independent three level

system ﬂ

2This approach was chosen in where both scattering amplitude of the A-scheme were calculated as
independent three level systems and added afterwards with the relative phase of the initial atomic superposition.
However, as discussed here this corresponds to the V-shaped system and not a A-shaped system. The spectra
in Figure [5.10| (a) correspond to the spectra presented in . In a A-shaped system both initial states and the
excited states are coupled together and both scattering paths can not be calculated independently from each
other.
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5. Modeling the Raman scattering of a single photon

In Section [6.2.4]I further discuss this interference effect on the basis of measured spectra. There
I also argue how this interference builds the basis for the atom-photon entanglement schemes
discussed in Chapter [7]

5.3. Summary

In this chapter I developed a model to calculate the spectrum of a single Raman-scattered
photon. For a three level system and monochromatic excitation, the same results as in [20,25]
were found. However, the here presented model covers arbitrarily modulated laser fields as
for example the rise time of an acousto-optic modulator or multiple frequency components.
Additionally, the model covers multi level systems, initial superposition states and excitation
on several transitions.

In the following two chapters, I apply the analytic model for a three level system (Equation
and Equation and the twelve level model for the 4°Ca™ ion (see Section [5.1.4). In
case of the atom-photon entanglement and the quantum interference in emission, the system
is approximated well by a three level system. I derive the observed interference effect and
creation time dependence with the analytic three level model. With the twelve level model,
I model the spectrum of scattered photons. It is used to calculate the expected spectrum
shown in all spectrum measurements together with the measured data. Furthermore, I use
the twelve level model to search for optimal experimental parameters. For the atom-photon
entanglement schemes with a bichromatic laser excitation I optimize the detunings of both
frequency components. For the quantum inferference in absorption, in emission and due to a

bichromatic laser excitation, I optimize laser parameters and the prepared initial state.
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6. The spectrum of single Raman photons

This chapter is devoted to the question how the spectrum of a Raman-scattered single photon
looks like. To answer this question, I measure the spectrum of single Raman scattered photons.
I study how the spectral shape depends on the Rabi frequency €2, the detuning A and the pulse
shape of the driving laser field. Afterwards, I explore the influence of quantum interference
effects on the photon spectrum and thus tie in with the brief theoretical consideration in the
previous chapter. The main focus of this chapter thereby lies on spectra of 393 nm photons,
but also 854 nm photon spectra are measured to complement the analysis. The executed pulse
sequences to generate the photons and the protocol to measure the spectra as well as the

evaluation is presented detailed in Section

6.1. Spectral properties of single Raman-scattered photons

To study the spectral shape of single Raman scattered photons, I generate 393 nm photons or
854 nm photons in systems, that are close to a three level system (see Figure . I generate
photons for a large range of different Rabi frequencies 2 and detunings A and measure the
power spectrum and power wave packet of the scattered Raman photon for each parameter
set. From the measured spectrum and wave packet, I determine the spectral width, temporal
duration and time-bandwidth product of the generated photon. Furthermore, I explore the
effect of the ion temperature and incomplete photon generation on the spectrum.

To generate 393 nm photons, I prepare the “°Ca® ion in the |Dj /2 —%) Zeeman level as initial
state of the Raman scattering process. The outer Dj/y states offers the maximal intrinsic

— — e P3/2 — — _— P3/2
0 \ , LL%\
__—__ Ds/o __f——__ Ds/o
Q
—_— S1/2 - v S1/2

Figure 6.1.: Schemes to generate 393 nm (left) or 854 nm photons (right). I vary the param-
eters of the excitation laser to study properties of the generated photons.
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efficiency due to the Clebsch-Gordan coefficients of the involved transitions. The |Djy /2 —%)
state is favored compared to the [Ds o, +g) state due to a partial optical pumping in the Doppler
cooling period. A vertically polarized 854 nm laser perpendicular to the magnetic field, excites
the initial state. By emitting a 393nm photon the system returns to the S/, ground state. I
collect the generated 393 nm photons on quantization axis and couple them in a single mode
or multi mode fiber. The photons in the single mode fiber are sent to the analysis cavity setup
to measure the spectrum. The photons in the multi mode fiber are sent directly to a detector
to measure the wave packet.

To generate 854 nm photons no state preparation is required. I excite a mixture in the S/,
ground state with a horizontally polarized 393 nm laser perpendicular to the magnetic field.
This ensures a selective excitation of the 7 transitions. I collect the generated 854 nm photons
on quantization axis and couple them into a single mode fiber. As for the 393 nm photons,
the photons are sent to the analysis cavity setup to measure the photon spectrum or detected
directly to measure the wave packet. Due to the photon collection on quantization axis, I
detect only photons emitted on ¢ transitions. Together with a state detection after the photon
detection and the polarization of the 393 nm laser that selectively excites 7 transitions, I am
able to assign a scattering path to each detection event.

6.1.1. Dependence on the Rabi frequency (2 and detuning A

To study how the Rabi frequency €2 and detuning A of a monochromatic laser excitation affect
the spectrum from the generated photon, I generate photons for different combinations of €2
and A. I generate 393nm Raman photons with five different Rabi frequencies {2354 on the
excited |Ds /o, —2) to |P3 /25 —3) transition. For each Rabi frequency I set the excitation laser
to different detunings Agss with respect to the excited transition. Measurements on 854 nm
Raman photons complement the findings. There, I generate 854 nm Raman photons with two
different Rabi frequencies {2393 on the excited 393 nm transitions. The applied magnetic field
shifts the involved Zeeman levels of the S/, and P3/, state with respect to the transition line
center. Asresult two different detunings Asgs ¢ are applied to the “left” and “right” 7 transition
(see Figure right). An overview of the parameters is listed in Table The measured
393 nm photon spectra are shown in figures [6.2] and The spectra of the 854 nm photons
are shown in Figure

393 nm photon spectra

The 393 nm photons generated with €2y = 2.68(2) MHz have two sidebands located at £2.1 MHz.
The spectrum becomes broader for larger Rabi frequencies and the sidebands merge with
the carrier. However, the sidebands are still visible in some spectra of the photons gen-
erated with ; = 8.03(3) MHz and ¢ = 12.69(5) MHz. For larger Rabi frequencies ; =
28.1(3) MHz and © = 53.0(3) MHz the sidebands are no longer resolved. I determine the rela-
tive strength cg, = 0.44(6) of the sidebands from the spectra measured with Q; = 2.68(2) MHz
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Table 6.1.: Parameters of the 854nm and 393nm excitation laser that I use to generate
393 nm and 854 nm Raman photons from which the spectra are discussed in this Section [6.1.1
A detailed overview over the experimental parameters is given in Appendix

393 nm photons 854 nm photons
Q (MHz) 2.68(2) 8.03(3) 12.69(5) 28.1(3) 53.0(3) | 5.51(6) 9.5(2)
Apnin (MHz) —22.5 =242 —45.1 —45.0 —45.5 —11.1 —-1.5
Apax (MHz) | 4220 4221  +44.8 4448  +45.8 -84 1.2
Measurements 9 9 9 9 5 4 4
Figure 6.2[ (a) 6.2((b) 6.2[(c) [6.3(d) [6.3[(e,f) | [6.4(a) [6.4](b)
Appendix C.1.1 C.1.2 C.1.3 C.14 C.1.5 C.1.6 C.1.6

and € = 8.03(3) MHz. This value for cg is used to model the 393nm spectra of photons
generated with larger Rabi frequencies.

The spectrum of the generated photon shifts with the detuning Ags4 ¢ of the 854 nm laser pulse.
I indicate the applied detuning with a vertical dashed line in the displayed spectra (see Figure
and Figure [6.3). For a small Rabi frequency Q; = 2.66(2) MHz the spectrum is located
at the 393 nm detuning that corresponds to the detuning of the 854 nm laser excitation. For
larger Rabi frequencies the position of the spectrum is shifted. The shift increases with the
Rabi frequency and for an excitation closer to the resonance. I attribute this shift to the AC
Stark shift Aaq, which is caused by the excitation laser, and that can be calculated for a three
level system with Equation I list the calculated values for the measured 393 nm spectra
in Appendix [C.]]

With increasing Rabi frequency the spectrum of the generated photon becomes broader. For
a Rabi frequency ) > I'p, /2 and excitation near resonance, the spectrum does not feature
a single peak but shows the Autler-Townes splitting [91] (see Figure d,e). This Autler-
Towns splitting is caused by the dressed states that are created by the laser interaction on the
excited transition. The visibility of the Autler-Towns splitting is reduced by the sidebands and
the broadening effect of the measurement apparatus. Also the rise time of the acousto-optic
modulator has a significant effect. For large Rabi frequencies, a large fraction of the photon
is generated while the laser power is still increasing. Thus a part of the spectrum is created
with a smaller Rabi frequency and therefore narrower. This leads to a further reduction of the
Autler-Towns splitting.

Some spectra, for example the spectrum measured with ¢ = 53.0(3) MHz and Ay = —0.2 MHz,
have a hole that is not related to the Autler-Towns splitting. This hole is created by the
additional coupling of the excited [P, —%} state to the |Dj /o, —%) state with the vertically
polarized 854 nm laser. This upper level coupling is discussed more detailed in Section [6.2.1]
As for the Autler-Towns splitting the visibility of the hole is reduced due to the vibration
sidebands and the analysis cavity line width.
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Figure 6.2.: Spectra of 393nm Raman photons generated with different average Rabi fre-
quencies Q; and detunings A; of the 854nm excitation. (a) @ = 2.68(2) MHz. (b)
Q= 8.03(3) MHz. (c) Q¢ = 12.69(5) MHz. The corresponding ideal and emitted spectrum,
the measured wave packets and measurement details are shown in Appendix and
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Figure 6.3.: Spectra of 393nm Raman photons generated with different average Rabi fre-
quencies €; and detunings A; of the 854nm excitation. (d) €y = 28.1(3) MHz. (e, f)
Q¢ = 53.0(3) MHz. The detection probability of the Ay = —0.2 spectrum in (e) is multi-
plied by a factor 2. The corresponding ideal and emitted spectrum, the measured wave packets

and measurement details are shown in Appendix |Z 71 .ZII and |? 71 .5}
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Figure 6.4.: Spectra of 854 nm Raman photons created with different laser parameter. (a)
Q; = 5.51(6) MHz, Azgz1.c = —9.72MHz. (b) Q¢ = 9.5(2) MHz, Asg31,c = —0.15MHz. The
measured wave packets are shown in Appendix @

854 nm photon spectra

The generated 854 nm photons have four spectral components (see Figure , which corre-
spond to the four decay channels on the o transitions into the |Dj o, +%>, D52, —%), D52, +%>
and |Ds s, —1) Zeeman levels. The small population found in the |D5/2,+%> and |Ds s, —3)
states indicates that the 393 nm laser almost exclusively excites the m-transitions. Due to the
energy splittings of the involved atomic states, the photons scattered on the four paths have
different frequencies. The difference between the |Dj/5, —3) and |Dj/s, +5) spectrum as well
as the difference between the | Dy /25 —%> and |Dj /25 +%> spectrum is caused by the energy split-
ting in the D5/ manifold. The states in the D5/, manifold are separated by 9.6 MHz. This
frequency splitting is found between the spectral components that are created on the paths
through the same P35 Zeeman levels. The shift between the spectral components created on
the paths through the [P35, +%) and [P35, —%> levels is caused by the different Zeeman split-
tings in the Sy /9, P32 and D5/ manifold. The 393 nm 7 transition are shifted by —1.33 MHz
(IS1/2,+3) — |P3/2,—|—%>, B=2.86G) and +1.33 MHz (|Sl/2,—%> — |P3/2,—3)) with respect
to the 393nm line center. The 854 nm transitions between the |P3/2,+%> — D52, +3) and
P32, —%) — |Ds 2, +%) transitions are shifted by +0.53 MHz with respect to each other. Both
shifts sum up to a difference of 3.2 MHz between the spectral components scattered on the tran-
sition into the |D5/2,+%> and |D5/2,+%> respective |D5/2,—%) and |D5/2,—%) Zeeman level.
Additionally the components carry different population (o< height), which is caused by the
Clebsch-Gordan coefficients of the involved 854 nm decay channels. The ratio of /2 is between
the Clebsch-Gordan coefficients is squared in the ratio between the height of the spectra.

The 854 nm spectra show the same dependence on the detuning of the excitation laser as the
393 nm spectra. The spectra of the photons generated with a detuning Aggz1,c = —9.72 MHz
with respect to the 393 nm line center are centered around this detuning, while the spectra
of the photons generated with a detuning Aggz1c = —0.15MHz are centered around this
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detuning. Additionally, the spectra of the photons generated with the smaller Rabi frequency
(Q = (27)5.51(6) MHz) are narrower than the spectra of photons generated with the larger
Rabi frequency (2 = (27) 9.5(2) MHz). At the same time the four spectra of photons generated
with the same laser parameters have approximately the same width, independently from the

scattering path.

Spectral width, duration and time-bandwidth product off the generated photons

The spectral width Ar and duration A7 of the created 393 nm photons, calculated from the
measured spectrum and wave packet, strongly depend on the parameters of the excitation laser
(see Figure . For a larger Rabi frequency the photon becomes shorter. A photon created
with off-resonant excitation is elongated compared to a photon created with resonant excitation.
The opposite is found for the spectral width. Increasing the Rabi frequency results in wider
photon spectra. For an excitation away from resonance the photon becomes narrower. For
large Rabi frequencies, the wave packet shows Rabi oscillation (see Appendix , while the
spectrum features the above discussed Autler-Townes splitting. Therefore, a comparison of the
obtained values with the width of a photon created by spontaneous decay has some weakness.
Nevertheless, the width of most generated photons is much smaller than the natural line width
[' = (27) 22.99 MHz of the P3/, decay of the 40Ca* ion. This shows, that the width of a Raman
photon is not limited by the decay rate of the excited state, but depends on the Rabi frequency
of the excitation laser. The model predicts, that the width of the photon becomes arbitrarily
small for a correspondingly small Rabi frequency if no broadening effects are present. In case
of the generated photons, the line width of the excitation laser and the sidebands broaden the
photon spectrum. With an optimized setup, both broadening effects are reduced.

’O 2.68MHz [ 8.03MHz 12.69MHz A 28.1MHz © 53.0 MHz
I

T 177 TTTTT
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=
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Detuning of the 854 nm excitation from the |D5 s, —%) — P32, —%) transition in MHz

Figure 6.5.: Spectral width (a) and duration (b) of generated 393 nm Raman photons. The

solid lines are model curves for the average Rabi frequencies.
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A further broadening that affects the measured spectral width of the generated photon is the
transfer function of the measurement apparatus. The measured spectrum is a convolution of
the spectrum emitted by the ion and the transfer function of the analysis cavity setup (see
Figure and Section . This broadening affects all measured spectra, but the relative
effect becomes larger for narrower photon spectra. As result the spectral width of photons
generated with Qgss¢ = 2.68(2) MHz shows no dependence on the detuning. For larger Rabi
frequencies the dependence on the detuning is visible. To reduce the effect of the broadening by
the analysis cavity, a narrower analysis cavity is required. However, this broadening is caused
by the measurement setup and no property of the generated photon. Therefore, the measured
spectral width represents an upper bound of the actual spectral width of the generated photons,
especially for small Rabi frequencies.

As for the 393 nm photons, I calculate the spectral width and duration of the generated 854 nm
photons (see Table[6.2)). For the first parameter set an average spectral width Av = 5.34(4) MHz
and average wave packet duration A7 = 0.79(5) ps is found. For the second parameter set an
average spectral width Av = 3.34(2) MHz and average duration A7 = 3.3(3) ps is measured.
For both settings of the excitation laser, the spectral width and duration is similar for all four
scattering paths. Because the decay rates on the individual 854 nm transitions differ by a ratio
of 2 due to the Clebsch-Gordan coefficients, I conclude that the spectral width does not depend
on the decay rate on the final transition, but only on the total decay rate of the excited state.
Furthermore, I conclude that the wave packets have the same duration because the branching
ratio between the 854 nm and 393 nm transition is the same for all four scattering paths.
From the spectral widths Av and durations A7, I calculate the time-bandwidth products
thp = 2nAvAT of the generated photons. As the spectral width and duration, the obtained
time bandwidth product depends on the Rabi frequency of the excitation laser (393 nm photon
see Figure 854nm photons see Table . For the 393 nm photons, the smallest measured
value is 1.35(6) for a Rabi frequency Q = (27) 12.40(2) MHz and detuning A = 0.0 MHz. For
smaller Rabi frequencies or off resonant excitation larger values are found. For the 854 nm
photons the average time-bandwidth product of 27(2) respective 70(7) are found. In both

Table 6.2.: Spectral width, duration and time-bandwidth product of generated 854 nm Raman

photons.
Q3934 (MHz) 5.51(6) 9.5(2)
D5 level -3) +3)  =3) +3) =3 1+ =3 43
Asgse (MHz) | —11.1  —11.1 -84 -84 | —-15 —-15 1.2 1.2
Av (MHz) | 3.011(9) 3.55(2) 3.48(2) 3.304(9) | 5.27(2) 5.15(5) 5.65(5) 5.32(2)
AT (1s) 320(7)  3.2(5) 3.5(1)  3.4(6) |0.76(1) 0.76(7) 0.82(2) 0.83(8)
thp 61(1)  70(10) 76(3)  70(10) | 25.2(4) 25(2) 29.2(7) 28(3)
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Figure 6.6.: Measured time-bandwidth-product of 393 nm photons together with model curves
calculated for the average Rabi frequencies.

cases, the measured values are influenced by the cavity line width and can therefore be seen
as an upper bound of the actual time-bandwidth product of the generated photons. This
influence becomes larger as the spectrum becomes narrower and leads to the big difference of
the measured time-bandwidth products for the photons of the same wavelengths. However,
the time-bandwidth product of the 854 nm photons is still significantly larger than the time-
bandwidth product of the 393 nm photons. This difference is caused by the different branching
ratios of the 854nm and 393nm decay channels. The larger line width of 1.6 MHz from the
854 nm cavity compared to 0.6 MHz for the 393 nm analysis cavity does not significantly changes
this result, even though I expect a larger broadening due to the measurement apparatus in case
of the 854 nm photons.

To further study the influence of the branching ratio, I directly compare the spectral width,
the duration and the time-bandwidth product of 393 nm photons and 854 nm photons that are
generated with similar excitation parameters (detuning A and Rabi frequency €, see Table
6.3)). For both parameter sets, the spectral width of the 854nm photons is comparable with
the spectral width of the 393nm photons. At the same time, the photon duration differs
by an order of magnitude. This large difference in the photon duration results in the large
difference of the time bandwidth product of the photons. From this comparison I conclude,
that the branching ratio does not affect the spectral width but elongates the wave packet. This
experimental result confirms the prediction from the model. To test this result more precisely,
further measurements have to be performed on 854nm and 393 nm photons that are created
with the same parameters of the excitation laser. Furthermore, the influence of the line width
of the analysis cavity has to be considered. Optimally, you measure 393 nm and 854 nm spectra
with cavities that have the same line width and stability. Nevertheless, I draw the conclusion,
that the spectral width of a Raman photons depends on the Rabi frequency €2 and the detuning
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6. The spectrum of single Raman photons

Table 6.3.: Spectral width, duration and time-bandwidth product of 393nm and 854 nm
Raman photons generated with similar parameters of the excitation laser.

Photon Wavelength € (MHz) A (MHz) Av (MHz) A7 (ns) tbhp
393 nm 2.80(1) ~11.0 2.27(5)  0.991(9) 14.1(4)

A 854 nm 551(6) —9.75+1.3  3.34(1) 3.3(3)  70(7)
393 nm 8.06(3) ~111 3.51(6)  0.125(1)  2.77(6)
393 nm 7.66(2) 0.3 4.08(6)  0.086(1) 2.21(4)

B 854nm 11.6(3) —015+13 542(4)  0.79(5)  27(2)
393 nm 12.40(2) 0.0 5.5(2) 0.0388(2) 1.35(6)

A of the excitation laser, as well as the total decay rate I' of the excited state but is independent
from the branching ratio that determines the number of decays back into the initial state. On
the other hand, the duration of the wave packet is influenced by the branching ratio that leads
to an elongation of the wave packet. This elongation affects the time-bandwidth product of
the scattered Raman photon.

To show the influence of the branching ratio on the duration, spectral width and time bandwidth
product, I calculate these properties for a photon generated in a three level system with a total
decay rate I' = I'393 + I'g54 of the excited state. I compare an ideal system without back-decay
and two systems with decay rates I'gs54 respective ['393 into the initial state for the average Rabi
frequencies from the 393 nm photon generation. The obtained values (see Figure match
the findings from the measurement. The back-decay elongates the photon wave packet (a,b,c)
while the spectral width is not affected (d,e,f). The elongation of the wave packet then leads
to an increased time-bandwidth product (g,h,i) for a system with back-decay. For the system
without back-decay a time-bandwidth product between 0.8 and 1.3 is found H The decay back
into the initial state increases the time-bandwidth product by a factor 1.06 to 1.09 for 393 nm
photons respective a factor between 16.98 and 24.45 for 854 nm photons. Both values are in
range of the branching ratio I'/T'393 = 1.0628 respectively I'/T'sg3 = 16.93. Independently from
the parameters of the excitation laser the time-bandwidth product of 854 nm photons is at
least a factor ten larger than the time-bandwidth product of 393 nm photons. The measured
(minimal) time-bandwidth products of 1.35(6) for 393 nm photons and 27(2) for 854 nm photons
confirm this ratio and thus the influence of the branching ratio on the photon generation (see
Table .

A consequence of this increased time-bandwidth product due to the back-decay is a reduced
purity of the photon state which is relevant in quantum information applications, if the gen-
erated photons interferes with other photons. In this case the visibility of the interference
pattern depends on the purity of the photon. The purity of an entangled atom-photon state

'A time-bandwidth product smaller than 1 is an artifact of the SiiBmann measure (see Section .
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Figure 6.7.: (a,b,c) Duration, (d,e,f) spectral width and (g,h,i) time-bandwidth-product for a
three level system with total decay rate I' = I'393 + I'ss4. (a,d,g) Without back decay (I'y =T,
I'; = 0, see Figure . (b,e,f) 393 nm photon generation with 4°Ca™ (I'y =T'g93, I'; = I'gsa).
(c,f,i) 854 nm photon generation with 1°Ca™ (I'y =T'gsa, I's = I'393).

as discussed in the next section is not directly affected by the purity of the generated photon.
As the time-bandwidth product of a photon with several spectral components depends on the
superposition of these components (see Section the measured time bandwidth products
can not be taken to calculate the purity of the created photons. However, from the comparison
with an ideal three level system the conclusion can be drawn, that the 393 nm photons are in

an almost pure quantum state. On the other hand, I expect a mixed state for 854 nm photons.
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6.1.2. Effect of the ion temperature

The spectra of 393 nm photons presented in the previous section feature two sidebands sym-
metrical around the carrier with a distance that corresponds to the radial trap frequency vyaq.
Thus, I assume that the sidebands are caused by the radial motion of the ion in the trap, which
lies in direction of the photon collection. To verify this assumption I compare the spectra of
photons, that were generated for different radial trap frequencies. I compare spectra mea-
sured for radial trap frequencies of vy,q = 2.14 MHz, v,q = 3.39 MHz, vp,q = 3.67 MHz, and
Vrad = 3.81 MHz (examples see Figure . The radial trap frequency is measured precisely
with a 729 nm spectroscopy. To study the influence of the ion temperature on the strength of
the side bands I compare the spectra of photons generated for different directions of the 397 nm
cooling laser. If the 397 nm laser is coupled in trough the 90 ° or 45 ° view port it has a different
projection on the radial motion of the ion in the trap and the radial motion is differently cooled
(see Section [4.1.1]).

For each photon spectrum I fit the frequency v and population cg, of the sidebands. The
obtained values are listed in Table [6.4, The position of the sidebands changes accordingly to
the radial trap frequency v;,q. I attribute the deviation between the measured frequencies and
the trap frequency to the frequency resolution of the spectrum measurement. Additionally
one finds, that the population in the sidebands decreases for an increasing trap frequency.
For a higher trap frequency, the energy difference between vibration states becomes larger
what results in a smaller mean vibration number of the vibration mode. I attribute the lower
population in the side bands to this smaller mean vibration number analog to the vibration

sidebands in other spectroscopies that becomes smaller for lower mean vibration numbers EL
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Figure 6.8.: Spectra of 393nm Raman photons for a radial trap frequency of (a) 3.39 MHz,
(b) 3.67 MHz and (c) 3.81 MHz. The spectra were measured at the bright trap (a) and dark
trap (b,c) for cooling laser coupled through the 90° view port onto the ion. Additional spectra
and the measurement parameter are shown in Appendix

2This can be used to determine the mean vibration number of the vibration mode.
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Table 6.4.: Position and population in the spectral sidebands for different trap frequencies

and cooling directions.

Vead (MHz) | 2.14 3.39 3.39 3.67 3.67 3.81 3.81
Cooling 90° 90° 45° 90° 45° 90° 90°
vy (MHz) | 2.12(3) | 3.34(7)  3.34(7) | 3.55(5) 3.42(7) | 3.8(1)  3.96(4)
Cob 0.39(2) | 0.142(12) 0.135(12) | 0.168(8) 0.138(10) | 0.092(9) 0.113(5)

This explanation is confirmed by comparing the spectra of photons generated with Doppler
cooling from 90° or 45°. The sidebands in the spectra measured with 45° cooling are smaller
than the sidebands in the spectra measured with 90° cooling because the 45° cooling laser has
a better projection on the radial trap frequency and therefore cools this direction better. From
these observations, I conclude that the sidebands in the spectrum are caused by the radial
motion of the ion in the trap.

To further reduce the strength of the sidebands, the mean vibration number in the radial
motion of the ion has to be reduced. The first approach is to increase the radial trap frequency
with a stronger confinement of the ion in the trap. This is achieved by a higher power of the
radio frequency drive of the trap. Unfortunately, the applied power in both traps was limited
due to a shortcut in the trap near one of the trap electrodes ﬁ The second possibility is a
second laser cooling scheme that is applied after the Doppler cooling as for example resolved
sideband cooling. Disadvantage is the much longer cooling time compared to Doppler cooling
that results in a significant lower repetition rate. This reduction of the repetition rate affects
all sequences where photons are generated with a high repetition rate, as for example the
spectrum measurements that become an almost impossible task. In the case of a small back
decay a solution could be to apply sideband cooling not during every sequence repetition but
only frequently enough to keep the ion in a low vibration state while maintaining a sufficiently
high repetition rate.

6.1.3. Incomplete photon generation

To show the effect of an incomplete photon generation on the spectrum, I switch the laser off,
before the full wave packet of the photon is generated. I set the 854nm Rabi frequency to
Oy = (27m) 4.4(1) MHz for a detuning of Agss¢ = —16.2 MHz from the |Dj 5, -3y = P32, —3)
transition. These laser parameters are chosen, to get a relatively narrow spectrum, if the
full wave packet is generated. I switch the radio frequency that is applied to the acousto-optic
modulator to generate the excitation pulse off after 5ps, 11s, 500 ns, 200 ns, and 100 ns. For an
applied pulse of 5 ps duration, the full wave packet is generated. For the other pulse durations

the wave packet is truncated at the end.

3The shortcut in the bright trap triggered the remodeling of the dark trap.

107



6. The spectrum of single Raman photons

@ 3 [o100mns 1 [=100ms
= 1r x200ns | | —200ms {11 =
g 500 ns 500 ns &
= Alps — lps =
: :
e 0.5 I 0.5 e
= =
> >
£a] £a)
0 oMl o gl R R ki) | bt L L A )
—40 —-30 —20 —-10 0 0 200 400 600 800 1000 1200
A393 trans. (MHz) Detection time (ns)
Measurement GRS 1ps 500 ns 200 ns 100 ns
Tpulse (11S) 5000 926(1) 429(1) 125(1) 79(1)
AT (ns) 815(1) 420.2(5) 214.6(2) 68.4(1) 45.0(1)
Av (MHz) 1.91(4) 2.05(3) 2.55(5) 4.8(2) 5.9(3)
thp 9.8(2) 5.42(8) 3.44(6) 2.05(8) 1.66(9)

Figure 6.9.: (a) Spectra and (b) wave packets of truncated Raman photons. For a better
comparison, the data is scaled to have the same maximum. For a pulse duration of 5ps the
full wave packet is generated. (bottom) Spectral properties of the generated photons. The
exact pulse duration Tpyiee is determined from the measured wave packet. Not scaled data and
measurement parameter are shown in Appendix

I determine the rise and fall time of the acousto-optic modulator and the pulse duration 7se
from the generated wave packets (see Figureb). Due to the working principle of the acousto-
optic modulator, the laser pulse is shorter than the applied radio frequency pulse. I model the
expected spectrum taking the rise and fall time of the acousto-optic modulator and the laser
pulse duration into account. From the measured spectra (see Figure a) and wave packets,
I calculate the duration (A7), the spectral width (Av) and the time-bandwidth product of the
generated photon (tbp).

The photon spectrum becomes broader if the Raman photon generation is stopped, before the
full wave packet is generated (see table in Figure . The following applies: The earlier the
photon generation is stopped, the wider the spectrum becomes. This is analogue to the spectral
broadening of a short laser pulse. Due to the influence of the measurement apparatus, the time-
bandwidth product becomes smaller for a shorter photon (see Section. Furthermore, the
influence of the measurement apparatus, the vibration sidebands and the switching time of
the acousto-optic modulator (about 20 ns) suppresses spectral features that are expected for a
rectangular laser pulse.
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The measurement further shows that measurable broadening of the spectrum only occurs, if
the photon generation or detection is stopped before a large portion of the photon wave packet
is generated. Consequently, the broadening effect can be neglected in most experiments, where
the photon wave packet is truncated. This usually happens to increase the signal to background
ratio or the repetition rate at the expense of a reduced photon generation efficiency.

If instead of the laser, the detector is switched of during the photon generation, the model
predicts almost the same spectrum. The difference is caused by the population that is in the
excited state at the time when the laser is switched off. If the laser is switched off, the population
remaining in the excited state decays spontaneously into the final state and contributes to the
photon spectrum. If the detector is switched off, this population no longer contributes to
the spectrum. The contribution of the spontaneous decay in the first case leads to the small
difference. As the analysis cavity introduces a time uncertainty to the detection time of the
photon, the second case and therefor the difference between both cases can not be studied with
the current setup.

6.2. Quantum interference effects in Raman-scattered photons

If different paths of the Raman scattering process are indistinguishable, the scattering ampli-
tudes superimpose coherently and quantum interference occurs. For the generation of a Raman
photon, there are several possibilities that lead to indistinguishable scattering paths. The first
example is photon generation out of a superposition state. In this case quantum interference
may occur in the absorption or emission process what was already studied on the basis of the
wave packet of the generated photon [19,56]. The second example is a bichromatic laser exci-
tation from a single initial state. But not only different scattering paths lead to interference
effects, also the coupling of the excited state to an other level leads to interference that affects
the photon spectrum. In this section I discuss these four interference phenomena on the basis
of the spectrum of the generated photon.

6.2.1. Upper level coupling

If the excited state is coupled to a further level interference occurs that results in a hole in the
spectrum. The same effect was studied theoretical for the spontaneous decay in a three level
system and called upper level coupling [87,88.,/93]. Due to the coupling, the photon spectrum
contains two amplitudes which interfere destructively and the photon emission into a specific
frequency mode is completely suppressed. This lead to a hole in the spontaneous emission
spectrum. The position and width of the hole depends on the parameters of the coupling. A
similar effect is expected for the Raman photon generation, where three scattering amplitudes
superimpose. For a certain frequency mode these amplitudes interfere destructively and the
spectrum features a hole as in the case for the spontaneous emission. Analog to the spontaneous
decay, I call this interference effect upper level coupling. With simulations (see Section ,
I found that the position of the hole depends on the detuning of the second laser, while the
width depends on the Rabi frequency of the coupling to the second transition.
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Figure 6.10.: Wave packets (a,b) and spectra (c,d) of Raman photons, that show the upper
level coupling caused by a vertically polarized laser excitation (|V)). The arrow marks the hole
created by the coupling to the second transition. For comparison, the simulated spectra of
photons generated with a left circularly polarized laser are shown. In this case no further level

is coupled to the excited state and no hole is expected in the spectrum.

To generate 393nm Raman photons, of which the spectra were discussed in Section [6.1.1
a vertically polarized 854nm laser perpendicular to the magnetic field excites the initially
prepared |Ds /2 —%) state. This 854 nm laser couples to all 854 nm ¢ transitions. Consequently,
not only the initially prepared D5 s, —%) level is coupled to the |P3/s, —%} level but also the
D52, —2) level (see Figure . For small Rabi frequencies this coupling does not affect the
shape of the photon spectra (see Figure . In this case, the system is well approximated by
a three level system. However, for large Rabi frequencies the coupling significantly changes the
shape of the photon spectrum (see Figure and has to be taken into account.

To show the effect of the upper level coupling, I compare two spectra measured with the detun-
ings Agsa1t = —22.7 MHz and Agsy 2t = +23.3 MHz from the excited Dy /o, —5) to [P3/2, —3)
transition (see Figure . For the applied magnetic field of 2.86 G, the transition from the
P39, —%) state into the |Dj o, —%> level is shifted by —9.6 MHz compared to the excited tran-
sition out of the initial state. Thus the 854nm laser is detuned by Ay, = Agsst + 9.6 MHz
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from this transition, where Agsy ¢ is the detuning of the laser with respect to the transition out
of the |Dj /o, —g> level. Therefore, the spectrum features a hole at a 393 nm detuning that is
blue detuned from the applied 854 nm detuning Agss ¢ (see Figure indicated by an arrow)
ﬁ The width of the hole is given by the applied Rabi frequency. As the same laser couples to
both transitions, the Rabi frequencies on both transitions are proportional to each other with
a ratio \/% that is given by the Glebsch-Gordan coefficients. For a blue detuned 854 nm laser,
the hole is located in the main part of the spectral peak and well visible. For a red detuned
854 nm laser, the hole is expected at the side of the spectrum and strongly suppressed. In
both cases, the depth of the hole is reduced due to the vibration side bands and the width of
the analysis cavity E In case of the red detuned 854 nm laser therefore the hole is strongly
suppressed.

For comparison, I show the simulated expected spectrum for a circularly polarized laser that
excites the initial state with the same Rabi frequency. In this case, the laser does not couple to
the second transition and the system is approximated well by a three level system. Therefore,
the spectrum has no hole and is mirror inverted for detunings with an opposite sign. The
spectrum of the photon generated with the negative 854 nm detuning is similar to the expected
spectrum of a three level system, while the photon generated with a positive detuning differs
significantly from the corresponding three level spectrum due to the hole. The same is also
found for the wave packets, where the wave packet created with a positive detuning Agss 21 is
elongated.

6.2.2. Bichromatic laser excitation

If two scattering paths that start in the same initial state end in the same final state, they
form a Mach-Zender like interferometer. Such an interferometer is created by a bichromatic
laser excitation of the form

A = Ay sin(2rAqt) + Az sin(2mrAqt + ¢) (6.1)

that creates two scattering paths into the same final atomic level through two virtual states.
Therefore, both paths are intrinsically indistinguishable and interference happens between both
scattering amplitudes depending on the phase ¢ between both bichromatic components.

I prepare the system in the |Ds o, —%} state that is excited with a vertically polarized 854 nm
laser perpendicular to the magnetic field (see Figure . The laser has two frequency com-
ponents that are detuned A;; = +5.1 MHz and Az = —4.9 MHz from the excited |Dj o, —%)
to [P3/a, —%) transition. I set the initial phase difference between both frequency components
to @1 = 0, o = 90°, ¢3 = 180° and ¢4 = 270° to study the effect on the generated photon.
For comparison, I generate two photons where the (monochromatic) excitation has only one
of both frequency components. The average Rabi frequencies of both components is set to
Q94 = (27) 10.25(4) MHz.

“Due to the AC-Stark shift the position of the hole is shifted.
5Additionally, the back decay limits the depth of the hole. However, this effect is small compared to the
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In case of the bichromatic laser excitation the shape of the spectrum and wave packet depends
strongly on the relative phase between both frequency components of the bichromatic exci-
tation (see Figure a) as the scattering paths through both virtual levels interfere with
each other. This interference leads to an enhanced and suppressed emission into different fre-
quency modes and to a modulation in the wave packet. For the spectrum, the relative phase
between both frequency components determines the relative phase of the spectral amplitudes
of both scattering components. The components created with a monochromatic laser pulse are
separated by about 12 MHz. This separation is caused by the 10 MHz frequency difference of
both frequency components and an additional light shift caused by the laser excitation (see
Section that pushes the spectral components outwards. The spectral components cre-
ated with the bichromatic excitation that interfere with each are similar to the monochromatic
spectra. Depending on the relative phase between the bichromatic components the spectral
amplitudes interfere constructively or destructively and the spectrum of the created photon has
two separated peaks (¢ = 0° and ¢ = 90°) or a single central peak (¢ = 180° and ¢ = 270°).

In case of the wave packet a different picture is used. The bichromatic laser beam corresponds to
an amplitude modulated monochromatic laser beam. This amplitude modulation is imprinted
on the wave packet that becomes modulated accordingly. The relative phase between both
frequency components sets the initial phase of the amplitude modulation and by this the
initial dynamic of the wave packet. The frequency difference of 10 MHz results in a modulation
period of 100ns that can be identified in the wave packets generated with a relative phase
difference of ¢ = 180° or ¢ = 270°. In the wave packets of the photons created with a relative
phase of ¢ = 0° or ¢ = 90° the distance between the first two maxima is smaller. This is an
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Figure 6.11.: (a) Spectra and (b) wave packets of Raman photons generated with a monochro-
matic (scaled by 0.5) or bichromatic laser pulse. The monochromatic laser pulse contains one
frequency component of the bichromatic pulse. The corresponding ideal and emitted spectra,
as well as the measurement parameter are listed in Appendix @

other effects that reduce the visibility of the hole.
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artifact caused by the start of the dynamic at the maximum or during the falling slope of the
amplitude modulation. For a smaller Rabi frequency, the photon wave packet covers several
oscillation periods and the modulation period can be identified for all relative phases.

The model curves are in good agreement with the measured spectra from what I conclude that
the model developed in Chapter [5also covers modulated laser fields. This case is not covered by
the model introduced in [20,25] and one result of this sectionﬁ The bichromatic laser excitation
forms the basis of the detection time independent atom-photon entanglement scheme discussed
in Chapter [7] and the ability to model the bichromatic laser excitation is a prerequisite to
optimize parameters for the atom-photon entanglement generation. Furthermore, the presented
measurement shows full control over the phase between both frequency components and how
this phase affects the spectrum. In the atom-photon entanglement scheme, the relative phase
appears as relative phase between both components of the generated atom-photon state. Thus,
I assume that I can control the phase between both components of the generated atom-photon
state with the phase between both frequency components of the bichromatic laser excitation.

6.2.3. Quantum interference in the absorption process

Quantum interference in the absorption process occurs, if a superposition that is prepared in
two initial states is excited to the same excited state. The scheme is called the A-scheme
after the appearance of the two interfering transitions in the atomic system. The effect of
the quantum interference in absorption on the wave packet of the scattered Raman photon
was studied previously for 393 nm photon generated by a 4°Ca™ ion [19[56]. A modulation of
the wave packet with the frequency difference of the initial states was found. As fundamental
interference mechanism leading to this modulation, a suppression and enhancement of the
depopulation process from the initial state was identified. I complement the results found with
a study of the spectra of the scattered photons and show, that interference in absorption also
affects the spectrum of the scattered photon.

— _>\_ - P32
J =" Dsp
—_— Si/2

Figure 6.12.: A-scheme that shows quantum interference in the absorption process. Colored
arrows indicate wanted transitions. Gray arrows show parasitic 854 nm absorption and un-
wanted 393 nm emission that is filtered out by polarization projection. The 854 nm decay and
additional paths introduced thereby are not shown.

5The analytic model does not cover time dependent Rabi frequencies.
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To study the effect of quantum interference in absorption on the spectrum of the scattered
Raman photon, I prepare the superposition

. 1 i

i) = 5 (IPs2,+5) + ¢ D2, ) (6.2)
with different phases ¢ in the D5/, manifold of the 40Cat jon (see Figure . I excite the
initial superposition with a linearly polarized 854 nm laser pulse on quantization axis. This

854 nm pulse is “seen” by the atom ion as polarization

€pol = \}i (ea+ + eiaef) , (6.3)
where the polarization angle € defines the linear polarization (H, D, V, A, ...). From this
polarization, the e,+ part couples to the o transitions while the e,- parts couples to the o~
transitions. Thus changing the linear polarization does not change the coupling strength on
both transitions but the relative phase between both couplings. In the same way, the initial
phase ¢ of the superposition changes the relative phase between both coupled transitions.
The 854 nm laser excites the ion into the state

|€> = AJ,-% |P3/27 +%> + A—%(qba 9) |P3/2a _%> ) (64)

with the amplitudes A, s and A_1(¢,0). These amplitudes contain the normalization, the
2 2

Clebsch-Gordan coefficients and the detuning-dependent atomic response. The amplitude in

the state |Pj /2 —%) depends on the phase of the initial superposition and the polarization of

the laser. From the excited state, the ion decays into the final state

|f> = RJF%,O--F |S1/27+%> ‘O-Jr) + R7%70_ (¢70) ’81/27 _%> |0-7> + R+%77‘(‘(¢7 0) |Sl/27 +%> ‘ﬂ-> (65)

that contains the amplitudes R+%7g+, R—&—%,o* (¢,0) and R_%m(d), ) of the scattered 393 nm
Raman photon. The states |[07), |07) and |7) describe the 393nm photon emitted on the o
and 7 decay channels. For emission perpendicular to the magnetic field, the o decays translate
into vertically polarized photons while the 7 decay is seen as a horizontally polarized photon. A
polarization filter set up to transmit horizontally polarized photons removes the ¢ components.

Thus only the photon amplitude of the state

[fa) = R_1(6,0)[S12, —3) [H) = Ra(¢,0) S1/2, —3) [H) (6.6)

is transmitted through the polarization filter and detected.

The Raman amplitude Ry (¢, 8) of the 393 nm photon in this state depends on the phase ¢ of the
superposition and the polarization angle 0 of the laser. These two phases set the relative phase
of the involved scattering amplitudes that interfere with each other depending on the relative
phase of the prepared superposition. In the wave packet Py(t) = |R(t)|* of the scattered
photon, the interference is observed as quantum beats with a period 7 that corresponds to the
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6. The spectrum of single Raman photons

time evolution of the phase ¢ = ¢+ 2wt of the initial superposition due to Larmor precession
with the frequency v of the energy splitting [19]. The initial phase ¢¢ of the superposition and
the polarization angle 8 of the laser thereby give the initial phase of the quantum beat. It should
be noted that in general, the amplitudes A_ 1 (¢, 0) respective R 1 m(d), 6) can not be calculated
independently from each other for both absorption paths as formulated in [19.,/56] (for details
see the comparison of the A- and V-scheme in Sections and due to the coupling of
both initial states to the respective other state via the excited state. This coupling is neglected
if each absorption path is calculated independently from each other. However, for small Rabi
frequencies the error becomes small and can be neglected. For larger Rabi frequencies, that are
needed to observe a significant effect on the photon spectrum, the coupling cannot be neglected
and the absorption has to be calculated taking all involved states into account.

To generate 393 nm photons with the A-scheme, the magnetic field is rotated in direction of
the 90° and 270° view port what enables optical pumping with the 397 nm laser. The phase
¢ of the initial superposition is set by adjusting the phase ¢ of the second 729 nm pulse that
transfers population into the |D3 /25 —%} state (the pulse sequence is presented in Section .
I generate photons with two different parameter sets. In the first set, the phase of the second
729nm pulse is set to ¢ € {81°,171°,261°,351°} and I apply an 854 nm pulse with an average
Rabi frequency Qgsq4 = (27) 45.3(1)MH2E| and detuning Agsam = —5MHz with respect to
the 854 nm line center. In the second parameter set, the phase of the second 729 nm pulse
is set to ¢ € {15°,105°,195°285°}. The 854nm laser was applied with a Rabi frequency
Q854 = (27)30.74(8) MHz and a detuning Agss, = 0MHz with respect to the 854nm line
center.

The emitted 393 nm photons are collected perpendicular to the magnetic field. A polarization
setup adjusted to transmit horizontal polarization selects photons emitted on the 7 transitions.
Photons that are scattered on the o transitions are removed by the polarization projection.
The transmitted photons are coupled into a single mode fiber and sent to the analysis cavity
setup. A small fraction of the beam is cut out with a D-shaped mirror, coupled into a multi
mode fiber and detected directly to measure the wave packet. From a fit to the wave packet 1
determine the phase offset of the initial superposition state.

For both parameter sets the photon spectrum and wave packet shows a significant dependence
on the phase of the initial superposition (see Figure . For the first parameter set (a,b)
and a superposition state created with a phase ¢ = 171°, the largest fraction of the wave
packet is emitted in the first 50 ns. In contrast to this, the wave packet of the photon generated
from the superposition state created with ¢ = 351° is “delayed” by approximately 25 ns. This
delay is caused by the periodical enhancement and suppression of the excitation rate caused by
the quantum interference of both scattering amplitudes [56]. Because the duration of all wave
packets is shorter than the Larmor period of 104 ns the periodical enhancement and suppression

"To translate the Rabi frequency in the model to the Rabi frequency as seen by the individual transitions,
the laser polarization and direction as well as the Clebsch Gordan coefficients have to be taken into account. As
example the Rabi frequency seen by the [Ds /5, —2) — [P3/2, —3) transition is Q; = %9854 = (2m) 20.26(4) MHz.
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Figure 6.13.: Spectra (a,c) and wave packets (b,d) of photons generated in a A-type sys-
tem for different phases of the initial superposition. Additional, I show model curves for a
system that is prepared in either of the initial Zeeman levels or a mixed initial state. (a,b):
Qg54 = (2m) 45.3(1) MHz, Agsy = —5MHz; (c,d): Qgs54 = (27) 30.74(8) MHz, Ags4 = 0 MHz.
The ideal and emitted spectra as well as measurement parameters are listed in Appendix

of the excitation rate is not visible as oscillation but a shifted maximum of the wave packet. In
the spectrum the emission into certain frequency modes is enhanced or suppressed. Compared
to the spectrum of a mixed state, the spectra of photons generated from the superposition
states created with the phases ¢ = 171° or ¢ = 261° have a stronger left peak and a weaker
right peak. For the other two phases, the right peak is stronger. For frequency modes in these
peaks, the scattering amplitudes interfere constructively or destructively. This interference
leads to the different height of both peaks, depending on the phase of the initial superposition.

Due to the smaller Rabi frequency in the second parameter set, the wave packet becomes
longer. Nevertheless, the wave packet is still to short to cover more than one period of the
quantum beat modulation and the wave packets look similar to the wave packets measured
in the first parameter set. The spectra are narrower due to the smaller Rabi frequency and
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6. The spectrum of single Raman photons

shifted accordingly to the different laser detuning. For this parameter set, the spectra of
photons created from the ¢ = 15° and ¢ = 105 ° superposition have two well separated peaks.
These peaks are located at the expected position of the spectrum of both individual scattering
paths. Compared to the mixed state, the hole between both peaks is deeper. At the central
frequency modes, both scattering paths interfere destructively and the emission is suppressed.
For the other two phases a constructive interference happens at the central frequency modes.
The result is a plateau (¢ = 195°) or a single deformed peak (¢ = 285°) in the spectrum.

In all cases, the model curves are in a good agreement with the measured spectra. This confirms
that for interference in the absorption process, the two scattering amplitudes out of the initial
superposition cannot be calculated separately, but have to be calculated in a single system.
This is a fundamental difference to the interference in the emission process which is discussed

in the next section.

6.2.4. Quantum interference in the emission process

If two indistinguishable scattering paths end in the same final state, quantum interference
occurs in the emission process. The scheme is called V-scheme after the appearance of the two
atomic transitions that emit the interfering photons. As the the interference in the absorption
process, the interference in the emission process was previously studied on the basis of the wave
packet of 393nm photon generated with a 4°Ca™ ion [19,/56], where the interference leads to a
modulation in the wave packet. However, compared to the A-scheme a fundamentally different
interference mechanism causes the modulation. For the interference in the emission process,
the modulation is caused by a time dependent emission pattern. Here I show, that this time
dependent emission patterns also affects the spectrum of the photon.

To study the interference in emission, I prepare the “°Ca® ion in the initial superposition

Y 1,
i) = 5 \D5/27+%> + §e¢ D5 /2, —%> (6.7)

— P3/2

/ N

— S1/2

Figure 6.14.: V-scheme that shows quantum interference in the emission process. Colored
arrows indicate wanted transition. Gray arrows show unwanted 393 nm decay channels that are
filtered out with a polarization projection. Additional channels introduced due to the 854 nm
decay are not shown.
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in the D5/, manifold (see Figure . The imbalance in the superposition compensates the
additional 393 nm decay channel out of the |P3/s, +%) level. The initial state is excited with
a linearly polarized 854nm laser on quantization axis, analog to the A-scheme. This laser
drives two independent scattering paths from the initial superposition |i) into the same final
1S1/2, —%> level. As the scattering paths are independent from each other they are described
in a three level system ﬂ In each of these three level systems a Raman photon is created
with the temporal and spectral Raman amplitude R(Ags4,2854). The Raman amplitude in
the “left” part of the scheme is connected to a 393 nm photon emitted on a o~ transition,
while the amplitude in the “right” part is connected to a 393nm photon emitted on a o™
transition. If these photons are observed perpendicular to the quantization axis both photons
are seen as vertically polarized photons and therefore indistinguishable. In this case both
scattering amplitudes add coherently and interfere with each other. At the same time, the
photon emitted on the |P3/s, —i—%) to [Sy /2, +%> 7 transition is seen as horizontally polarized
photon and is filtered out with a polarization filter. Thus only photons with the joint scattering
amplitude

Ry (Agsa, Vs51) = Ryt (Assa, Qssa) + €2 R, - (Agsa, Vssa) (6.8)

are transmitted through the polarization filter. In this amplitude the components R+ (Ags4, Qs54)
and R, (Asgs4, 2s54) describe the scattering amplitude from the initial |Ds s, +%> respective
D52, —2) Zeeman level into the final S1/2, —3) state. Due to the second, removed 393 nm
decay channel out of the |P3 /25 +%> state, the imbalance from the initial state disappears in
the joint scattering amplitude. Depending on the phase ¢ of the initial superposition and the
polarization phase 0 of the 854 nm laser, the scattering amplitudes of both o transitions inter-
fere constructively or destructively. As for the A-scheme the quantum interference is observed
in the wave packet Py (t) = |Ry(t)|? as modulation with a time period caused by the Larmor
precession of the superposition in the initial states.

I generate 393 nm photons with the same pulse sequence as for the A-scheme but project the
emitted 393 nm photons to vertical polarization. This polarization projection removes the
unwanted 7-decay out of the [P3/s, —|—%> state so that both indistinguishable og-decay channels,
which are observed as vertical polarization, remain. I generate photons with two different
settings of the 854 nm excitation laser. In both cases the laser has a Rabi frequency g4 m =
(2m) 30.55(9) MHz and is applied on resonance (Ags4 m = 0 MHz) of the 854 nm line center. For
the first set I apply a vertically polarized 854 nm laser. In the second set, I apply a horizontally
polarized 854 nm laser. For each setting I prepare four different initial superposition states by
changing the phase ¢ of the second 729 nm laser pulse. In the first parameter set, the 729 nm
pulse is applied with the phases ¢ € {10°, 100°, 190°, 280°}. In the second parameter set, the
729 nm pulse is applied with the phases ¢ € {175°, 265°, 355°, 85°}.

The measured wave packets show an oscillation with a period that matches the expected period
of 52.1 ns calculated from the frequency difference of both initial Zeeman levels (see Figure

81 neglect the coupling of both scattering paths via the |Ds /2, —%) level
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Figure 6.15.: Spectra and wave packets of photon created in a V-scheme with vertically (a,b)
or horizontally (c,d) polarized 854 nm excitation. Model curves for the different initial phases
and for a system prepared in one of the Zeeman levels or a mixed state are also shown for the
spectrum measurements. Excitation with: Qgssm = (27)30.55(9) MHz and Agssm = 0 MHz.
The ideal and emitted spectra, as well as detailed parameter are listed in Appendix @

(b,d)). Due to the higher frequency difference between both initial states compared to the A-
scheme, the wave packets covers more than one oscillation period. In both measurement sets, all
spectra show two peaks separated by approximately 20 MHz corresponding to the individual
scattering paths from the left and right part of the V-scheme (see Figure (a,c)). The
spectral overlap of both spectral components is small what results in a small difference between
individual spectra due to interfering spectral components. However, a significant difference is
found in both measurement set between individual spectra. The shape and population of
the spectrum changes depending on the phase of the initial superposition. This is caused by
the constructive or destructive interference of both spectral components, which leads to an
emission pattern that rotates around the quantization axis. As result, the emission into certain
solid angles is enhanced or suppressed for a short photon . Due to the fixed position of
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the photon collection optics perpendicular to the quantization axis this leads to the observed
modulation in the wave packets and the different shapes and population of the spectra. This
is a fundamental difference to the previously discussed A-scheme, where the photon generation
itself is enhanced and suppressed.

If one compares the spectra of the photons that were created with vertical respective horizontal
854 nm polarization one sees a difference between both measurement sets, even though similar
phases of the initial atomic superposition were prepared. The spectra of photons generated
with vertical 854 nm polarization have a narrow dip in between two asymmetric broad peaks
while the dip in the spectra of photons generated with horizontal polarization is broader and the
peaks are more symmetric. The same is found for the model spectrum of a photon generated
from a mixed state. This polarization dependence is not expected by the simple derivation
that leads to Equation because the coupling from both initial states to the |Dy /2 —%> level,
which causes this difference, was neglected. Also both initial states are coupled with each other
through this level. Due to this coupling additional interference effects occur, which affect the
spectrum. The twelve level model takes this coupling into account and describes the measured
data well. If the initial transition is excited with a small Rabi frequency, the coupling from
both states to the |Ds s, —%) level can be neglected and the difference vanishes. In this case also
the spectral overlap between both scattering paths becomes small so that almost no difference
in the measured spectra is expected.

An application of the quantum interference in emission is the generation of atom-photon en-
tanglement. Therefore, the initial state is changed to the superposition

1
V2

As the involved scattering paths are symmetric, a balanced superposition is prepared. Raman

i) (IDs /2, +5) + € D52, —3)) - (6.9)
scattering of a single photon from both initial states results in the final state

1

V2

In this state, the amplitudes of the Raman photons emitted on both decay channels are

£y = == (Re 0%} [Sy/0,+3) + €*e? R 07) 812, —3)) (6.10)

described by Ry and R_. As both decay channels end in a different atomic level, they
are distinguishable. However, if the ion is projected onto the atomic superposition states
l+) = % (131/27+%> + 151/27—%>) and |-) = % (’81/27+%> - 151/27—%» the final state is
seen as

1 o o
2) = 5 [(Balo®) + %R o)) [4) + (Ry [oF) = %R |o7)) |-)] - (6.11)
If the photon is collected in direction of the quantization axis and projected on a linear polar-
ization, both decay channels become indistinguishable and the amplitudes Ry and R_ interfere
with each other. This interference is observed as a correlation between the atomic superposition
and linear polarization that depends on the phase ¢ of the initial superposition, the polarization

phase 6 and the projection setting. For a monochromatic excitation, the correlation oscillates
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with the frequency difference of the initial and final states and is observed as modulation of the
wave packet. For a bichromatic excitation, however, the frequency components can be chosen
so that spectral components of the generated photon amplitude overlap which then lead to a
complete suppression of the emission of these components. This interference builds the basis
for the atom-photon entanglement scheme with a bichromatic excitation that I discuss detailed
in the following Chapter []] With this scheme I create an entangled atom-photon state with a
phase that is independent from the detection time of the photon.

6.3. Summary

In this chapter, I discussed the spectrum of Raman-scattered photons. The first part focused
on the spectral properties where I studied the position and spectral width of the generated
photons in dependence from the parameters of the laser excitation. I showed that the photon
spectrum becomes broader, if the Rabi frequency of the excitation laser is increased. If the
laser is detuned from resonance, for a fixed Rabi frequency, the spectrum becomes narrower.
It was shown, that for a Rabi frequency €2 < I' a photon is created with a spectrum much
narrower than the natural line width I' of the excited state. From a comparison of measured
spectral widths and durations of 393 nm and 854 nm photons, I concluded two central properties
of Raman scattered photons: The spectral width only depends on the Rabi frequency §2 and
the detuning A of the excitation laser as well as the total decay rate I' of the excited state.
In contrast to the spectral width, the duration of the wave packet is influenced by the decay
back into the initial state that elongates the wave packet. Furthermore, I measured the time-
bandwidth product of generated 393 nm and 854 nm photons. The values of 1.31(5) and 27(2)
for 393 nm respective 854nm photons confirm the influence of the branching ratio on the
scattered photon.

Finally, interference effects that affect the spectral shape and the wave packet of the photons
were discussed. Interference occurs in the absorption process if two initial states are coupled
to the same excited state, between scattering paths into the same final state, between two
scattering paths created by a bichromatic laser excitation, or due to the coupling of additional
levels to the excited state. In all cases the interference effects alters the photon spectrum as it
affects the photon wave packet. Due to the constructive and destructive interference of different
scattering amplitudes, the emission into different frequency modes of the scattered photon is
enhanced or suppressed.

For all measured spectra the developed model matches the measured data well. I assume small
differences in the polarization and laser parameters as reasons for deviations. Effects due to
the micro- or macro-motion of the ion in the trap are neglected or only covered rudimentary.
Nevertheless, the model describes all performed experiments and predicts results for further
experimental situations as for example the atom-photon entanglement generation in Chapter [7]
In this chapter, I apply the model to find optimized excitation parameters for the atom-photon

entanglement generation.
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7. Larmor-precession-free atom-photon
entanglement

A sender-based quantum repeater scheme requires the generation of atom-photon entanglement.
In this chapter, I present schemes to create atom-photon entanglement with a bichromatic
laser excitation. I create a 393 nm or 854 nm photon, which carries a polarization qubit that is
entangled with the state of the °Ca® ion encoded in two Zeeman levels. An external spectral
filter removes unwanted components from the created atom-photon state, which makes the
phase of the created state independent from the creation time of the photon. I compare
the created atom-photon entanglement with atom-photon entanglement that is created with
monochromatic excitation in schemes that were already presented in [57,59,60].

This chapter is organized as follows. In the first section I give a generalized overview on the
creation of atom-photon entanglement with monochromatic or bichromatic laser excitation.
The overview is focused on the relation between spectral components of the scattered photon
and the phase of the created atom-photon state. I show how photons with controlled spectral
components create an atom-photon state with a phase that is independent from the detection
time of the photon. In the next step I adapt the general overview to the experimental situation
for the 393 nm and the 854 nm atom-photon entanglement scheme. In the following two sections
I discuss the 393 nm respective 854 nm atom-photon entanglement created in the presented

schemes.
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Figure 7.1.: Schemes to create 393 nm (left) or 854 nm (right) atom photon entanglement.
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7.1. Atom-photon entanglement creation schemes

The atom-photon entanglement schemes implemented in this work create atom-photon entan-
glement by Raman scattering of a single photon, which takes place on a ot and o~ transition
into two different final states |1) and ||) that are Zeeman levels of the same atomic manifold
(see Figure [7.1). According to the final states |1) and [|), all quantities that are involved the
Raman scattering processes (Detuning A, Rabi frequency €2, decay rate I', ...) are labeled with
1 and J. The implemented schemes create an entangled atom-photon state of the form

0) = Ry [1)|o") + Ry 1) |o*) (7.1)

where |1) and ||) denote the Zeeman levels that encode the atomic qubit, while |oT) and |o+)
denote the created photonic polarization qubit. For collection of the photons in direction of
the quantization axis, the o decays translate into |R) or |L) circularly polarized photons. The
Raman amplitudes R+ and R| describe the Raman scattering of the single photon on the
transitions into the two states |1) and |]). They contain a constant relative phase offset ¢ that
is given by the experimental realization. This phase depends on the initial state, the phase of
the laser excitation and timings in the pulse sequence.

The Raman amplitudes Ry and R play the central role in this chapter, as they contain the
temporal and spectral information of the generated photon and by this define the generated
atom-photon state. I describe the Raman amplitudes with the models derived in Chapter
Because the scattering paths into the final atomic states ) and |]) are independent from
each other, I can describe the Raman scattering on both paths by two independent three
level systems. This is utilized for the following analytic derivation and comparison of the
monochromatic and bichromatic scheme. All simulations and model calculations, for example
to find optimal experimental parameters or to describe measured spectra, were performed with
the model for the twelve atomic states of the Sy /5, P3/5 and D5/ manifold of the 40Ca* ion.

Monochromatic laser excitation

For a monochromatic excitation, the temporal Raman amplitude R(t) of the scattered photon
becomes (see Section

Q,/I o e,
R(t) — %ff@(t) |:6—§t—1(5f+A+AAC)t B €_F2 t—1(§f—AAc)t:| . (72)

This amplitude depends on the parameters of the excitation laser (detuning A and Rabi fre-
quency ), the detuning d; of the final transition with respect to the chosen rotating frame,
the total decay rate I' of the excited state, the decay rate I'; on the transition into the final
state, the AC stark shift Aac and the decay rate x of the Raman component [25]. The AC

!The state | W) is expressed in a system that rotates with the energy difference of the states |o7) and |oV),
as the Raman amplitudes Ry and R contain only the phase evolution of the photon. In a frame rotating with
the frequency of the Raman transition, the generated state becomes |¥) = Rre 1t 1) |oT) + Rie 1t ||) |ot),
where het and fie| are the energy shifts of the states |o1) respectively |ot).
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Stark shift Ayc and the decay rate k depend on A, Q and I' (see Equation and Equation
. As all these parameters depend on the Zeeman levels of the involved atomic transitions
they are different for the scattering paths into the states |1) and |]). The normalization N
accounts for the population in the initial state of the Raman scattering process.

In the following, I consider a weak excitation 2 < T". In this case the AC stark shift becomes
Aac =~ 0 and can be neglected. Furthermore, one gets k£ < I' what means that the second part
of the sum decays much faster and can therefore be neglected, too. Thus the scattered photon
is described by the Raman amplitude

R(t) = \/Tjae 0 +A), (7.3)
This Raman amplitude contains two parts. The first part \/I'ya with the coefficient

Q 5
a=—0(t)e 2! 7.4
O (7.4)
describes the envelope of the photon wave packet. The second part e (0 +2) describes the
phase of the scattered photon, which depends on the detuning d7 of the final transition from the
rotating frame and the detuning A of the excitation laser with respect to the excited transition.

I put this Raman amplitude into equation [7.1] to obtain the joint atom-photon state

9(1)) = (y/Trage OFAD ) [oT) 4 /T aye ORI 1) o) (7.5)

that is detected at the time ¢. The phase of both components of this state depends on the
detection time ¢ of the photon and the frequencies 14+ = 61 + A4 respective v| = ¢ + A that
are given by the detunings d; and ¢ of the final transition from the chosen rotating frame and
the detunings A4 and A of the excitation laser from the excited transition. The amplitudes
v/Tray and /T ja; describe the envelopes of the photons created on both scattering paths.

If the condition |/Tyat| = [\/Tja;| is met, the created atom photon state

[W()) = \/Tyag (e7CFAD ) o) 4 e0eTI0FADE 1) o) (7.6)

is maximally entangled. The time-dependent phases, however, lead to oscillations in the cor-
relation between atomic state and photon polarization, which result in a dependence of the
atom-photon entanglement on the detection time of the photon. The frequency |v| — v4| of
this oscillation corresponds to the frequency difference |v; — v¢|, where v; is the atomic Larmor
precession of a superposition in the initial sta‘mﬂ and vy is the atomic Larmor precession of a
superposition in the final states [) and []) (v¢). The phase offset ¢ is given by experimental
parameters and the relative phase between both Raman amplitudes. If you ignore the detection
time of the phot0nE| the phase information between both components is blurred and a mixed

atom-photon state is created.

2If the scheme starts from an energy eigenstate you get v; = 0.
3This corresponds to a sum over all possible detection times.
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In the case
VT:5T+AT:5$+A¢:V¢ (7.7)

the frequency difference becomes zero, the oscillation vanishes and the atom-photon state

W (1)) = e OFAVE (D [1) o) + €% /T ay (1) |04) (78)

is created, which has a phase that is independent from the detection time of the photon.
However, the necessary condition vy = v, formulated in Equation @ which means that the
spectra of the photons created on the 1 and | scattering paths overlap, is usually hard to
fulfill in the monochromatic scheme. The detunings 4+ and ¢, are given by the involved atomic
transitions while the detunings A4 and A cannot be chosen independently from each other,
for a single monochromatic laser that excites both scattering paths. As a consequence, the
case formulated in Equation [7.7]is usually not found in experiments and the phase of the atom-
photon state created with monochromatic laser excitation depends on the detection time of the
photon.

The situation changes if two laser beams are used. One laser beam excites the 1 branch, while
the second independent laser excites the | branch. In this case the detunings A4+ and A| can
be chosen independently from each other to satisfy the condition formulated in Equation [7.7]
Consequently, the detection time dependence of the phase in Equation vanishes. This is for
example the case for Ay = =4y and A| = —9;. However, a closer look reveals that this approach
poses two experimental challenges. The relative phase encode in the phase of {)+ and )| enters
the phase of the created state. Therefore, phase-stability between both laser beams driving the
1 and | branch is required, which poses the first challenge. The second challenge is to selectively
drive the 1 and | branch with the respective laser beam. In case of the 393 nm entanglement
scheme the excited transitions are a 0~ - and a o™ -transition (see Figure and a selective
excitation is possible with circularly polarized laser beams in direction of the quantization axis.
In case of the 854 nm entanglement scheme, only a single transition is excited that is part of
the 1 and | branch (see Figure . Therefore, it is not possible to selectively excite the 1
and | branch. Instead, the 1-laser also excites the | branch and vice versa. Consequently, four
scattering paths are created from whom two have the same frequency (condition in Equation
7.7). The other two scattering paths have different frequencies and can be removed by spectral
filtering.

Instead of two individual phase-stable laser beams that excite the same transition, a single
bichromatic laser beam can be used to ensure the required phase stability. The same can be
applied in the 393 nm scheme where the bichromatic laser beam excites both transitions. As in
the 854 scheme a spectral filter removes the unwanted frequency components. This approach
taken here, a bichromatic laser excitation together with a spectral filter, is presented in more
detail in the following.
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Bichromatic laser excitation

In case of a bichromatic laser excitation with the Rabi frequencies €1 and 25 no common
rotating frame can be found for both components. However, for small Rabi frequencies {2; and
Q9 the Raman amplitude R can be approximated by a sum of the Raman amplitudes R; and
Rs. These amplitudes treat both components of the bichromatic laser beam as independent,
phase-stable monochromatic laser beams. Together with the same approximations as for the
monochromatic case (212 < I', Apc ~ 0), the Raman amplitude of the photon scattered in
each branch becomes

R(t) = Ry(t) + Ra(t) = /T ye " (a1€_iA1t + a26_1A2t> : (7.9)

In analogy to the monochromatic case (see Equation [7.4]) the coefficients

and ay = —0O(t)e 2 (7.10)
describe the envelope of the wave packet. They depend on the Rabi frequencies €2y respectively
Q5 and the detunings A respectively As and describe the relative strengths of both scattering
paths created by the bichromatic laser excitation. By adjusting 1, 22, Ay and As the relative
strength can be controlled. I utilize this to compensate different decay rates I'y and I'| (see
Equation . In the following I will assume positive Rabi frequencies €27 and 5. This
corresponds to two frequency components with the same phase. For different phases you have
to replace Q1 — €10, and Qs — €92Qy what leads to an additional phase offset in the created
atom-photon state.

For the experimental implementation two special cases are relevant that allow to further
simplify the Raman amplitude. First, for symmetric detuning Ay = —Ay = A one finds
k1 = ko = k and N7 = Ny = N and the Raman amplitude becomes

i t 5 . .
R(t) = \/I‘fe_“sftejif)e_ﬂ (Qle_‘At + QQG—HAt) . (7.11)

In this case, the relative strength of both components is directly given by the ratio of the Rabi
frequencies €2; and €2y. This case is applied in the 854 nm atom-photon entanglement scheme.
Second, for equal Rabi frequencies 21 = €29 = 2 one finds

R(t) = \JT e (a1e7 801 4 ape141) (7.12)

with the coefficients ay = ar (2 = Q, Ag) that are only different due to the different detunings
Ag. Consequently, the relative strength in both components is only given by the detunings
A1 and As of both frequency components from the excited transition. This case of equal Rabi
frequencies €21 and €2 is applied in the 393 nm atom-photon entanglement scheme where one
additionally has A4; = —A |5 and Ay = —A | for the excited transitions in the 1 and | branch
what results in a4 = a2 respective apo = ayy .
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Figure 7.2.: Exemplary power spectrum of the four components of an atom-photon state
created with a bichromatic laser excitation that satisfies the conditions in Equation The
not overlapping spectral components carry the same (a) or different population (b). These
cases appear in the schemes that generate 393nm (a) respective 854 nm (b) photons (See the

measured spectra in Figure and Figure )

I put the Raman amplitude for a bichromatic laser excitation in Equation [7.9] into Equation
[7.1] to obtain the created atom-photon state

@) = /Ty ( +aze 72 I1) Jo)
+ /T e 0 ((uc*ﬂ“[ + agefiAut) 11) |o¥) .

This state contains four components, two from each scattering path that have the frequencies

(7.13)

, VT2:5T+AT27 V¢1:(5¢+AM, and V¢2:5¢+A¢2.
(7.14)
These frequencies correspond to the position of the spectral components of the generated photon
amplitudes. If the frequency components of the bichromatic laser field are chosen so that the

conditions
:(S¢+A¢2 =V|2 and = \/F‘LCLQ’ (715)

are satisfied, the created atom-photon state becomes

0 = anyfTre™ 0 (1107 4+ 1) 1o) (710

+ (aay/Tre ™= [1) o) +aryTie ™0 1) o).

In this state, the four spectral components form two parts: The first part ( and purple)
contains the photon amplitudes where the spectral components have the same frequency (v41 =
V|2, see Figure . The second part (blue and red) contains the photon amplitudes where
the spectral components have different frequencies (149, v1, see Figure . Because the two
photon amplitude components in the first part have the same frequency, the phase of this part
is independent from the detection time of the photon. In the second part, the frequencies
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are different and the phase of this part depends on the detection time of the photon, as for
the monochromatic case (cf. Equation . If additionally to the condition in Equation
the condition a./I"| = az/T’t is met (see Figure (a)), the generated state is maximally
entangled, if one takes the detection time of the photon into account. This is analog to the
monochromatic case. In contrast to the monochromatic case, a partially entangled state is
created, if the detection time of the photon is ignored. In this case, the phase information
in the detection time dependent part (blue and red) is lost, which reduces the entanglement
of the created atom-photon state. Then, the relative population between the detection time
independent part ( and purple) and the detection time dependent part determines the
amount of entanglement in the generated atom-photon state. If one is able to remove the
detection time dependent part from the generated state one creates a maximal entangled atom
photon state, that is independent from the detection time of the photon.

As the photon amplitudes of the detection time independent part are linked to overlapping
spectral components, which are separated from the spectral components of the time dependent
part, the time dependent part can be removed with a spectral filter that is set to the frequency
v41 = v)9. For photons transmitted through this spectral filter, the generated atom photon

state becomes [ .

V2

This is a maximal entangled state that is independent from the detection time of the pho-

@) (1) o) + W) 10%)) (7.17)

ton. The constant phase offset ¢ in this state depends on the phase between the frequency
components of the bichromatic laser beam and the experimental realization.

In the following sections I adapt the above derivation to the 393 nm and the 854 nm atom-photon
entanglement schemes. Afterwards, I characterize the generated atom-photon entanglement for
the monochromatic and the bichromatic schemes. In case of the bichromatic scheme the atom-
photon state created with and without spectral filtering is compared. With this I show how
the spectral filter acts as quantum eraser [94] that increases the entanglement of the generated

state.

7.1.1. The 393 nm entanglement creation schemes

To create 393nm atom-photon entanglement I prepare the ion in a superposition of the
D52, —l—%) and D5 s, —g) Zeeman levels. A vertically polarized 854 nm laser, perpendicular to
the magnetic field, excites the prepared initial superposition into the |P3 s, +%) and |P3 /s, —%)
Zeeman levels. By emitting a 393nm Raman photon the ion returns into the |S; /s, +%) and
1S1/2, —%> state. The polarization of the 393 nm Raman photon created in this process is en-
tangled with the atomic state in the Zeeman levels of the S;/; ground state. I collect the
created 393nm photon in direction of the magnetic field, thus the photons scattered on the

4The atom-photon state corresponds to the case, that a photon was detected. The amplitude of the compo-
nents that are reflected at the cavity have been separated off. The same is done throughout the whole discussion
with atom-photon amplitudes created by a decay into other atomic states (e.g. D3/2).
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o transitions are circularly polarized and I get the following mapping for the involved atomic

and polarization states:
1) = 1S1j2,+3) = +3) s ) = [S1/2,—3) =|=3), loF) = L), and [07) = |R). (7.18)

Monochromatic laser excitation

I set the detuning of the monochromatic 854 nm laser to the line center of the 854 nm transition
(A = 0). This results in the detunings

AT =A-— (gpmpT — gDmDT),uBB = +4upB and AJ, = —upbB (719)

on the individual excited 854 nm transitions, using gp = g, gp = % and the magnetic quantum
numbers mpy = +%, mp| = —%, mpy = —I—g and mp) = —%. Because the detunings fulfill the
condition Ay = —A| the envelopes of the wave packets of both scattering paths (see Equation
are the same and therefore a constant common factor that is not written down in the
further analysis. With the frequency shifts

o = (gpmpr — gsmst)upB = +upB and 5, = —upB (7.20)

of the 393nm transitions, where g5 = 2, mgy = +% and mg; = —%, and the 854nm laser
detunings Ay and A I calculate the frequencies

vy = +2upB = +8 MHz and v, = —2ugB = —8 MHz (7.21)

of both components of the scattered 393 nm photon. With theses frequencies, the joint atom-
photon state detected at a time t becomes

[O(t)) = = [e72mB [41) L) + 2P0 | ) |R)] (7.22)

V2
The phase of this state depends on the detection time ¢ of the 393 nm photon, with a constant
phase offset ¢ given by the experimental realization that contains the phase of the prepared
initial superposition, the phase of the 854nm laser and timings in the experimental pulse
sequence. The frequency vy = 4upB of the oscillation in the correlation between the atomic
state and photon polarization corresponds to the frequency difference of the Larmor precession
in the [Dj/s,+5) and |Dg/9, —3) Zeeman levels (vp = 6upB) and the Larmor precession in the
S1/2,+%) and Sy 2, —3) Zeeman levels (vs = 2upB).

I show this monochromatic scheme in Figure [7.3] where horizontal lines indicate the energy
shifts of involved levels in units of ugB, here 4 MHz. Additionally, I show the measured
spectrum of photons scattered from a mixed initial state in the ]D5/2,—|—%) and |Ds /2,—%>
Zeeman level (without any state or polarization projection). The 854 nm laser is applied with
the excitation parameters I use for the monochromatic atom-photon entanglement generation
presented in Section Therefore, the measured spectrum is the same as the spectrum of
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Figure 7.3.: Scheme to create 393 nm atom-photon entanglement with a monochromatic laser
and spectrum of the created 393 nm photon (from a mixed initial state). Excitation parameter:
T = 2ps, Qgsa = (27) 9.88(1) MHz, Agss = 0MHz (0 — 0 horizontal line). The inset contains
the ideal spectrum (without sidebands and measurement apparatus) that is emitted on both
scattering paths from a balanced superposition state. The arrow indicates the position of the
filter cavity during the entanglement measurement in Section

photons created during the atom-photon-entanglement scheme (except for the imbalance).
The photon spectrum has two peaks at =8 MHz that correspond to the frequencies v4+ and v} .
The different height of both components is an artifact from the initial state prepared in the
spectrum measurement. Because the spectrum was measured without any optical pumping
(pulse sequence see Section the initial state is imbalanced towards the [Ds s, —%) Zeeman
level. In the atom-photon entanglement scheme presented in Section[7.2.1|the state preparation
includes optical pumping so that a balanced initial superposition is created.

The shift of both spectral components with respect to the 393 nm line center can be found
in the following way in the depicted level scheme. The initial |Dy /2 —g> level has an energy
shift of —3upB. The 854nm laser (resonant with the line center of the 854 nm transition)
excites this state to a virtual level with an energy shift of —3ugB. This virtual level lies
below the [Py, —32) state, which is shifted by —2ugB. The distance of the virtual level to
the [P3s, —%} state corresponds to the detuning A| = —upB of the 854nm laser from the
D52, —3) to P32, —3) transition. From the virtual level, the ion decays into the 1S1/2, —3)
state. Because the virtual level has an energy shift of —3ug B and the final level has an energy
shift of —ugB, the frequency of the photon is shifted by —2upB compared to the 393 nm
line center. The scattering path out of the |Dj /2,+%> is mirror inverted what leads to the
shift of +2upB compared to the 393 nm line center. The additional small shift visible in the
spectrum is caused by the AC stark shift of the excited level (Axc, | ~ —0.26 MHz respective
Apc,+ = +0.26 MHz, calculated with Equation Details see Section that is neglected
in the simplified calculation. Additional features in the measured spectrum are identified as
radial sidebands (£3.7 MHz from the carrier) and micromotion sidebands (+24 MHz from the

carrier).

131



7. Larmor-precession-free atom-photon entanglement

Bichromatic laser excitation

The frequency components of the bichromatic laser beam are calculated from the frequency
shifts of the involved atomic transitions. I calculate the detunings A; = —2upB and Ay =
+2upB of the bichromatic frequency components. Together with the frequency shifts of the
854 nm transitions and the frequency shifts of the 393 nm transitions I get the positions

v = —4upB, ) Vg =0, and vro = +4upB. (7.23)

of the spectral components of the generated 393 nm photon (see Figure (a)). Because the
system is symmetric, I set the same Rabi frequencies €21 and €25 for both frequency components
of the bichromatic 854 nm laser. Due to the symmetry of the scheme (I'y = 'y, Ay = —A)s
and Asg = —A|;) one can summarize all parts that describe the envelope in two coefficients
a =T41ay =T a2 and B =TI'vaqe =I'|ay; (see paragraphs around Equationand Equation
. Altogether one gets the generated atom-photon state

i ] —4i 1 i 4ipg B 1
|T(t)) = o ( + €11 \R>) + 8 (e Aiup Bt [+3) L) + 92 HHinn Bt =5 R>> , (7.24)

where the constant offset phases ¢; and ¢2 depend on the experimental realization (initial
superposition, bichromatic phase, experimental timings). The phase of the first part (

and purple) that is formed by the spectral components that overlap at the line center of the
393 nm transition is independent from the detection time of the photon. The second part
(blue and red) has a phase that depends on the detection time of the photon. This part
is formed by outer spectral components at the frequencies v4o and v};. I remove the outer
spectral components with a spectral filter that is set to the frequency of the overlapping spectral
components (v41 = v3) . This spectral filter transmits only photons that form the first part
(yellow and purple) of the created atom photon state. Therefore, for photons transmitted
through the spectral filter the atom-photon state

1

V2

is created. This maximally entangled state is independent from the detection time of the

W) = —= (143 |L) + €t |-1) [R)) (7.25)

393 nm photon.

I show the bichromatic scheme in Figure [7.4] In analogy to the monochromatic scheme, hori-
zontal lines indicate the energy shifts of the involved levels in units of ugB, here 4 MHz. The
bichromatic laser creates virtual levels above and below the excited states in the P3/, manifold.
For comparison, I show the virtual state from the monochromatic case (light gray). From each
virtual level a decay path goes into the respective S/, Zeeman level. As it can be seen in the
scheme, the photon emitted from the virtual level above the |Pj3 /2 —%) state and the photon
emitted from the virtual level below the |P; /25 —i—%) state have the same frequency. The decays
from the other two virtual levels are shifted by the frequency difference of the bichromatic
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Figure 7.4.: Scheme to generate 393 nm atom photon entanglement with a bichromatic 854 nm
laser pulse (left) and spectrum of the created 393 nm photons (right). Excitation parameter:
T = 3ps, Q12 = (2m)5.56(1) MHz, A5 = £8.05 MHz. The inset contains the ideal spectrum
(without sidebands and measurement apparatus) that is emitted from a balanced superposition.

components. Additionally, the sketch shows that the first mentioned virtual levels are closer
to the respective P35 Zeeman level and therefore become stronger populated. Consequently,
the spectral components with the frequencies v+ and v|5 are stronger.

I measure the spectrum of photons created out of a mixed initial state with the bichromatic
854nm excitation that is used for the atom-photon entanglement scheme in Section [7.2.2]
Therefore, the photons created in the atom-photon entanglement scheme have the same spectral
shape as the measured spectrum (except for the imbalance). The photon spectrum has three
peaks that correspond to the frequency components created by the bichromatic laser excitation,
a large component at the 393 nm line center and two smaller components located at 16 MHz.
The spectral component at the line center corresponds to the overlapping scattering paths with
the frequencies 141 and vj3. The component at —16 MHz is located at the frequency vy;. The
component at +16 MHz is located at the frequency v42. The central peak has more than twice
the height of the outer spectral components. This is caused by the different distance of the
virtual levels from the excited P3/, Zeeman level. As for the monochromatic case, the measured
spectrum contains radial sidebands (at £3.7 MHz) and micromotion sidebands (at +24 MHz)

of each carrier.

7.1.2. The 854 nm entanglement creation schemes

Schemes to generate 854 nm atom-photon entanglement are a focus of further research in our
research group towards a quantum network. One reason for this is the availability of a quantum
frequency converter [60,/95] to convert the generated 854 nm photons to telecommunication
wavelengths. This is a requirement to distribute the created atom-photon entanglement over
large distances. Furthermore, the schemes create atom-photon entanglement at a higher rate

compared to the 393 nm atom-photon entanglement schemes.
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The scheme to generate 854 nm atom-photon entanglement [59] starts from a mixture in the
Si/2 ground state. A horizontally polarized 393 nm laser, perpendicular to the magnetic field
axis, selectively excites the 7 transitions into the [P35, +%> and |P3 s, —%} Zeeman levels. The
selective excitation of the 7 transitions is a crucial part of this scheme. From the excited
P35 levels, the ion decays into the D5/, manifold by emitting a 854 nm photon, back into the
Si/2 ground state or into the D3/, manifold. The decay into the D3/ manifold reduces the
efficiency of the scheme. Additionally it has to be taken into account in the state detection
scheme. Although the unwanted decay back into the S; /5 state happens more frequently than
the desired decay into the Dj/5 state, the continuous excitation of the ground state into the
P3/, state ensures, that finally the decay into the D5/, state happens. The 854nm decay out of

T, 7 or o~ transition. Photon collection

the P39, +3) and P32, —1) levels can happen on a o
along the quantization axis selects the photons emitted on the o-transitions. With this the
polarization of a detected 854 nm photon is entangled with the atomic state in the D55 Zeeman
levels. However, there are two possibilities for the generated atom-photon state. The 393 nm
laser excites both 7 transitions and therefore the 854 nm decay happens out of the |P3/s, +%>
and P39, —1) levels into four different Dj /2 levels. Thus the scheme can be divided into two
independent schemes that are distinguished post-selectively by atomic state detection. I call
the scheme involving the [P35, — %) level the “left” side and the scheme involving the [P35, +3)
level the “right” side. To generate 854 nm atom-photon entanglement only one side is needed
while the other side is considered a loss channel. Because both sides are mirror-inverted from
each other, all arguments for one side can be made analogously for the other side. Here, I
focus on the right side to compare the case of a monochromatic or bichromatic 393 nm laser
excitation. For this side I get the following mapping of the involved atomic and polarization
states [P}

1) = IDsjo, +3) = [+3), ) = Dsjo,—3) =1=3), lo*) = [R), and |o7) — [L). (7.26)

Monochromatic laser excitation

In the 854 nm entanglement scheme the same 393 nm transition is excited for both scattering
paths of the 854nm photon. Therefore, the detunings Ay and A are the same and the
frequency difference of both scattering paths is given by the frequency difference of both final
Zeeman levels. T use the individual 393nm and 854nm transitions between the [S; o, —I—%),
\P3/2,—|—%) and \D5/2,+%> state as reference for all detunings. For a monochromatic 393 nm

laser excitation, I get the frequencies
vy = Asg3 + gpuB and vy = Asg3 — gpuB (7.27)

of the scattered photons, where Asgg is the detuning of the 393 nm laser.

5Because the photons are collected anti parallel to the magnetic field the o decays translate into the orthog-
onal polarization compared to the 393 nm atom-photon entanglement schemes (see Equation .
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Figure 7.5.: Scheme to generate 854 nm atom-photon entanglement with a monochromatic
laser (left) and spectrum of the generated photons (right). Excitation parameter: 7 = 20 ps,
Q393 = (27)5.51(1) MHz, Aggs = —8.4MHz. The inset contains the ideal emitted spectrum
(without sidebands and measurement apparatus) in units of the D5/, state splitting.

I put the frequencies of the scattered photons in Equation to obtain the created imbalanced

atom-photon state
W(0) = /2T omsBl |4 8) L) 4 [T eomns P 1) R), (7.28)

where the phase ¢ depends on the experimental realization. The factors \/g and \/g, are
caused by the Clebsch-Gordan coefficients of the respective 854 nm decay channel. To obtain a
balanced state, half of the population in the [+3) |L) state has to be removed. Experimentally,
this can be done either by introducing a polarization dependent loss or by removing population
from the D5 /o, +3) level with an additional laser pulse ﬂ The latter method is chosen in the
experimental realization. The balancing changes the created atom-photon state to

U (1)) = % |etioompBl 4 2) |L) 4 eifeiomnBt |1y |R)] . (7.29)

As for the 393 nm monochromatic case, the phase of this state depends on the detection time
of the 854nm photon. The frequency of the oscillation in the correlation between photon
polarization and atomic superposition state is given by the frequency of the Larmor precession
of a superposition in the |[+3) and |—3) Zeeman level.

I show the atom-photon entanglement scheme in Figure Horizontal lines indicate frequency
shifts with respect to the m = +% Zeeman levels in units of the frequency splitting between two
D59 Zeeman levels (gpup B, here 4.8 MHz). The frequency difference between the frequencies
vt and v is only given by the frequency difference of the final D5/ Zeeman levels. I measure

5The detuning Asgs has no effect on the population because the same 393 nm transition is excited for both
scattering paths.
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the spectrum of photon generated in this scheme before the balancing operation is applied.
The measured spectrum of the 854 nm photons (see Figure right) shows the frequency
difference of 9.6 MHz between both spectral components (details on the spectrum measurement
see Section . Due to a detuning Aszgs = —8.4MHz of the 393 nm laser from the excited
1S1/2, +3) to P39, +3) transition, the spectra of the generated photons are red-shifted with
respect to the [Ps /s, —i—%} to |Ds /9, +%) transition. The different height and population of both
spectral components corresponds to the square of the Clebsch-Gordan coefficients of the decay
into the |Dj /25 +%> and |Dy /25 —%> Zeeman level, which were not compensated in the spectrum

measurement.

Bichromatic laser excitation

The frequency components of the bichromatic laser excitation are set to compensate the fre-
quency difference of both decay channels out of the |Pj /25 +%> state. Thus, the frequency
components have the detunings

Al = gDuBB and AQ = —gDuBB. (730)

A laser pulse with these detunings excites the ion into two virtual levels above and below the
|P3/9, +%) level. From the virtual levels the ion decays into the final [Djs 2, +3) and |Dg o, —3)
Zeeman level. Therefore, the frequencies of the spectral components become

Vo = —29puB DB, , Vo =0, and v =2gpppB.  (7.31)

Additionally, I compensate the different Clebsch-Goarden coefficients of the 854 nm decay chan-
nels. For the symmetric detunings A; = —As the relative strength of both scattering paths
only depends on the ratio of the Rabi frequencies €21 and 5 of both frequency components

(see Equation [7.11]). For a ratio
Q9 = V20 (7.32)

the spectrally overlapping components become equally strong. Thus this ratio is chosen. The
atom-photon state that is created with the discussed settings of the bichromatic laser compo-

nents is

) =C| +e91V2|-1) R)

i +2igpupBt | 3 by i Bt 1 (7.33)
+ 2ei02etHIDInBE |1 3) L) 4 o109 —RopmnBl| 1) R))

where C contains the normalization and the temporal envelope of the scattered photon.
The created state has a part that does not depend on the detection time of the photon (
and purple) and a part that depends on the detection time of the photon (blue and red). As a
result of the Rabi frequencies Qo = /20, the detection-time-independent part is balanced. In
the detection-time-dependent part, the imbalance between both components is increased due
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Figure 7.6.: Scheme to generate 854 nm atom-photon entanglement with a bichromatic 393 nm
laser (left) and spectrum of the generated photon (right). Excitation parameter: 7 = 3ps,
O ~ (2m)2.5MHz, Qp ~ (27)3.7MHz, A5 = +4.087 MHz. The inset contains the ideal
emitted spectrum (without sidebands and measurement apparatus) in units of the Dy /2 state

splitting.

to the different Rabi frequencies (compared to the monochromatic scheme). The phases ¢1, ¢o
and ¢3 between the individual components depend on the experimental realization. The time
dependent part can be removed with a spectral filter that is set to the [P, +%> to |Ds 9, +%>
transition. This filter transmits only photons linked to the detection-time-independent part
of the atom-photon state. Thus the atom-photon state for photons transmitted through the

cavity becomes

170 3 |
) = 5 [+ 11+ =5 ). (7:34)

I show the bichromatic scheme in Figure As for the monochromatic case I indicate fre-
quency shifts with respect to the m = +% Zeeman levels in units of the frequency splitting
between two D5/, Zeeman levels (gpup B, here 4.8 MHz). This enables one to read the frequen-
cies in Equation [7.31]directly from the depicted scheme. Due to the chosen detunings A; = —As
the frequencies 41 and v are equal. As a result the corresponding spectral components are
located at the same frequency. The photon spectrum (see Figure right) shows this overlap
at the frequency of the [P /s, +3) to D52, +3) transition. The outer two spectral components
correspond to the components of the frequencies vy9 (at —9.6 MHz) and vy (at +9.6 MHz).
Additionally, the spectral components at the frequency of the |Pj3 /2 +%> to |Dj /2,+%> tran-
sition carry the same population, while the spectral component at 49 = —9.6 MHz and at
v;1 = +9.6 MHz) carries twice respectively half the population. This is a consequence of
the chosen Rabi frequencies Qo = V20, (exact calibration see below) that compensate the
Clebsch-Gordan coefficients of the involved 854nm decay channels into the |Dj /s, +3) ( %)
and |Dj 5, —3) (%) Zeeman levels.
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Figure 7.7.: Calibration of the amplitudes of the bichromatic frequency components for the

bichromatic 854 nm atom-photon entanglement scheme.

To obtain an atom-photon state as in Equation [7.34] were the spectral overlapping components
are equally strong, I calibrate the amplitudes of the frequency components of the bichromatic
laser pulse. To balance the components of the created state, the lower virtual state has to be
more strongly populated, thus the amplitude of the red-detuned component has to be larger.
I set the amplitudes A; and A, of both radio frequency components that are applied to the
acousto-optic modulator that generates the bichromatic 393 nm laser pulse to the same value
(A7 = Ag). With the chosen amplitudes I obtain the Rabi frequencies Q1 = Qs =~ (27) 2.5 MHz.
For this value the spectral components are narrow and I expect well-separated spectral com-
ponents at the frequencies vy = v2, 49 and vy ﬂ I increase the amplitude of the second
frequency component (€24 oc Ay) and measure the population in the |Ds o, +%> and [Ds /5, —%)
Zeeman levels for each photon that is transmitted through the analysis cavity. I set the analysis
cavity to the frequency of the central spectral components which corresponds to the frequency
of to the [P3/s, +3) to D5 /2, +3) transition (Agssy = 0 MHz in Figure right).

For an increasing Rabi frequency g, I find the atom more often in the |Ds o, —%> Zeeman
level and less often in the |Dj /2,+%> Zeeman level (see Figure . This is caused by a
redistribution of the population in the virtual levels below (created by €2) and above (created
by 1) the |P3/,, +3) state. Because the virtual level below the P32, +3) state becomes more
strongly populated, the components of the atom-photon state that are populated from this
virtual state becomes more populated. This are the spectral components wit the frequencies
vp2 and v)5. Consequently the spectral components with the frequencies v41 and v|; become less
populated. The cavity transmits only atom-photon amplitude with the spectral components
at the frequencies v|3 = 14 which results in the observed dependence of the atomic state
population from the ratio of the bichromatic amplitudes. For a ratio of 1.47 between the
amplitudes A; and A, the atom-photon amplitude of the spectral components at vj5 = 4
are equally strong. I attribute the deviation from /2 to the performance of the AOM and to

"The dependence of the Raman photon spectrum on the parameters of the excitation laser is discussed
detailed in Section
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parts of the atom-photon amplitude from the outer spectral components that is transmitted
through the cavity. Thus a value larger than /2 is required to get the same population in
both atomic states ﬁ I use the obtained ratio of both frequency components to generate the
atom-photon entanglement that is presented in Section The spectrum shown in Figure
[7.6] was measured with the same parameters, therefore the photons created in the atom-photon

entanglement scheme have the same spectrum.

7.2. 393 nm atom photon entanglement

7.2.1. Monochromatic excitation — spectral components of the created
atom-photon state

To analyze the spectral components of the atom-photon state in Equation that is created
with monochromatic laser excitation, I remove one of the spectral components with a spectral
filter. I prepare the ion in a superposition of the |Ds o, +%> and |Ds s, —%) Zeeman level. A
vertically polarized 854 nm laser (7 = 2 ps, Qgs4 = (27) 9.88(1) MHz, Agss = 0 MHz) scatters a
393 nm photon on the transitions into the [S; o, +%> and (S /o, —%> Zeeman levels, where the
polarization of the scattered 393 nm photon is entangled with the atomic state in the [S; /5, +3)
and Sy o, —%) Zeeman levels. The scattered 393nm photons are collected in direction of
the magnetic field and projected on different polarization. Most of the transmission of the
polarization setup is coupled into a single mode fiber and send to the analysis cavity setup for
spectral filtering. I set the spectral filter to Acay = —8.1 MHz from the 393 nm line center to
select photons scattered on the [Pj s, —3) to |S; /25 —1) transition (see Figure . A small
fraction of the projected photons is coupled into a multi mode fiber and detected directly to
detect unfiltered photons scattered on both 393 nm transitions.

I project the polarization of the generated photons on the six polarization |L), |R), |[H), |D),
|V) respectively |A) and the atomic state on the energy eigenbasis, and a rotating superposition
basis (details see Section . For each of the twelve projection settings I measure the wave
packet of the scattered photons for 80 - 10° sequence repetitions. A total number of 563 - 103
photons are detected directly. Behind the filter cavity 18 - 10 individual photon events are
detected.

If the photon is projected onto |R) polarization and the atom is projected on an energy eigen-
state (example see Figure (a,d)), the population is found almost exclusively in the [S o, —3)
state. If the atomic state is instead projected onto a superposition state, the atom is found
equally frequent in both mapped atomic superposition states if the photon is detected directly
(b) while the detector after the spectral filter only detects dark counts (e), because the |+3) |L)
component of the state is not transmitted through the filter. For projection onto linear polar-
ization and the atomic superposition basis the direct detected wave packet is modulated (c)
because the phase of the created atom-photon state depends on the detection time of the pho-

8The atom-photon amplitude from the outer spectral components that is transmitted through the cavity is
one of the limitations of the 854 nm scheme. Details are discussed later.
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Figure 7.8.: Wave packets of directly detected (a-c) or spectrally filtered (d-f) photons for
monochromatic excitation conditioned on the result of the atomic state projection. The wave
packets without atomic state projection are shown in gray. The polarization projection is set
to |R) (a,d), |L) (b,e) or |A) (c,f). The atom is projected onto the energy eigenbasis (a,d) or

the rotating superposition basis (b,c,e,f).

ton. As only the |—3) |R) component of the state is transmitted through the spectral filter, no
modulation is found for the cavity filtered photons. Instead the atom is found equally frequent
in both superposition states for all photon detection times (f).

From all modulated wave packets (linear polarization and atomic superposition) I determine
the average frequency v = 16.37(9) MHz of the modulation. This frequency corresponds to
the frequency separation of the peaks in the spectrum of the created photons (see Figure .
Together with an offset, this frequency determines the phase of the atom-photon state that is
detected at a time t. With the frequency v I sort the photons into phase bins according to their
detection time. These phase bins correspond to the projection onto an atomic superposition
state with the respective phase (details see Section . The obtained phase histogram
provides the estimated probabilities for the projection onto the atomic superposition states.
The estimated probabilities for the projection onto the atomic energy eigenstates are obtained
from all photon events in the respective wave packet.

I reconstruct the density matrix of the generated atom-photon state, from the estimated prob-
abilities from all twelve projection settings (see Figure . In case of the direct detected
photons an entangled atom-photon state with high purity is created. I calculate an over-
lap fidelity of F = 0.893(2) (F. = 0.916(2)) with respect to the maximal entangled state
|0) = %(H—%, L) — |-3,R)). The values in brackets are for background corrected data. The
generated atom-photon state has a purity of P = 0.809(4) (P. = 0.850(4)). Both values, the
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Figure 7.9.: Reconstructed density matrices of the generated atom-photon state for a
monochromatic 854 nm laser excitation. (a) Unfiltered photons. (b) Photons filtered by a
cavity set to the left spectral component of the emitted photons. Numeric values are listed in

Appendix and Appendix

fidelity and purity are a slight improvement compared to previous work . Additionally,
I calculate the Bell parameter S = 2.37(1) (S, = 2.45(1)) and the concurrence C = 0.783(5)
(C. = 0.836(4)) from the reconstructed density matrix.

The cavity destroys the entanglement of this atom-photon state by removing the |¥) = ]—I—%, L)
component from the emitted atom-photon state because only photons emitted on the |P5 /25 —%)
to [Sy /25 —%} transition are transmitted through the cavity. Consequently, only the component
|¥) = |—3,R) of the created atom-photon state is transmitted through the cavity and the
system is found almost excursively in the state |[¥) = |—1 R). With respect to this state,
the fidelity of the generated atom-photon state is F = 0.80(1) (F. = 0.91(1)) for a purity of
P =0.67(2) (P. =0.85(2)).
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The comparison of both atom-photon states shows, that both parts of the atom-photon state
are linked to individual spectral components of the scattered photon. The frequency difference
between both spectral components causes the detection time dependence of the phase of the
state. For direct detected photons, the frequency information is erased and both scattering
paths are only distinguishable by the polarization of the created photon. As result entanglement
is created between the 393nm photon polarization and the electronic state of the *°Ca* ion,
if the detection time of the photon is taken into account. If the spectral information is taken
into account, both paths become distinguishable and no entanglement is created.

7.2.2. Bichromatic excitation — atom-photon entanglement with a detection time
independent phase

To create an atom-photon state as in Equation with a phase that is independent from
the detection time of the 393nm photon, I excite the superposition that is prepared in the
|D5 /2,+%> and |Ds /9, —2) Zeeman level with a bichromatic laser with the Rabi frequencies
Q) = Q9 = (27)5.56(1) MHz (7 = 3ps). I set the frequency components to the detunings
A; = +8.05MHz and Ay = —8.05 MHz from the 854 nm line center. For the applied Rabi
frequencies, these detunings lead to the best atom-photon entanglement in simulations with
the model from Chapter 5 The experimental setup is the same as for the monochromatic case.
I set the analysis cavity on resonance with the 393 nm line center (Asgs = 0 MHz, see Figure
[7.4). 1 project the polarization of the generated photons on six polarization |L), |R), |H), [D),
|[V) and |A). If a photon was detected, the atomic state is projected on the energy eigenstates or
two superposition bases (detail see Section [4.6.2). For each of the eighteen projection settings
I measure the created photon wave packet for 60 - 10 sequence repetitions. I obtain 638 - 103
directly detected photons and 27 - 103 spectrally filtered photons.

The wave packets of the directly detected photons (example in Figure a-c) show a mod-
ulation caused by the bichromatic laser beam. The bichromatic laser beam can be seen as an
amplitude modulated monochromatic beam. This amplitude modulation is imprinted on the
wave packet. Consequently, no photons are detected at times, where the modulation crosses
0. This is the case for example at ¢t ~ 410ns. Depending on the atomic state projection, the
measured wave packet changes the shape. In case of a projection onto the energy eigenbasis
(a) both wave packets have the same form. For projection onto the atomic X-basis (b) the
wave packets are phase shifted with respect to each other, but the modulation is the same for
both projection results. In case of projection onto the atomic Y-basis (c) the wave packets
are differently modulated. The wave packet that is conditioned on the detection of the atomic
superposition |—i) contains less detection events and is modulated with twice the frequency
compared to the other wave packets. For this combination of state projections (|A) and |—i)),
the detection time independent parts from Equation interfere destructively. The frequency
difference of the remaining components corresponds to the difference of the outer two spectral
components in Figure This frequency is twice the frequency difference of the components of
the bichromatic laser excitation what leads to the observed modulation. For a projection onto
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Figure 7.10.: Wave packets of the atom-photon state generated with a bichromatic laser pulse
for unfiltered photons (a-c) or spectrally filtered photons (d-f) conditioned on the atomic state
projection. The wave packets without atomic state projection are shown in gray. The photon

is projected to |A) polarization in all cases.

the perpendicular atomic state |+i) the spectral overlapping components interfere construc-
tively and the wave packet contains the population that is “missing” in the |—i) wave packet
and thus contains more detection events than the other wave packets. The constructive and
destructive interference happens between the overlapping spectral components in the central
peak. These components are transmitted through the spectral filter, while the non interfer-
ing components are removed. As result the wave packet of the |—i) projection (Figure
(f)) is completely suppressed and the wave packet of the |+i) projection contains all photons
transmitted through the cavity (for a projection on |A)). For the other atomic bases (d,e),
both wave packets contain the same population. As a further effect, the cavity elongates the
wave packet and blurs the creation time of the photon. Due to this, the modulation of the
bichromatic laser beam is no longer visible.

I integrate the photon wave packets to get the number of photon events for each of the 36
state projections. From the obtained photon events I calculate the estimated probabilities
for all projections. With the estimated probabilities I reconstruct the density matrix of the
atom-photon state that is created for direct detected or cavity filtered photons (see Figure
. In case of the direct detected photons a partially entangled state is created what can be
seen in the reduced coherences of the reconstructed density matrix. The direct detected state
contains two components linked to the outer spectral components which have a detection time
dependent phase. If one integrates over all possible detection times, the phase information
of these components is lost. As consequence these components give a mixed contribution to
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Figure 7.11.: Reconstructed density matrix of the created atom-photon state for a bichromatic
laser excitation. (a) Directly detected photons. (b) Spectrally filtered photons by a cavity set
to the central spectral component. Numeric values are listed in Appendix and Appendix

the created atom-photon state. The spectral filtering removes the outer spectral components
and by this the mixed contribution to the generated state. Only detection time independent
parts remain and the created atom-photon state is maximally entangled what results in the
increased modulus of the coherences in the reconstructed density matrix of the cavity filtered
atom-photon state. The comparison of both created states shows the influence of the spectral
components on the created atom-photon state. Furthermore, it shows how the spectral filter
acts as a quantum eraser, that increases the entanglement of the created state.

For both atom-photon states I calculate the fidelity with respect to the maximal entangle
state |¥) = %(|+%,L> — |-3,R)), the purity, the concurrence and the Bell parameter. The
obtained values with and without background correction are listed in Table The calculated
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Table 7.1.: Properties of the 393 nm atom-photon states generated with a bichromatic laser

excitation and direct detection or filtered photons.

cavity filtered unfiltered
Background uncorrected corrected uncorrected corrected
Fidelity F 0.820(5) 0.957(3) 0.732(1) 0.763(1)
Purity P 0.686(8) 0.929(5) 0.586(1) 0.632(1)
Concurrence C 0.64(1) 0.924(6) 0.467(3) 0.531(3)
Bell parameter & 2.14(4) 2.66(3) 1.54(1) 1.64(1)

properties of the generated state confirm the observation made with the reconstructed density
matrix. The large difference between the values of the cavity filtered photons obtained with
and without background correction is caused by the small signal to noise ratio due to the small
efficiency of the setup. Additional to this experimental limitation, a more fundamental limit
is given by the decay back into the Dj/5 state on the 854 nm transition. The influence of this
decay on the created state is discussed in the next section.

To compare the detection time dependence of the 393 nm atom-photon states generated with
the monochromatic scheme and the bichromatic scheme, I infer the phase of the generated
atom-photon state directly from the wave packets. The obtained phases of the three generated
entangled states are shown in Figure[7.12] together with model curves. For the monochromatic
scheme, the phase depends linear on the detection time of the photon. In case of the atom-
photon state, which was created with a bichromatic 854 nm pulse and whose photons are not
spectral filtered, the phase of the generated state also depends on the detection time of the
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Figure 7.12.: (a) Phase of the atom-photon states generated by the presented schemes de-
pending on the detection time of the photon. (b) Wave packet of the emitted photon without
any projection. Only the phase of states where the photon is detected in the window marked

in the wave packet is shown.
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photon. In contrast to the monochromatic case, this atom-photon state contains only phases
between 7 and 37” As for the monochromatic case, the phase increase almost linearly but then
jumps back to the smallest phase value every time the modulation in the photon wave packet
has a minimum. The generated state with photons filtered by the cavity has a detection time
independent phase.

7.2.3. Limits of the 393 nm schemes

In the presented experiments the dark counts induced by the photon detectors strongly affect
the quality of the generated atom-photon state. If one eliminates these background events, for
example with super conducting single photons detectors that have almost no dark counts, I ex-
pect to reach the back ground corrected values for the generated atom-photon state. Additional
improvements of the experimental setup should further increase the quality of the generated
atom-photon state. However, there is a fundamental limitation in the 393 nm atom-photon
entanglement creation schemes. This limitation comes from the decay into the initial state on
the 854 nm transition and the coupling to other levels of the °Ca™ ion. Both effects can not be
eliminated and therefore limit the quality of the generated atom-photon state. However, the
coupling to other levels is negligible for small Rabi frequencies as in the presented experiments.
Thus only the back decay remains.

The back decay destroys the phase information in the D5/ manifold. Consequently, all atom-
photon states that are generated after a back decay happened have no phase information and
are therefore mixed states. For the presented schemes the first back decay into a D55 Zeeman
level can happen on three different transitions which are shown in Figure for the |P3 /o, —%)
state. In the following I discuss the effect of these three decay channels. The back decay out
of the [P35, 43) is analog.

All three possible back decay channels have different Clebsch-Gordan coefficients (see Figure
. The strongest decay channel goes back into the [Ds s, —2) state (a). This decay channel
reduces the phase information in the initial superposition state. As consequence the phase

information and with this the purity of the generated atom-photon state is reduced. The
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Figure 7.13.: Possibilities for a decay from the [P35, —%> state on a 854 nm transition. With
the analysis cavity as spectral filter only the decay back into the initial state (a) has a contri-
bution to the final state.
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second decay channel goes into the |Ds /o, —32) state (b). The 393nm photon generated from
this state has the same polarization as the photon generated from the |Dy /25 —%} state, but the
final atomic state is different. As result, this decay adds an additional component to generated
atom-photon state. Again this component carries no phase information. The last and weakest
decay channel goes to the |Dj o, —%) state (c). From this state, there are two scattering paths
to generate a 393nm photon. The first path through the [P3/s, —%> Zeeman level creates a
photon with the same polarization as the scattering path from the initial |Djy /2 —%> state.
This path reduces the purity of the wanted components. The other path creates a photon with
perpendicular polarization and therefor adds mixed population to an additional component of
the atom-photon state. Additional to these cases where a 393nm o photon is emitted, the
ion can also decay on 393 nm 7 transitions. Because the photons emitted on 7 transitions are
not collected in direction of the magnetic field, the decay on 7 transitions has no effect on the
generated atom photon state. Of course more than one back decay can happen. These cases
are analog to the cases for a single back decay and are calculated with the population given
after the previous back decay.
In case of the cavity filtered photons the spectrum of the photon scattered after a back decay
has to be taken into account. Since the spectrum depends on the detuning of the excitation
laser with respect to the individual levels, as well as the actual transition frequency, the 393 nm
photons generated on all possible scattering paths have different frequencies. As a result the
cavity transmits only photon generated on the scattering path that starts in the |Dj /o, —%> level.
For this reason, only the decay back into the initial state has an effect on the atom-photon
state created with a bichromatic laser excitation if the photons are spectrally filtered. As there
are fewer scattering paths that corrupt the generated atom-photon state for the bichromatic
scheme with spectrally filtered photons compared to the monochromatic scheme, the maximal
achievable fidelity, purity and concurrence in the bichromatic scheme becomes larger.
To estimate the achievable quality of the generated atom-photon state, I calculate the density
matrix of the expected state taking the above mentioned decays into account. In the performed
calculation the 850nm decay is neglected, as there is no 393 nm photon created afterwards.
In the same way all decays on 393 nm m transitions are omitted, because these photons are
not collected with the setup. Additionally the 854 nm laser is assumed to drive only the o
transitions and that no population is transferred to other Dj/5 levels by Rabi oscillations.
With these assumptions the achievable fidelity, purity and concurrence are calculated. For the
monochromatic scheme, the back decay limits the quality of the generated atom-photon state
to

F =0.973, P =0.954, and C = 0.946. (7.35)

In case of the bichromatic scheme and spectrally filtered photons, the back decay limits the

quality of the generated atom-photon state to

F =0.980, P =0.961, and C = 0.960. (7.36)
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It should be noted, that the higher quality of the state created with the bichromatic scheme
comes at the cost of an intrinsic, unavoidable loss due to the components of the generated state
that are removed with the spectral filtering. Additionally, the bichromatic scheme contains
additional elements, that create further transmission loss. These losses have to be considered,

if the rate of entanglement generation is relevant for the application.

7.3. 854 nm atom photon entanglement

7.3.1. Monochromatic excitation — detection time dependence of the
atom-photon state

The results for the monochromatic scheme were obtained together with Stephan Kucera and
Matthias Bock. In contrast to the scheme with a bichromatic 393 nm laser pulse discussed in
the next section were the “right” scheme was used (see Figure , in the monochromatic
scheme the mirror inverted “left” scheme was used. I expect similar results in the respective
other scheme.

To create 854 nm atom-photon entanglement a monochromatic 393 nm laser excites the 4°Ca*
ion from the S;/, ground state into the Pj3/, state (A = —11MHz, 7 = 1.8ps). The laser
is horizontally polarized and coupled in perpendicular to the magnetic field thus only the 7-
transitions are excited (details on the pulse sequence see Section . In the “left” scheme,
the ion decays from the [Py /o, —%> level into the |Ds s, —%) and [Dj5, +3) Zeeman levels. To
compensate the Clebsch-Gordan coefficients of the 854 nm decay channels population is removed
from the |Dj /o, —%) Zeeman level after a photon detection. The scattered 854nm photon is
collected on quantization axis and as result, the polarization of the scattered 854 nm photon
is entangled with the electronic state of the ion. The generated 854 nm photons are projected
onto the 3 polarization bases {|R),|L)}, {|H),|V)} and {|D),|A)} and detected directly without
spectral filtering. Both orthogonal polarization of the same basis are measured simultaneously
at both outputs of a Wollaston prism. Therefore, the detection efficiencies of both outputs of
the Wollaston prism have to be balanced. This is done by inserting loss in the stronger arm.
If a photon was detected, the atomic state is projected. For each polarization projection, the
atom is projected onto the bases {|—2),[+3)}, {|+),|—)} and {|+i),|—i)}. In total 60 - 10
sequence repetitions are done for each of the nine projection combinations what results in
556 - 10° photon events.

For each projection setting the wave packet of the created photon is measured conditioned on
the state detection of the ion. For a projection on |L) polarization, the wave packets show
an exponential decay that is truncated at the end (see Figure a). At this point the
393 nm laser was switched off to achieve a higher sequence repetition rate without loosing to
much efficiency. The wave packets for a projection on |H) polarization and an atomic state
projection onto a superposition state are modulated what shows the detection time dependence
of the created state. The oscillation period of 104 ns corresponds to the frequency splitting of
9.6 MHz found in the measured spectrum (see Figure b). For each time bin I determine
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Figure 7.14.: Wave packets of unfiltered 854nm photons created with a monochromatic
393 nm laser pulse conditioned on the atomic state projection. The polarization is projected to
(a) |L)or (b) |H). To obtain a higher sequence repetition rate only a part of the photon wave
packet is generated. The wave packets are displayed with the time bins that are applied for

the further evaluation.

the estimated probability for all 36 projection combinations. With the obtained probabilities I
reconstruct the density matrix of the created atom-photon state for a photon detected in this
time bin.

The reconstructed density matrices of the atom-photon states that are detected in different time
bins show maximally entangled states (see Figure . The phase of these states depends on
the detection time of the 854 nm photon what can be identified in the coherence |—3, R)(+3, L|.
The value of this coherence oscillates with the same frequency as the modulation in the wave
packet of the generated photon. This shows, that the modulation of the wave packet is directly
linked to the phase of the created atom-photon state. From the diagonal entries I find, that
the state is slightly imbalanced towards the |—3)|R) part. This indicates, that the 729 nm bal-
ancing pulse did not remove enough population from this component. From the reconstructed
density matrices for photons detected in the time window from 50ns up to 600ns I calcu-
late the properties of the generated state. I find the populations p(|+3)[L)) = 0.475(10) and
p(|—%>|R>) = 0.514(10) in the wanted components. The remaining population is stored in the
other two components. I determine the frequency and phase offset of the phase of the created
atom-photon state with a fit of the displayed coherence. The values v, = 9.605(3) MHz and
$o = 324.0(3) © are found. The found frequency matches the frequency difference of the D5 /o
levels. The frequency and phase offset values are put in the maximal entangled atom-photon

state
_ 1

2®) =75

to calculate the fidelity of the generated state with respect to this state. Furthermore I calculate

(1431} + em2mnt=ioo |3y R) ) (7.37)

the purity, concurrence and Bell Parameter of the generated state. I get

Fy=0966(11), P =0.939(20), C=0.940(21), and S =2.67(5). (7.38)
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Figure 7.15.: Reconstructed density matrix of of the generated 854nm atom-photon state
for the 131 ns time bin (top) and entries of the density matrices for all reconstructed states

(bottom). The values of the density matrix displayed on top are marked in the bottom graph

with a rhombus.

Instead of reconstructing the density matrix for each time bin, one can determine the frequency
vy, from the measured wave packet and sort the detected photons into phase bins according
to their detection time. These phase bins correspond to different phases of the created atom-
photon state. The generated state can then be reconstructed for each phase bin. In this case

I obtain the values
F =0.974(5), P = 0.953(9), C =0.953(9), and S =2.70(3)

for the generated state. These values are slightly better compared to the values obtained for
the time bins. The phase histogram samples only a single period of the oscillation wile the
wave packet covers five periods. Consequently, there are more detection events in each bin and

the oscillation can be sampled finer. This leads to the improved values.
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7.3.2. Bichromatic excitation — atom-photon entanglement with a detection time
independent phase

I create 854 nm atom-photon entanglement with a detection time independent phase with a
bichromatic 393 nm laser in the “right” scheme that is shown in Figure I set the frequency
components of the bichromatic laser to the detunings A; = +4.087 MHz and Ay = —4.087 MHz
with respect to the excited [S; /o, +%> — P32, —|—%> transition. I chose the right scheme because
the 393 nm transition in this scheme has a smaller frequency than the 393 nm transition in the
left scheme. As consequence the 393 nm laser is red detuned from the [S; /o, —1) = |P3 /2 -5
transition and I expect no heating due to 393 nm photons scattered on this transition. The
frequency splitting of the bichromatic laser corresponds to the frequency splitting of the final
|D5/2, —3) and |Dj /2, +3) Zeeman levels.

I generate and detect 854 nm atom-photon entanglement with a pulse sequence similar to the
monochromatic case (details see Section[4.6.1]). To compensate the Clebsch-Gordan coefficients
of the 854nm decay channels into the final [Ds s, —%) and |Ds o, +%) Zeeman levels T apply
the birchromatic laser with two amplitudes As = 1.47A; (details see Figure Figure and
corresponding paragraphs) what results in the Rabi frequencies (29 ~ 1.47Q; ~ 3.7MHz). A
smaller Rabi frequency compared to the monochromatic scheme is chosen to reduce the spectral
overlap between individual components. To generate the full wave packet the pulse duration
of the 393 nm laser is set to 10 ps.

I collect the scattered 854 nm photons anti parallel to the magnetic field axis and couple the
photons into a single mode fiber. The photons are send directly to a polarization projection
stage or previously to the analysis cavity setup for spectral filtering ﬂ I project the photon
polarization with a Wollaston prism and two wave plates at each output of the Wollaston prism
to the six polarization |R), |L), [H), |V), |D) and |A). With this I can evaluate both outputs
independently from each other or sum them up. Also, I do not need to induce a loss in one of
the detection arms to balance the efficiencies in both arms. If a photon is detected the atomic
state is projected onto the states {|+3),|—21)}, {|+),|—)} or {|+i),|—i)} to reconstruct the
density matrix of the generated state. For the projection onto a linear polarization, the atomic
state is projected on two additional bases rotated by 45° with respect to the X and Y basis
to measure the Bell parameter directly. To spectrally filter the photons, I set the analysis
cavity to the central frequency between both decay channels. This corresponds to a detuning
Agss = +0.27 MHz with respect to the 854 nm line center.

I measure the wave packet of the created atom-photon state for directly detected photons and
spectrally filtered photons in two independent runs with the same parameters. In case of the
direct detected photons, I execute 16.5 - 10° sequence repetitions with an average repetition
rate of 57 kHz for each of the 52 projection settings to detect a total number of 400-10% photon
events. In case of the cavity filtered photons, I execute 12 - 10% sequence repetitions with an
average repetition rate of 41 kHz to detect a total number of 36 - 10% photon events. I integrate

9Compared to the bichromatic 393 nm atom-photon entanglement scheme, in case of the 854 nm atom-photon
entanglement scheme, the polarization projection is done behind the spectral filter.
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Figure 7.16.: Reconstructed density matrices for (a) directly detected photons and (b) photons
filtered by the analysis cavity for the bichromatic 854 nm atom-photon entanglement scheme.

Numeric values are listed in Appendix and Appendix

the photon events in each wave packet to obtain the number of events for each projection
setting. From the events in each wave packet, I calculate the estimated probabilities for each
projection setting.

I reconstruct the density matrix of the generated atom-photon states (see Figure from
the estimated probabilities calculated from the sum of the detection events obtained at both
outputs of the Wollaston prism. In case of the direct detected photons, the density matrix
shows an imbalance towards the |+3)|L) part of the generated state caused by the different
Clebsch-Gordan coeflicients of both scattering paths. Furthermore, the coherences are reduced
due to the remaining detection time dependence of the atom-photon state. This detection
time dependence is ignored as I take only the total detection events for each projection setting
into account. With this I integrate over all possible phases of the generated atom-photon state
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Table 7.2.: Properties of the generated atom-photon states. Values for both outputs of the
Wollaston prism as well as for the sum are listed.

direct detection filtered by cavity
DAQO DAQ2 sum DAQO DAQ2 sum
Fidelity F 0.687(2)  0.717(3)  0.700(2) | 0.949(4)  0.949(4)  0.948(3)
Purity P 0.646(2)  0.619(3)  0.630(2) | 0.903(8)  0.910(8)  0.907(6)
Concurrence C 0.377(5)  0.438(6)  0.403(4) | 0.897(9)  0.905(9)  0.904(6)
Bell parameter S || 1.13(6)  1.24(7)  1.18(4) | 2.59(15)  2.60(16)  2.60(11)

what results in the reduced coherences of a partially mixed state. By spectral filtering I remove
the outer two components that are linked to the time dependent components of the generated
state what makes the created atom-photon state that is transmitted through the spectral filter
detection time independent. Hence, the reconstructed density matrix has larger coherences.
The second effect of the spectral filtering is, that the generated atom-state becomes balanced.
By adjusting the Rabi frequencies, the population in both spectral components that are linked
to the time independent components of the state were balanced.

From the reconstructed density matrices I calculate the properties of the generated atom-photon
states. The fidelity F is calculated with respect to the maximally entangled state

1
) = 5 [+ + = DIR)] (7.39)
The calculated values, as well as the purity P, concurrence C and the Bell parameter S are
listed in Table The Bell parameter S is calculated directly from the photon events, where
the polarization was projected to {|H),|V)} and {|D),|A)} and the atomic state was projected
to {|%),/2m)} and {|37),|27m)}. The quality of the atom-photon state with direct detected
photons is reduced due to the remaining time dependence and the imbalance. The quality
of the entangled atom-photon state created with cavity filtered photons is comparable to the
quality of the entangled atom-photon state created with the monochromatic scheme.

7.3.3. Limits of the 854 nm scheme

In the 393 nm atom-photon entanglement scheme, the decay back into the initial state is the
main limiting factor for the quality of the generated state. Because the 854 nm atom-photon
entanglement is created from a mixed initial state, the back-decay has no effect on the quality
of the generated atom-photon state. On the other hand, in contrast to the 393 nm scheme there
are several scattering paths that end in the same final state. To eliminate all paths except for
one is a crucial requirement in this scheme. This sets requirements on the direction of the
photon collection and the direction and polarization of the excitation laser. By probing the

153



7. Larmor-precession-free atom-photon entanglement

population that is pumped into the [Ds,, —i—%} and |Dsg s, —%) states with the 393 nm pulse,
the polarization of the 393 nm laser can be adjusted. In a similar way the collection direction
of the created photon can be adjusted. Therefore, these requirements are eliminated with the
setup.

A more relevant limiting factor is the spectral shape of the generated photons and the properties
of the spectral filter. Depending on the Rabi frequencies of both components of the bichromatic
excitation, the spectral overlap between both components of the spectrum changes. This
spectral overlap can be seen in the measured spectra in Figure [7.6l The spectral components
are not separated perfectly. Consequently, a part of the unwanted component is transmitted
through the filter cavity. As this part is linked to the detection time dependent part of the
state, this reduces the quality of the atom-photon state. Reducing the Rabi frequency leads to
narrower spectral components (see Chapter @ and thus the spectral overlap between individual
components reduces. This improves the quality of the generated atom-photon state.

Not affected by a reduced Rabi frequency is the transmission of the unwanted spectral compo-
nents through the cavity due to the transmission spectrum of the cavity. In case of the presented
scheme the unwanted components are located at +10 MHz and —10 MHz with respect to the
central component. In this case a filter cavity with 2 MHz line width transmits about 1% of
the population in these components. Thus population of the unwanted time dependent part is
present in the filtered photons. To reduce this transmission, there are two possible solutions.
The first option is a larger magnetic field to increase the Zeeman splitting between the involved
levels. For an increased Zeeman splitting the frequency difference between both components
of the bichromatic laser beam has to be increased. With this the spectral components are
further separated and the outer, unwanted spectral components shift to a position were the
cavity transmission is smaller. This reduces the unwanted population transmitted through the
cavity. If this approach is taken, the effect on other aspects of the scheme (Doppler cooling,
efficiency of pulses, ...) have to be kept in mind.

The second option is a narrower filter cavity that has less transmission at the +10 MHz and
—10MHz components. Consequently, the population from the unwanted components in the
created state reduces. However, a narrower cavity reduces the spectral overlap with the central
component and with this the efficiency of the protocol. To increase the spectral overlap again,
the Rabi frequency of the laser excitation has to be reduced as this reduces the spectral width of
the created photons. At the same time, the photon wave packet becomes longer. This reduces
the entanglement creation rate of the scheme.

To compare these effects, I simulate the quality of the generated atom-photon state and the
achievable entanglement creation rates for different line widths of the spectral filter and Rabi
frequencies of the laser excitation. The measure for the quality of the created entangled state
is the concurrence C. To quantify the achievable rate I assume an overhead of 2.5 s in each
sequence repetition. This overhead contains Doppler cooling and times required for the state
readout and other operations. I chose the pulse duration depending on the Rabi frequency
so that 60% of the photon wave packet is generated. I assume a total detection efficiency
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Figure 7.17.: Concurrence and entanglement creation rate for different line widths of the

spectral filter.

of 51073 and 50 % on resonance transmission through the cavity setup comparable to the
above presented experiment. For all Rabi frequencies the same detunings of both frequency
components are chosen.

The simulation shows that the quality of the generated state is reduced for an increasing Rabi
frequency and cavity line width (see Figure . Cause are the above discussed effects of
the spectral overlap and the transmission of unwanted components through the cavity. On the
other hand, the entanglement creation rate increases as there are more photons transmitted
through the cavity. The achievable rate is thereby limited by the overhead of 2.5ps in the
entanglement creation sequence. Both dependencies have to be considered, if the system is
optimized for a specific application.

The effects discussed here that limit the creation of 854 nm atom-photon entanglement in the
bichromatic scheme also occur in the bichromatic 393 nm atom-photon entanglement scheme.
However, as the distance between the spectral components is almost twice as big the effect on
the created state is smaller. Additionally, the branching ratios favor the 393 nm decay what
elongates the generated 854 nm photon. As a result, 854 nm photons with the same spectral
width as 393nm photons are 17 times longer. Thus, if photons of the same duration are
generated a higher Rabi frequency is required for the 854 nm photon generation. As a further
difference the 393 nm sequence has a larger overhead time (/40 ps), which is needed to create
the superposition in the D5/, manifold. As a result the achievable rate is mainly dominated by
the overhead in the experimental sequence. As consequence the Rabi frequency can be chosen
smaller without loosing to much (of the already smaller) repetition rate.

A further difference between the 393nm and 854 nm scheme is the purity of the generated
photon (not the purity of the atom-photon state). Due to the decay back into the initial state,
the purity of the photon is reduced as the arrival time becomes blurred. In the 854 nm scheme
the decay back into the initial state does not affect the quality of the generated atom-photon
entanglement but the ability of the generated photon to interfere with other photons created
in the same way. In the 393 nm scheme, the decay back into the initial state reduces the phase
information in the initial superposition and therefore affects the purity of the created atom-
photon state in the same way as the purity of the created photon is reduced. However, as
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the branching ratio favors the 393 nm decay, the effect is smaller than for the 854 nm scheme.
To reduce this problem there are two options. First a system with an initial state with a
smaller back decay can be chosen as for example the D3/y manifold. The second option is a
single excitation with a m-pulse instead of the excitation with a continuous laser pulse as in
the presented schemes. In the latter case the time independence is given by the fact that the
created photon is emitted during a fraction of the oscillation period given by the frequency
difference of the final states.

7.4. Summary

In this chapter, I have discussed schemes to create 393 nm or 854 nm atom-photon entanglement.
I have analyzed the influence of the spectral components on the atom-photon state created
with monochromatic or bichromatic excitation. A monochromatic excitation creates a photon
with two spectral components. As result, the phase of the atom-photon state depends on the
detection time of the photon. The bichromatic excitation creates a photon with four spectral
components. For the correct frequency difference of the bichromatic components two of the
created spectral components overlap. In this case the created atom-photon state contains two
parts. The first part is linked to the spectral overlapping components. The phase of this part
is independent from the detection time of the photon. The second part is linked to the other
two spectral components. Because they have different frequencies, the phase of the second
part depends on the detection time of the photon. A spectral filter, that acts as quantum
eraser |94], removes this time dependent part from the created atom-photon state. The result
is an atom-photon state whose phase is independent of the creation time of the photon.

In case of the monochromatic 393 nm schemes, I create detection time dependent atom-photon
entanglement with a concurrence C = 0.836(4) at an average rate of about 24 events per second
for direct detected photons. The spectral filter removes one of the spectral components and
thereby destroys the atom-photon entanglement. In case of the spectrally filtered photons I
detected 0.6 events per second. With the bichromatic scheme I create detection time indepen-
dent atom-photon entanglement with a concurrence C = 0.924(6) with an average rate of 0.5
events per seconds and partially entangled atom-photon states with a rate of 15 events per
second. Because only a small fraction of the generated photons are detected directly, the rate
of direct detected photons can be increased easily by an order of magnitude, if all photons are
sent in this direction. The small rate for the cavity filtered photons are caused by the small
overall efficiency of about 2 - 107> of the whole setup. This efficiency contains the collection
efficiency of the HALO (6 %), the single mode coupling (20 %), projection (50 %) and the quan-
tum efficiency of the single photon detector (80%). Additionally, the filter cavity influences
the efficiency in two ways. The first influence is the on resonance transmission through the
analysis cavity setup (5%). The second influence is the spectral overlap of the spectral filter
with the emitted photon spectrum. In case of the bichromatic scheme a spectral overlap of
30% is expected, what means that from all photons only 30% can be transmitted through
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the cavity. As a comparison 60 % of the population of the generated photons are located in
the central peak (see Figure . The actual spectral overlap is expected to be even smaller
because the side bands are not taken into account in this calculation.

For the 854 nm entanglement schemes larger event rates are reached. In the monochromatic
scheme detection time dependent 854nm atom-photon entanglement with a concurrence
C = 0.940(21) is created with an average rate of 180 Hz. This rate is a factor three larger com-
pared to previously performed experiments with the setup, where 55 entangled atom-photon
pairs were created each second [59,/60]. The larger entanglement creation rate is caused mainly
by the higher sequence repetition rate of 175 kHz compared to 58 kHz for the previous iteration
of the experiment. In case of the bichromatic scheme partially entangled atom-photon pairs are
created with a rate of 54 events per second. In case of cavity filtered photons, detection time
independent atom-photon entanglement with a concurrence C = 0.904(6) is created with a rate
of 4.7 events per second. The difference between the direct detection and filtered photons arises
due to smaller efficiencies and a slightly lower sequence repetition rate. For direct detected
photons a single shot efficiency of 9.5 - 10~ is achieved. This efficiency contains the collection
efficiency of the HALO (6 %), the chance to generate a wanted o photon on the wanted side
(23%), a correction factor of 0.9 due to the D3/, decay and coupling efficiencies. With the
cavity as spectral filter, the total efficiency is further reduced by the overlap of the cavity with
the spectrum of the generated photons (25 %, 40 % are emitted into the central peak) and the
on resonance transmission of the cavity setup (45 %). The measured single shot efficiency of
1.1-10~* matches the expected efficiency calculated from the efficiency for direct detection.
For both wavelengths the quality of the atom-photon entanglement created with the bichro-
matic excitation is comparable to the quality of the atom-photon entanglement created with
the monochromatic excitation. A difference between both scheme is the position of the filter in
the setup. In case of the 393 nm atom-photon entanglement, the spectral filtering is done after
the polarization projection. For the 854 nm atom-photon entanglement, the spectral filtering is
done before the polarization projection. From this I infer, that the position of the filter has no
effect on the generated atom-photon state. In the picture of a network it is thus not important
if the spectral filter is located at the sender or receiver.

An other possibility to create an atom-photon state whose phase is independent of the detection
time of the photon is to place the ion inside a cavity [96,97]. Together with a bichromatic laser
excitation, the cavity ensures that an atom-photon state with spectral overlapping components
is created. As result the phase of the state is time independent. For this system, it was shown
that the phase of the created atom-photon state can be controlled with the relative phase
of both frequency components of the bichromatic excitation. In the course of this work (see
Section , I have showed the influence of the relative phase of both bichromatic frequency
components on the spectrum and wave packet of a photon scattered in a three level system.
I conclude, that the phase of the atom-photon state created with the bichromatic scheme
presented here can be set by with the relative phase between both bichromatic frequency
components. Simulations with the model developed in Chapter [5| confirm this conclusion.
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8. Summary and Outlook

In this work I studied the spectral properties of a single Raman scattered photon generated
from a single “°Ca* ion and the generation of atom-photon entanglement with such photons.
For this, I set up to Fabry-Pérot resonators for 393 nm and 854 nm which act as single photon
spectrometer to measure the spectra of single Raman-scattered photons or act as quantum
eraser in schemes to create atom-photon entanglement, whose phase is independent from the
detection time of the photon. To model the experimental situations, I developed a model that
describes the laser induced Raman scattering with a “°Ca* ion.

In detail, I studied the spectral properties of single Raman scattered photons. I explored the
dependence on the Rabi frequency €2, the detuning A and the total decay rate I' of the excited
state. The found dependence of the spectral shape on the parameters of the excitation laser

can be summarized as follows:

1. The spectral shape is complex and depends on the excitation parameters as well as the
atomic level scheme and contains features as for example the Autler-Towns splitting.

2. The spectrum becomes wider for larger Rabi frequencies and narrower for an off-resonant
excitation. The wave packet shows the opposite behavior.

3. The decay back into the initial state has no effect on the spectral width but the duration
of the wave packet.

4. For an arbitrarily small Rabi frequency, the spectrum becomes arbitrarily narrow.

In further experiments I studied the effect of the ion temperature on spectral sidebands, how
a truncated photon wave packet affects the spectral width and different quantum interference
mechanisms that occur in the Raman scattering process. The different quantum interference
effects can be observed as a modulation in the wave packet or in case of the spectrum as an
enhancement and suppression of the photon emission into certain frequency modes.

As application of tailored spectral properties of single Raman-scattered photons, I presented
a scheme to create atom-photon entanglement. A bichromatic laser excitation combined with
a spectral filter creates an entangled atom-photon state whose phase is independent from the
detection time of the photon. The spectral filter acts as quantum eraser that removes unwanted
spectral components from the created atom-photon state and transforms a partially entangled
state into a maximally entangled state. Furthermore, by adjusting the Rabi frequencies of
the bichromatic frequency components different Clebsch-Gordan coefficients are compensated.
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With the bichromatic atom-photon entanglement schemes I create 393 nm and 854 nm atom-
photon entanglement with a fidelity of 0.95. Thereby, the scheme is similar to a scheme where
the ion is positioned in a resonator [96|. In contrast to this scheme, I perform spectral filtering
with an external resonator what makes the scheme easier to control and to implement into an
existing setup.

With the presented work I showed that the setup is capable of studying spectra of single Raman-
scattered photons and the generation of tailored atom-photon entanglement. At this point,
further research can be done in various ways. The first option is to replace the laser excitation
by the excitation with single photons as for example created with the down-conversion source
in our group that creates entangled 854nm photon pairs [58,98]. In this context, the model
needs to be further developed to describe this case. Furthermore, a slightly changed setup
enables to study the upper level coupling in more detail. There are two options. As first
option, two 854 nm beams can be set up that selectively couple to individual transitions. The
second option is to set up a 850nm laser that couples the P3/; state with the D3y levels.
Both options offer the possibility to set independent parameters for the coupling on the initial
transition and the second transition what enables to study the upper level coupling for a broad
range of parameters.

In case of the atom-photon entanglement schemes, the next step is an extension to multiple
ions, where atom-photon entanglement is created for each ion. With the Mglmer-Sgrensen
gate [99,/100] the entanglement between the individual atom-photon pairs is then swapped
to both photons to create an entangled photon-photon pair. This is the next step for the
realization of a quantum repeater protocol with single ions as network nodes and photons as
flying qubits that transport quantum information between these nodes.
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A. Dark ions in the bright trap

At the end of 2018 the ion storage time in the dark trap reduced drastically. The first guess
were problems with the vacuum conditions that turned out to be unchanged. During further
tests, it showed that the ions do not get lost but become dark instead. By recording videos
of ion strings with the camera, we managed to observe calcium ions which became dark but
remained in the trap. Such an event is captured in the pictures in Figure[A.I] At the start, the
string contains four “°Ca™ ions. After some while one of the ions disappears and the remaining
three ions take new equilibrium positions (12:29:11). A few seconds later the string changed
twice in quick succession. A further calcium ion leaves the string (12:29:36) before a new dark
ion enters the string (12:29:39). From the positions of the bright and dark ions we infer, that
there are two bright “°Ca* ions in the string together with one dark ion other than “°Ca*.
After some while the dark ion became bright again (13:41:07).

This observation lead to the assumption that the calcium ion undergoes a chemical reaction
and the created molecule is trapped. This molecule does not scatter 397 nm photons and is
therefore dark. After some time the molecule decayed again and the calcium ion stayed in the
trap. To specify the dark ion, we measured the vibration frequencies of the axial center of mass
and axial breathing mode for two ions strings with either two calcium ions or one calcium ion
and one dark ion. Unfortunately the ion crystals were not stable enough to perform a 729 nm
spectroscopy to determine the frequencies. Instead a radio frequency oscillation was applied to
the trap end tips to excite the motion of the ion string. To determine the resonance frequencies
the ion fluorescence was observed on the camera. For an end tip voltage of 50 V we determined

12:29:11 13:29:36 13:29:39 13:35:33 13:36:59 13:41:07

Figure A.1.: Ion string with four *°Ca™ ions. One ion is lost at the beginning and another

one reacts to form a molecule. Comparing the ion position allows to determine whether there
are two “°Ca* ions or two “°Ca* ions and a dark molecule inside the string. Camera pictures

show the 397 nm fluorescence in 100 ms integration time.
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11:25:35 11:25:36 11:26:03 11:26:04 11:26:08 11:26:10

Figure A.2.: String of eight “°Ca™ ions and one dark molecule showing a kink at the position

of the molecule. Camera pictures show the 397 nm fluorescence in 100 ms integration time.

the trap frequencies v,p, = 420.1kHz, v; 9 = 228.1kHz and v,q = 378.5kHz. The indices
7 and o describe the oscillation in and out of phase. The indices bb and bd describe the ion
string with two bright respective one bright and one dark ion. At an other day we measured
the trap frequencies v;p, = 599.3kHz, v; g = 533.9kHz and v, g = 941.6 kHz for an end tip
voltage of 100 V. From these frequencies, I calculate the mass ratio p of the ion string using
the formulas from [101]. I obtain the values psov = 1.52 and p190yv = 1.58. With this mass
ratio and the mass of the calcium ion, the mass of the dark ion (or molecule) is calculated to
be msov = 60.6 amu. and migpyv = 63.4amu. Event though the used method is to insensitive
to determine the exact mass of the dark ion it strengthens the assumption that a chemical
reaction changed the calcium ions to a heavier molecule.

Additionally to the different mass, the dark molecule causes a kink in a longer ion string. This
is inferred from the observation of a string containing eight “°Ca™ ions and one dark molecule
shown in Figure [A.3] The position of the kink jumps with the position of the ion.

In further examinations to locate the cause of these dark ions, I found a shortcut in the trap
between one of the blade electrodes and one of the micromotion compensation electrodes. For
the typical power driving the trap, the shortcut could be observed as a glowing. The cause of the
short circuit could not be determined with certainty. By reducing the trap power the glowing
could be stopped. Increasing the trap power again lead to a new start of the glowing. The start
of the glow at the shortcut also lead to a changed resonance condition of the helical resonator,
which is used to generate the voltage needed to drive the trap. This change was observed as
an increased reflection of the power coupled into the helical resonator. This also confirms, that
the shortcut appeared at this time as this change of the resonance frequency was not observed
before. Reducing the trap power to a point where the shortcut did not start to glow allowed
us to continue to work with the bright trap with the disadvantage, that the trap frequencies
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Figure A.3.: Pictures of the reconstructed dark trap with the additional compensation elec-
trodes in HALO direction.

were lower and the storage time of an ion was reduced. As the trap was still functional we
decided to modify the dark trap and keep the bright trap as a backup until the dark trap is
fully functional. The modification targets the issue of the micromotion compensation due to
the position of the compensation electrodes described in . Additionally we decided to add
a calcium target, to have the possibility for ablation loading of ions.

In the original design of the trap (see Figure and Figure , four compensation electrodes
are located above and below the radio frequency electrodes. It turned out, that these electrodes
are not sufficient to compensate the micromotion, since the achievable shift in HALO direction
is rather small. To solve this problem we mounted four additional compensation electrodes
right and left of the radio frequency electrodes to have two compensation electrodes on each
side (see Figure . To keep the necessary changes small, no additional feed-through for
the electrodes was installed. Instead we connected each pair of electrodes (top, left, right and
bottom) to one of the already existing connections. Due to an unknown reason one of the
electrode pairs seems to have no effect on the ion position. This was discovered after the full
setup around the trap was done. Since the other electrode are sufficient to compensate the
micromotion this problem was not fixed anymore.

To avoid problems with the vacuum conditions all parts that were added to the trap were
cleaned and baked out before the reconstruction. The reconstruction of the trap took a few
hours during which the vacuum vessel was closed and flooded with nitrogen. After the re-
construction the system was baked out again at about 120°C for about a week. It was no
problem to reach the vacuum conditions we had before the reconstruction. In the later setup,
the crucial step was to image the fluorescence of neutral calcium on the camera. This could be
achieved only by mounting the camera in a close distance behind the view port. The observed
fluorescence was then taken to setup fake ion beams as reference for the further steps.
Unfortunately, also in the dark trap a shortcut occurred shortly after the reconstruction. This
shortcut limits the radio frequency power that is applied to operate the trap. With a laser that
was bought for ablation loading of ions, I could reduce the occurrence of the glowing up to a
point, where the trap could be operated sufficiently well.
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B. Bayesian inference for a dice with [’ faces.

I reconstruct the density matrices of the generated atom-photon states with a quantum state
tomography from the relative detection frequencies of each projection setting. To obtain the
relative detection frequencies, the same state is generated many times and projected on F
different atom-photon states. For each of these projection settings one measures k; detection
events. To determine estimates of the relative detection frequencies p; from the measured
detection events k;, I extend the Bayesian inference method described in [57]. This extension
corresponds to the transition from a coin flip to the roll of a dice. In both cases one wants to
get estimates for the probabilities p; for each measurement outcome.

If one rolls a dice with F' faces a total of IV times one can calculate the probability to get the
signal S = (ky, ko, ..., kp) with the multinomial distribution

N!
P(S|W(p17p27"'7pF)) = Wpllglngp]}C?Fv (Bl)

 kalko.

if the probabilities p; to land on each face are known. In the experiment, the inverted problem
is of relevance. The dice was tossed N times and the outcome S = (ki, k2, ..., kp) is known.
From this measured signal one wants to infer the underlying probabilities p;. This is done
with the probability distribution P(W (p1,p2, ..., pr)|S) that describes the probability for each
realization of the dice under the condition that it led to the signal S. From this distribution
the mean (p;) and standard deviation Ap; for each probability can be calculated.

With Bayes’ theorem the wanted distribution can be written as

P(S‘W(pl,pg, ,pF))P(W)

P(W(p1,p2,....pr)|S) = P(S) )

(B.2)
where P(W) describes the probability to have a dice with the probabilities py. The denominator

P(S) = [ P(SIW (b1, 2, o pr)) POV dprdpe...dpr s (B.3)
is the probability to obtain the signal .S. The integration is only done over F' — 1 probabilities,
because the last probability is fixed by the condition > p;, = 1. This integral is solved using

P(W) =1 as prior, which corresponds to an uniform distribution of all possible realizations
of the dice. This reflects no knowledge of the dice. Together with the probability to get the
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B. Bayesian inference for a dice with F' faces.

signal S for a given dice, the integral

1 1-p1 1-p1—p2—...—pr-1 N! ki ke ke
has to be solved.
Instead of this integral, I solve the more general Integral
1 1-p1 1—p1—p2—...—pr_1 NI o o .
I, :/o dpl/o dp2m/0 dpr1 {kﬂkg!...k‘p!pspllp?QmpFF] . (B.5)

m
S

Therein an additional factor p”" is introduced to the probability ps. This more general solution
is needed later to calculate different moments of the distribution. The case m = 0 gives the
integral in Equation B4}

To solve this integral, first the probabilities p; are substituted by us to get an upper limit of
1 for each integral. With this substitution the integrals become independent from each other

and can be solved. The substitutions are:

Pl — Up (B.6)

p2 — (1 —p1)ug = (1 — up)ue (B.7)

p3s = (L —p1 —p2)us = (1 —uq)(1 — ug)us (B.8)

pr, — (1 —p1—p2— .pp—1)urp = (1 —up)(1 —u2)...(1 —up_2)up (B.9)

pr—(1—p1—p2—..pp—1) =1 —u)(l —u2)...(1 —up_1)(1 —up_1). (B.10)
With these substitutions, the probabilities pfi in the integral become

Pt = u? (B.11)

phe = (1= wy)ul (B.12)

PRt = (1 — g )R (1 — )R (1 — g ) Fe Ty e tm (B.13)

P = (1= ug) o1 (1= ug) PPt (1 — up_g) Rt (B.14)

PR = (1 —un)"" (1 — ug)PF (1 — up_o)FF (1 — up_p)F". (B.15)

Analog the differentials dpy are replaced by

dp; — duy ( )
dps — (1 — uqg)dug ( )
dps = (1 —u1)(1 — ug2)...(1 — us—1)dus (B.18)
dpr-1 — (1 —u1)(1 — u2)...(1 —up_o)dup_;. ( )
(B.20)

168



B. Bayesian inference for a dice with F' faces.

Altogether, the component p}dp; is substituted by the product

i—1
pidp; — u;du; H (1 — up)®tL. (B.21)
n=1
These substitutions are put in the integral in Equation I then sort the variables and get
integrals containing the factors u; and (1 — u;) with the exponents k; and k; 41 + 1+ kjyo+ 1+
o+ kp_1+ 14 kp. The second exponent is build by all the factors (1 — u;) coming from the
substitution of the probabilities with an index bigger than ¢. The parts +1 in the sum add up
to ' — 1 — 4. With these substitutions the integral in equation becomes

NI 1 1 ~
I, = 7/ dul.../ dup_q [ulfl(l — uy ke thaAhstmt Ak +F -2
kol k! Jo 0

qu(l _ u2>kS+k4+-..+ks+m+-.-+kF+F_3.“ulgs“’rn/(l s)ks+1+...+kF+F—l—sm (B.22)

—u
k'Ffl k,‘F
g (1 —up_q) } .

This integral is split in independent integrals I, , with the solution

1
Im,r — /0 durufr(l - ur)kr+1+...+ks+m+...+kF+F7r71

O T e L ey e e D
(kr + kpp1+ .t kstm—+ ...+ kp+ F—1)!

(B.23)

given by the Euler Beta function. These individual solutions are put into the integral I,
which is then given by the product I, 11 2...J;n F—1. In this product individual fractions are
truncated in the following way

O (SN Y T s (M/)/ﬂ j/ﬂ/\j\l( T\)(\l) : (B.24)

Thus from each fraction only the left factor k! in the numerator remains, except for the first

and last fraction. From the first fraction also denominator stays. From the last fraction, the
full numerator remains. Thus the value of the wanted integral becomes

T kol kp! (By ka4t kstm Ak F —1) kS (N+F+m—1)! ’
From this one gets the probability
N!
P == B.2
(5)=1Io (N +F—1)! (B.26)
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B. Bayesian inference for a dice with F' faces.

This probability is used to obtain the probability distribution for W given the result S

(N+F—1)! NI (N+F—1)! 4 &

_ ki ko kp _ k
e N T S 8 L T S
(B.27)
The different moments of the distribution are calculated by
I
(py') = /u-/PZnP(W(pl,pz’--~>pF)|S)dp1dp2---dpF—1 = f (B.28)
with the limits as discussed above. Using the result I, for the integral one finds
<m>_(N+F—1)!I _(N+F—1)!£! (ks +m)!
Ps 1= TN mTTTNI B (N+Ft+m—1)! (5.29)

(N+F—1) (ks +m)!
(N+F+m—1) k!

for the moments of the distribution. From the moments of the distribution, the wanted expecta-
tion value and the standard deviation of the probability ps are calculated. For the expectation
value one gets

_ ks+1
m=1 S
s) = = . B
The standard deviation Ap,; becomes
Aps =/ (p2) — (ps)?, (B.31)

where
(ks + 1) (ks + 2)

<p§>:(N+F)(N+F+1)'

These are the wanted estimates for the relative frequencies and the uncertainty in the frequen-

(B.32)

cies for each projection setting. For a coin flip on uses F' = 2. This corresponds to the result
found in [57].
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C. Supplementary material to the spectrum
measurements

In this appendix, I supply additional information to the spectrum measurements presented in
this work. This includes the parameters of the excitation laser and other experimental param-
eters. Furthermore, I list the number of detected photons and properties of the Raman photon
determined from the measured photon as for example the line width. For each measurement,
I list a subset from the following quantities:

Am: 854nm or 393 nm detuning(s) with respect to the transition line center. I use the same
index m for the detuning of the excitation laser and the frequency of the emitted photon
to indicate a detuning with respect to the line center.

Qm: Rabi frequency of the excitation laser in the model.

Ag¢: 854nm or 393 nm detuning(s) with respect to an individual atomic transition. Calculated
from A, and the shift n of the respective transition with Ay = Ay, — 7. For the applied
magnetic field B ~ 2.857 G one gets upB ~ 4 MHz. Often used transitions are

|P3/2, §> — ‘D5/2, > where At Am — 4 MHz

. |P3/2,*%> — |Sl/27 2) where At Am+4MHZ

. |P3/2, %> — ‘81/2, ;) where At Am — 1.33 MHz

e P32, +3) — [S1/2,+3), where Ay = Ap, + 1.33MHz

° |133/27 > — |D5/2, > where At Am — 0.27 MHz

I list the detuning with respect to an individual transition, if a single transition is excited,
the photons are emitted mainly on a single transition, or the transition offers a good
reference point.

Q¢: Rabi frequency on an individual transition. Calculated from €2, together with the Clebsch-
Gordan coefficient and the polarization of the excitation laser. Frequent cases are:

D52, — 5 — P39, — 3), [V) polarization perpendicular to B-field: Qy = /12 \[Q
1S1/2, +3) = P39, +1), [H) polarization perpendicular to B-field: Q; = \/;Qm

Op: Shift of the 393 nm frequency axis that is introduced to match the model curve to the
measured data. The shifted position is calculated as Ajon = Acav + dp, where Ag,y are

the frequency set points during the measurement.
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C. Supplementary material to the spectrum measurements

Rep.: Sequence repetitions per frequency point. Given in multiples of one million.
Sig: Signal events in the spectrum after the dark count correction was applied.

e: Total efficiency of the setup during the spectrum measurement. Contains the collection
efficiency, the single mode coupling, the on resonance transmission through the cavity

setup and the detection efficiency.

Aac: Expected AC-Stark shift caused by the laser excitation. Calculated for a three level
system with equation from the Rabi frequency )y and the detuning Ay of the laser
excitation and the total decay rate I'p,, =22.99 MHz of the excited state.

Av: Spectral width of the scattered photon determined with Equation and Equation |2.52
A7: Duration of the scattered photon determined with Equation and Equation [2.52]
tbp: Time bandwidth product calculated as tbp = 2rAvAT

csb: Strength of the vibrational side bands. Determined by a fit to narrow spectra.

Pop.: Population in the spectrum emitted by the ion. Reaches 1 in the optimal case. Reduced

by the 850 nm decay, not observed transitions, and polarization projection.
Vrad: Radial trap frequency. Measured with 729 nm spectroscopies.

Tpulse: Duration of the radio frequency pulse applied to the acousto-optic modulator that
switches the laser pulse.

Additionally I show the calculated emitted and ideal spectrum and the measured wave packet.
The emitted spectrum contains vibration sidebands, which are not present in the ideal spectrum
(detail see Section [£.5.3). In the first Section the emitted spectrum is drawn in dotted
lines. The ideal spectrum is drawn in sold lines. Additionally, the applied 854 nm detuning is
marked with a vertical dotted line to indicate the effect of the AC-Stark shift. In the other
sections, the emitted spectra are shown on the left side, while the ideal spectra are shown on
the right side (if displayed).
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C. Supplementary material to the spectrum measurements

C.1. Spectral properties: dependence on 2 and A — Section [6.1.1]

C.1.1. 500 nW 854 nm laser power — ), = 2.68(2) MHz — Figure (a)

A¢/MHz Q¢/MHz §6,/MHz Rep. Sig. €/107%*  Axc/MHz  Av/MHz AT /ps thbp Csh
—22.5 2.97(3)  0.00(2) 27 7223  1.12(3) -0.1 2.14(7)  2.12(2)  29(1)  0.38(2)
~16.4 2.75(2)  —0.07(2) 30 8991  1.26(3) -0.1 2.23(6)  1.61(2) 22.5(6) 0.42(3)
~11.0 2.80(1) —0.05(2) 30 8449  1.36(3) —0.1 2.27(5)  0.991(9) 14.1(4) 0.42(2)
—4.9 2.49(1)  0.07(2) 18 4712 1.16(2) —0.0 2.35(6)  0.78(1)  11.5(3) 0.40(2)
—0.5 2.605(8) —0.07(2) 30 9676  1.49(2) -0.0 2.51(4)  0.561(5) 8.8(2) 0.43(2)

4.5 2.39(2)  0.08(2) 18 5301  1.30(3) 0.0 2.20(6)  0.82(1) 11.4(3) 0.38(2)
12.0 2.59(2)  0.00(1) 57 13839  1.15(2) 0.1 2.12(5)  1.24(2)  16.5(4) 0.43(2)
15.6 2.50(3)  0.05(2) 51 13272  1.11(3) 0.1 2.13(5)  1.79(2)  23.9(6) 0.43(3)
22.0 2.95(3)  0.08(2) 27 7264  1.13(2) 0.1 2.44(8)  2.09(2)  32(1)  0.46(2)
T T | T T T T T T T T T 1 T T
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C. Supplementary material to the spectrum measurements

C.1.2. 5pW 854 nm laser power — (), = 8.03(3) MHz — Figure [6.2] (b)

A¢/MHz Q¢/MHz é,/MHz Rep. Sig. e/10~%

Axc/MHz  Av/MHz AT /ps tbp Csh
—24.2 8.62(4) —0.06(3) 70 12197 1.44(2) —0.6 2.53(6)  0.291(4)  4.6(1)  0.39(2)
—16.8 821(3) —0.26(5) 20 3872  1.52(3) -0.7 2.7(1)  0.190(2)  3.3(1)  0.42(3)
—11.1 8.06(3) 0.11(4) 40 7186  1.52(2) -0.7 3.51(6)  0.125(1) 2.77(6)  0.46(4)
—5.9 7.94(2)  0.17(7) 40 8177  1.66(3) -0.7 4.1(1)  0.091(1) 2.34(7) 0.61(8)
0.3 7.66(2)  0.23(5) 55 10347  1.64(2) 0.1 4.08(6)  0.086(1) 2.21(4) 0.57(6)
4.2 7.88(3)  0.12(7) 40 5645  1.13(2) 0.6 3.9(1)  0.088(1) 2.16(9) 0.38(6)
10.8 7.81(3)  0.02(4) 70 10978 1.30(2) 0.7 3.71(6)  0.137(2) 3.19(7)  0.43(3)
16.1 8.00(5) 0.01(7) 15 2519 1.14(4) 0.7 3.5(2) 0.192(2)  4.2(2)  0.35(4)
22.1 8.08(5) —0.13(5) 25 2912  0.79(3) 0.6 3.0(1)  0.292(4) 5.6(3)  0.48(5)
T TT T L— I T IT I T - I I
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C. Supplementary material to the spectrum measurements

C.1.3. 13 pyW 854 nm laser power — (),

= 12.69(5) MHz — Figure [6.2] (c)

Ay/MHz  ©Qy/MHz  6,/MHz Rep. Sig. ¢/100*  Aac/MHz Av/MHz AT/ps thp
—451  1275(5) —0.05(5) 30 3774  0.86(3) —0.8 32(2)  0411(2)  8.2(6)
—33.8  12.62(5) 0.01(3) 66 7617  0.98(2) ~1.0 2.8(1)  0.251(2) 4.5(2)
9234 12.69(6) 0.03(7) 63 6715 0.81(2) ~14 3.5(2)  0.1368(8)  3.0(1)
114 1237(5)  —0.2(2) 39 5547  1.03(4) ~1.8 47(2)  0.0613(4) 1.82(9)
—0.0  1240(2)  0.1(2) 66 8944  1.10(3) —2.3 55(2)  0.0388(2) 1.35(6)
109 12.63(5)  05(1) 96 13303  1.08(3) 1.9 48(1)  0.0599(4)  1.82(6)
228 1268(5) 0.3(1) 36 3409 0.52(2) 1.4 40(4)  0.1397(9)  3.5(4)
338 13.10(4) —0.31(8) 20 3240  0.79(3) 1.1 3.3(3)  0.246(1)  5.1(5)
448 1291(5) —0.27(2) 65 11260 1.23(2) 0.9 3.1(1)  0.412(2)  7.9(3)

I T T T I I T T T T  — T T T T
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The wave packet for A = 33.8 MHz and A = 44.8 MHz are scaled by 0.5 to compensate a higher detection

efficiency during these measurements.
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C. Supplementary material to the spectrum measurements

C.1.4. 60 pyW 854 nm laser power — ), = 28.1(3) MHz — Figure (d)

A¢/MHz  Q¢/MHz  §,/MHz Rep. Sig. /107  Aac/MHz Av/MHz AT/ps tbp
—45.0  28.1(2) —0.1(1) 35 3463 1.29(4) -3.9 4.5(2) 0.100(1)  2.8(2)
—34.1  28.3(2) —0.1(1) 45 4188 1.17(4) —4.8 5.3(3)  0.0695(9)  2.3(1)
232  27.9(4)  0.29(8) 100 9410 1.61(3) —6.0 70(1)  0.0405(5)  1.80(4
—~10.2  23.8(4)  2.6(2) 60 4862 1.33(3) —6.8 9.9(5)  0.0243(3)  1.52(9

1.0 27.6(1)  1.3(3) 80 6665 1.56(4) 12.1 12.9(5)  0.01843(8)  1.49(6
11.1 28.4(3)  1.2(2) 100 8269 1.41(5) 8.8 11.5(5)  0.0217(3)  1.56(7
22.6 29.7(4)  1.2(1) 50 4760  1.52(4) 6.8 6.9(3)  0.0371(5)  1.62(8
33.9 29.1(2)  0.6(1) 85 6240 1.01(3) 5.1 6.3(3)  0.0720(3)  2.9(1)
44.8 29.9(4)  1.0(1) 35 3474 1.26(4) 4.3 4.8(3) 0.108(1)  3.2(2)
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C. Supplementary material to the spectrum measurements

C.1.5. 660 uW 854 nm laser power — Q; = 53.0(3) MHz — Figure (e, f)

A¢/MHz  Q¢/MHz  §,/MHz Rep. Sig.  ¢/107* Axc/MHz Av/MHz  At/ps thp
~455  5L8(3)  09(2) 75 5315  0.99(4)  —11.4 7.4(3)  0.0417(3) 1.94(8)
—227  53.9(3)  08(3) 45 3426 1.25(5)  —174 10.5(7)  0.0227(1)  1.5(1)
0.2 535(3)  1.1(5) 350 18514 1.07(5)  —26.1 20.5(8)  0.0148(1)  1.90(8)
23.3 52.1(3)  0.2(3) 66 3920  0.88(6) 16.4 16(1)  0.0235(2) 2.3(2)
45.8 53.7(1)  1.2(1) 111 7117 1.03(4) 12.1 8.6(4)  0.0598(4)  3.2(2)

T T T I T T T T T
- A =-45.5 A=-227 =A=-02
A =233 = A =458
= 0.15 ! I ! .

7 l ! ;
=] 1 | 1
<) | | I

< ! } i

£ oo01f | | | 1

3 | 1 1

& l ! l

g 1 1 1

§ 0.05 | .

0 / | W\'//\M | |
—80 —60 —40 —20 0 20 40 60 80
Detuning from the [P35, —%> — 1812, —%) transition in MHz
T T : - T T : :
— A =-45.5 A =-227
2 — A =458 - —A=-02 (150 @
Z 60 { _ =
: | A =233 5
2 | :
< a0 10 100 o
< @
— -
i g
g g
g 20| 10 U
j3) }3)
a | \ =
0 - ! i | St L I 0
0 100 200 300 400 0 50 100 150 200

Detection time (ns)

177

Detection time (ns)



C. Supplementary material to the spectrum measurements

C.1.6. 854 nm spectra to study the dependence on ) and A — Figure (a, b)

A¢/MHz  ©Qy/MHz Rep. Sig. ¢/107% Av/MHz Ar/ps tbp
=3y | 111 552(6) 10 11372 2.10(1) 3.011(9) 3.20(7)  61(1)
. -1y | -84  552(6) 10 6351 2.10(1) 3.48(2) 3.5(1)  76(3)
a
+1) | —11.1  552(6) 10 6746 2.10(1) 3.55(2)  3.2(5) 70(10)
+3) | -84  552(6) 10 12496 2.10(1) 3.304(9) 3.4(6) 70(10)
=3y | 15 101(1) 12 10674 148(1) 5.27(2)  0.76(1) 25.2(4)
. -1 12 10.1(1) 12 5332 1.48(1) 5.65(5) 0.82(2) 29.2(7)
+4) | —15  10(1) 12 4872 148(1) 5.15(5) 0.76(7)  25(2)
+3)y | 1.2 10.1(1) 12 10196 1.48(1) 5.32(2) 0.83(8) 28(3)
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C.2. Spectral properties: sidebands — Section [6.1.2]
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C. Supplementary material to the spectrum measurements

C.3. Spectral properties: Truncated wave packet — Section [6.1.3]
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C.5. Quantum interference: A-scheme — Section [6.2.3
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C.6. Quantum interference: V-scheme — Section [6.2.4]
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D. Supplementary material to the
atom-photon entanglement measurements

In this appendix, I list measurement details of the 393 nm monochromatic, 393 nm bichromatic,
and 854 nm bichromatic atom-photon entanglement generation. For each measurement I list the
sequence repetitions, the average repetition rate, the total photon events, the (total)
estimated background, and the (total) signal events that were used for the evaluation.
Because the background correction is done for each projection basis the difference between
signal events and total events may differ from the total estimated background. Furthermore
I list the projection events and the inferred probabilities for each measurement basis and
finally, the density matrix including the numeric values for each entry reconstructed from
these probabilities.

For the 393 nm atom-photon entanglement, for each individual measurement (monochromatic
direct detected, monochromatic filtered, ...), I first list the values without background correction
and afterwards the background corrected values. In case of the bichromatic 854nm atom-
photon entanglement scheme, 1 first list the values of both outputs of the Wollaston prism
evaluated individually and then values after combining both outputs. No background correction
was done in this case. For the 854 nm atom photon entanglement additional projection settings
were measured to directly measure the Bell parameter. I additionally list the total sequence
repetitions and total signal events for these additional bases.

The estimated probabilities from the bichromatic 854 nm atom-photon entanglement show an
imbalance towards either the ]+%> or |—%> state, depending on the output of the Wollaston
prism (see Appendix [D.3). If the photon events from both sides are taken into account to cal-
culate the estimated probability of the projection, the imbalance vanishes. I could not identify
the reason for this imbalance but can exclude a polarization dependent loss, the measurement
sequence, the atomic state projection or an electronic artifact.

The density matrices that are displayed in Chapter [7]are found in the following sections of this
appendix:

e The numeric values of the density matrix from the 393 nm monochromatic atom-photon
entanglement scheme shown in Figure 7.9 are listed in Section and Section

e The numeric values of the density matrix from the 393 nm bichromatic atom-photon
entanglement scheme shown in Figure [7.11] are listed in Section and Section

e The numeric values of the density matrix from the 854nm bichromatic atom-photon

entanglement scheme shown in Figure are listed in Section and Section
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D. Supplementary material to the atom-photon entanglement measurements

D.1. 393 nm atom-photon entanglement: monochromatic scheme

D.1.1. Unfiltered photons, without background correction

Sequence repetitions: 960 M Average repetition rate: 14 kHz
Total photon events: 563062 Estimated background: 21019
Signal events: 563062
[+3) | =3 | 1) | 162) | [6s) | 16a) | 165) | 66) | [67) | 6s) | 1[6)
|L) 43473 2136 2263 2154 2167 2130 2208 2085 2105 2248 2279
R) 2931 45638 2533 2396 2468 2313 2319 2247 2221 2278 2390
[H) | 17547 | 25889 2104 2674 3212 3519 3845 3902 3767 3705 3363
D) | 23956 | 23846 377 429 625 1047 1538 2231 2753 3334 3983
V) | 27799 | 23231 2604 1936 1329 809 481 381 421 743 1164
|A) | 22195 | 22329 4387 3899 3693 3139 2568 1979 1306 866 546
010) | [011) | 1012) | [bh3) 014) 015) 016) 017) | 1018) | 1019) | [620)
|L) 2417 2413 2352 2359 2423 2412 2390 2358 2393 2289 2234
R) 2490 2546 2590 2709 2633 2615 2717 2722 2709 2711 2548
|H) 2792 2347 1724 1187 790 432 376 388 666 1056 1534
|D) 4157 4323 4332 4098 3743 3164 2441 1797 1278 781 527
V) 1772 2471 3168 3800 4262 4785 4627 4508 4231 3884 3306
|A) 338 359 563 816 1447 1932 2548 3107 3610 3940 4192
I+3) | |=3) | 16) |02) 103) |04) |05) |06) |07) |0s) |09)
L) | 0.6947 | 0.0341 | 0.0362 | 0.0344 | 0.0346 | 0.0341 | 0.0353 | 0.0333 | 0.0337 | 0.0359 | 0.0364
[R) | 0.0469 | 0.7293 | 0.0405 | 0.0383 | 0.0395 | 0.0370 | 0.0371 | 0.0359 | 0.0355 | 0.0364 | 0.0382
|H) | 0.2804 | 0.4137 | 0.0336 | 0.0427 | 0.0513 | 0.0563 | 0.0615 | 0.0624 | 0.0602 | 0.0592 | 0.0538
D) | 0.3828 | 0.3811 | 0.0060 | 0.0069 | 0.0100 | 0.0167 | 0.0246 | 0.0357 | 0.0440 | 0.0533 | 0.0637
|V) | 0.4443 | 0.3713 | 0.0416 | 0.0310 | 0.0213 | 0.0129 | 0.0077 | 0.0061 | 0.0067 | 0.0119 | 0.0186
|A) | 0.3547 | 0.3568 | 0.0701 | 0.0623 | 0.0590 | 0.0502 | 0.0411 | 0.0316 | 0.0209 | 0.0139 | 0.0087
010) | [611) | 1612) | [613) | [6ua) | [615) | [616) | [627) | [61s) | [610) | [620)
L) | 0.0386 | 0.0386 | 0.0376 | 0.0377 | 0.0387 | 0.0386 | 0.0382 | 0.0377 | 0.0383 | 0.0366 | 0.0357
[R) | 0.0398 | 0.0407 | 0.0414 | 0.0433 | 0.0421 | 0.0418 | 0.0434 | 0.0435 | 0.0433 | 0.0433 | 0.0407
|H) | 0.0446 | 0.0375 | 0.0276 | 0.0190 | 0.0126 | 0.0069 | 0.0060 | 0.0062 | 0.0107 | 0.0169 | 0.0245
D) | 0.0664 | 0.0691 | 0.0692 | 0.0655 | 0.0598 | 0.0506 | 0.0390 | 0.0287 | 0.0204 | 0.0125 | 0.0084
V) | 0.0283 | 0.0395 | 0.0506 | 0.0607 | 0.0681 | 0.0765 | 0.0740 | 0.0721 | 0.0676 | 0.0621 | 0.0528
|A) | 0.0054 | 0.0058 | 0.0090 | 0.0131 | 0.0231 | 0.0309 | 0.0407 | 0.0497 | 0.0577 | 0.0630 | 0.0670
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Clely | 3L | [+3,R) | |-3,L) 7 R) Clol) | +5.1) | [+3.R) | |=3,L) | |-3.R)
(+1,L] | 0458 | 0054 | —0.015 | —0.418 (+4,L[ | 0000 | 0006 | 0.004| —0.067
(+1,R|| 0054 | 0032 | 0002| —0.028 (+1,R|| —0.006 | —0.000 | —0.014 | —0.004
(<11 | —0.015| 0002 | 0.023| —0.013 (~1,L] | —0.004 | 0.014 | —0.000 | 0.006
(-L,R|| —0418 | —0.028 | —0.013 | 0488 (-LR|| 0067 | 0.004| —0.006| 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.1.2. Unfiltered photons, with background correction

The numeric values shown here are used to reconstruct the density matrix shown in Figure|7.9
The same density matrix is shown below

Sequence repetitions: 960 M Average repetition rate: 14 kHz
Total photon events: 563062 Estimated background: 21019
Signal events: 542043
D L =D | ey | 1e) | des) | de | des) | 16 | 1o | 1es) | 16w
|L) 42678 1337 2182 2073 2086 2049 2127 2004 2024 2167 2198
R) 1814 44497 2399 2262 2334 2179 2185 2113 2087 2144 2256
[H) | 16798 | 25035 2028 2598 3136 3443 3769 3826 3691 3629 3287
D) | 23201 | 22983 299 351 547 969 1460 2153 2675 3256 3905
|[V) | 26984 | 22391 2520 1852 1245 725 397 297 337 659 1080
|A) | 21365 | 21528 4307 3819 3613 3059 2488 1899 1226 786 466

010) | [611) | [012) | [013) | [61a) | [015) | |616) | [017) | 01s) | |619) | [020)
|L) 2336 2332 2271 2278 2342 2331 2309 2277 2312 2208 2153
R) 2356 2412 2456 2575 2499 2481 2583 2588 2575 2577 2414
|H) 2716 2271 1648 1111 714 356 300 312 590 980 1458
|D) 4079 4245 4254 4020 3665 3086 2363 1719 1200 703 449
V) 1688 2387 3084 3716 4178 4701 4543 4424 4147 3800 3222
|A) 258 279 483 736 1367 1852 2468 3027 3530 3860 4112

I+3) | |=3) | 16) |02) |03) |04) |05) |06) |07) |0s) |09)
) | 0.7085 | 0.0222 | 0.0362 | 0.0344 | 0.0347 | 0.0340 | 0.0353 | 0.0333 | 0.0336 | 0.0360 | 0.0365
y | 0.0301 | 0.7387 | 0.0398 | 0.0376 | 0.0388 | 0.0362 | 0.0363 | 0.0351 | 0.0347 | 0.0356 | 0.0375
Y | 0.2789 | 0.4156 | 0.0337 | 0.0431 | 0.0521 | 0.0572 | 0.0626 | 0.0635 | 0.0613 | 0.0603 | 0.0546
D) | 0.3852 | 0.3815 | 0.0050 | 0.0058 | 0.0091 | 0.0161 | 0.0242 | 0.0357 | 0.0444 | 0.0541 | 0.0648
)
)

0.4480 | 0.3717 | 0.0418 | 0.0308 | 0.0207 | 0.0120 | 0.0066 | 0.0049 | 0.0056 | 0.0109 | 0.0179
0.3547 | 0.3574 | 0.0715 | 0.0634 | 0.0600 | 0.0508 | 0.0413 | 0.0315 | 0.0204 | 0.0131 | 0.0078

010) | [611) | [612) | 613) | [1a) | [615) | |6he) | [6h7) | [01s) | [610) | [620)
) | 0.0388 | 0.0387 | 0.0377 | 0.0378 | 0.0389 | 0.0387 | 0.0384 | 0.0378 | 0.0384 | 0.0367 | 0.0358
y | 0.0391 | 0.0401 | 0.0408 | 0.0428 | 0.0415 | 0.0412 | 0.0429 | 0.0430 | 0.0428 | 0.0428 | 0.0401
Y | 0.0451 | 0.0377 | 0.0274 | 0.0185 | 0.0119 | 0.0059 | 0.0050 | 0.0052 | 0.0098 | 0.0163 | 0.0242
|D> 0.0677 | 0.0705 | 0.0706 | 0.0667 | 0.0608 | 0.0512 | 0.0392 | 0.0285 | 0.0199 | 0.0117 | 0.0075
)
)

0.0280 | 0.0396 | 0.0512 | 0.0617 | 0.0694 | 0.0780 | 0.0754 | 0.0734 | 0.0689 | 0.0631 | 0.0535
0.0043 | 0.0046 | 0.0080 | 0.0122 | 0.0227 | 0.0308 | 0.0410 | 0.0503 | 0.0586 | 0.0641 | 0.0683
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(+1,L] | 0458 | 0054 | —0.015 | —0.418 (+4,L[ | 0000 | 0006 | 0.004| —0.067
(+1,R|| 0054 | 0032 | 0002| —0.028 (+1,R|| —0.006 | —0.000 | —0.014 | —0.004
(<11 | —0.015| 0002 | 0.023| —0.013 (~1,L] | —0.004 | 0.014 | —0.000 | 0.006
(-L,R|| —0418 | —0.028 | —0.013 | 0488 (-LR|| 0067 | 0.004| —0.006| 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.1.3. Filtered photons, without background correction

Sequence repetitions: 960 M Average repetition rate: 14 kHz
Total photon events: 17956 Estimated background: 3851
Signal events: 17956
I+3) | I=3) | 16) |02) |03) |04) |05) |06) |07) |0s) |09)
|L) 183 169 12 12 19 21 15 14 16 20 21
R) 197 2536 131 145 136 152 128 139 120 136 145
|H) 193 1373 73 101 86 90 68 77 86 76 71
|D) 188 1293 64 66 58 66 65 53 75 74 89
V) 186 1257 68 71 81 72 62 72 78 69 68
|A) 227 1142 81 76 72 72 84 74 76 81 65

010) | 1011) | 1012) | 013) | [61a) | [615) | |6h6) | [617) | 101s) | [019) | [020)

|L) 10 15 16 15 14 20 17 16 14 18 20
R) 127 125 122 140 130 152 139 155 148 124 121
|H) 73 76 75 78 78 74 79 86 69 64 83
D) 87 74 83 77 74 68 87 48 71 74 73
V) 74 81 82 85 71 71 76 96 79 82 87
|A) 58 79 65 74 68 62 68 68 71 87 77

I+3) | [=3) | 161) |62) |0s) |04) |65) |6s) |07) |0s) |09)

) | 0.0916 | 0.0846 | 0.0065 | 0.0065 | 0.0100 | 0.0109 | 0.0080 | 0.0075 | 0.0085 | 0.0104 | 0.0109

) | 0.0985 | 1.2623 | 0.0657 | 0.0726 | 0.0682 | 0.0761 | 0.0642 | 0.0697 | 0.0602 | 0.0682 | 0.0726

) | 0.0965 | 0.6837 | 0.0368 | 0.0508 | 0.0433 | 0.0453 | 0.0343 | 0.0388 | 0.0433 | 0.0383 | 0.0358
D) | 0.0940 | 0.6439 | 0.0323 | 0.0333 | 0.0294 | 0.0333 | 0.0328 | 0.0269 | 0.0378 | 0.0373 | 0.0448

)

)

0.0930 | 0.6259 | 0.0343 | 0.0358 | 0.0408 | 0.0363 | 0.0313 | 0.0363 | 0.0393 | 0.0348 | 0.0343
0.1134 | 0.5687 | 0.0408 | 0.0383 | 0.0363 | 0.0363 | 0.0423 | 0.0373 | 0.0383 | 0.0408 | 0.0328

010) | [611) | [0h2) | 613) | [61a) | [015) | |616) | [6h7) | 61s) | [619) | [620)
) | 0.0055 | 0.0080 | 0.0085 | 0.0080 | 0.0075 | 0.0104 | 0.0090 | 0.0085 | 0.0075 | 0.0095 | 0.0104
) | 0.0637 | 0.0627 | 0.0612 | 0.0702 | 0.0652 | 0.0761 | 0.0697 | 0.0776 | 0.0741 | 0.0622 | 0.0607

[H) | 0.0368 | 0.0383 | 0.0378 | 0.0393 | 0.0393 | 0.0373 | 0.0398 | 0.0433 | 0.0348 | 0.0323 | 0.0418
)
)
)

0.0438 | 0.0373 | 0.0418 | 0.0388 | 0.0373 | 0.0343 | 0.0438 | 0.0244 | 0.0358 | 0.0373 | 0.0368
0.0373 | 0.0408 | 0.0413 | 0.0428 | 0.0358 | 0.0358 | 0.0383 | 0.0483 | 0.0398 | 0.0413 | 0.0438
0.0294 | 0.0398 | 0.0328 | 0.0373 | 0.0343 | 0.0313 | 0.0343 | 0.0343 | 0.0358 | 0.0438 | 0.0388
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D. Supplementary material to the atom-photon entanglement measurements

0.8

0.6

0.4

Estimated probability

0.2

L) IR)

ny) Bagy) |

|A) T 0.07

H)

D)

V)

[A)

?/\/\/\/\/\/\/\4 v
-0.04
W~ 0.02

- 0.06

—10.03

Estimated probability

-0.01

|
0.5

Superposition projections |6)

™

|
1.57

2T

Real part

Imaginary part

Clol) | 1+5,1) | [+3.R) | |=3.L) | |-3,R) Clol) | +3,1) | [+3,R) 5 L) | |-3.R)
(+3,1] 0.062 | —0.000 0.001 | —0.033 (+1,1]| —0.000 | —0.008 0.000 | —0.010
(+1,R| | —0.000 0.069 0.007 | —0.006 (+1.R[| 0.008 0.000 0.014 | —0.004
(1.1 0.001 0.007 0.053 | —0.013 (=1,L| | —0.000 | —0.014 0.000 0.015
(-1,R|| —0.033 | —0.006 | —0.013 0.816 (-L.R|| 0.010 0.004 | —0.015 | —0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.1.4. Filtered photons, with background correction

The numeric values shown here are used to reconstruct the density matrix shown in Figure|7.9
The same density matrix is shown below

Sequence repetitions: 960 M Average repetition rate: 14 kHz

Total photon events: 17956 Estimated background: 3851

Signal events: 14383

D L =D | ey | 1e) | des) | de | des) | 16 | 1o | 1es) | 16w

L) | 69 49 2 2 5 8 3 3 3 5 6
R) 64 2358 116 130 121 137 113 124 105 121 130
|H) 70 1203 58 86 71 75 53 62 71 61 56
|D) 53 1122 47 49 41 49 48 36 58 57 72
V) 67 1096 52 55 65 56 46 56 62 53 52
|A) 95 992 63 58 54 54 66 56 58 63 47

010) | [011) | 1012) | [bhs) |014) 015) 016) 017) | 1018) | 1019) | [020)

Ly | 2 3 3 3 4 5 4 4 3 4 6
R) 112 110 107 125 115 137 124 140 133 109 106
|H) 58 61 60 63 63 59 64 71 54 49 68
|D) 70 57 66 60 57 51 70 31 54 57 56
V) 58 65 66 69 55 55 60 80 63 66 71
|A) 40 61 47 56 50 44 50 50 53 69 59
I+3) | |=3) | 16) |02) |03) |04) |05) |06) |07) |0s) |09)

) | 0.0434 | 0.0308 | 0.0021 | 0.0021 | 0.0038 | 0.0054 | 0.0026 | 0.0023 | 0.0027 | 0.0040 | 0.0045

) | 0.0403 | 1.4604 | 0.0727 | 0.0813 | 0.0758 | 0.0857 | 0.0708 | 0.0776 | 0.0659 | 0.0758 | 0.0813
|H) | 0.0438 | 0.7454 | 0.0368 | 0.0541 | 0.0449 | 0.0473 | 0.0337 | 0.0393 | 0.0449 | 0.0387 | 0.0356

)

)

)

0.0337 | 0.6952 | 0.0296 | 0.0308 | 0.0258 | 0.0308 | 0.0302 | 0.0228 | 0.0364 | 0.0358 | 0.0450
0.0418 | 0.6791 | 0.0329 | 0.0348 | 0.0410 | 0.0354 | 0.0292 | 0.0354 | 0.0391 | 0.0336 | 0.0329
0.0594 | 0.6147 | 0.0398 | 0.0367 | 0.0342 | 0.0342 | 0.0416 | 0.0354 | 0.0367 | 0.0398 | 0.0299

010) | [611) | [612) | 613) | [1a) | [615) | |6he) | [6h7) | [01s) | [610) | [620)
) | 0.0016 | 0.0025 | 0.0027 | 0.0025 | 0.0030 | 0.0039 | 0.0034 | 0.0030 | 0.0025 | 0.0033 | 0.0042
y | 0.0702 | 0.0690 | 0.0671 | 0.0783 | 0.0721 | 0.0857 | 0.0776 | 0.0875 | 0.0832 | 0.0683 | 0.0665
|H) | 0.0368 | 0.0387 | 0.0380 | 0.0399 | 0.0399 | 0.0374 | 0.0405 | 0.0449 | 0.0343 | 0.0312 | 0.0430
)
)
)

0.0438 | 0.0358 | 0.0413 | 0.0376 | 0.0358 | 0.0320 | 0.0438 | 0.0197 | 0.0339 | 0.0358 | 0.0351
0.0366 | 0.0410 | 0.0416 | 0.0435 | 0.0348 | 0.0348 | 0.0379 | 0.0503 | 0.0397 | 0.0416 | 0.0447
0.0255 | 0.0385 | 0.0299 | 0.0354 | 0.0317 | 0.0280 | 0.0317 | 0.0317 | 0.0336 | 0.0435 | 0.0373
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D. Supplementary material to the atom-photon entanglement measurements

Estimated probability

ny) Bagy) |

|A) T 0.07

0.5

™

1.57

Superposition projections |6)

2T

0.05

0.04

0.03

0.02

- 0.06

Estimated probability

0.01

Real part

Imaginary part

Clol) | 1+3,L) | [+3,R) 3 L) 3. R) Cloly | 3L | [+3,R) | |-3,L1) 5 R)
(+1,L] | 0028 | —0.000 | 0.001 | —0.042 (+1,L] | —0.000 | —0.009 | —0.001 | —0.013
(+1,R|| —0.000 | 0.030 | 0.011 | —0.008 (+1,R|| 0009 | 0.000 | 0019 | —0.004
(=L,L/| 0001 | 0011| 0017 | —0.017 (=1L | 0001 | —0.019 | 0.000| 0.016
(-L,R|| —0.042 | —0.008 | —0.017 | 0.925 (-LR|| 0013 | 0004 | —0.016 | —0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.2. 393 nm atom-photon entanglement: bichromatic scheme

D.2.1. Unfiltered photons, without background correction

Sequence repetitions: 1080 M *5) | 1-3) o) e = )
1A) | 16669 | 17460 | 18600 | 15761 | 7939 | 26350

Average repetition rate: 14kHz D) | 18339 | 18360 | 19187 | 17656 | 27570 | 8758

Total photon events: 637717 [V) | 20565 | 17048 | 29569 | 8809 | 18283 | 19880

Estimated background: 40603 IH) | 13808 | 19241 | 7841 | 24365 | 16891 | 15965

Signal events: 637717 R) | 2399 | 33860 | 19213 | 16965 | 18571 | 18290

IL) | 32411 | 2142 | 18009 | 16085 | 17328 | 17530
0.5

|A)| 0.235 | 0.246 | 0.262 | 0.222 | 0.112 | 0.372

ID)| 0.259 | 0.259 | 0.271 | 0.249 | 0.389 | 0.124 0.4

V)| 0.290 | 0.241 | 0.417 | 0.124 | 0.258 | 0.281 0.3

[H)| 0.195 | 0.272 | 0.111 | 0.344 | 0.238 | 0.225 0.9

IR)| 0.034 | 0.478 | 0.271 | 0.239 | 0.262 | 0.258

IL) | 0.457 | 0.030 | 0.254 | 0.227 | 0.245 | 0.247 0-1

+3) | =) | =) | =) ) 0
Real part Imaginary part

0.5
0.4
0.3
0.2
0.1
0
—0.1
—0.2
—-0.3
—0.4
—0.5

(-lpl-) l+3.L) | [+3.R) | [-3.L) | [-3.R) (-lpl-) l+3.L) | [+3.R) | [-5.L) | [-3.R)
(+3.L| 0.456 0.051 | —0.013 | —0.264 (+3,L] | —0.000 0.011 | —0.002 | —0.004
(+1,R|| 0.051 0.034 | —0.000 | —0.016 (+1,R|| —0.011 0.000 | —0.013 0.002
(-=3,L| | —0.013 | —0.000 0.030 | —0.013 (-3.L| 0.002 0.013 | —0.000 0.005
(=L R|| —0.264 | —0.016 | —0.013 0.479 (=L R|| 0.004 | —0.002 | —0.005 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.2.2. Unfiltered photons, with background correction

The numeric values shown here are used to reconstruct the density matrix shown in Figure
The same density matrix is shown below

Sequence repetitions: 1080 M +2) | I=3) o) ) =0 )
|A) | 15671 | 16240 | 17503 | 14711 | 6845 | 25341

Average repetition rate: 14 kHz D) | 17275 | 17246 | 18082 | 16496 | 26309 | 7725

Total photon events: 637717 [V) | 19374 | 15902 | 28401 | 7655 | 17263 | 18737

Estimated background: 40603 [H) | 12692 | 18177 | 6681 | 23167 | 15709 | 14751

Signal events: 597110 |R) | 1382 | 32651 | 18151 | 15805 | 17414 | 17213

IL) | 31268 | 963 | 16893 | 14936 | 16152 | 16329
0.5

|A)| 0.236 | 0.245 | 0.264 | 0.222 | 0.103 | 0.382

D) | 0.260 | 0.260 | 0.273 | 0.249 | 0.397 | 0.116 0-4

[V)| 0.292 | 0.240 | 0.428 | 0.115 | 0.260 | 0.282 0.3

[H) | 0.191 | 0.274 | 0.101 | 0.349 | 0.237 | 0.222 0.9

[R)| 0.021 | 0.492 | 0.274 | 0.238 | 0.262 | 0.259

IL) | 0.471 | 0.015 | 0.255 | 0.225 | 0.243 | 0.246 0-1

+3) [ =) | =) | 1B =) | ) 0
Real part Imaginary part

0.5
0.4
0.3
0.2
0.1
0
—0.1
—0.2
—0.3
—-0.4
—0.5

Clel) | 3L | 43 R) | =50 | [=5R)  Clel) | 430) | H#5R) | [=50) | |-5.R)

(+1,1 0.470 0.055 | —0.014 | —0.281 (+3,L | —0.000 0.010 | —0.002 | —0.004

(+4,R|| 0.055 0.021 | —0.001 | —0.017 (+4,R|| —0.010 0.000 | —0.013 0.001

<—%7L| —0.014 —0.001 0.015 —0.013 <—%7L\ 0.002 0.013 —0.000 0.006

(-1,R|| —0.281 | —0.017 | —0.013 0.494 (—=1,R|| 0004 | —0.001 | —0.006 | —0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.2.3. Filtered photons, without background correction

. [+3) | =) | 1=) [ 1+ | =) | [+)
Sequence repetitions: 1080 M A) | 745 | s13 | 784 | 735 | 171 | 1307
Average repetition rate: 14 kHz |D> 808 708 808 768 1223 206
Total photon events: 26839 V) 783 697 | 1329 | 168 718 738
Estimated background: 4956 [H) | 668 | 733 | 180 | 1284 | 764 | 750
Signal events: 26839 IR) | 153 | 1347 | 718 | 702 | 714 | 782
L) | 1291 176 811 749 733 775
0.5
|A)| 0.250 | 0.273 | 0.263 | 0.246 | 0.058 | 0.438 14) )
D) | 0.271 | 0.237 | 0.271 | 0.258 | 0.410 | 0.069 |D) 0.4
V)| 0.263 | 0.234 | 0.445 | 0.057 | 0.241 | 0.247 [V) - 0.3
[H) | 0.224 | 0.246 | 0.061 | 0.430 | 0.256 | 0.251 |H) N 0.2
[R) | 0.052 | 0.451 | 0.241 | 0.235 | 0.239 | 0.262 R ) o
|L) | 0.433 | 0.059 | 0.272 | 0.251 | 0.246 | 0.260 Ly | )
2 =2 ] SN |+‘%>I—%> [ \J‘r> \—‘i> |+‘i> 0
Real part Imaginary part
0.5
0.4
0.3
0.2
0.1
0
—0.1
—-0.2
-0.3
—-04
—-0.5

Clol) | 1+3.0) | [+5.R) | |=5,1) | [-3.R) (lely | +3L) | [+5.R) | |=3.L) 3 R)
(+1,L] | 0449 | 0015 | —0.009 | —0.376 (+1,L] | 0000 | 0013 | —0.004 | —0.002
(+L,R[| 0015 | 0052 | —0.006 | —0.002 (+1,R[| —0.013 | 0.000 | —0.004 | —0.008
(-1L] | —0.009 | —0.006 | 0.060 | —0.011 (<1L] | 0004 | 0004 0000 | —0.014
(-1 R|| —0.376 | —0.002 | —0.011 | 0.440 (<L R[| 0002 | 0008 | 0014 | —0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.2.4. Filtered photons, with background correction

The numeric values shown here are used to reconstruct the density matrix shown in Figure
The same density matrix is shown below

Sequence repetitions: 1080 M *2) | 1=3) | 1) e B
|A) 632 656 663 601 35 1184
Average repetition rate: 14 kHz D) | 708 595 666 | 620 | 1093 | 39
Total photon events: 26839 VY | 660 | 553 | 1172 8 599 | 600
Estimated background: 4956 [H) | 558 | 593 55 | 1144 | 628 | 603
Signal events: 21891 IR) 20 1215 578 554 557 626
L) | 1143 38 664 597 593 641
|A) | 0.260 | 0.270 | 0.273 | 0.247 | 0.015 | 0.486
D) | 0.291 | 0.245 | 0.274 | 0.255 | 0.449 | 0.016
V)] 0.271 | 0.227 | 0.481 | 0.004 | 0.246 | 0.247
[H) | 0.229 | 0.244 | 0.023 | 0.470 | 0.258 | 0.248
[R)| 0.009 | 0.499 | 0.238 | 0.228 | 0.229 | 0.257
L) | 0.470 | 0.016 | 0.273 | 0.245 | 0.244 | 0.264
+3) [ =30 | 1= | ] =) | )
Real part Imaginary part
0.5
0.4
0.3
0.2
0.1
0
—0.1
—-0.2
—-0.3
—-04
—-0.5
Clel) | 3L | 43 R) | =50 | [=5R)  Clel) | 430) | H#5R) | [=50) | |-5.R)
(+3,L1 | 0498 | 0011 | —0.011 | —0.470 (+3,L | —0.000 |  0.007 | —0.006 | —0.001
(+4,R[| 0011 | 0.009 | —0.003 | —0.009 (+4,R|| —0.007 | —0.000 | 0.002 | —0.001
(-4,L] | —0.011 | —0.003 | 0.016 | —0.011 (-=4,L] | 0006 | —0.002 | 0.000 | —0.011
(-4, R|| —0470 | —0.009 | —0.011 | 0477 (—=4,R[| 0001| 0.001| 0.011| 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.3. 854 nm atom-photon entanglement: bichromatic scheme

D.3.1. Unfiltered photons, Wollaston prism output 1

Sequence repetitions APE: 297 M [+2) | -3 | |- [+) —1i) |+1)
Sequence repetitions BELL: 132M [A) | 6798 | 2367 | 4542 | 4450 | 6219 | 2924
.- D 6801 2549 | 4137 | 4908 | 2687 | 6231
Average repetition rate: 57kHz D)
V) | 6645 | 2542 | 2667 | 6175 | 4432 | 4227
Total photon events: 225309 IH) | 6943 | 2359 | 6143 | 2695 | 4281 | 4685
Signal events APE: 158410 R) | 93 | 5390 | 2325 | 2071 | 2743 | 2589
Signal events BELL: 67399 L) | 11577 109 5719 | 5328 | 5512 | 5647
|A) | 0.386 | 0.135 | 0.258 | 0.253 | 0.353 | 0.166
D) | 0.386 | 0.145 | 0.235 | 0.279 | 0.153 | 0.354
V)| 0.378 | 0.144 | 0.152 | 0.351 | 0.252 | 0.240
|H) | 0.394 | 0.134 | 0.349 | 0.153 | 0.243 | 0.266
|R) | 0.005 | 0.306 | 0.132 | 0.169 | 0.156 | 0.147
L) | 0.658 | 0.006 | 0.325 | 0.303 | 0.313 | 0.321
50 | =2 | 1= | | =) | D
Real part Imaginary part
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
—0.1
—-0.2
—-0.3
—-0.4
—0.5
—0.6
—0.7
(+3,L| | 0696 | —0.008 | —0.011 | 0.193 (+23,L| | 0.000 | —0.004 | —0.008 | 0.021
(+23,R[| —0.008 | 0.007 | 0.004 | 0.019 (+3,R[| 0.004 | 0.000 | —0.003| 0.003
(-=4,L| | —0.011 | 0.004 | 0.005| 0.005 (-=4,L| | 0.008| 0.003| 0.000]| 0.004
(-L,R[| 0193 | 0.019| 0.005| 0292 (—1,R|| —0.021 | —0.003 | —0.004 |  0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.3.2. Unfiltered photons, Wollaston prism output 2

Sequence repetitions APE: 297 M +2) | |-3) | |- |+) |—i) |41)
Sequence repetitions BELL: 132M |A) | 4185 | 2888 | 3553 | 3254 | 4691 | 2000
Average repetition rate: 57kHz [D) | 3847 | 3017 | 3209 | 3424 | 1774 | 4897
[V) | 4007 | 2914 | 1863 | 4933 | 3442 | 3265
Total photon events: 174541 [H) | 4164 | 2782 | 4975 | 1899 | 3356 | 3486
Signal events APE: 122795 R) | 42 [ 4978 | 2225 | 2765 | 2374 | 2485
Signal events BELL: 51746 L) | 9015 56 4333 | 4061 | 4278 | 4358
|A) | 0.307 | 0.212 | 0.260 | 0.238 | 0.344 | 0.147
D) | 0.282 | 0.221 | 0.235 | 0.251 | 0.130 | 0.359
[V)| 0.294 | 0.214 | 0.137 | 0.362 | 0.252 | 0.239
[H) | 0.305 | 0.204 | 0.365 | 0.139 | 0.246 | 0.255
|R) | 0.003 | 0.365 | 0.163 | 0.203 | 0.174 | 0.182
L) | 0.661 | 0.004 | 0.318 | 0.298 | 0.314 | 0.319
+3) | =30 | [ ) | =0 | )
Real part

Cloly | 1+3.1) | [+3.R) | |=3.L) | [-5.R) (lol) | +5.L) | +3.R) | [-3.L) | [-3.R)
(+3,L] | 0611 | —0.007 | —0.015 | 0.221 (+3,L] | 0.000 | —0.011 | —0.003 | 0.015
(+3,R|| —0.007 | 0003 | 0.002| 0017 (+3,R[| 0011 | 0000 | —0.002 | —0.004
(-LL]| —0.015| 0002 | 0.005| 0.004 (-L,L/| 0003 | 0002| 0000]| 0.005
(-LR|| 0221 | 0017| 0004| 0381 (-LR|| —0.015 | 0004 | —0.005| 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.3.3. Unfiltered photons, Wollaston prism both outputs

The numeric values shown here are used to reconstruct the density matrix shown in Figure
The same density matrix is shown below

Sequence repetitions APE: 297 M [+2) | |-3) |-) [+) |—i) |+i)
Sequence repetitions BELL: 132 M IA) | 10983 | 5255 | 8095 | 7704 | 10910 | 4924
. D) | 10648 | 5566 | 7346 | 8332 | 4461 | 11128
Average repetition rate: 57kHz D)
V) | 10652 | 5456 | 4530 | 11108 | 7874 | 7492
Total photon events: 400350 IH) | 11107 | 5141 | 11118 | 4594 | 7637 | 8171
Signal events APE: 281205 R) | 135 | 10368 | 4550 | 5736 | 5117 | 5074
Signal events BELL: 119145 IL) | 20592 | 165 | 10052 | 9389 | 9790 | 10005
|A)| 0.351 | 0.168 | 0.250 | 0.247 | 0.349 | 0.158
ID) | 0.341 | 0.178 | 0.235 | 0.267 | 0.143 | 0.356
V)| 0.341 | 0.175 | 0.145 | 0.355 | 0.252 | 0.240
|H) | 0.355 | 0.165 | 0.356 | 0.147 | 0.244 | 0.262
IR) | 0.004 | 0.332 | 0.146 | 0.184 | 0.164 | 0.162
IL) | 0.659 | 0.005 | 0.322 | 0.300 | 0.313 | 0.320
+3) [ =30 | 1= | ) ] =) | )
Real part Imaginary part
0.7
0.6
0.5
0.4
0.6 0.3
0.4 [ 0.2
0.2 0.1
0 O
—0.1
—0.2
Coal —0.2
' —0.3
—0.6 —0.4
(+3,L| —0.5
(+3 —0.6
—-0.7
Clol)y | 450 | +5,R) | |-3,L) | [-3.R) Clol)y | 451 | +5.R) | |-3.1) | [-3.R)
<+%,L| 0.659 —0.007 | —0.013 0.205 <+%,L\ 0.000 —0.007 | —0.006 0.018
(+3,R|| —0.007 | 0.005| 0003 | 0.019 (+3,R|| 0007 | 0.000| —0.003 | —0.000
(-11) | 0013 | 0.003| 0.005| 0.005 (-L1/| 0006 | 0003| 0000 0.004
(-LR|| 0205 0019| 0005| 0332 (-LR|| —0.018 | 0.000| —0.004 | 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.3.4. Filtered photons, Wollaston prism output 1

Sequence repetitions APE: 216 M +2) | 1=3) | =)y | [+ | =) | |+D)
Sequence repetitions BELL: 96 M |A) | 391 | 313 | 345 | 390 | 688 | 31
.. D 434 286 357 | 321 31 692
Average repetition rate: 41 kHz D)
V) 396 295 33 | 696 | 330 | 387
Total photon events: 18638 ) | 471 | 310 | 643 | 27 | 420 | 299
Signal events APE: 12904 IR) 9 722 | 295 | 398 | 326 | 416
Signal events BELL: 5734 |L) 740 18 392 | 334 | 343 | 316
|A) | 0.273 | 0.218 | 0.241 | 0.272 | 0.479 | 0.022
D) | 0.303 | 0.200 | 0.249 | 0.224 | 0.022 | 0.482
V)| 0.276 | 0.206 | 0.024 | 0.485 | 0.230 | 0.270
[H) | 0.328 | 0.216 | 0.448 | 0.019 | 0.299 | 0.209
|[R) | 0.007 | 0.503 | 0.206 | 0.278 | 0.227 | 0.290
L) | 0.515 | 0.013 | 0.273 | 0.233 | 0.239 | 0.220
+3) | I-3 - + —i) | |+
20 [ 1=2) | 1= | =0 ] ) +3)1=3) 1= 1+ =D |+
Real part Imaginary part
0.5
0.4
0.3
0.5 [ 05
0.4 0.4 0.2
0.3 [ 0.3
0.2 [ 0.2 0.1
0.1 0.1
oF 0 0
0.1 0.1
—02F —0.2 —0.1
—0.3 [ ~0.3
—0.4 —0.4 —0.2
—0.5 F —0.5 ¢ —-0.3
(+3, (+3.1] —-0.4
(+3. Rl
—-0.5
Clol) | 1+3.1) | [+3.R) | |-3.L) | [-5.R) Cloly | 1+3.1) | [+3.R) | |-3.L) | [-5.R)
(+3,1 0.521 0.001 | —0.018 0.455 (+3,1 0.000 0.006 0.025 | —0.045
(+3,R||  0.001 0.011 0.003 | 0.019 (+3,R|| —0.006 | 0.000 | —0.008 | —0.021
(—=1,L| | —0.018 | 0.003| 0.010 | 0.000 (—=4,L| | —0.025| 0.008 | 0.000 | —0.011
(-3, Rl| 0455 | 0.019 | 0.000 | 0458 (-3.RI| 0045 | 0.021 | 0.011 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.3.5. Filtered photons, Wollaston prism output 2

Sequence repetitions APE: 216 M +2) | 1=3) | =)y | [+ | =) | |+D)
Sequence repetitions BELL: 96 M |A) | 239 | 413 | 316 | 347 | 626 | 22
Average repetition rate: 41 kHz D) | 261 | 408 | 342 | 255 | 29 | 644
V) 248 375 33 | 666 | 296 | 326
Total photon events: 16879 ) | 296 | 358 | 602 | 17 | 367 | 319
Signal events APE: 11565 IR) 10 615 | 265 | 333 | 309 | 335
Signal events BELL: 5314 L) | 645 10 | 347 | 279 | 320 | 292
|A) | 0.186 | 0.321 | 0.246 | 0.270 | 0.486 | 0.018
D) | 0.203 | 0.317 | 0.266 | 0.199 | 0.023 | 0.500
[V)| 0.193 | 0.292 | 0.026 | 0.517 | 0.230 | 0.254
[H) | 0.230 | 0.279 | 0.468 | 0.014 | 0.285 | 0.248
|R) | 0.009 | 0.478 | 0.206 | 0.259 | 0.240 | 0.261
L) | 0.501 | 0.009 | 0.270 | 0.217 | 0.249 | 0.227
TR TR TR IR RNTERN (RN R
Real part

Cloly | 1+3,1) | [+3.R) | |=5.L) | |-3,R) Cloly | 1+3,1) | [+3.R) | |=3,L) | |-3,R)
(+2,L] | 0452 | —0.003 | —0.021 | 0.459 (+2,L] | 0.000 | 0.006 | 0010 | —0.037
(+2,R|| —0.003 | 0.006 | 0.003 | 0.010 (+2,R|| —0.006 | 0.000 | 0.002 | —0.005
(<11 | —0.021 | 0003 | 0014| 0.001 (-1L] | —0.010 | —0.002 | 0.000 | —0.008
(-LR|| 0459 | 0010 | 0001 | 0527 (-LR|| 0037 | 0005| 0.008]| 0.000
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D. Supplementary material to the atom-photon entanglement measurements

D.3.6. Filtered photons, Wollaston prism both outputs

The numeric values shown here are used to reconstruct the density matrix shown in Figure
The same density matrix is shown below

Sequence repetitions APE: 216 M 2 1 1=5) | =) | [+ | =) |+
Sequence repetitions BELL: 96 M [A) | 630 | 726 | 661 | 737 | 1314 | 53
.. D 695 694 699 576 60 1336
Average repetition rate: 41 kHz D)
V) 644 670 66 1362 | 626 713
Total photon events: 35517 H) | 767 | 668 | 1245 | 44 796 | 618
Signal events APE: 24469 R) | 19 [ 1337 [ 560 | 731 | 635 | 751
Signal events BELL: 11048 L) | 1385 28 739 613 663 608
|A)| 0.232 | 0.267 | 0.243 | 0.271 | 0.483 | 0.020
D) | 0.256 | 0.255 | 0.257 | 0.212 | 0.022 | 0.491
[V)| 0.237 | 0.246 | 0.025 | 0.501 | 0.230 | 0.262
|[H) | 0.282 | 0.246 | 0.458 | 0.017 | 0.293 | 0.227
|R) | 0.007 | 0.491 | 0.206 | 0.269 | 0.234 | 0.276
L) | 0.509 | 0.011 | 0.272 | 0.226 | 0.244 | 0.224
+3) [ =30 | 1= | =) | )
Real part Imaginary part
0.5
0.4
0.3
0.5 0.5
0.4 0.4 0.2
0.3 0.3
0.2 0.2 0.1
0.1 f 0.1
0 0 0
—0.1F —0.1
—0.2 —0.2 —0.1
03 [ -0.3
—0.4 0.4 —0.2
—0.5 -0.5 —-0.3
(+3, (+3, —-04
o (+
—-0.5
Cloly | 1+3.1) | [+3.R) | |-3.L) | [-5.R) Cloly | 1+3.1) | [+3.R) | |=3.L) | [-5.R)
(+3,L] | 0490 | —0.001 | —0.020 | 0.458 (+3,L] | 0.000 | 0.006 | 0.018 | —0.042
(+3,R|| —0.001 | 0.008 | 0.003| 0015 (+3,R|| —0.006 | 0.000 | —0.004 | —0.014
(-3,L1 | —0.020 | 0.003 | 0.011| 0.001 (—3, L] | —0.018 |  0.004 | 0.000 | —0.009
(-3,RI| 0458 | 0.015| 0.001 | 0491 (—3,Rl| 0042 | 0.014 | 0.009 | 0.000
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E. My PhD Reserach: Milestones and
Experiments. And more Experiments.

In February 2015, I started my PhD at the *°Ca® ion experiment in Saarbriicken. I spent the
first time to develop the MATLAB scripts that controls the new HYDRA-IT and to program
many different pulse sequences required for the different experiments that were performed at
this time. The experience I gathered with the ion experiment and the experimental control as
well as the automation of the measurement process that followed from the new experimental
control made the long measurement sessions possible during which I gathered the data presented
in this work. Main part of the work during this time was the implementation of the Mglmer-
Sgrensen gate for the entanglement of two ions together with Pascal.

In 2016, I started to work on the new cavity locker what became the focus of my work in the
next years. The new cavity locker was needed for the stabilization of the 393 nm laser but also
to stabilize the analysis cavity for the spectrum measurements. In that sense, the work on the
cavity locker and the Bachelor projects from Christian, Jurek, and Max, who worked on the
setup of the 393 nm analysis cavity paved the way to the topic of this thesis. Together with
Jurek, I measured the first single photon spectra with the analysis cavity setup. In this case
the 393 nm resonance fluorescence. After these measurements, I decided to measure spectra of

single Raman-scattered photons, which I was able to do for the first time in late 2018.

However, instead of being able to continue the work on Raman-scattered photons, a shortcut
in the brigth trap rendered it not usable anymore with the old settings. We had to reduce the
radio frequency power that drives the quadrupole electrodes to temporally solve the problem.
At the same time we decided to rebuild the dark trap. This was done in late 2019. With
the temporally solution I could continue my spectrum measurements that showed the need
of evacuated tubes for the transfer lock scheme to become independent of air pressure drifts.
With these tubes I could measure the first spectrum with the final setup in august 2019.

From this point, I measured the spectra and the atom-photon entanglement that are presented
in this work. Furthermore, I started working on the extension of the three level model to
support in the analysis of my spectra. Additionally, in the first half of 2021, I supervised the
Bachelor thesis of Jelena which was devoted to setup the 854 nm cavity. The measurements of
854 nm photon spectra and the atom-photon entanglement done with this cavity complement
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E. My PhD Reserach: Milestones and Experiments. And more Experiments.

the work done with 393 nm photons.

As the first years of my research were devoted to the projects that paved the way to the
measurement of the Raman-photon spectra almost all results were obtained after august 2019.
The presented measurements sum up to a total non-stop measurement time of 43 full days
during which a measuring sequence was running. From these 43 days, I spend almost 40 days
with the measurement of 393 nm spectra. The remaining time was spend to measure 854 nm
spectra and the 393 nm respective 854 nm atom-photon entanglement. In total, I performed
during these 43 “measurement days”:

62-10% sequences for 393 nm photon generation with a total number of 2.3-10'! repetitions,

« 1100 sequences for 854 nm photon generation with a total number of 3.5 - 107 repetitions,
« 14000 spectroscopies of the Sy /5 ground state to control the magnetic field,

e 2600 spectroscopies of 729 nm transitions,

e 1800 854 nm dark resonance spectroscopies to calibrate 393 nm and 854 nm detunings,

o 1500 pulse amplitude scans on 729 nm transitions to calibrate (mainly) 7-pulses,

e 950 spectroscopies of the 854 nm transition,

and 60 pulse amplitude scans on the S; /5 ground state transitions to calibrate a §-pulse.

With the executed sequences I detected a total number of 4.1-107 393 nm photons and 1.1-10°
854 nm photons.
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F. The Cavity Locker

This appendix was added on a voluntary basis after the evaluation of the thesis.
It supplements the short description of the cavity locker in Chapter [3] by a more detailed
description of the functionality and the hardware.

The development of the new cavity lockeIEI was motivated by the need of a cavity locker for
the analysis cavity and more cavity lockers for the transfer lock scheme that is used to stabilize
most of the lasers. The requirements for the new cavity locker can be derived from these two
applications. To stabilize the analysis cavity a high output resolution and the possibility to
hold and continue the feedback loop is required. The last requirement is because the chopper
switches the feedback beam periodically on and off (see Section . To stabilize the transfer
cavities the cavity locker has to cover a large range to compensate drifts over several days (from
pressure changes e.g.). In the old version the large output range was achieved by combining two
feedback loops [54,67]. A fast feedback loop with high resolution compensates high frequency
noise by addressing a piezo that shifts a mirror, while a slow feedback loop with large range
keeps the voltage applied to the piezo around 0V by changing the temperature of the cavity.
This design has two advantages compared to a single output. First, one can use “normal”
electronics as the typical range of £10V is sufficient to scan the cavity over multiple cavity
modes ﬂ Furthermore, the resolution is improved compared to a single output that covers
the whole required range because the fast output covers only a small range. As this approach
was well established for many years the new cavity locker was designed in the same way. The
development of this new version was started by my coworkers Stephan Kucera and Konstantin
Klein. I continued and finished the development beginning from a rudimentary version up to
the version that is currently used in the laboratory. This version is described in the following
sections, starting with the user interface and the modes of operation of the cavity locker.
Afterwards I discuss the hardware and a part of the software that is required for the operation.
Because some of the software was only slightly changed from the first version I also refer to the
work of Konstantin Klein [70], where the first steps of the development are described.

With cavity locker I refer to the whole “box” with the hardware and software that is used to stabilize the
cavity to the reference laser. The hardware contains a module (called MK-cavity-locker) that generates the
output voltage. Both parts are not to be mixed up.

2Together with the response of the piezo(s) that shift(s) the mirror.
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F. The Cavity Locker

F.1. The user interface and cavity locker states

In contrast to the old cavity locker which is controlled by knobs and switches, the user interface
of the new cavity locker (see Figure is implemented on a Raspberry Pi. The user interface
contains displays for cavity scans, the state of the cavity locker, parameters of the feedback
loops as well as debug information. Several buttons allow to control the state of the cavity
locker and finally, one can set all necessary parameters that are needed for the operation, as for
example the scan range. Because the Raspberry Pi can be accessed remotely, also the cavity
locker can be controlled remotely, which is one main difference compared to the old cavity
locker. [ﬂ The disadvantage of the Raspberry Pi is that it is not suitable for implementing a
real-time control loop. For this purpose a microcontroller is used, which is controlled by the
Raspberry Pi.

random data

<< jump left << auto choose >> Jump right >>
Fast Feedback
I 000 eF05AC L00Ps
Basic = Fitting Debug PID Control  Notes
Status
7 STM32: ALIVE
I Temperature 2935 °cC
OUTPUT PID1 nVvV 2
v ERROR PID )
OUTPUT PID2
ERROR PID2 ) Manual Auto Range
Temperature 235

Figure F.1.: User interface of the cavity locker for the 794 nm transfer cavity. The color of the
control buttons and the state display window indicate that both feedback loops are executed.

More details are given in the text.

3A server structure, which would allow to control the cavity locker from different computers at the same
time, is prepared rudimentary but not finished. A consequence of this preparation is that the values in the user
interface are updated about once every second from a parameter storage.
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F. The Cavity Locker

The user inter face

Two graphs are placed at the top of the user interface to display the last measured cavity scan
(top: cavity reflection; below: Pound-Drever-Hall (PDH) error signal). The displayed graphs
show the measured data (white), the smoothed data that is used to find the PDH slope (red),
the found PDH slope (cyan), the set point and position of the slope (yellow), the maximal and
minimal PDH error value that are used in the search-slope algorithm when the feedback loop
is initialized (green) and some auxiliary lines (orange).

Below the graphs ten colored buttons allow to control the state of the cavity locker (details see
below). The STOPALL button acts as a panic button that is used to return to the idle state if
something goes wrong. Similarly, the Reset STM32 button reboots the microcontroller. The
current state of the cavity locker is shown in the window below the Manual Output button
and by coloring the respective state button in yellow. At the same time a gray font indicate
buttons that can not be pressed. In the shown example both feedback loops are running, thus
the Fast Feedback button and the Slow Feedback button are yellow. Because the fast
feedback loop has to be excited first, the font of the Slow Feedback button is gray.

On the bottom of the user interface there are five tabs that are used to control parameters
and to display values from the feedback loops, debug information and information for the daily
use. The Basic tab contains the scan parameters (start voltage, stop voltage, Volt/FSR E] and
scan time), displays for the error signal, the output value of the fast (PID1) and slow (PID2)
feedback loop as well as the current temperature of the cavity. The box on the right side is
an artifact from an earlier version that has currently no functionality. In the Fitting tab one
sets parameters for the data analysis algorithms that are used to find and fit the PDH error
slope El On can set values for the filters that smooth the measurement data, the relative depth
of a dip to be considered as a possible cavity resonance, and the minimal absolute gradient
that is required to recognize a PDH error slope. By changing the relative depth of a dip
and the minimal absolute gradient of the PDH error slope one can sort out unwanted slopes
(from higher order modes e.g.). The Debug tab contains different sub tabs to display debug
information from the SPI communication between the Raspberry Pi and the microcontroller or
information from the fitting process. As an example the fitted PDH error slopes of reflection
dips are listed. For both feedback loops the proportional, integral, differential as well as a
global gain are set in the tab PID Control. There, one can also define a manual set point for
the feedback loops. Usually the set point of the slow feedback loop is set manually, while the
set point of the fast feedback loop is determined from the measured PDH signal. Finally the
tab Notes contains information for the daily use as for example how much the wave length of
the laser that is stabilized to the cavity changes, if the cavity is stabilized to the next cavity
mode.

“The value “Volt/FSR” does not influence the cavity scan but is used in the slope-search algorithm.
5This find-fit-slope algorithm is not to mix up with the slope-search algorithm that moves the cavity to
resonance when initializing the fast feedback.
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F. The Cavity Locker

The cavity locker states

After an initialization routine the cavity locker enters the Idle state, where only the temper-
ature of the cavity is measured frequently, while the outputs are set to a predefined value.
By pressing the buttons Start Scan, Scan Continous, Fast Feedback, Manual Output,
Slow Feedback, or Align in the user inter face the following states of the cavity locker are
accessed. [

Single scan: A single cavity scan is measured and displayed in the user interface. There
are always 1024 voltage points measured evenly distributed over the whole scan range.
The find-fit-slope algorithm searches and fits the Pound-Drever-Hall error signal slope.
Additionally the set point for the stabilization and voltage levels (maximal and minimal)
that are required for the slope-search-algorithm to find the PDH slope when initializing
the fast feedback loop are determined.

Continuous Scan: The cavity is scanned continuously. The measured cavity reflection and
PDH error signal are displayed in the cavity locker GUIL. Because the transfer of the
measured data from the microcontroller to the Raspberry Pi is slow, the repetition rate
of the continuous scan is small and not suited for alignment purposes.

Slow Feedback: The slow feedback loop controls the temperature of the cavity. In this state
the slow feedback loop uses the measured temperature to generate the error signal.

Fast Feedback: The fast feedback loop controls the cavity length by moving one of the mir-
rors. The fast feedback loop can only be turned on, if a single scan has be performed and
a PDH slope was found. If the fast feedback is running, the buttons jump left or jump
right can be used to stabilize the cavity to the next resonant mode that is separated
from the current mode by the free spectral range (or half the free spectral range for a
confocal cavity). E] To find the resonance if the fast feedback loop is started or the jump
buttons are pressed the slope-search-algorithm is performed (see below).

Both Feedbacks: Both feedback loops are turned on the stabilize the cavity to the reference
laser. The fast feedback loop holds the cavity on resonance while the slow feedback loop
keeps the output voltage of the fast feedback loop around zero. To achieve this, the slow
feedback loop uses the output voltage of the fast feedback loop as error signal. Although
the temperature of the cavity is not needed for this control loop, it is still measured to
have the current value available for the case that the stabilization has to be reinitialized.
To run both feedback loops the slow feedback loop has to be turned on first. Analog to
the Fast Feedback state, the Jump left or Jump right buttons can be used to go to
the next cavity mode.

Continuous Scan with Slow Feedback: Same mode as “Continuous Scan” but with the
slow feedback loop turned on.

5Not all states can be accessed directly from the idle state.
"This functionality was called “The magic button” in the old cavity locker.
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F. The Cavity Locker

Align Scan: For alignment purposes the cavity is scanned continuously but without transfer-
ring data from the microcontroller to the Raspberry Pi. In this case each cavity scan is
started directly after the previous one finished. Consequently, the repetition rate of the
cavity scans is given by the sum of the scan time (as set in the user interface) and the
time it takes to step from the last voltage point of the previous scan to the first voltage

point of the next scan.

Align Scan with Slow Feedback: Same mode as “Align Scan” but with the slow feedback
loop turned on.

Manual Output: The output of both feedback loops are set to a fixed value.

Manual Output with Slow Feedback: The output of the fast feedback loop is set to a fixed
value, while the slow feedback loop controls the temperature of the cavity.

Each of these states contains several sub states, where the needed parameters as for example
the scan range and the scan time are send from the Raspberry Pi to the microcontroller.
Afterwards the desired operation is done before an exit sub state ensures that all output values
that were changed are set back to the values that are used during idle times (or during the
slow feedback loop).

F.2. Basic algorithms

To enable the cavity locker states described in the previous section several basic algorithms
and functions are needed. These algorithms and functions are executed on the Raspberry Pi
(the find-fit-slope algorithm), on the microcontroller (the search-slope algorithm) or on both
platforms at the same time (the communication protocol). In this section I describe some of
these algorithms or functions. Addition to these algorithms and functions there are functions
implemented on the microcontroller that enable external hardware components as for example
the high resolution DAC AD5791 that provides the output voltage of the fast feedback loop.

Communication from Raspberry Pi to STM32F4

To send commands from the Raspberry Pi to the microcontroller or to send data in the
other direction a SPI protocol is implemented with the Raspberry Pi as the master and
the microcontroller as the slave. Each command is defined as 10-bit integer on both sides
together with the information whether an answer is expected (for example the command
CTRLCMD_get_temperature) or not (example: CTRLCMD set_pidl setpoint). The SPI com-
mand send by the Raspberry Pi triggers an interrupt routine at the microcontroller during
which the command is executed. If an answer is expected this answer is prepared and read
while sending the dummy command CTRLCMD reading_slave_answer. As the SPI controller of
the Raspberry Pi can handle multiple chip selects the implemented protocol allows to control

up to three microcontroller with the same Raspberry Pi.
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As major change in this protocol, I lowered the interrupt priority of the SPI communication
below the priority of the interrupts of the feedback loops. This lower priority is required to
avoid the risk of failure of the feedback loops every time a SPI command is send and processed
by the microcontroller. As a consequence of the lower priority of the SPI interrupt, the SPI
communication does not work reliable if the fast feedback loop is executed. To reduce this
problem a few work arounds had to be implemented ﬂ In hindsight, it would have been prob-
ability better to implement a new communication protocol using the USB controller available
on the evaluation board. However in the first versions of the microcontroller program, the
internal clocks were set wrong with the consequence that the USB controller did not work. At
the time I found this “bug” the cavity locker was already very advanced and I decided to keep
the SPI communication implemented by Konstantin.

The find-fit-slope algorithm

The find-fit-slope algorithm detects the PDH error slope in the data measured with a single
cavity scan. As first step all dips in the measured cavity reflection are put in a list (vertical
yellow line in Figure . In the second step for each of these dips it is tested whether there
is an PDH error slope or not. The algorithm checks for the maximal and minimal value of the
measured PDH error signal in a window around the dip (orange lines in Figure . Then the
slope is fitted for a smaller window between the maximal and minimal PDH error signal. If
the absolute value of the fitted slope is larger than a given threshold the corresponding dip is
added to a list with identified PDH error slopes. As last step, from all found PDH error slopes
the last one is selected and displayed in the user interface (cyan line in Figure E[) The
measured data is also used to determine the set point of the feedback loop (horizontal yellow
line) and two threshold values (horizontal green lines). The threshold values are needed for the
slope-search algorithm that finds the cavity resonance for example when the fast feedback is
started.

The slope-search algorithm

The slope-search algorithm is executed to find the cavity resonance when the fast feedback is
started or one of the jump buttons was pressed. In both cases the output voltage of the fast
feedback loop is moved to a point left (or right) of the cavity resonance outside of the PDH
shape (e.g. to the voltage at the scan point 200 for a resonance at the point 500, see Figure
E The exact distance is determined using the value of the “Volt/FSR” parameter. From
the start point of the algorithm the cavity is shifted towards the resonance while tracking the
PDH error signal. If the error signal crosses the upper threshold (green horizontal line) a flag
is set in the algorithm. The next time a value below the set point (horizontal yellow line) is

8As an example, I check if the microcontroller state machine changed after I send the respective command.

91f there are multiple reflection dips only the lines from the selected dip are displayed.

10The exact execution depends on the sign of the slop or which button was pressed. Here I describe the
exemplary situation for the displayed scan with an start from the left side.
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measured, the cavity is at resonance and the feedback loop is started to hold the cavity on

resonance.

Chopper state detection

At the analysis cavity setups, the chopper switches periodically between the feedback beam
and the photon beam (see Section . The chopper wheel is build from a computer hard disk
and contains three types of sectors (drawing see |71]). For the first 30° the feedback beam is
open. Afterwards there are 10° where both beams are blocked followed by a 130° sector where
the photon beam is open and an other 10° sector where both beams are closed. This sequence
is repeated for the second half of the chopper.

The first purpose of the algorithm to detect the chopper state is to continuously measure the
rotation speed of the chopper. A photo diode measures whether the feedback beam (or a
second beam) goes through the chopper or not (the 30° sector). The signal is digitized with a
comparator setup (see hardware section) and detected by the microcontroller, where the period
of a half rotation is measured continuously with an interrupt timer. Continuously measuring
this chopper period brings robustness against fluctuations of the rotation speed of the chopper
and the advantage that different rotation speeds can be used.

The second part of the algorithm detects the actual chopper state. A few interrupt cycles
after the photo diode detected that the feedback beam is opened the chopper state is set to
lock_open. In this state all algorithms and functions that require the feedback beam, as for
example the fast feedback loop, are executed. After a fixed time (14 % of the measured period)
the chopper state is set to both_closed where all algorithms that require the feedback beam are
paused. After a defined waiting time (about 6 % of the measured period) the chopper state
is set to photon_open as it is expected that the photon beam is now opened. By switching
a digital line to high this state is heralded for other parts of the experiment as for example
the pulse sequence that generates Raman photons. Again, after a defined time (70 % of the
measured period) the chopper state is changed to lock_wait and the digital line indicating the
photon_open state is switched back to low. The state machine remains in this waiting state
until the photo diode detects that the feedback beam has opened again. The puffer times in the
state detection of the chopper compared to the physical setup are introduced to avoid artifacts

that may occur when a beam is opened only partially.

F.3. Hardware

The new cavity locker hardware is build in a modular design what allows to exchange individual
modules if they are broken or need to be modified for a special purpose. Furthermore it is
possible to combine several cavity locker units in the same case because some modules can
“supply” several cavity locker units. In total, a single cavity locker requires a module that
holds the Raspberry Pi, an Analog Supply and a Voltage Reference module. Additionally to
these “supply” modules the cavity locker contains a Pound-Drever-Hall module and a Feedback

213



F. The Cavity Locker

control module. Up to three of these last modules can be put into the same rack so that a
single cavity locker box can feedback control three transfer cavities. In case of the cavity locker
for the analysis cavity an additional comparator module digitizes a photo diode signal to detect
the chopper state.

In the following sections I will discuss the function, setup and purpose of each of these mod-
ules. Some of the modules were designed by myself from scratch, while others were adapted
and further developed from existing designs (often from Stephan Kucera). If possible, they
are designed with integrated circuits that turned out to be “useful” or “easy to handle” and
performed well in many previous electronic projects realized in our research group by myself
and others.

MK-raspberry-supply

The MK-raspberry-supply module (schematic see Figure contains a mounting for the Rasp-
berry Pi that runs the user interface of the cavity locker as well as sockets to connect the
digital power supply (+5V) and a second independent power supply that drives the heating
wire (+12V) of the slow feedback loop.

pe1 |ESL 8] - | CB HEAT A3
P .- HEAT+ A3

TITLE: MK-raspberry-supply-2020-11-01

Document Number: REU:

Date: 01.11.2020 12:03 |Sheei: 1/1

Figure F.2.: Schematic of the MK-raspberry-supply module that is used to mount the Rasp-
berry Pi.
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Figure F.3.: Schematic of the MK-analog-supply-fized module that generates the supply volt-
ages for the analog circuits from the power grid. The connector JI shows all signals that are
exchanged between individual modules over the back plane installed in the rack.

MK-analog-supply-fixed

To avoid high frequency noise coming from a switched-mode power supply the analog parts of
the circuit are driven by a self build linear power supply. The MK-analog-supply-fixzed module
(schematic see Figure provides a 15V and a +12V supply voltage and the analog ground
(AGND). To avoid negative influence of the transformer onto other parts of the cavity locker
unit, the module is shielded with a thin p-metal foil. Without this shielding one could observe
50 Hz noise on signals generated by the other modules.
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Figure F.4.: Schematic of the MK-voltage-reference module that generates several reference
voltages from a +5V voltage reference chip LT1027.

MK-voltage-reference

To supply the digital-to-analog converter (DAC) as well as for the operation of the Pound-
Drever-Hall (PDH) module good reference voltages are needed. They have to be long time
stable to reduce drifts of the PDH error signal (offset and phase) and require a low noise
for the DAC that sets the voltage for the piezo that shifts one of the cavity mirrors. These
reference voltages are supplied by the MK-voltage-reference module (schematic see Figure
that contains the +5V voltage reference chip LT1027 from Linear technology (now Analog
Devices) as central element. The LT1027 provides a very low temperature drift, a good long
term stability, and a low noise. The voltage supplied by the voltage reference is amplified
with the precision operational amplifier LT1097 to generate reference voltages at +5V, £10V
and +12V. To transfer the good parameters of the original reference voltage to the generated
reference voltages, only resistors with low temperature coefficients are used. For the reference
voltages a root-mean-square broadband noise of about 20 pV was reached. Additionally to the
reference voltages, the voltage reference module supplies a 0V reference voltage, as it turned
out that the periodic conversion process of the analog-to-digital converter on the MK-cavity-
locker module (see below) lead to a small shift of the analog ground. As reason, I identified the
increased power consumption of the analog-to-digital converter during the conversion process,
which lead to a small voltage along the analog ground circuit due to the small resistance El

"' The small shift could be observed, If the reference voltages or the DAC output were measured against the
analog ground. The voltage difference between two reference voltages (+5V and —5V e.g.) was not affected.
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Figure F.5.: Schematic of the MK-comparator module that is used to digitize the photo diode

signal, which indicates the chopper position.

MK-comparator

At the analysis cavity setup the reference beam is coupled onto a photo diode to detect whether
the reference beam or the photon beam is shone onto the analysis cavity. El For this purpose,
the voltage is digitized by the MK-comparator module (Schematic see Figure in order to
be able to read it at a digital input of the microcontroller. First an offset voltage is subtracted
before the signal is amplified and fed into a fast comparator (AD8561). To avoid oscillation
around the switching point of the comparator, the comparator is set up with a hysteresis
between both output states. The generated digital signal is send to the microcontroller over

the back plane and buffered for a monitor output.

2In case of the 854 nm analysis cavity a second green laser beam is send through the same chopper window

as the reference beam.

217



F. The Cavity Locker

MK-PDH

The module MK-PDH (Schematic see Figure[F.6]) generates the Pound-Drever-Hall error signal
from the measured cavity reflection and the reference oscillator. The generated error signal is is
feed into the control loop that controls the cavity length. A fast photo diode, with a bandwidth
larger than the modulation frequency of the reference laser, measures the cavity reflection. The
measured reflection is feed into the MK-PDH module together with the reference oscillator that
modulates the reference laser. The input voltage is filtered with a band pass filter (PIF 21.4+
from Mini Circuits, typically the phase modulation is done with about 20 MHz) to remove
unwanted frequency components (for example the 26 MHz from the ion trap) and amplified
(MAN 1LN from Mini Circuits) before the signal is feed into a phase detector (RPD-1+). As
second signal, the phase shifted reference oscillator (JSPHS-26 from Mini Circuits) is feed into
the phase detector. The generated output of the phase detector is amplified and sent through
a low pass filter to generate the PDH error signal. This error signal is send to the cavity locker
module and to a monitor output. The photo diode signal is also amplified, low pass filtered
and sent to the cavity locker module and a monitor output. While the photo diode signal is
not required for the feedback loop itself it is used for alignment purposes and the algorithm
that finds the slope of the PDH error signal. External potentiometers allow to control the
amplification and offset of the PDH error signal and the measured cavity reflection as well as

the phase shift of the reference oscillator.
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Figure F.6.: Schematic of the MK-PDH module. (top) Generation of the Pound-Drever-Hall
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for a modulation frequency of about 20 MHz. (bottom) Supply circuits and generation of the

offset voltages.
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MK-cavity-locker

The MK-cavity-locker module (Schematic see Figures and contains the electronic to
read and process the PDH error signal and to generate the feedback controlled output signals
that set the length of the transfer cavity.

The module contains the STM32F407G microcontroller on an evaluation board (STM32F407G-
DISC1) that enables easy programming and use of the components (ADC, DAC, SPI) of the
microcontroller. With the internal ADCs the PDH error signal and the cavity reflection are
measured during cavity scans and for the feedback loop. An internal DAC controls the output
of the “slow” feedback loop E The SPI controllers are used to set the output of an external
high resolution DAC (AD5791/AD5781, from Analog Devices), to read the temperature of the
cavity with an external ADC (LTC2442, from Linear Technology, now Analog Devices) as well
as for the communication with the Raspberry Pi. Finally, four buffered digital outputs are
used for trigger and monitor signals during the operation.

The output of the fast feedback loop is set by an external 20-bit (AD5791, for the analyse cavity)
or 18-bit (AD5781, for the transfer cavity) DAC, which offers a low noise (7.51V/v/Hz), a low
drift (< 0.05ppm/°C), high accuracy (1ppm), a fast settling time (1 ps) and a high resolution
(20-bit corresponds to ~ 20V for a £10V input). Both versions use the same SPI commands
with the only difference that the last data bits have no effect in the 18-bit version. The 20-bit
resolution translates to approximately 1.8 kHz for the 393 nm analysis cavity respective 830 Hz
for the 854 nm analysis cavity, what is small compared to the line width of the respective cavities
(Avsgs = 622(4) kHz respective Avgsy = 1.689(7) MHz, see Section and is thus sufficient
to control the analysis cavities. Additionally, this DAC was easier to handle compared to the
DAC used in the first version (DAC8871 from Texas Instruments) where I was not able to
eliminate voltage overshoots (also called output voltage glitch) at major carrier transitions.
With additional circuit elements, the voltage output is referenced against the 0V or —10V
reference to get either a bipolar 10V output or an unipolar 0...20 V output range.

The output of the slow feedback loop is set by an internal DAC of the microcontroller because
the 12-bit resolution is sufficient there. The output sets the current through a heating wire by
controlling the gate voltage of a MOSFET.

The photo diode reflection and PDH error signal from the MK-PDH module are read with
internal ADCs of the microcontroller. The temperature of the cavity is measured with a
temperature dependent resistor (PT1000 or NTC resistor) using a Wheatstone bridge and an
external ADC (LTC2442). To avoid negative influence on the other reference voltages the
LTC2442 uses an independent voltage reference (LT1027). Unfortunately, I was not able to
reach the design resolution of the ADC due to large noise. I could not conclusively determine
if the noise was caused by the measurement setup or the readout process of the ADC E
However, with digital oversampling in the microcontroller I reached a sufficient resolution for
the temperature control of the cavity.

13The prepared option to add the output of a second DAC to the output of the fast feedback loop is not used.
1A different ADC (LTC2440) brought the additional, new problem that the input signal had to be buffered.
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Figure F.8.: Second

part of the schematic of the MK-cavity-locker module. (top) Supply

voltages and pin-out of the backplane connector.

evaluation board and the buffered digital outputs.
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(bottom) Pin-out of the microcontroller




G. Pictures of the analyse cavity setups

This appendix was added on a voluntary basis after the evaluation of the thesis.
It shows pictures of the analyse cavity setups that are drawn schematically in Figure [3.4] and

Figure [3.6]

In the three pictures, the short gray tube contains the 854 nm analysis cavity, while the long
tube contains the 393 nm cavity. The pink fiber collimator holder at the 393 nm setup corre-
spond to the feedback beam (blue fiber), the photon beam (no fiber connected) and the output
beam. In case of the 854 nm setup only the feedback beam (right most collimator) and the
photon beam input (middle collimator) are visible. The output collimator is located at the left

side that is cut out in the first picture.
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