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Zusammenfassung

Diese Dissertation beleuchtet Risiken für die Privatsphäre von biomedizinischen Daten
und entwickelt Mechanismen für privatsphäre-erthaltendes Teilen von Daten. Dies
zerfällt in zwei Teile: Zunächst zeigen wir die Risiken für die Privatsphäre auf, die
von biomedizinischen Daten wie DNA Methylierung, Mikrobiomdaten und bei der
Aufnahme von Augenbewegungen vorkommen. Obwohl diese Daten weniger stabil sind
als Genomdaten, deren Risiken der Forschung gut bekannt sind, und sich mehr unter
Umwelteinflüssen ändern, können bekannte Angriffe angepasst werden und bedrohen
die Privatsphäre der Datenspender. Dennoch ist das Teilen von Daten essentiell um
biomedizinische Forschung voranzutreiben, denn Daten von einer ausreichend großen
Studienpopulation zu sammeln ist aufwändig und teuer. Deshalb entwickeln wir als
zweiten Schritt privatsphäre-erhaltende Techniken, die es Wissenschaftlern erlauben,
solche biomedizinischen Daten zu teilen. Diese Techniken basieren im Wesentlichen
auf differentieller Privatsphäre und feindlichen Beispielen und sind sorgfältig auf den
konkreten Einsatzzweck angepasst um den Nutzen der Daten zu erhalten und gleichzeitig
die Privatsphäre zu schützen.
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Abstract

This thesis studies the privacy risks of biomedical data and develops mechanisms for
privacy-preserving data sharing. The contribution of this work is two-fold: First, we
demonstrate privacy risks of a variety of biomedical data types such as DNA methylation
data, microbiome data and eye tracking data. Despite being less stable than well-studied
genome data and more prone to environmental changes, well-known privacy attacks
can be adopted and threaten the privacy of data donors. Nevertheless, data sharing is
crucial to advance biomedical research given that collection the data of a sufficiently
large population is complex and costly. Therefore, we develop as a second step privacy-
preserving tools that enable researchers to share such biomedical data. and second,
we equip researchers with tools to enable privacy-preserving data sharing. These tools
are mostly based on differential privacy, machine learning techniques and adversarial
examples and carefully tuned to the concrete use case to maintain data utility while
preserving privacy.
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Background of this Dissertation

This dissertation is based on the papers mentioned below. For all but one papers, I was
the first author, thus designed, implemented and evaluated the content by myself with
valuable feedback from my co-authors. I contributed as second author to the paper [P1]
and was involved only in the design, implementation and evaluation of the differentially
private eye tracking part, therefore only that part of the paper is included in Chapter 7.

The first project [P2] was given to me by Mathias Humbert and Pascal Berrang. I
designed, implemented and evaluated the attacks and defenses with feedback from Pascal
Berrang, Mathias Humbert, Yang Zhang and Michael Backes. All authors reviewed the
paper.

The idea to extend the Beacon project for methylation data was discussed on
a scientific conference between Yang Zhang, Pascal Berrang, Mathias Humbert and
XiaoFeng Wang, and later given to me to carry out the experiments resulting in
paper [P3]. I designed, implemented and evaluated the attacks with feedback from
Pascal Berrang, Mathias Humbert, Yang Zhang and Michael Backes. Together with
Pascal Berrang, I designed the defense mechanism which I then implemented and
evaluated, again with feedback from Pascal Berrang, Mathias Humbert, Yang Zhang
and Michael Backes. All authors reviewed the paper, Dr. Ninghui Li later pointed out a
technical inconsistency of the algorithm that was corrected after publication, Chapter 5
contains the correct version.

While searching for new projects, I got interested in the human microbiome and since
data was publicly available, decided with Yang Zhang to study microbiome privacy [P4].
I designed, implemented and evaluated both attacks and defenses, with feedback from
Yang Zhang and Michael Backes. Yuzhen Ye helped with preprocessing an additional
data set. Yuzhen Ye and Haixu Tang gave additional valuable feedback in the writing
phase of the paper, all authors reviewed the paper.

After discussions on ETRA 2018 and a follow-up Dagstuhl seminar, Andreas Bulling
got interested in privacy for eye tracking. He proposed the project (that resulted in
paper [P1]) to his student Julian Steil who needed a privacy expert and approached
me. The collection of eye tracking data as well as the online survey was done by Julian
Steil under supervision of Andreas Bulling and Michael Xuelin Huang. Together with
Julian Steil, I designed the privacy mechanism and helped with the implementation
and evaluation, Andreas Bulling and Michael Xuelin Huang gave valuable feedback.
All authors reviewed the paper. Notice that this dissertation does only contain the
privacy mechanism whose design and evaluation I contributed to, as well as necessary
background and data set descriptions.

On ETRA 2019, Andreas Bulling, Julian Steil, Philipp Müller and me sat together
and brainstormed on future eye tracking projects with focus on understanding privacy
risks and designing suitable privacy-preserving mechanisms. One of the ideas, namely,
to use adversarial examples as targeted defense against privacy-intrusive classifications,
was later picked by Yang Zhang as my last project [P5]. I designed, implemented and
evaluated the experiments with valuable feedback from Andreas Bulling. All authors
reviewed the paper.
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CHAPTER 1. INTRODUCTION

Privacy risks of the genome are well studied[62, 159, 125], however, leakage of
other epigenetic and biomedical data types has received less attention of researchers.
Nevertheless, leakage of such data may lead to severe privacy risks as well. In this
thesis, we move away from the genome data, representing the stable “building plan”
of the cell, to study data about larger biological units and their interactions with the
human host. Since these data types are influenced more by the environment [70, 127,
86, 63] we first have to answer the question of how much person-identifying information
is detectable in the data in first place. On the other hand, if we can identify the
person based on such biomedical data, additional inferences about the environment
and the current health status of the individual can be made, as opposed to disease risk
factors that can be inferred from the genome. The contribution of this work is two-fold:
First, we demonstrate privacy risks of a variety of biomedical data types by adopting
well-known attacks to the data, and second, we equip researchers with tools to enable
privacy-preserving data sharing. Such data sharing is crucial to advance biomedical
research given that measuring the data of a sufficiently large population is complex
and costly. Our tools are based mostly on differential privacy [38], but also on machine
learning techniques and adversarial examples [55].

First, we focus on DNA methylation data, which describes whether a small molecule,
a so-called methyl group, is added to the genome at specific positions.

Our first work [P2] we study membership inference when sharing mean methylation
values. Leveraging likelihood ratio tests and machine learning models, we demonstrate
it is possible to distinguish members from non-members of a data set where only mean
methylation values are released. This is even possible if genome values are available
of the victim instead of methylation values due to the close link between the genome
and methylation data. We apply differential privacy to mitigate these privacy risks,
however, find a good trade-off between privacy and utility only in restricted settings
with many individuals’ contributions or few mean values released.

Knowledge of such population mean methylation values is the foundation of a search
engine for methylation data sets. Recall that we want to facilitate biomedical research
by enabling researchers to share data, so the first step is to find data sets of interest.
The Global Alliance for Genomics and Health established the Beacon system, a search
engine designed to help researchers find genomic data sets of interest. We extend [P3]
the Beacon system to work with continuous methylation data and show that a naive
implementation would again leak membership information. Thus, we propose to adopt
the sparse vector technique to enable differentially private querying and show in extensive
experiments that a trade-off between data donors’ privacy and the utility of legitimate
researchers can be found.

While for the genomic Beacon system the privacy risks were already studied by
related work, the privacy of the microbiome was to the best of our knowledge just
studied by one group of researchers in a single paper. The microbiome refers to the
microorganisms (bacteria, viruses, and fungi) that live in and on the human body.
There are at least as many microorganisms as body cells living in close symbiosis
with us and influence our health and well-being. Thus, we explore [P4] whether the
composition of the human microbiome uniquely identifies a person and are the first to
systematically study the linkability of microbiome samples across time, across body
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sites and across closely related humans. Despite complex interactions between the
microbiome and the environment through direct contact or lifestyle choices such as diet,
extensive experiments with microbiome data of various body sites show that linking
can be performed effectively with an AUC between 0.75 and 0.9, demonstrating severe
privacy risks. Simple defense mechanisms such as rounding, hiding rare features or
using features only at a coarser level do not offer sufficient privacy protection.

Finally, we study another data type that is much easier accessible than methylation
or the microbiome. The microbiome might be stealthily sampled from the environment
of the target, but requires the attacker to directly access the person, and methylation
data can only be measured from a probe of the respective cells (such as a blood sample).
However, in order to access eye tracking data at scale, it suffices to compromise either
eye tracking headsets or companies that offer classification services upon receiving the
data stream. Given the rise in augmented and virtual reality applications and the
advancements in hardware [75, 141], large amounts of data will get available soon.
There is a large body of research on user modeling based on eye movements, and also
higher-level user attributes such as gender and identity can be inferred.

In a first work [P1], we propose to add differentially private noise before such eye
tracking data is released, which facilitates current research but can also be employed in
the future as a protection against untrusted augmented and reality application providers.
However, differential privacy is not targeted to the internal structure of eye tracking
data itself, so in a second work [P5], we study whether better privacy protection can be
reached when taking this structure into account. At the user side, this structure can be
exploited by crafting adversarial examples against classifiers inferring privacy-sensitive
attributes. We show that in a white-box setting, these adversarial examples do not
decrease data utility, on the contrary, the data utility increases in case a re-identification
classifier is targeted by the adversarial example. Additionally, we show that the service
provider can take privacy into account during the feature selection phase and reach a set
of features that preserves classification utility while leaking less private user attributes.
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CHAPTER 2. BACKGROUND

This section introduces the different data types and explains the biological founda-
tions. In the end, we also introduce differential privacy, a technique to ensure privacy
which is used in multiple chapters. Further methods for privacy-preserving computations
as well as attack methods are explained in the respecitve chapters.

2.1 Data Types

2.1.1 DNA and DNA Methylation

The DNA is a general “building plan” that is usually similar in every cell of the organism.
Humans differ only in a very small amount (around 0.5% [99]) of their genes. The
most common type of difference is a single position being different. These positions are
referred to as single nucleotide polymorphisms (SNPs). A SNP is determined by a pair
of nucleotides (among {A,C,G,T}): one that is called major allele as it is most frequent
in the population and the other that is called the minor allele. Therefore, a given SNP
can take three values: two major alleles, typically encoded as 0, one major allele and
one minor allele, encoded as 1, and two minor alleles, encoded as 2.

Figure 2.1: Schema of DNA
and DNA methylation and
their differences

DNA methylation is one of the most important epi-
genetic modifications, affecting both the structure and
activity of the DNA molecule [70, 127]. The methylation
process consists in the addition of a molecule, namely, a
methyl group, to the C (cytosine) nucleotide, visualized
by Figure 2.1. Because some regions of our methylation
profiles are highly correlated with the genome, leakage of
such data can indirectly expose family members’ private
data.

Since DNA methylation may vary between copies of
the DNA and across different cells, its value is quanti-
fied as the fraction of methylated nucleotides at a given
genome position. Therefore, any DNA methylation posi-
tion takes value in R[0,1]. With the current DNA methy-
lation profiling technology, we can easily get access to
several hundreds of thousands of DNA methylation posi-
tions in the human genome (e.g., the Illumina array provides 450k positions). We can
get even more positions (up to tens of millions) by relying on more advanced technology
such as whole-genome sequencing. Recent studies show that environmental factors
such as exposure to stress or cigarette smoke, as well as the individual’s age, correlate
with changes in methylation values [12, 144, 147, 93, 92]. Moreover, aberrant DNA
methylation patterns are often correlated with cancer stemming from the activation
of genes such as oncogenes or the silencing of tumor suppressor genes [43]. Besides
environmental factors, methylation regions can also be influenced by genomic variants
at some specific positions [139, 96, 52]. We summarize the main differences between
DNA methylation and SNPs in Table 2.1.
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# positions value range time evolution

DNA methylation ∼ 107
R[0,1] varying

SNPs ∼ 108 {0, 1, 2} stable

Table 2.1: Key differences between DNA methylation and genomic variants (SNPs). Note
that the number (#) of positions shows the total number of currently known positions but
that this number can be orders of magnitude smaller in popular profiling technology
such as the Illumina array (450k positions).

2.1.2 Microbiome

There are at least as many microbiome cells as human body cells [128]. The microbiome
is composed of a variety of species, they encode 150 times more unique genes than our
own genome [116]. These microorganisms are bacteria, viruses and fungi, living in close
symbiosis with their host and are mostly helpful rather than harmful. For example,
the gut microbiome can influence diseases such as diabetes, obesity and Rheumatoid
arthritis [94]. Moreover, the human host and the microbiome communicate with each
other [124].

Which species of microbiome inhabit which body region depends on the body region
itself, since some species need oxygen, for instance. Additionally, environmental factors
such as diet [31] and personal cues such as age [29], sex and body mass index [34]
influence which species thrive in the respective body region. We expect many more of
these correlations to be found in the future [45].

On the one hand, this is the foundation for personalized medicine as well as early
detection and better treatment of diseases in the future. On the other hand, it can
also turn into a privacy threat if the data falls into the wrong hands and a diagnosis or
inference of the aforementioned personal traits based on stolen microbiome data is used
to discriminate against a person. Such a scenario is not far-fetched given the raise of
direct-to-consumer testing by companies such as BaseClear [11] and Atlasbiomed [6].
Moreover, it is not easy to protect our privacy by not leaving any microbial traces
because we all continuously shed parts of our microbiome [97]. Additionally, we expect
the microbiome to be sequenced more frequently by health care providers given the
increasing amount of research [45] showing the importance of the microbiome for various
diseases on the one hand and the decreasing costs for sequencing on the other hand.

The microbial DNA is extracted from a probe either from the complete DNA strings
(referred to as “shotgun” sequencing) or only from a part of the DNA, for example 16S
rRNA genes (known as “16S rRNA” sequencing). Since 16S rRNA sequencing is cheaper
and more data is available in that format, we study data from that sequencing technique.
The 16S rRNA sequencing reads are first clustered into groups by similarity. These
groups are called OTUs (“operational taxonomic unit”) and are likely to represent a
species. Next, OTUs are assigned to a bacterial species, or a higher taxonomic rank such
as genus or family if the exact species is not yet in the reference database. The more
sequencing reads are found from the same species, the more abundant the species in the
probe. The results are summarized in a OTU abundance table, which contains, for each
OTU, its relative abundances in the probe. Due to its simplicity for non-biologists, we
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will focus on this data format in our study.

2.1.3 Eye Tracking Data

The measurement and processing of eye tracking data can be used for computational
user modeling [23, 126, 27], psychology research [76], human-computer interaction [20]
or virtual [48] and augmented reality [60]. However, eye movements contain private
information that could be highly valuable for an attacker, such as personality traits [63],
mental health issues [150] or recent drug consumption [2]. Additionally, the way we
move our eyes reveals person-specific information that allows for individuals to be
identified from eye movements alone [66, 79]. This is particularly concerning given that
people rarely think about, let alone control, their eye movements consciously in daily life.
Combined with the fact that they users not (yet) aware of the rich information content
available in eye movements [P1], this urgently calls for research on privacy-aware eye
tracking.

The eye tracking pipeline typically consists of multiple steps: recording, event
detection, feature extraction and finally classification. We explain these steps in detail
in this section. First, a video of the eye movement is recorded with stationary or
head-mounted cameras. From this video data, the position of the eye and pupil diameter
are extracted often with specialized software provided by the manufacturer. The result
is a series of “data points” containing an x and y position, the pupil diameter, and a
value indicating the confidence of the extracted eye position. If the eye tracker was
calibrated at the beginning of the recording, pupil positions can be mapped to gaze
positions, i.e. where the person is looking, typically on a computer screen. We refer to
this series of eye positions, pupil diameter and confidence information as “raw data” in
our work (see Figure 2.3).

Figure 2.2: Encoding
schema of saccade direc-
tions into letters

Typical preprocessing steps used by most eye track-
ing researchers are event detection followed by feature
extraction. Event detection groups several data points
into physiologically meaningful events, i.e., a fixation, a
saccade, a blink or a smooth pursuit (see Figure 2.3 for
sample events). A fixation occurs if the eye focuses on
one point and is almost stationary. A jump from one
fixation point to another is called a saccade, which is a
short and fast eye movement. Smooth pursuit occurs if
the eye follows a moving object, so the eye is not sta-
tionary, but moves slower than during saccades. We do
not detect smooth pursuits in this work given that the
sample task of reading rarely involves smooth pursuit
events. It is important to note, however, that smooth
pursuits could provide additional important information for other tasks. Finally, if the
eye is closed, we detect a blink. The eye tracker can not detect any eye position and
often returns x=y=0. We must notice that failure to detect the eye position does not
necessarily indicate a blink, especially if it occurs only for a very short time. These
failures happen several times in practice, as Figure 2.3 shows, e.g. due to motion blur
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during saccades or shortly after blinks.
For example, reading text will usually result in a sequence of short saccades over

the line followed by a long saccade to jump to the beginning of the next line. We can
observe this in Figure 2.3 as well. Moreover, comparing the eye movements from reading
this paper to reading a novel would probably result in more saccades to the right for the
novel due to longer lines and more saccades and fixations in the same time (assuming a
novel is “easier” and therefore faster to read than a scientific paper).

This example also demonstrates that high-level features about the sequence and
number of events within a certain time window can be meaningful. Therefore, most
preprocessing includes a feature extraction step that generates statistical features about
the number, mean and variance of various events [23]. As the saccade directions contain
crucial information especially for reading, we categorize the directions into a set of
letters as shown in Figure 2.2 and distinguish shorter and longer saccades. Statistical
features about the saccades can be derived by considering variance, maximum and
minimum of n-grams of such saccade encoding which are referred to as wordbooks. The
resulting set of features is usually classified by traditional machine learning models such
as random forests [84] or Support Vector Machines (SVM), we follow previous work [P1,
23] and train SVM with radial basis function (RBF) kernel.

2.2 Differential Privacy

Differential privacy [38] is one framework to achieve privacy and is used in several of
the works presented here. Differential privacy (DP) guarantees that the answer of the
privacy-preserving mechanism does not depend on whether a single user contributed
her data or not; hence, there is no way to infer further information about this user, say,
Alice. We denote a differentially private mechanism by M and refer to Alice’s data as a
single data element in the database D. Typically, M adds random noise to “hide” each
data element, which we will formalize in the following.

Definition 1 (ǫ-Differential Privacy [37]). A mechanism M provides ǫ-differential
privacy if for all databases D, D′ that differ in at most one element and for every
S ⊆ Range(M), we have

Pr[M(D) ∈ S] ≤ eǫ · Pr[M(D′) ∈ S]. (2.1)

Differential privacy allows computing an arbitrary function g over the database, i.e.
g : R∗ �→ Rd, where d denotes the dimensionality of the output of g.
How much noise we have to add depends on the variance of the data between two
arbitrary elements. Formally:

Definition 2 (L1 Sensitivity [37]). For all functions g : R∗ �→ Rd, the L1 sensitivity is
the smallest number ∆g s.th. for all databases D, D′ differing in one element, we have

||g(D) − g(D′)||L1 ≤ ∆g. (2.2)

Intuitively, the sensitivity captures the maximal influence Alice’s data could have on
the answer to our query. In the worst case, for her privacy, Alice’s data is an outlier,
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e.g. Alice’s value is very high or very low. Even in this case, the difference of g applied
to a database with or a database without Alice’s data must be smaller than or equal to
the sensitivity.

The noise to “hide” Alice’s contribution is scaled to this worst case, ensuring Alice’s
privacy. Thus, the amount of noise depends on the sensitivity of g, which in turn
depends on g itself. Intuitively, if g has small fluctuations if one database entry is
changed, the sensitivity is small and only a small amount of noise has to be added, hence
the result of M has high accuracy. Therefore, applying differential privacy requires
careful choice of g and the noise mechanism to maintain utility while preserving privacy.
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Figure 2.3: Example of x- and y-positions of the recorded eye. Each dot is a data
point. We color dots differently depending on their detected events. The sample
mostly contains fixations (blue), but also some reading-typical saccades (short, yellow
saccades to the right) and one longer saccade to the left (red). Since the saccade
direction is computed from first and last point in the saccade, we connect these points
by lines in the respective color. The participant also blinks (x- and y-positions zero at least
three consecutive frames, shown in black) and some points can not be recognized
(shown in gray) because they are too short for fixations or blinks.
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CHAPTER 3. RELATED WORK

In this chapter, we present related works for privacy attacks and defenses in general
and also for the topics studied in this thesis.

3.1 Privacy Attacks in General

Membership inference attacks threaten the privacy of data donors to a database con-
taining their biomedical data. In a nutshell, the goal of membership inference attacks is
to infer whether a target, whose data is known to the attacker, contributed the data to
the database. If so, the attacker can infer further information about the target, e.g.,
that the target took part in a cancer study and thus suffered from this disease. Notice
that this inference goes beyond diagnosis of the target’s data.

Homer et al. were the first to present a membership inference attack by relying
on summary statistics over genomic data and the L1 distance between those and the
target’s data [62]. An extension to this attack was proposed by Wang et al. [153] using
the intra-genome correlations which allowed to rely on only a few hundreds genomic
positions. The theoretical complexity was further studied by Zhou et al. as well as
recovery attacks based on summary statistics [159]. Moreover, Sankararaman et al.
derived an upper bound on the power of membership inference with genomic data, and
showed empirically that the likelihood-ratio (LR) test was more powerful than the L1

distance attack [125]. An overview on the privacy risks for genome data can be found
in the paper by Ehrlich and Narayanan [42].

Backes et al. [9] were the first to propose a membership inference attack against
another type of biomedical data, namely transcriptomic data (microRNA expression).
Despite the smaller dimensionality of the microRNA profiles (a few thousands points
instead of millions with the genome), the attack based on L1 distance and the likelihood-
ratio test proved to be successful against disease-related databases.

Shokri et al. studied membership inference attacks against the training data sets of
machine-learning models such as neural networks [131], while Hayes et al. studied the
same attacks against generative models [58]. The authors showed that their attacks can
be successfully performed against medical image data sets, further demonstrating the
extent of the privacy threat. Moreover, Pyrgelis et al. [115] carried out a membership
inference attack against location data. They used statistical features and fit several ma-
chine learning classifiers to infer membership. Additionally, they use various differential
privacy mechanisms to protect the location data.

3.2 Defenses against Privacy Attacks

As membership inference attacks and other privacy attacks pose significant risks for
data donors, the databases need to be protected. Differential privacy is one of the
standard tools which we explain in more detail below. Then, we present related works
for another, more targeted perturbation at the end of this section.
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3.2.1 Differential Privacy

Differential privacy has been studied in privacy research for more than a decade in terms
of its theoretical foundations and its practical applications to different data types, such
as location [115], biomedical data [122], or continuous time series data [44]. We refer
the reader to [160] for a survey. A key challenge in differential privacy is to find the
right trade-off between privacy and utility, that is, the right amount of random noise
to “hide” an individual without hampering data utility. Fredrikson et al. demonstrated
how important it is to balance privacy and utility [50]. They observed that either
privacy was not preserved or that utility suffered, leading to increased health risks for
the patients from unsuitable drug dosage. A good privacy-utility trade-off is possible if
privacy mechanisms are tailored towards a specific use case [115, 44].

How to apply differential privacy to genomic databases has been extensively studied.
Johnson and Shmatikov have proposed algorithms that protect the output of data
exploration (p-values and correlations, number and location of SNPs most likely asso-
ciated with a disease) with differential privacy [69]. Uhler et al. have also proposed
to release differentially-private summary statistics (allele frequencies, p-values, and χ2

statistics) [146]. This was extended by Yu et al. to allow for arbitrary numbers of case
and control samples [155].

Given that the amount of noise required to achieve differential privacy is very often
too high to keep enough utility, Tramèr et al. [143] proposed a relaxation of differential
privacy that assumes a weaker adversary in order to reach a better privacy-utility
trade-off.

Finally, Backes et al. have applied differential privacy to microRNA expression’s
summary statistics for preventing membership inference attacks with such data [9].
Their results confirmed the difficulty of finding an optimal privacy-utility trade-off,
especially when the number of participants in the database is small.

Differential privacy was only recently applied to eye tracking data at feature level by
Steil et al. [P1] and aggregated gaze heat maps by Liu et al. [89]. More closely related
to our work on privacy-preserving eye tracking is the unpublished paper by Fuhl [51]
which also removes certain information from eye tracking data while leaving utility
intact. However, their approach is different and uses reinforcement learning on a feature
representation learned by an autoencoder.

3.2.2 Adversarial Examples for Attacks on Classifiers and Beyond

Small perturbations that are imperceptible to the human observer are in some cases able
to completely throw off a classifier and can often be efficiently found. These perturbations
are called adversarial examples and are studied for more than a decade [15] both for
traditional machine learning classifiers and for modern neural network architectures.
We refer the reader to the SoK by Papernot et al [110] for an overview of the recent
state of the art and focus in our summary here on those attacks that we need and the
usage of adversarial examples.

Our white-box attack uses the fast gradient sign method (FSGM) developed by
Goodfellow et al. [55]. In a nutshell, FGSM linearizes the gradient and perturbs the
sample in the direction of the gradient. We have chosen FGSM due to its indepen-
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dence of neural network architectures because we need to apply it to support vector
machines (SVM) with radial basis function (RBF) kernels. FGSM just relies on the
gradient, which is well defined for SVM [14]. For our black-box attack we use the
recent HopSkipJump attack developed by Chen et al. [28] that only needs access to
the classification labels. Given the benign sample and an initially misclassified point,
HopSkipJump iteratively estimates the gradient and the decision boundary to move
the misclassified sample towards the boundary. Both FGSM and HopSkipJump are
implemented in the adversarial robustness toolbox ART [104] which we rely on in our
experiments.

We are not the first to produce adversarial examples not only to show the vulnerability
of the targeted classifier. Dong et al. [35] used adversarial examples against deep neural
networks for image classification in order to understand its predictions and uncover what
the model learned and failed to learn. Also, Ilyas et al. [65] use adversarial learning
to uncover robust and non-robust features, this distinction can be a first step towards
robust models. More closely related to our work is the proposal by Jia et al. [67] to
generate “adversarial noise” in order to protect against attribute inference attacks. This
noise is included in form of an additional loss function during the training process, leads
to a privacy-preserving model and does not require knowing exact knowledge of private
attributes. Nasr et al. [101] follow a similar approach to protect against membership
inference attacks. While this is rather adversarial training than adversarial examples,
Overdorf et al. [106] produce adversarial examples to poison a machine learning model
in order to shift the harm from misclassification on a subset of underrepresented data
to the ML provider in form of a generally increased false-positive rate.

While there is a large body of research that sees adversarial examples as a problem
that needs to be fixed with robust machine learning models, other researchers, including
us, see adversarial examples as a tool to understand the models and the data more
thoroughly.

3.3 Privacy Risks in Specific Use Cases

In this section, we dive deeper into the detailed risks of different data types and their
unique privacy risks due to their biological function.

3.3.1 Privacy Risks of Methylation Data

Other than membership attacks, Philibert et al. showed that methylation data could
be relied upon to infer part of the genotype and behavioral attributes such as alcohol
consumption and smoking [113]. Besides also identifying methylation points correlated
with genomic variants, Dyke et al. proposed high-level guidelines for methylation data
disclosure that preserves privacy [40]. Backes et al. used the correlations between certain
positions of the genome and methylation data in order to re-identify DNA methylation
profiles by matching them to their corresponding genome [7].

16



3.3. PRIVACY RISKS IN SPECIFIC USE CASES

3.3.2 Privacy Risks of Genomic Beacons and Protection Mechanisms

Shringarpure and Bustamante [132] showed that even only given binary responses, it is
possible to infer whether a patient is in a Beacon with the LR test. Moreover, their
attack’s probability estimation is not dependent on the allele frequencies, but the more
stable allele distribution. While they studied the influence of several factors (population
structure, Beacon size and others) on the attack’s effectiveness, they did not propose
any feasible solutions to establish a privacy-preserving genomic Beacon.

Raisaro et al. [117] extended the attack in [132] by adopting a sophisticated selection
strategy. The attacker in this setting has direct access to allele frequencies and selects
the most informative positions to query first. This setup serves as a blueprint for our
attack against MBeacons.

The authors of [140] proposed an attack using the correlations between different
single nucleotide polymorphisms (SNPs) to infer alleles that are missing or systematically
hidden. This attack drops the number of queries necessary to infer membership with
strong confidence, and renders privacy-preserving mechanisms based on hiding low-
frequency SNPs useless. However, for DNA methylation, such correlations are not (yet)
well studied. Therefore, we decide to postpone an in-depth study about the influence of
correlations between methylation positions on the privacy risks to future work.

Privacy Protection for Beacons Besides the attack, Raisaro et al. [117] proposed
three protection mechanisms and experimentally showed their effectiveness even in their
stronger attacker setting. However, they do not provide any formal guarantees on their
protection mechanisms.

Wan et al. [152] further analyzed the protection mechanisms presented in [117],
and additionally proposed a new one. They empirically evaluated utility, privacy
and effectiveness of the protection methods under several settings with respect to the
hyperparameters. Here, the corresponding utility, privacy and effectiveness measures
were proposed in the iDASH challenge for genomic data.

Two additional privacy protection mechanisms are proposed by Al Aziz et al. [3], one
of which, the biased randomized response, is proven to be differentially private. Apart
from that, they analyzed both mathematically and experimentally how the decision
boundary for membership relates to the number of queries and the number of patients
in the Beacon.

3.3.3 Privacy Risks of Microbiome Data

The privacy risks of microbiome data were only studied by Franzosa et al. [49]. It is
unclear how their findings carry over to more complex scenarios, in which no training sets
are available to generate the hitting sets. Therefore, we systematically study a variety
of linkability attacks considering different attack models and methods. Additionally, we
focus on the more widespread OTUs ((“operational taxonomic unit”) format that is
also easier to access for attackers with shallow biomedical background.

Song et al. [133] view their data set on cohabiting participants from the forensics
perspective rather than the privacy perspective, and concluded that family members
are more similar to each other and their dogs than to unrelated people.

17



CHAPTER 3. RELATED WORK

Other forensics researchers such as Lax et al. [86] conducted studies about the
surfaces we touch or step on, or Meadow et al. [98] about (phone) surfaces touched.
While showing impressive results on linkability, these studies are small-scale, Lax’ phone
samples are from two participants only, and Meadow et al. had 17 participants. The
same is true for another work by Meadow et al. [97] who studied the particles shed in
the air and observed in their small-scale study that it is possible to re-identify people
both with particles in the air and fallen down to surfaces even hours after they left the
sterile experimental chamber.

The impending privacy risks from large-scale measurements of microbiome has been
summarized by Shamarina et al. [129]. Wagner et al. [151] describe the first step towards
a solution in the case where two parties can not share their data, but want to compute
a function such as differences in the abundance of microbiome species across different
populations. They propose to use garbled circuits, a cryptographic method, which hides
the microbiome data, but comes at the cost of increased computation time.

3.3.4 Privacy Risks of Eye Tracking Data

An ever-increasing body of work is demonstrating the rich source of information available
in eye movements for computational user modeling. That is, prediction of user attributes
and context from eye movements alone or in combination with other sensing modalities.
Bulling et al [23, 24] pioneered the field of activity recognition and demonstrated that
several activities that naturally occur in office environments, including reading, can be
robustly inferred from stationary and mobile eye trackers. Kunze et al. [84] focused
on reading alone. They proposed methods for distinguishing different documents by
the eye movement during reading. Not only the user’s current task, but also interests,
cognitive load and personality traits can be inferred, as Hess et al. [59], Matthews et
al. [95] and Hoppe et al. [63] showed. Moreover, Sammaknejad et al. [123] demonstrated
that eye movements of men and women are different when looking at faces. Additionally,
diseases such as schizophrenia [61], Parkinson’s [80] and mental health issues [150] can
be inferred as well as sensitive personal information such as recent drug consumption [2].
Despite the eye movement leaking highly sensitive personal and medical information,
the privacy research in the field is still in its infancy.

Eye movement biometrics has emerged as a promising approach to user authentica-
tion [73]. While first works required a point stimulus that users were instructed to follow
with their eyes [72, 74], later ones explored static points [13] or images [91]. Kinnunen
et al. presented the first method for “task-independent” person authentication using eye
movements [77]. Eberz et al. presented a biometric based on eye movement patterns.
They used 20 features that allowed them to reliably distinguish and authenticate users
across a variety of real-world tasks, including reading, writing, web browsing, and watch-
ing videos on a desktop screen [41]. Zhang et al. used eye movements to continuously
authenticate the wearer of a VR headset by showing different visual stimuli [158].
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3.4 Summary

Related works shows that different biomedical data exposes different details about
the target, however, privacy attacks are often similar, such as membership inference.
Well-studied tools such as differential privacy can be used to reduce privacy risks in
many cases. However, such solutions need to be tailored to the use case, which is one of
the contributions of this thesis.
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Figure 4.1: Overview of our attack scenario on methylation data: Given the victim’s
methylation values and mean methylation values from a database, the attacker tries
to infer whether the victim is part of the database. The attacker uses statistical tests (L1

or LLR tests) or ML-based tests. If only the genome values of the victim are available
as shown in gray, the attacker first infers the respective methylation values and then
carries out the statistical tests.

In this chapter, we study whether and to which extent DNA methylation data, one of
the most important epigenetic elements regulating human health, is prone to membership
inference attacks, a critical type of attack that reveals an individual’s participation in
a given database. Figure 4.1 gives a graphical overview of our different attacks. Our
attacks exploit published summary statistics, among which one is based on machine
learning and another exploits the dependencies between genome and methylation data,
see Table 4.1 for a summary. Our extensive evaluation on six data sets containing a
diverse set of tissues and diseases collected from more than 1,300 individuals in total
shows that such membership inference attacks are effective, even when the target’s
methylation profile is not accessible. While the best performing statistical test, the LLR
test, exceeds 0.9 AUC (area under the ROC curve) for one data set only, the machine-
learning attack almost always reaches AUC of at least 0.9. Our empirical results also
show that data is transferable between different diseases and tissues: The model trained
on a different type of data set from the target data set achieves similar performance
to the model trained on the same type of data set. Finally, the genome-based attack
provides excellent performance with around 0.9 AUC, even though it performs slightly
worse than the methylation-based attack.

The paper [P2] contains the aforementioned results. Additionally, we developed
a defense mechanism based on differential privacy that we present in the end of the
Chapter in Sections 4.6 and 4.7.
Organization We introduce our attacker models in Section 4.1 and the theoretical
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4.1. THREAT MODEL

Attacker’s Statistics about Raw target data External/auxiliary data
knowledge methylation methy- genome methy- genome +

database lation lation methylation

Statistical attack � � - - -
Machine-learning attack � � - � -

Genome-based attack � - � - �

Table 4.1: Overview of our different attack settings. �means the attack needs this
information, and - means it does not. When relying on methylation data, we also use
training/test data from different tissues or with different diseases.

foundations of our attacks in Section 4.2. In Section 4.3, we detail the diverse datasets
used for the evaluation of our attacks in Section 4.4 and conclude in Section 4.5. The
additional theory and empirical evaluation of the defense mechanism with differential
privacy can be found in Sections 4.6 and 4.7 respectively.

4.1 Threat Model

The adversary’s objective is to determine whether an individual (referred to as a target)
is a member of a group of study that we will refer to as a pool. By leveraging such
an attack, the adversary can infer sensitive information about her target, as pools in
medical studies can be associated with severe diseases.

To run her attack, the adversary gets access to aggregated methylation data that
describe the statistical properties of the considered methylation data pool. While these
aggregate data are usually published alongside biomedical case-control studies (see
for example [102, 78, 138]), such aggregate data can nowadays also be queried from
federated systems such as i2b2 [100], SHRINE [154] or MedCo [118]. In this work, we
assume that the mean statistics about the pool are available to the adversary as it is
the most common statistics currently available. Additionally, we assume the adversary
has access to general methylation statistics of the reference population. Currently,
these statistics have to be estimated by the adversary using a subset of the underlying
population. However, we expect that population-wide statistics for DNA methylation
will become publicly available, as for genomic data. We will refer to the subset of the
reference population as the reference group here.

In order to perform the attack, the adversary also needs access to some raw data
of the target. For our methylation-based attack, we assume the adversary knows
the target’s DNA methylation at m positions encoded as −→x ∈ R

m
[0,1], from similar or

different tissue/disease type as the targeted database. Full individual DNA methylation
profiles are increasingly available in public databases such as the Gene Expression
Omnibus (GEO) [54] or ArrayExpress [5]. Moreover, with the increasing adoption in
medical practice, DNA methylation data will also certainly be stored on hospital servers,
potentially putting such profiles at risk. For instance, cyber-attacks against healthcare
companies have increased by 72% from 2013 to 2014 [16].

As genomic data is currently more accessible than methylation data, we also propose
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CHAPTER 4. MEMBERSHIP INFERENCE AGAINST DNA METHYLATION DATABASES

and investigate a genome-based attack. We assume the adversary knows (part of)
the genotype of the target instead of his methylation data. By now, more than 10
million individual genotypes have been sequenced through direct-to-consumer genetic
testing [30], such as 23andMe [1] or AncestryDNA [4]. Those individuals can also
share their sequenced genotypes online, on open platforms such as GEDmatch [53],
OpenSNP [105], or the Personal Genome Project (PGP) [112], sometimes with their
real identifiers. Therefore, even without considering the genomic databases at clinical
premises, millions of genomic profiles are already freely available online.

4.2 Attacks

In this section, we present the analytical details of our membership inference attacks.
We start with the methylation-based attack upon which we will build the genome-based
membership inference attack.

4.2.1 Methylation-based Attack

Assuming the adversary has access to summary statistics of the pool, we analyze
whether it is possible to infer whether the target is part of it by relying on statistical or
machine-learning methods.

4.2.1.1 Difference of L1 Distances

Homer et al. [62] have shown for genomic statistics that one can rely on the L1 distance
to infer membership in databases based on mean values only. We first evaluate how
this method performs when applied to DNA methylation. The attack compares, for a
methylation position j, the differences between the target’s methylation value xj and
the mean statistics of the pool and reference group, and it determines which mean
statistics is closest to xj . Defining the mean values as µj

p for the pool and µj
r for the

reference group, we have the following L1 distances’ difference:

D(xj) = |xj − µj
r| − |xj − µj

p| (4.1)

for the methylation position j. A value greater than 0 indicates that xj is more likely
to belong to the pool, while a value smaller than 0 indicates xj is more likely to
belong to the reference group. Intuitively, the L1 test exploits the fact that the target’s
methylation value xj influences the mean of its group. Therefore, the target’s value xj

is expected to be closer to the mean value of the target’s group than to the mean value
of the other group.

Finally, we rely on the one-sided Student’s t-test on the outcome of D(xj) for all
methylation points j to test whether the target is part of the pool or reference group.

4.2.1.2 Log-Likelihood Ratio (LLR) Test

Additionally, we exploit the likelihood-ratio (LR) test, which has the notable advantage
of reaching the maximum achievable power (true-positive rate) for a given false-positive
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4.2. ATTACKS

level. This is explained theoretically by the Neyman-Pearson lemma, and its higher power
compared to the L1 test has been demonstrated empirically with genomic data [125].

However, the LR test poses assumptions on the data distribution. We rely on
the normal distribution to model the distribution of methylation values, which is the
continuous probability distribution that best fits the observed methylation data.1 We
evaluate in the next section whether this model is good enough to keep LR test’s power
high with actual methylation data.
The general formula for the LR test at position j is:

LRj(xj) =
σj

r

σj
p

e

(xj −µ
j
r)2

2(σ
j
r)2

−
(xj −µ

j
p)2

2(σ
j
p)2

(4.2)

where σj
r is the standard deviation of the reference group and σj

p the standard deviation
of the pool at methylation position j. By taking the logarithm and summing over the m
known methylation positions, we get the following log-likelihood ratio (LLR) formula:

LLR(−→x ) =
m∑

j=1

(xj − µj
r)2

2(σj
r)2

−
(xj − µj

p)2

2(σj
p)2

+ log
σj

r

σj
p

(4.3)

In this work, we assume the adversary gets access to the mean values of the pool but
not to its standard deviations. A reasonable approximation of the standard deviation
can be computed from the reference population under the assumption that the standard
deviation is approximately the same for the pool.

Hence, we have σj
p ≈ σj

r := σj , and the above expression simplifies to:

LLR(−→x ) =
m∑

j=1

(xj − µj
r)2 − (xj − µj

p)2

2(σj)2
(4.4)

Note that, following an assumption made in previous works on membership pri-
vacy [62, 125, 9], we do not consider dependencies that may exist between different
methylation points.

4.2.1.3 Machine-Learning Approach

The two previous statistical tests assume implicitly that the distance between mean
and methylation value is equally informative for membership inference no matter the
methylation position j. This assumption may not be true: There might be methylation
positions that are sensitive to environmental or genetic variants, leading to a higher
variance and thereby easier membership detection in the data set.

To model a realistic attacker, we assume her to use the data itself to detect informative
methylation regions and increase the success probability. We expect that an exceptionally

1We tested for equality to the normal distribution using the Kolmogorov-Shmirnov test and a p-value
of 0.1 and observed 1

3
to 2

3
of the methylation regions being normally distributed, the value varying

between data sets. We also tested other distributions, such as the beta distribution, but did not find
anything fitting the methylation data better.
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CHAPTER 4. MEMBERSHIP INFERENCE AGAINST DNA METHYLATION DATABASES

high or low distance of the target to the pool means is more informative for membership
inference. Similar to the statistical approaches, we rely on the L1 and L2 distances, both
to pool and reference means. A division by the standard deviation additionally takes
the data variability of the position into account, which simplifies comparison across
multiple positions.

All the aforementioned metrics have to be explored systematically, which we do by
using machine learning. We fit a logistic regression classifier2 that learns how to weight
features obtained from different methylation regions. We explore the metrics using the
following types of features:

1. L1 distance to pool mean, formally: |xj − µj
p| (referred to as L1 distance feature)

2. Squared L2 distance to pool mean, formally: (xj − µj
p)2 (referred to as L2 distance

feature)

3. L1 distance divided by the standard deviation, formally: |xj−µ
j
p|

σj (referred to as
scaled L1 feature)

4. Squared L2 distance divided by the variance, formally: (xj−µ
j
p)2

(σj)2 (referred to as

scaled L2 feature)

5. L1 distance as used in the L1 test, formally: |xj − µj
r| − |xj − µj

p| (referred to as
L1 feature)

6. Log-likelihood ratio as used in the LLR test, formally:
(xj−µ

j
r)2−(xj−µ

j
p)2

2(σj)2 (referred to as LLR feature)

To compute these features, we first obtain pool and reference means and approximate
standard deviations as before for the LLR test. For each training value trj from a
training patient, we compute the feature with the mean and standard deviation of the
respective methylation position j. Features from different positions are combined into a
feature vector. We then sort the features of each vector by increasing order of magnitude.
This breaks the link between the learned weight and the methylation position j from
which trj originated, but recall that our training objective is not which position j is more
informative, but rather which distance is more informative for membership inference.
Subsampling: To increase the number of samples for learning while keeping the total
amount of patients’ data the attacker needs to know low, we generate more than one
feature vector from each patient by randomly sampling s disjoint subsets of l methylation
positions each. These multiple feature vectors are treated separately during training,
but at test time they are combined with majority voting to eventually classify each
patient into a single group. Details on the number of feature vectors per patient and
length of the feature vectors are empirically evaluated in Section 4.4.

We also apply subsampling to the L1 and LLR tests to compare these directly with
the ML approach, i.e, to tell apart the effect of the different settings for machine learning
and the benefit of machine learning itself.

2We opted for logistic regression due to its simplicity and the interpretability of the learned model.
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4.2. ATTACKS

4.2.2 Genome-based Attack

In the following, we assume the attacker does not know the target’s methylation values,
but the target’s genome instead, while the pool still contains methylation data only.
Genomic data is currently more available and easier to find online or via direct-to-
consumer genetic testing services. The adversary can rely on correlations between the
genome and methylation in specific regions. After inferring the methylation values,
the attacker can mount the same attack as previously described, i.e., against a pool
of methylation data. As some SNPs influence the methylation in specific regions, the
adversary can rely on them to carry out her membership inference attack without having
direct access to the target’s methylation data. In the experimental evaluation, we will
investigate if and to which extent the performance drops when genomic data is used
instead of methylation data.

We still assume the attacker knows the mean methylation values of pool and reference
group and estimates of the standard deviation from the reference group. Additionally,
we assume the attacker has a set of paired methylation and genome data to identify
the pairs of correlated methylation and genomic positions and to learn the conditional
distribution of methylation values given the genomic values. This section shows how to
extend our statistical tests and how to implement the necessary estimates to handle
this attack scenario.

As demonstrated by Backes et al. [7], the conditional distribution of a methylation
value xj given a specific SNP gi can be modeled with a normal distribution. Dropping
the position index i of the SNP for simplicity, we define the probability distribution
over the methylation values for a specific SNP value g ∈ {0, 1, 2} as

fg(xj) = p(Xj = xj | G = g) =
1√

2πσj,g

e
−

(xj −µj,g)2

(σj,g)2 (4.5)

where µj,g and σj,g denote the mean and standard deviation of fg(xj), respectively.
Given this probability distribution, the following theorem shows that the expected

log-likelihood ratio test for an individual carrying a given genotype boils down to using
µj,g in place of the target’s methylation value.

Theorem 1. Assuming σj
p ≈ σj

r := σj for all methylation positions correlated with the
genome, the LLR test based on the individual’s genome is:

LLR(g) =
mc∑

j=1

(µj,g − µj
r)2 − (µj,g − µj

p)2

2(σj)2
, (4.6)

where mc represents the number of methylation positions correlated with the genome.

Proof. We derive hereafter the formula for the general case with different σj
p and σj

r .
For a given methylation point j, we need to integrate xj over all its possible values
given g:

LLRj(g) =
1

2(σj
r)2

∫ 1

0
(xj − µj

r)2fg(xj)dxj

− 1

2(σj
p)2

∫ 1

0
(xj − µj

p)2fg(xj)dxj + log
σj

r

σj
p

∫ 1

0
fg(xj)dxj
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By setting ∆c
j = µj,g − µj

p and ∆r
j = µj,g − µj

r:

LLRj(g) =
1

2(σj
r)2

∫ 1

0
(xj − µj,g + ∆r

j)2fg(xj)dxj

− 1

2(σj
p)2

∫ 1

0
(xj − µj,g + ∆c

j)2fg(xj)dxj + log
σj

r

σj
p

=
1

2(σj
r)2

∫ 1

0
(xj − µj,g)2fg(xj)dxj +

∆r
j

(σj
r)2

∫ 1

0
(xj − µj,g)fg(xj)dxj

+
(∆r

j)2

2(σj
r)2

∫ 1

0
fg(xj)dxj − 1

2(σj
p)2

∫ 1

0
(xj − µj,g)2fg(xj)dxj

−
∆c

j

(σj
p)2

∫ 1

0
(xj − µj,g)fg(xj)dxj −

(∆c
j)2

2(σj
p)2

∫ 1

0
fg(xj)dxj + log

σj
r

σj
p

By using the central moments of the normal distribution, we eventually get:

LLRj(g) =
σ2

j,g

2(σj
r)2

+
(∆r

j)2

2(σj
r)2

−
σ2

j,g

2(σj
p)2

−
(∆c

j)2

2(σj
p)2

+ log
σj

r

σj
p

If σj
p ≈ σj

r := σj , the above formula simplifies to

LLRj(g) =
σ2

j,g

2(σj
r)2

+
(∆r

j)2

2(σj
r)2

−
σ2

j,g

2(σj
p)2

−
(∆c

j)2

2(σj
p)2

=
(∆r

j)2 − (∆c
j)2

2(σj)2
=

(µj,g − µj
r)2 − (µj,g − µj

p)2

2(σj)2

We obtain the final formula by summing over all methylation points mc correlated with
the genome.

Similarly, for the L1 test, we use the expected methylation value µj,g given the genotype
g as the target’s methylation value.

4.3 Datasets

For our evaluation, we rely on six data sets containing methylation profiles from diverse
tissues of patients carrying different diseases. In total, we use the methylation profiles
of 1,320 patients. Table 4.2 summarizes our data sets.

All but the last data set were generated with the Illumina 450k array that determines
the DNA methylation at 450,000 fixed positions. We refer to these data sets by the
disease the respective patients carry. Our last data set, the WGBS data set, contains
both the genome and the methylation of 75 patients, where the DNA methylation
profiles have been generated by whole-genome bisulfite sequencing (WGBS). This results
in a full view of DNA methylation patterns in the whole genome of blood cells.
Preprocessing Most of the data sets have missing methylation sites (positions) for
specific patients or even missing methylation sites for all the patients sharing the same
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Abbrevi- Description Tissue Type Number of GSE identifier by
ation Patients

GBM glioblastoma brain cancer 136 GSE36278 [138]
PA pilocytic astrocytoma brain cancer 61 GSE44684 [85]

IBD CD Crohn’s disease blood 77 GSE87640 [148]
IBD UC ulcerative colitits blood 79 GSE87640 [148]

BC breast cancer breast cancer 892 not public -
WGBS genome and

methylation data blood 75 not public -

Table 4.2: Datasets used in our experiments. THE GSE identifier refers to the accession
number in the Gene Expression Omnibus (GEO) database. The BC data set was
available on https://portal.gdc.cancer.gov in April 2017 but is not anymore.

disease. We remove all methylation positions with missing data, which provides us with
299,998 different methylation positions for the combination of brain cancers and IBD,
and about 360,000 different methylation positions for the breast cancer data set.

For our WGBS data set, we focus on highly correlated pairs of DNA methylation
positions and SNPs. We follow the approach of Backes et al. [7] and only keep the
pairs with a Spearman rank correlation coefficient larger than 0.49. This way, we obtain
about 300 methylation positions and the single most correlated SNP position each.
Human Subjects and Ethical Considerations The study on WGBS has received
an approval from the responsible institutional ethics review board. All other data
sets were publicly available in their anonymized form. All data sets have been stored
and analyzed in anonymized form without access to non-anonymized data. Moreover,
since we only randomly split the patients into pool and reference sets, the membership
inference attacks do not reveal any more information than previously known by us. This
way, we ensure that all participants were treated equally and with respect.

4.4 Attack Evaluation

We started by evaluating the statistical and machine-learning methylation-based attacks.
Then, we present the results of our genome-based attack.

4.4.1 Methylation-based Attack Evaluation

Our evaluation studies the following research questions:

RQ 1 Does the LLR test outperform the L1 test in the statistics attack setting?

RQ 2 What is the effect of our subsampling approach on the performance of the L1 and
LLR tests?

RQ 3 Which feature is best in the ML attack? Does the performance increase compared
to the L1 and LLR tests with subsampling?
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RQ 4 Is it possible to train an attack model on a data set of a different tissue or disease
than the target data set for the machine learning attack?

RQ 5 What is the influence of the data set size on the performance of the membership
inference attacks?

While RQ1 studies the statistical approach and verifies that the Neyman-Pearson Lemma
applies to our data, RQ2 and RQ3 study the foundations of the ML approach. With
RQ4 and RQ5 we explore how the ML case works in non-ideal situations, namely,
different training and test data and larger dataset sizes.
RQ 1: Comparing the statistical L1 and LLR test, does the LLR test outper-

form the L1 test? To apply the L1 and LLR tests, we first define pool and reference
group. We present a realistic attacker that cannot exploit any disease-specific differences
between the databases. For each of our five first data sets, we first randomly sampled 60
patients,3 which are then randomly split into a pool of 30 patients and a reference group
of 30 patients. We assume the attacker has means of these 30 patients available as µj

p

and µj
r respectively. Further, we sampled 15 patients from the pool and 15 from the

reference group at random. The remaining 30 patients were not used in this setup, they
serve as training set of the machine learning attack later in this section. We repeated
the random splitting five times and present averaged results.

Figure 4.2: RQ1 (statistical attack setting):
AUC of the L1 and LLR tests applied to all
methylation positions, averaged over five
random splits of the data simulating attacks
against each patient in both pool and ref-
erence groups.

As discussed previously, we assume
the attacker has access to the mean of
the pool (µj

p) and reference group (µj
r) for

each methylation position j. Moreover, we
estimate σj by computing the standard
deviation over the whole considered data
set.

We simulate membership inference at-
tacks against each patient individually, i.e.,
all patients from the respective pool and
reference group are attacked by applying
the L1 and LLR tests to each methyla-
tion position j and summarize across all
methylation positions for the given patient
as defined by the tests. Using multiple
thresholds in the tests, we get a receiver
operating characteristic (ROC) curve dis-
playing the false-positive rate ( F P

F P +T N
)

on the x-axis and the true-positive rate
( T P

T P +F N
) on the y-axis. The AUC is the

area under this curve. An AUC of 0.5 in-
dicates a performance similar to a random
guess, whereas an AUC of 0.9 or above indicates an excellent performance. Finally, we

3Note that this is the maximum number we can consider if we want to compare the results across all
data sets as PA contains 61 patients.
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(a) (b)

Figure 4.3: RQ2 (subsampling): Influence of the length l of the feature vectors on L1

and LLR tests performance for four disease datasets when using (a) s = 10 vectors or
(b) s = 100 vectors.

average the results over the five random splits. The results are shown in the first five
groups of bars in Figure 4.2.

We observe that the LLR test outperformed the L1 test, complying with the Neyman-
Pearson Lemma. The performance reached > 0.7 AUC for all diseases when the LLR
test was used, and even > 0.95 AUC for PA. Interestingly, the tissue type seems to
have an influence on the attack performance, both IBD data sets were sampled from
blood and were harder to attack compared to samples from brain cancer tissue for the
diseases GBM and PA or breast cancer tissue for BC.

Finally, in order to evaluate a more realistic setting where the reference population
is very large, we used our largest data set on breast cancer (BC) patients. Instead of
sampling 30 patients as the reference group, we used all remaining patients, i.e., 862
patients to compute µj

r. We observed that the AUC drops by only 0.1 compared to the
case with a much smaller reference group and conclude that the privacy risks remain
valid with a very large reference group.

Take-home message: the LLR test outperformed the L1 test with DNA methyla-
tion data.
RQ 2: What is the effect of subsampling on the performance on L1 and

LLR test? Which values for the hyperparameters s and l are the best? We
subsampled each data vector before computing the L1 test and the LLR test. For each
patient, we randomly sampled l methylation positions s times without replacement
for various settings for s and l. At the end, we combined the inference labels of the
s vectors of the same patient with majority voting to get a single outcome for each
patient. As before, we first randomly sampled 60 patients for each disease, which were
then randomly split into 15 pool and 15 reference patients. Again, the remaining 30
patients were not used.

Figure 4.3a shows the performance of the L1 (solid lines) and LLR tests (dotted
lines) for four of our disease sets, with 10 repetitions of the sampling process. Observing
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Figure 4.5: RQ3 (features): Performance of different features evaluated on disease
datasets (a) PA and (b) IBD UC.

no general trend of l increasing from 103 to 104, we dropped l = 104 from the parameters
which allowed increasing s to 100, see Figure 4.3b.

Comparing the AUC with the standard setup before (Figure 4.2) shows that for
most diseases, the performance of the L1 test was similar or increased slightly, and
the performance of the LLR test increased slightly in almost all cases, independent
of how the parameters s and l are set. For example, in GBM the traditional LLR
test performance was below 0.85 AUC and with s=100 and l = 103 raised to more
than 0.9 AUC. The difference between the previous and the current setup is how the
membership information from different methylation positions j were combined. Simply
taking all of them into account performed worse than first combining a few of them into
a binary answer and then taking the majority vote. In the latter case, some methylation
positions will therefore not contribute to the answer. This experiment shows that not
all methylation positions are informative.

Finally, we observed that a reasonable trade-off between l and s satisfying the
constraint l · s ≤ m was bounding l to 103 and setting s = 100.

Take-home message: Subsampling slightly increased performance, and the hyper-
parameters l = 107 and s = 100 represented a reasonable trade-off.

RQ 3: Which feature is best in the machine learning model, and can the

performance be increased compared to the L1 and LLR test with subsam-

pling? For the machine-learning attack, we used the subsampling trade-off as found
before and set l = 103 and s = 100. The remaining 15 pool and 15 reference patients
were used as training set. After transforming each value in the training vectors into a
feature using the formulas in Section 4.2.1.3, we sorted the vectors’ values in ascending
order. Then, the vectors were fed into a logistic regression classifier: We relied on the
Python library sklearn [111] and left the regularization parameter C at its default 1.0.
The classifier learned l coefficients that indicate importance of small, intermediate and
large distances (as most of our features were distance-based).
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Figure 4.4: RQ3 (features): Absolute value
of learned coefficients on IBD UC with both
scaled L1 features. We show the five rep-
etitions (with different data sampling) of
the experiment in different colors to check
whether the coefficient values are consis-
tent and not due to randomness. X-axis be-
tween 0 and 999 represent the coefficient
values for scaled L1 to the pool mean and
x-axis between 1,000 and 1,999 represent
the coefficient values for scaled L1 to the
reference mean.

Figure 4.4 shows the absolute value
of the learned coefficients for IBD UC,
plots for other diseases look similar. The
higher the absolute value of the coeffi-
cient, the more informative the distance
is for the classifier. The symmetric pat-
tern arised due to the use of two features:
the scaled L1 distances to both pool and
reference means. There was a tendency
towards higher values on the right, indi-
cating that higher distance values were
more important for the attack. Never-
theless, the lower values do not get zero
coefficients, which suggests they also con-
tribute to the model. Additionally, we
applied sklearn’s recursive feature elimina-
tion [56], but the resulting classifiers per-
formed worse in terms of AUC, supporting
again the hypothesis that all distances are
necessary.

We compared the performance of dif-
ferent features using the AUC of the
learned model when applied to the test
data. Figure 4.5 shows exemplarily the
performances for PA and IBD UC, the
“easiest” and one of the “hardest” disease data sets to attack. We tested all the feature
types introduced in Section 4.2.1.3. The distance-based features exist in two versions as
distance to the pool and to the reference mean, respectively, indicated by “p” and “r”
in the plot. We omitted the “r” version for some features which performed similarly to
their “p” versions. Additionally, we trained on both versions of the distance features by
concatenating the respective feature vectors. As a baseline, we relied on the L1 and
LLR tests with subsampling. We observe that some features worked well, e.g., the LLR
feature and using the L1 or L2 to both pool and reference group in their scaled form.
Other features performed poorly and resulted in an AUC of around 0.5, e.g., the L1

and L2 both with and without scaling. This is why for those features, the black bar is
barely visible in Figure 4.5. Nevertheless, the statistical tests L1 and LLR were clearly
outperformed, especially for the IBD UC and IBD CD data sets.

Take-home message: the performance was increased by using a machine-learning
approach with the LLR features or L1 or L2 to both pool and reference groups in their
scaled form.

RQ 4: Is it possible to train an attack model on a data set of a different

tissue or disease than the target data set for the machine learning attack?

We study now another, more challenging attack scenario where the attacker trains
her machine learning model to pool and reference groups extracted from one data set
and applies this model to pool and reference groups of another data set. We kept the
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Figure 4.6: RQ4 (transferability): Transferability of learned models based on (a) both
scaled L1 and (b) LLR features.

previous experimental setup, but tested the learned model on data set with different
tissue or disease. This setup allows us to evaluate if our membership inference attack is
prone to data transferability.

Figure 4.6 displays the resulting AUCs when learning on the first mentioned (in
the x-axis labels) data set and testing on the second one. Since the performance of the
scaled L1 and scaled L2 distances were similar (see Figure 4.5), we show in Figure 4.6
only the scaled L1 feature and the LLR feature. Comparing the black and gray bars,
we can observe that most cases show a small loss of performance when the attacker
learned on patients from a different disease or tissue compared to learning from the same
one. However, the learned models still performed well on the different disease set and
clearly outperformed the statistical L1 and LLR tests. Recall that the data sets GBM
and PA were sampled from brain tumors, while both IBD data sets were from blood
samples. According to biomedical research, part of the methylation patterns are tissue
specific. However, our results show that our attack based on relative distance instead of
methylation positions was prone to transferability even across different tissues.4

Take-home message: training and target data sets did not need to be the same
for a successful attack.
RQ 5: What is the influence of a larger data set on the performance of the

machine learning model? Our larger data set on breast cancer allows to study
the impact of larger reference group and pool on the attack performance. First, we
focused on the reference group size, increasing it from 30 to 800 patients, and kept
the number of patients in the pool at 30. This allows us to evaluate whether a more
realistic (i.e., larger) reference population has an impact on the attack performance. We
evaluated the impact of increasing reference group size on machine learning classifiers
trained on the LLR feature and both scaled L1 features, and on the statistical LLR

4Note that it is very unlikely that these results are due to the same patients being in the data sets
because we obtained data from different studies and different diseases.
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t

(a) RQ5 (larger datasets): Performance with

respect to an increasing number of patients

in the reference group only.

(b) RQ5 (larger datasets): Performance with

respect to an increasing number of patients

in the pool and reference groups.

Figure 4.7: RQ5(larger datasets): Performance under increasing number of patients in
two different configurations.

test using 30 patients for training and testing respectively. We observe in Figure 4.7a
that both statistical and ML-based tests performed similarly under increased reference
group sizes and that reference group size did not have any clear influence on the attack
performance. This demonstrates that privacy risks remain true with a large reference
population, and allows us to extrapolate that membership inference would be possible
in non-closed-world settings.

Second, we increased the data set size from 30 patients in both pool and reference
group to 100, 200, 300, and 400 patients. In all cases, we used disjoint training and test
sets of the same size which contain the same number of pool and reference patients.

Figure 4.7b shows that the more patients there were in the pool, the worse the
performance of the membership inference attack. As we see in Figure 4.7a, reference
group size did not influence the attack success. This confirms previous empirical results
with genomic [125] and transcriptomic [9] data, as well as theoretical findings [39]. We
further observe that the attack success decreased similarly for both the statistical attack
and the ML attacks. We hypothesize that the performance decrease was due to the fact
that the more patients were included in the pool, the less each patient contributes to its
statistics, in our case, the means, which made membership inference harder.

On the upside, we can foresee that with declining costs of molecular profiling, the
size of epigenomic databases will rapidly grow. Nevertheless, we notice that the ML
attack is quite robust to this increase, with still relatively good performance (AUC
> 0.8) with 200 patients in the pool.

Take-home message: The attack performance was especially robust with respect
to an increase in only the reference data set size. However, when increasing both pool
and reference groups, the attack performance decreased. We conclude that the privacy
threat remained even with larger reference population, but also with pool sizes up to
200 individuals.
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4.4.2 Genome-based Attack Evaluation

Next, we evaluate the scenario in which the attacker has access to the target’s genomic
data instead of methylation data. We used the WGBS data set, containing methylation
and genome data of 75 patients. Notice that the data was generated with a different
technique (WGBS), which targets different regions of the genome than the Illumina
450k array used for the previous data sets.

We randomly sampled half of the patients as a training set (37 patients) which we
used to estimate the relationship between genome and methylation data. The second
half (38 patients) was used as a test: Half of the patients were chosen at random to be
in the pool and the remaining half were in the reference group. The standard deviation
was estimated from the training set, which we assumed the attacker has full access to.
Notice that we had only m = 300 methylation positions correlated with the genome,
which is tremendously less than m = 299, 998 used for the previous attacks. Therefore,
we did not subsample from the patients. We repeated the experiment five times with
different random splits into training and test sets. Moreover, for each of these five
splits, we also repeated the splitting into pool and reference group five times, effectively
yielding 25 randomly generated runs. As a baseline, we computed the L1 and LLR tests
under the previous assumption that the attacker knows the target’s methylation values.

Figure 4.8: ROC curves of methylation-
based L1 and LLR tests and genome-based
L1 and LLR tests.

Figure 4.8 compares the performance
of the attacks based on methylation and
genomic data. The LLR test exploited the
underlying normal distribution of methy-
lation values given a specific genome value.
The same technique was used for the L1

test. We observe first that both L1 and
LLR tests performed worse with access
to genome instead of methylation values,
as expected. However, they still achieve
high performance, which shows that an
attacker with only access to the genome
of the target was still able to success-
fully infer her membership in methylation
databases.

Surprisingly, the performance decrease
was higher in the case of the LLR test,
where AUC dropped from 0.94 to 0.89. For the L1 test, the AUC decreased from 0.94
to 0.92 when we relied on the genomic data instead of the methylation data. One
possible explanation for the LLR performance being lower than the L1 performance in
the genome attack is as follows. The estimation of the methylation values for the target
given the genome was approximated and induced small errors. Such noisy values had a
larger negative influence on the LLR test compared to the L1 test.

We also applied our ML techniques to the WGBS set, but learning was not possible
due to the relatively low number of methylation values. Nevertheless, we conclude that,
despite the small drop in overall performance, membership inference was still possible
with genomic data that is currently easier to obtain than methylation data.
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Take-home message: We conclude that privacy is at risk even if the attacker has
not access to the target’s methylation data and must estimate them from their genome.

4.5 Conclusion and Future Work

In this chapter, we have thoroughly analyzed whether and to what extent DNA methy-
lation databases are prone to membership inference attacks. In particular, we have
considered two attacker models: one assuming the adversary to know her victim’s
methylation profile, and the second assuming the adversary to know only her victim’s
genotype. For both settings, we have studied traditional statistical attacks based on
the L1 distance and on the likelihood-ratio test. Additionally, we have proposed a new
machine-learning attack that is able to exploit the fact that not all methylation data are
equally informative for membership inference. In this setting, we have further studied
data transferability, i.e., to which extent learning features from a data set different from
the targeted data set influences the attack results. For the genome-based inference of
membership, we have specifically designed the LLR attack to capture the probabilistic
dependencies between the two types of data, and have identified a sufficient statistic for
this attack.

We have evaluated our attacks on six different data sets, overall containing the DNA
methylation profiles of 1,320 patients. Our empirical results consistently demonstrate
the success of membership inference attacks over different tissues and diseases. Even
though we were limited by the small number of patients in most of the data sets, the
experiments with the larger breast cancer data set suggested that our findings may
scale. We concluded that the membership privacy of contributors to DNA methylation
databases is put at risk even if the adversary does not directly get access to their
methylation data but only their genomes.

Performing the membership inference attacks with DNA methylation data at different
points in time is a future direction that is worth investigating. Moreover, designing
attacks that exploit dependencies between methylation points is another interesting
direction for future work.

Given the severe privacy risks that we uncover with our attacks, future work should
study protection mechanisms. One direction would be to perturb the means with
randomly sampled noise to achieve differential privacy [36]. The challenge will be to
tailor a mechanism to this specific case with high data dimensionality and few individuals
(currently) contributing their data. In line with other applications such as MBeacon [P3],
we believe that there is a clear benefit from sharing population-wide mean methylation
values. Mean methylation values could become as relevant and well-studied as minor
allele frequencies are today for the genome.

4.6 Defense

The evaluation section demonstrated various attacks threatening patients’ privacy.
Therefore, we study in the following whether researchers can share summary data in a
privacy-preserving way using differential privacy mechanisms [38].
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We first introduce the differential privacy definitions and how to extend them to
finite ranges, and then present our utility measure.

4.6.1 Differential Privacy Mechanisms

The standard method for achieving ǫ-differential privacy or (ǫ, δ)-differential privacy
consists of replacing the original statistical values fmean : X → R

m
[0,1] by the sanitized

statistics:

f̃mean = fmean + (N1, · · · , Nm) (4.7)

which adds a given amount of noise Nj to the mean value of each released methylation
point j. We test two different probability distributions to sample appropriate noise
values Nj : the Laplace and Gaussian distributions.

4.6.1.1 Laplace Noise

Our first sanitization mechanism achieves ǫ-differential privacy by drawing each Nj

from a Laplace distribution with scale ∆1fmean

ǫ
, where ∆1fmean represents the global

L1 sensitivity of the mean function. It is based on the L1 distance and is known to
be equal to

∑m
i=j

rj

n
[9], where rj represents the range of values at methylation point

j. In our case, rj = 1 ∀j. Notice that this is the worst-case technical range and not
dependent on the actual methylation data. Therefore, ∀j ∈ {1, . . . , m}, we draw Nj as

Nj ∼ Lap

( m
n

ǫ

)
(4.8)

4.6.1.2 Gaussian Noise

Our second sanitization mechanism achieves (ǫ, δ)-differential privacy and samples noise
variables from the normal distribution with mean zero and standard deviation scaled to

the privacy parameters and sensitivity. Formally, we set σ =

√
2ln( 2

δ
)

ǫ
· ∆2fmean where

∆2 is the sensitivity of fmean with respect to the L2 norm [36]. In the following, we
derive the ∆2 sensitivity. Let T , T ′ denote two databases differing in one element. Then
the sensitivity is defined as:

∆2fmean = max
T ,T ′

||fmean(T ) − fmean(T ′)||2

= max
T ,T ′

||(µT
1 , ..., µT

m) − (µT ′

1 , ..., µT ′

m )||2

= max
T ,T ′

√√√√
m∑

j=1

(µT
j − µT ′

j )2

= max
T ,T ′

√√√√√
m∑

j=1

(

∑n
i=1 xj

i,T

n
−

∑n
i=1 xj

i,T ′

n
)2.
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As the two databases T , T ′ are neighbors, for each j there is exactly one index k
such that xj

k,T �= xj
k,T ′ and for all i �= k holds xj

i,T = xj
i,T ′ . This allows us to re-order

the sums:

= max
T ,T ′

√√√√
m∑

j=1

(
1
n

(
n∑

i=1,i �=k

(xj
i,T − xj

i,T ′) + xj
k,T − xj

k,T ′))2.

Since ∀i �= k : xj
i,T = xj

i,T ′ and |xj
k,T − xj

k,T ′ | ≤ 1, we get:

∆2fmean =

√√√√
m∑

j=1

(
1
n

(0 + 1))2 =

√√√√
m∑

j=1

(
1
n2

) =
√

m

n
.

4.6.1.3 Finite Ranges

We want to avoid returning values outside the natural range [0, 1] of methylation values.
Therefore, we clip the noised values back to the range [0, 1], which does not influence
the privacy guarantees due to the post-processing property [38]. Concretely, we define a
function clip(x) = min(1, max(0, x)) that we apply to any value x after noising.

4.6.2 Utility Measure

In order to assess the impact of our differential privacy mechanisms, we rely on the
mean relative error (MRE). Applied to our setting, we get the following formula for a
set of m released methylation means:

1
m

m∑

i=1

clip(fmean + Ni) − fmean

fmean
(4.9)

4.7 Defense Evaluation

In this section, we evaluate the effectiveness of our defense mechanisms.

4.7.1 Methylation-based Defense

We kept the random sampling methods as for the machine learning model in the attack
evaluation (see Section 4.4), added Laplace resp. Gaussian noise to the means and
clipped them back to the interval [0, 1] as described in Section 4.6 for various levels of
privacy parameter ǫ. For the Gaussian noise, we set the additional privacy parameter δ
to 0.1 throughout all experiments. Moreover, in order to assess whether training the
model with a noisy data set had an influence on the results, we trained the machine
learning model (i) without noise and (ii) with the same level of noise in training and
test data.
Privacy guarantees: We comment on the privacy level ǫ that both influences the
noise added to the data and the theoretic privacy guarantees. In the literature, privacy
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(a) Influence of Laplace noise.

(b) Influence of Gaussian noise, the privacy

parameter δ is 0.1.

Figure 4.9: Influence of two different noise mechanisms on the performance of mem-
bership inference attacks against the GBM dataset by relying on training data with and
without noise.

levels of 0 < ǫ ≤ 1 are used with the notice that ǫ should be as close to zero as possible.
These values are given for one answer to one query. Answering multiple queries leads to
a degraded privacy due to the composition theorem (see Chapter 3.5 in [38]). In order
to compare our results with textbook privacy levels, we report the privacy level per
query, i.e., ǫ

m
.

Results: We provide here only plots for the GBM datasets, the trend with other
datasets being similar. In Figure 4.9a, we observe that noise dropped the performance
quickly. However, in general, the statistical tests were more robust to noise than
the learned models, especially the L1 test. Additionally, we observe that using noisy
statistics for training made ML approaches more resistant to noise. Moreover, the LLR
feature trained on noise was harder to defend against compared to the scaled L1 features.
Nevertheless, using both the LLR feature and training on noise still leads to an attack
that was easier to defend against compared to the statistical L1 test.

A possible explanation for these observations is that both the LLR and the machine
learning models relied on the distance of the target value to the mean. Due to noise,
this distance changed and mislead the attacker. On the other hand, the L1 test only
considers which mean the target was closer to, but not how close. Therefore, small
changes due to noise rarely mislead an attacker using the L1 test.

Figure 4.9b shows that using Gaussian instead of Laplace noise did not significantly
change the results. The only difference was that we make these observations for a
different privacy level ǫ due to the different sensitivity functions.
Utility: The MRE provides information about the difference of the means induced by
noising. To reach an acceptable level of privacy, i.e., an attacker AUC close to 0.5, a
high MRE of 1 or more is required. That means, the level of noise is equally large or
even larger than the mean value itself.
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t

(a) Influence of Laplace noise. (b) Influence of Gaussian noise with δ=0.1.

Figure 4.11: Influence of the two different noise mechanisms on the genome-based
membership inference attack, where the attacker has access to genome data of the
target instead of methylation data.

Figure 4.10: Influence of Laplace noise on
the performance of membership inference
attacks against 300 pool/reference patients
(from the breast cancer dataset) instead of
30 patients.

Influence of Data Set Size: We use
our largest data set on breast cancer to
study what happens if more patients were
in the pool. We have already seen in the
attack evaluation (Section 4.4) that the
attacker’s performance decreased even if
no noise is involved simply due to the
smaller contribution each patient had on
the mean. However, increasing the num-
ber of patients in the pool by a factor
of 10 (from 30 to 300) had no influence
on the privacy level ǫ needed to drop the
performance to 0.5 AUC, as shown in Fig-
ure 4.10. Only the MRE shows that a little
less noise was added by being smaller than
one for reasonable privacy protection at
ǫ
m

= 0.03. We also observe that, if we aim
at an AUC of around 0.6 for all attacks,
we found a much better MRE of around
0.1.

4.7.2 Genome-based Defense

We also added Laplace noise, resp. Gaussian noise, to the mean methylation data of
the WGBS data set where we assume the attacker had access to the target’s genome
data instead of methylation data.

Figure 4.11a shows that the L1 test was harder to defend against than the LLR
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test. Interestingly, the difference in performances was now smaller than in the datasets
studied before (dotted lines). Due to the estimation, small changes were likely to be
introduced and served as an extra layer of noise, which strengthens the hypothesis that
the LLR test’s smaller noise stability was due to it taking distances into account. We
reach good privacy protection already for an MRE of only 0.6 using Laplace noise. This
acceptable level of privacy is reached for ǫ

m
= 0.03 for Laplace noise. This was the same

noise level per query as before but, since m = 300 instead of 300,000, the theoretical
privacy protection was much stronger after composition. The evaluation on Gaussian
noise can be found in Figure 4.11b and shows similar results.

4.7.3 Discussion

From our experiments with the brain cancer datasets, we conclude that few patients
(n = 30) and many methylation points (m = 300, 000) should not be protected with
differential privacy since privacy levels degrade too much due to the composition theorem.
Increasing the number of patients will not only increase the statistical power of the
findings derived from the dataset, it will also decrease the privacy risks. Adding noise
in that case seemed to lead to smaller perturbations given the same level of privacy
parameter ǫ. The other parameter, the number of released methylation points m,
changed when we studied the WGBS data set (m ≈ 300). We showed that privacy
protection with differential privacy provided a successful attack mitigation for smaller
levels of ǫ and less perturbation as shown by the MRE.

To summarize, we advise to not publish summary statistics without rigorous risk
analysis. In some cases, having many patients or restricting the number of methylation
positions published may be possible to successfully mitigate membership inference
attacks with differential privacy.
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Figure 5.1: Overview of our MBeacon system: While the researcher is enabled to find
datasets of interest, the attacker should learn nothing about the patients contributing
their data. Our SVT2 method outputs a noised answer whether data for the requested
value is available in the underlying database.

The advancement of molecular profiling techniques fuels biomedical research with
a deluge of data. To facilitate data sharing, the Global Alliance for Genomics and
Health (GA4GH)1 established the Beacon system2 in 2014, a search engine designed to
help researchers find data sets of interest. The Beacon system is essentially a search
engine indexed over multiple Beacons. Each single Beacon is constructed by a partner
institution of the Beacon system with its own database. Only one type of query is
supported by a Beacon: whether its database contains any record with the specified
nucleotide at a given position and chromosome, and the corresponding response is a
binary “Yes” or “No”. Upon a query from a researcher, the search engine, i.e., the
Beacon system, will return the names of the partner institutions that answer “Yes”, and
the researcher can directly contact these institutions to obtain access to the data.

While the current Beacon system only supports genomic data, other types of biomed-
ical data, such as DNA methylation, are also essential for advancing our understanding
in the field. We propose the first Beacon system for DNA methylation data sharing:
MBeacon. As the current genomic Beacon is vulnerable to privacy attacks, such as
membership inference [132, 117, 3, 152], and DNA methylation data is highly sensitive,
we take a privacy-by-design approach to construct MBeacon.

First, we demonstrate the privacy threat, by proposing a membership inference
attack tailored specifically to unprotected methylation Beacons. Implications of such
membership inference attacks are beyond membership status: For instance, if the data
set is collected from individuals carrying a certain disease, then the adversary can
immediately infer this sensitive information about her target(s). Our membership

1https://www.ga4gh.org/
2https://beacon-network.org/
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inference attack relies on the likelihood-ratio test and uses as probability estimate
a normal distribution calibrated to the mean and standard deviation of the general
population’s methylation values. Our experimental results show that 100 queries are
sufficient to achieve a successful attack with AUC (area under the ROC curve) above
0.9. To remedy this situation, we propose a novel differential privacy mechanism,
namely SVT2, which is the core component of MBeacon, see Figure 5.1 for an overview.
Extensive experiments over multiple data sets show that SVT2 can successfully mitigate
membership privacy risks without significantly harming utility. We consider a MBeacon’s
query response to be highly privacy-sensitive if it differs from the expected response
over the general population data. In fact, these differences are also the major reason
why our membership inference attack is effective. A MBeacon is usually constructed
over a database collected from people with a certain disease, and biomedical studies
show that, for data of this kind, only a few methylation regions differ from the general
population. As a consequence, only a few queries are highly privacy-sensitive. Therefore,
we aim for a solution that scales noise to the sensitive responses in order to reduce
the overall noise level of MBeacon, thus maintaining utility. One possible solution for
the problem is the sparse vector technique, a differential privacy mechanism that is
designed to scale noise to a subset of highly privacy-sensitive responses. The sparse
vector technique determines whether a response is sensitive by comparing it to a fixed
threshold. However, it cannot be applied to MBeacon, as we need to check whether
the MBeacon response and the expected response agree with each other. The novelty
of our proposed SVT2 lies in checking this agreement through two comparisons to a
fixed threshold: one for the MBeacon response, the other for the expected response. We
prove that SVT2 guarantees differential privacy.

The goal of the MBeacon system is to facilitate DNA methylation data sharing.
Therefore, the main users of the system are researchers who want to discover institutions
that possess data of interest. In order to quantify the impact of SVT2 on the real-world
utility of our MBeacon system, we introduce a new utility metric by simulating a
legitimate researcher who tries to find other institutions that possess methylation data
similar to her own data.

We evaluate the performance of our privacy-preserving MBeacon through extensive
experiments (simulating 2,100 researchers). The results show that the privacy loss on
membership inference attacks can be minimized while the researcher utility still remains
high. For carefully chosen privacy parameters, it is possible to decrease the attacker’s
performance to random guessing (AUC < 0.6) while preserving a high utility for the
researcher (AUC > 0.8). Furthermore, we conduct a large-scale evaluation of privacy
parameters for SVT2 and provide the necessary tools for an institution to tune these
parameters to their needs.

Organization The rest of the chapter is organized as follows. We briefly introduce
the current Beacon system in Section 5.1. MBeacon is formally defined in Section
5.2. Section 5.3 and 5.4 present our membership inference attack and its evaluation,
respectively. In Section 5.5, we describe our defense mechanism SVT2. Section 5.6
introduces the utility metric. The effectiveness of our defense is evaluated in Section 5.7.
Finally, we conclude in Section 5.8.
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5.1 Background

In this section, we provide the necessary background on the current Beacon system as
well as on DNA methylation.

5.1.1 Beacon System

Current biomedical data sharing has limited success due to its inherent privacy risks.
To tackle this problem, GA4GH has established the Beacon system, also referred to as
the Beacon network.

The Beacon system is a search engine that allows researchers to query whether any
of the institutions taking part in the system possesses data of their interests. Each
partner institution implements its own Beacon with its onsite data. These Beacons
only support one simple type of query, i.e., the presence of a specified nucleotide (A,
C, G, T) at a given position within a certain chromosome. The response is a binary
“Yes” or “No”. To give a concrete example, query “13 : 32936732 G > C” stands for
"Are there any patients that have allele C at position 32936732 (with reference allele G)
on chromosome 13?". When the Beacon system receives such a query, it forwards the
query to each of its partner institutions’ Beacons. If an institution’s data set contains at
least one record matching the query, then the Beacon answers “Yes”. The names of all
Beacons with “Yes” answers are sent back to the questioner. In the end, the questioner
can contact the corresponding institutions for data access offline.

In this chapter, we propose the first Beacon system for sharing DNA methylation
data, namely the MBeacon system. Since an individual’s methylation data may carry
information about her current disease status and environmental factors influencing her
health, methylation data is considered highly privacy-sensitive. Also, a recent study
has shown that methylation data can be re-identified by inferring the corresponding
genomes [7] given an individual’s methylation profile. Therefore, our MBeacon system
is built following a privacy-by-design approach.

5.2 MBeacon Design

The MBeacon system is a search engine that indexes over multiple MBeacons. Each
MBeacon is established by an institution with its own database, and this institution
is referred to as a partner of the MBeacon system. We denote an institution by I and
its MBeacon by BI. Without ambiguity, we also use I to represent the institution’s
database itself, which consists of multiple patients’ methylation profiles. Moreover, we
denote a patient by v, and her methylation profile, i.e., the sequenced methylation
values, by a vector m(v) ∈ R

M
[0,1]. The vector length M is equal to the total number of

methylation positions considered, e.g., M = 450, 000.
Similar to the genomic Beacon, our MBeacon supports one type of query, that is

“Are there any patients with this methylation value at a specific methylation position?”.
Formally, we define a query q as a tuple (pos, val) where pos represents the queried
position and val represents the queried value. A Beacon BI is essentially a function,

BI : q → {0, 1}, (5.1)
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Notation Description

v A victim
m(v) Methylation profile of v
I An institution’s database
BI A MBeacon built on I

q A query to a MBeacon−→
Q A vector of queries
K An adversary’s background knowledge
b No. of bins for methylation values
A Membership inference attack
δ Measurement error
SVT2 The defense mechanism for MBeacon
αi No. of patients for qi in MBeacon
βi Estimated No. of patients for qi

P Methylation of interest for researcher
D Methylation of no-interest for researcher
BP,D MBeacon built with P and D
BD MBeacon built with D
T MBeacon responses “Yes” if there are p ≥ T patients

s with the requested value

Table 5.1: Notations.

where 0 represents “No” and 1 represents “Yes”. It is worth noting that this general
query format also allows researchers to infer answers to more complex queries, such
as “Are there any patients with methylation value above some threshold for a specific
position?”. When a researcher issues a query to the MBeacon system, the system
forwards this query to all the MBeacons, and returns the names of those MBeacons
with “Yes” answers to the researcher.

For presentation purposes, we summarize the notations introduced here and in the
following sections in Table 5.1.

5.3 Membership Inference Attack

To demonstrate the privacy risks of unprotected methylation Beacons, we propose
a membership inference attack against them. In this section, we first present the
considered adversarial model, then the methodology of our attack.

5.3.1 Threat Model

In general, the goal of membership inference attacks is to predict whether the victim is
a member of the database given certain knowledge about the victim. For instance, an
attacker with access to the sequenced methylation values of her victim aims to infer
whether the victim is in the database containing methylation data collected from some
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HIV carriers. By knowing who is member of the study, the attacker is able to infer the
HIV status of her victim, even though (to the best of our knowledge) the HIV status is
not directly detectable from the methylation values. This example demonstrates the
severe consequence of membership inference. Moreover, all the existing attacks against
genomic Beacons are membership inference attacks [132, 117, 3, 152].

We assume that the adversary has access to the victim’s methylation data m(v) and
additional background knowledge K that we instantiate later. The adversary’s goal is to
perform an attack A, to decide whether v is in the database of institution I by querying
the MBeacon BI. Formally, the membership inference attack is defined as follows:

A : (m(v), BI, K ) → {0, 1}, (5.2)

where 1 means that the victim is in the MBeacon database and 0 that she is not. If
v’s methylation values are indeed part of the MBeacon’s database (m(v) ∈ I) and the
attack output is 1, then the attack achieves a true positive for v. If the output is 0,
then it is a false negative. However, if v’s methylation values are not part of BI (i.e.,
m(v) /∈ I) and the attack output is 0, this is a true negative, otherwise, if the output is
1, it is a false positive.

5.3.2 Attacking Methylation Beacons

We rely on the likelihood-ratio (LR) test to realize our membership inference attack
for two main reasons. First, by the Neyman-Pearson Lemma [87, 134], the LR test
achieves the highest power (true-positive rate) for a given false-positive rate in binary
hypothesis testing if the theoretical preconditions are met. Second, the LR test has
been successfully used by Shringarpure and Bustamante [132] and Raisaro et al. [117]
for attacking genomic Beacons.

In general, the LR test formulates a null hypothesis H0 and an alternative hypothesis
H1, and compares the quotient of the two hypotheses’ likelihoods to a threshold. Our null
hypothesis H0 is defined as the queried victim v not being in the MBeacon (m(v) /∈ I),
and the alternative hypothesis H1 as the queried victim being in the MBeacon (m(v) ∈ I).

The adversary submits a series
−→
Q = 〈q1, . . . , qn〉 (n ≤ M) of queries to BI with

her victim’s methylation values, i.e., m(v), and get a list of responses, denoted by
BI(

−→
Q ) = 〈BI(q1), . . . , BI(qn)〉. Assuming that the different responses are independent,3

the log-likelihood of the responses is

L(BI(
−→
Q )) =

n∑

i=1

BI(qi) log(Pr(BI(qi)= 1))+

(1 − BI(qi)) log(Pr(BI(qi) = 0)).

(5.3)

To implement the two hypotheses H0 and H1, we need to model Pr(BI(q) = 1) and
Pr(BI(q) = 0). The approach in [132] cannot be directly applied as it is designed for

3We assume the adversary does not submit a single query for multiple times, and we assume
correlations between different methylation positions are not exploited, because they are not (yet) well
studied. Note that the same independence assumption has been used in previous works on genomic
Beacons [132, 117].
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Abbreviation Description number of GSE identifier by
patients

Ependymoma Ependymoma 48 GSE45353 [120]
GBM glioblastoma 136 GSE36278 [138]
PA pilocytic astrocytoma 61 GSE44684 [85]

ETMR-PNET embryonal brain tumor and
primitive neuroectodermal tumor 38 GSE52556 [78]

mHGA 4 different subtypes
of pediatric glioblastomas 96 GSE55712 [47]

DIPG diffuse intrinsic pontine glioma 28 GSE50022 [18]
IBD CD Crohn’s disease 77 GSE87640 [148]
IBD UC ulcerative colitits 79 GSE87640 [148]

Table 5.2: Datasets used for our experiments.

genomic data, which is discrete. In contrast to that, methylation data is represented as
a continuous value between 0 and 1. We propose to bin the methylation values into b
equal-width bins that represent the range of values the questioner might be interested
in.4 Here, b is a parameter of the MBeacon system, and we empirically study the
influence of different values for b on the attack performance in Section 5.4.

Thus, we represent a methylation Beacon as Bb
I
. The probability Pr(Bb

I
(q) = 0) to

get a “No” answer, respectively Pr(Bb
I
(q) = 1) to get a “Yes” answer can be described

in our case as:

Pr(Bb
I (q) = 0) =(1 − τ b(q))N (5.4)

Pr(Bb
I (q) = 1) =1 − (1 − τ b(q))N (5.5)

Here, N is the number of patients in the Beacon. Following previous works on genomic
Beacons [132, 117], we assume N to be publicly known and therefore being part of the
attacker’s background knowledge K . Meanwhile, τ b is the probability of a patient having
a methylation value in the interval determined by the respective bin. We can assume
that the adversary has the exact probability as part of her background knowledge K .
However, if the exact probability is not available and the adversary only knows the
mean and standard deviation of people’s methylation values at a certain position, she
can approximate the probability with normal (Gaussian) distribution using µpos as the
mean and σpos as the standard deviation of the queried position.5 Concretely, τ b(q) is

4There are two reasons why we only study equal-width bins: First, without further knowledge about
the data distribution underlying the Beacon, it is hard to define a suitable bin width. Second, all
Beacons should share the same interface to combine the answers in a well-defined way. This would not
be possible if the bins vary across different Beacons based on the data set they are composed of.

5We experimentally found that the normal distribution fits methylation data best, using the
Kolmogorov-Smirnov test and a p-value of 0.1. Other ways to approximate the probability are left for
future work.

51



CHAPTER 5. MBEACON: PRIVACY-PRESERVING BEACONS FOR DNA

METHYLATION DATA

estimated as:

τ̃ b(q) = τ̃ b((pos, val)) =

cdf(µpos, σpos, br) − cdf(µpos, σpos, bl)
(5.6)

where cdf is the cumulative distribution function of the normal distribution, and br

(bl) denotes the value of the corresponding bin’s right (left) edge. Notice that, like in
the genomic setting, the general probability of having a specific allele is required as
well, and it is realized by assuming the population’s allele frequencies are part of the
attacker’s background knowledge K .

By inserting the probabilities from Equations 5.4 and 5.5 into Equation 5.3, we get

LH0(Bb
I (

−→
Q )) =

n∑

i=1

Bb
I (qi) log(1 − (1 − τ b(qi))

N )+

(1 − Bb
I (qi)) log((1 − τ b(qi))

N )

(5.7)

LH1(Bb
I (

−→
Q )) =

n∑

i=1

Bb
I (qi) log(1−δ(1−τ b(qi))

N−1)+

(1 − Bb
I (qi)) log(δ(1−τ b(qi))

N−1).

(5.8)

Notice that for the H0 hypothesis, we consider all N patients in the database. However,
for the H1 hypothesis where we assume the target being part of the database, we consider
only N − 1 other patients that contribute to the answer in addition to the target. It
might occur that two measurements of methylation data from the same patient and
tissue type differ, either due to measurement errors or changes over time. Thus, the
target may be part of the Beacon, but the attacker’s data differs from the data entry in
the Beacon. Similar to previous works, we denote this probability, i.e., measurement
error, by δ and empirically evaluate its influence on our attack. We assume δ to be part
of the attacker’s background knowledge.

In the end, the log of the likelihood-ratio is given by:

Λ =LH0(Bb
I (

−→
Q )) − LH1(Bb

I (
−→
Q ))

=
n∑

i=1

(1 − Bb
I (qi)) log

(
(1 − τ b(qi))N

δ(1 − τ b(qi))N−1

)
+

Bb
I (qi) log

(
1 − (1 − τ b(qi))N

1 − δ(1 − τ b(qi))N−1

)
.

(5.9)

If Λ is lower than some threshold t, we reject the null hypothesis and predict that the
victim is in the MBeacon database. Otherwise, we conclude that the victim is not.

Finally, the choice of the set of queries 〈q1, . . . , qn〉 influences the attack performance
as well. We follow the same approach as Raisaro et al. [117] to rank all possible queries
with their expected information gain: For each methylation position pos, the attacker
computes the difference between the victim’s methylation value m(v)pos and the general

population’s value τ̃ b(pos, m(v)pos). The larger this difference, the higher the probability
of getting a “Yes” answer if the target is part of the Beacon, and simultaneously, the
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higher the probability of getting a “No” answer if the target is not part of the Beacon.
Therefore, we assume the attacker decides on the set of queries 〈q1, . . . , qn〉 using this
difference and querying the n most informative queries.

5.4 Attack Evaluation

In this section, we evaluate the performance of our membership inference attack against
simulated methylation Beacons to demonstrate the privacy threat.

5.4.1 Data Sets

For our experiments, we relied on eight diverse data sets containing methylation profiles
of patients carrying specific diseases. In total, we used methylation profiles of 563
individuals. The data sets are available online in the Gene Expression Omnibus
database (GEO),6 and we summarize them in Table 5.2. We used six brain tumor
data sets, where the methylation data was sequenced from the respective brain tumor.
Moreover, we also made use of an additional data set with two types of inflammatory
bowel disease, where the methylation data was sequenced from blood samples, reported
in the last two lines of Table 5.2. All of these data were generated with the Illumina
450k array, effectively determining the DNA methylation at 450,000 fixed positions.
Preprocessing. Most of the data sets had missing methylation sites for specific patients
or even for all the patients sharing the same disease. We removed all methylation
positions with missing data, which left us with 299,998 different methylation sites for
the combination of all our eight data sets.
Human Subjects and Ethical Considerations. All data sets were publicly available
in their anonymized form. Moreover, they have been stored and analyzed in anonymized
form without having access to non-anonymized data. The membership inference we
carried out did not reveal any more information than previously known by us.

5.4.2 Evaluation Results

We used our three largest7 data sets, i.e., GBM, and both IBD data sets (referred to as
IBD CD and IBD UC), to simulate three methylation Beacons, respectively. For each
methylation Beacon, we randomly sampled 60 patients to construct its Beacon database.
We followed the approach of previous works on Beacons testing with uniform sets of
patients [132, 117, 3, 152]. This ensured the attacker can only exploit individual variances
and not disease-induced systematic differences, i.e., variances that are unavoidably in
the data. Later in Section 5.7, we explored another attack scenario on heterogeneous
methylation sets.

We assume the adversary had access either to a randomly chosen sample from the
methylation Beacon (“in” patient), or from the patients with the same disease who are
not included in the methylation Beacon (“out” patient). For the “out” patients, we
used the remainder of the patients that we did not sample into the methylation Beacon.

6https://www.ncbi.nlm.nih.gov/geo/
7We exclude the mHGA dataset, since it was not uniform but a combination of 4 subtypes.
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Figure 5.2: Influence of number of bins used and number of queries submitted on
attacker’s performance of the membership inference attack (a) on IBD CD, (b) IBD UC
and (c) GBM.
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For the “in” patients, we sampled the same number of patients from the methylation
Beacon to not introduce a bias between “in” and “out” test patients. To reduce the
size bias between GBM and the two IBD sets, we sampled at most 25 test patients. We
repeated the random split of patients into methylation Beacon and testing set 10 times,
which corresponds to a simulation of 500 attackers for GBM, 340 for IBD CD and 300
for IBD UC.

The attackers carried out the LR test as described previously in Section 5.3. We
simulated attackers without access to the exact probability τ b(q), because it is an
unrealistic assumption that these are available. In fact, if such knowledge would
be available, a lot of privacy would already be lost. Instead, we modeled attackers
estimating the probabilities from a general background population. We combined the
main data sets GBM, IBD UC, IBD CD with the other data sets (Ependymoma, mHGA,
ETMR-PNET, PA and DIPG) as an estimate for the general population.8 From this
combined background data, we computed the attacker’s background knowledge K as
mean and standard deviation for each methylation position. Apart from being used in
the LR test to estimate frequencies, the means were used to rank possible queries by
their expected information gain, as discussed in Section 5.3.

We adopted the AUC, i.e., area under the ROC curve, as our evaluation metric
since it does not involve picking a specific threshold for the LR test. The ROC curve is
a 2D plot which reflects the relation between true positive rate and false positive rate
over a series of thresholds for the LR test. The AUC summarizes the ROC curve as
a single value. A ROC curve closer to top-left border of the plot, thus a larger AUC
value, indicates a better prediction performance. Moreover, there exists a conventional
standard9 to interpret AUC values: AUC = 0.5 is equivalent to random guessing,
whereas an AUC greater than 0.9 shows the prediction is excellent. It is worth noting
that AUC has been adopted by many recent works for assessing privacy attacks [9, 107,
50, 103, 10, 108, 114].

To get an overview of the attack and the influence of various parameters, we varied
the number of bins b from 3 to 20, and let the attacker submit 10, 100, and 100,000
unique queries to the respective methylation Beacon. We varied δ between 0.1 and 10−6.

Figure 5.2 shows the attacker’s performance as a function of b. Different numbers of
queries submitted are displayed in different colors, and line styles indicate two choices
for δ. As expected, the number of bins influenced the attacker’s performance. The
more bins, the fewer patients’ values were expected in each of them, which made the
membership inference easier.

The attacker’s performance was high as soon as the number of bins is reasonably
large (larger than 3), no matter whether 100,000 or just 10 queries are submitted. This
demonstrates the privacy risk of unprotected methylation Beacons. Nevertheless, the
GBM curve for only 10 queries demonstrates that asking too few queries may just not
be enough for a successful attack. The choice of δ had only little influence on the attack
performance in case more than 100 queries are submitted.

8Since general population statistics did not exist yet for methylation values, we had to estimate
them. If the estimate was not accurate and a realistic attacker could get better estimates, the attack
performance could increase.

9http://gim.unmc.edu/dxtests/roc3.htm
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We observe a different attack performance depending on the data set, which was
expected because we were testing different populations, diseases and tissues here. We
note that both IBD data sets provided similar high AUCs, which can be explained by
the fact that they were taken from the same tissue, namely blood cells.

As the increase in the attacker’s performance was only slight for more than 10 bins,
we fixed the number of bins to 10 in the remainder of the experiments to reduce the
number of parameters and simplify the presentation. Additionally, we fixed δ to 10−6

to model the worst-case for privacy, even though the privacy risk differed not much for
other choices of δ.

5.5 Defense

The results in Section 5.4 demonstrate the privacy risks stemming from unprotected
methylation Beacons. To mitigate this threat, we present our defense mechanism, the
double sparse vector technique (SVT2). We first explain the intuition behind it and
then the defense mechanism in detail. In the end, we prove that our defense mechanism
is differentially private.

5.5.1 Intuition

Recall that we assume the background knowledge K contains the means and standard
deviations of the general population at the methylation positions of interest. That
means, if one judges by the background knowledge that there should (or should not) be
an individual with some value in a MBeacon and the MBeacon output confirms this,
then not much privacy is lost. Yet, if MBeacon’s answer deviates from the background
knowledge, one learns an additional piece of information about the real distribution
in the MBeacon for the queried position. In consequence, the privacy of patients in
the MBeacon is at risk. More formally, we consider a MBeacon response as highly
privacy-sensitive if it deviates from the answer we expect from the general population.

A MBeacon is usually built with data collected from people with certain disease.
According to biomedical research [139, 145, 148], for data of this kind, only a few
methylation regions differ from the general population. This indicates that just a few
query responses are expected to be privacy-sensitive. Therefore, we aim for a solution
that calibrates the noise specifically to those few responses in order to reduce the overall
noise level of MBeacon, thus maintaining utility.

5.5.2 Background on SVT

t One possible solution in such a scenario is the sparse vector technique (SVT), a
differential privacy mechanism which is designed to scale noise to a subset of sensitive
responses.

In SVT, whether a response is sensitive or not is determined by a threshold T
defined by the data owner: A response α ≥ T is considered as privacy-sensitive, and
one assumes most responses will yield α < T . SVT guarantees differential privacy while
scaling noise only to the privacy-sensitive answers. To this end, SVT has an additional
privacy parameter c which refers to as the maximal amount of answers α ≥ T the
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mechanism can give over its whole lifetime. SVT adds noise to all queries (no matter
whether they are privacy sensitive or not) before comparing to the threshold to ensure
differential privacy. However, this noise is scaled to c instead of the much larger number
of queries in total. For a detailed and formal description of SVT, we refer the reader
to [38].

Algorithm 1: A outputs whether the database and prior agree on the number
of patients in the queried position being above the threshold in a differentially
private manner.

Input: base threshold T , privacy parameters ǫ1, ǫ2 and c, query sensitivity ∆,
query vector

−→
Q , database I and prior frequency P

Result: sanitized responses R such that ri ∈ {⊥, ⊤} for each i
1 z1 = Lap( ∆

ǫ1
); z2 = Lap( ∆

ǫ1
);

2 count = 0;

3 for each query qi in
−→
Q do

4 yi = Lap(2c∆
ǫ2

); y′
i = Lap(2c∆

ǫ2
);

5 get αi from I and βi from P;
6 if (αi + yi < T + z1 and βi + yi < T + z1) or (αi + y′

i ≥ T + z2 and
βi + y′

i ≥ T + z2) then

7 ri = ⊥ ;
8 else

9 ri = ⊤;
10 count = count + 1 ;
11 end

12 if count ≥ c then

13 Halt
14 end

15 end

5.5.3 SVT2

However, we cannot directly apply SVT to protect our methylation Beacon, as our
privacy-sensitive responses depend on whether we expect a “No” or a “Yes” answer,
thus cannot be judged by a simple, fixed threshold. Concretely, suppose that we expect
β patients in the queried bin, then the true number of patients in the bin, i.e., α,
is privacy-sensitive if β and α lie on opposite sides of a predefined threshold T and
the Beacon gives another answer than the one we expected. This means we need
two comparisons to determine whether the answer is privacy-sensitive. Therefore, we
propose double sparse vector technique (SVT2) to protect MBeacon. Since SVT is not
applicable, we cannot compare our new technique SVT2 to SVT.

Formally, the ith query is not privacy-sensitive if the following expectation is met:

((αi + yi < T + z1) ∧ (βi < T + z1))

∨((αi + y′
i ≥ T + z2) ∧ (βi ≥ T + z2))

(5.10)
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Algorithm 2: B transforms the output of Algorithm 1 to the MBeacon output
format.

Input: base threshold T , privacy parameters ǫ1, ǫ2 and c, query sensitivity ∆,
query vector

−→
Q , database I and prior frequency P

Result: sanitized MBeacon responses BI(
−→
Q )

1

−→
R = A(T, ǫ1, ǫ2, c, ∆,

−→
Q , I, P) ;

2 for each query qi in
−→
Q do

3 get ri from
−→
R ; get βi from P;

4 if ri = ⊥ then

5 BI(qi) = βi ≥ T ;
6 else

7 BI(qi) = ¬(βi ≥ T );
8 end

9 end

where αi is the number of patients in the MBeacon that corresponds to the query qi,
βi is the estimated number of patients given by the general population,10 and T is
the threshold determining whether the αi and βi agree with each other. This (dis-
)agreement is used to check whether the current query is privacy-sensitive or not: Only
Condition 5.10 being false implies the query is privacy-sensitive. Moreover, z1, z2 and
yi, y′

i are noise variables sampled independently from the Laplace distribution. The
sampling procedure is explained in detail later in this section.

Similar to the sparse vector technique, SVT2 bounds the total number of highly
privacy-sensitive queries by maintaining a counter. Each privacy-sensitive query increases
the counter. If a predefined maximal budget c is exceeded, the algorithm stops answering.
In practice, that would mean that the corresponding MBeacon goes offline. We study
when this is the case and whether this negatively influences the MBeacon utility in
Section 5.7.

We disassemble our method SVT2 into Algorithms 1 and 2, also referred to as A and
B, for technical reasons of the differential privacy proof. Algorithm 1 answers whether
the Beacon returns the requested answer in a differentially private way, Algorithm 2
then transforms this into the desired MBeacon answer format. Moreover, we formulate
the expected answer as a query to a database to allow practitioners to instantiate it with
the most suitable estimation for their purpose. In our evaluation, we use the normal
distribution fitted to population-wide means and standard deviations, since the LR test
also relies on their knowledge.

Algorithm 1 determines whether the prior and the MBeacon database agree on the
answer. Condition 5.10 can be found in its generalized form in line 6 of Algorithm 1,
where noise is added to the prior as well. This removes the assumption that β is publicly
known from Algorithm 1. In the less privacy relevant case, answer can be directly
given (line 7); in the more privacy relevant case, the privacy budget has to be decreased

10We assume the number of patients in the MBeacon database to be publicly known, so we can set
βi = τ b(qi)

N .
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in addition to returning the answer. If the current privacy budget count exceeds the
maximal budget c, the algorithm has to stop answering (lines 12 and 13).

Algorithm 2 takes the output of Algorithm 1 and provides the differentially-private
MBeacon answer by flipping the expected answer if necessary (line 7).

Notice that genomic Beacons usually set T = 1, but we generalize that setting by
allowing other threshold values in a k-anonymity like fashion. For low values of T , the
regions where the MBeacon answer differs from the expected answer grow, while for
higher values they shrink. Furthermore, a user might not ask all queries at once, but
adaptively, This is taken into consideration by SVT and consequently by SVT2, another
important aspect in the on-line setting of MBeacon.
Repeated Queries. All differential privacy mechanisms, including our proposed
mechanism, assume all queries are unique. Otherwise, the noise might eventually cancel
out. A single person has no (legitimate) interest in asking the same query multiple
times, but in an online Beacon setting, multiple users might ask the same question.
However, the assumption is not a limitation: we maintain a database of responses and,
if a question has been asked before, we answer the same way we did before. Initially,
such a database can be empty and it gets filled with responses over time. Its size is in
O(number of methylation regions×number of bins), but the total MBeacon database
is O(number of methylation regions×number of patients) and we expect much more
patients than bins, so the space overhead is acceptable.

5.5.4 Differential Privacy Proof

We first prove that Algorithm 1, i.e., A, is differentially private. Then, we show that
the transformation of its output to our desired MBeacon output using Algorithm 2, i.e.,
B, is also differentially private. The combination of these arguments proves that SVT2

is differentially private.

Theorem 2. Algorithm 1 is 2(ǫ1 + ǫ2)-differentially private.

We present a proof sketch of Theorem 2 in the following, the full proof is presented
in the end of the chapter in Section 5.9
Proof sketch. Consider any output of A as a vector

−→
R ∈ {⊤, ⊥}l, we refer to its elements

as
−→
R = 〈r1, ...., rl〉. We define two sets I⊤ = {i : ri = ⊤} and I⊥ = {i : ri = ⊥} of

indices for the different answers. For the analysis, let the noise values yi, y′
i for all

i ∈ I⊤ ∪ I⊥ be arbitrary but fixed [38]. We concentrate on the probabilities over the
randomness of z1, z2, i.e., the noise added to the threshold T . Moreover, let the two
databases I and I

′ be arbitrary but fixed, such that I and I
′ are neighboring databases.

We begin by disassembling the probability of Algorithm 1 getting a specific answer−→
R from I as follows.11

Pr[A(I) =
−→
R ] =

∫ ∞

−∞

∫ ∞

−∞
Pr[ρ1 = z1 ∧ ρ2 = z2]

fI(z1, z2)gI(z1, z2)dz1dz2

(5.11)

11As the other inputs are fixed, we use A(I) to represent Algorithm 1 in the proof, omitting the other
input parameters for better readability.
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where

fI(z1, z2) = Pr[∧i∈I⊥
ri = ⊥|ρ1 = z1 ∧ ρ2 = z2] (5.12)

gI(z1, z2) = Pr[∧i∈I⊤
ri = ⊤|ρ1 = z1 ∧ ρ2 = z2] (5.13)

To prove the theorem, it is sufficient to show that, for sensitivity ∆, the following
inequalities hold:

fI(z1, z2) ≤ fI′(z1 + ∆, z2 − ∆) (5.14)

gI(z1, z2) ≤ e2ǫ2gI′(z1 + ∆, z2 − ∆) (5.15)

Pr[ρ1=z1∧ρ2=z2]≤e2ǫ1 Pr[ρ1 =z1+∆∧ρ2 =z2−∆] (5.16)

which gives us the required connection between the two neighboring databases I and I
′.

To prove Inequality 5.14, we utilize only the sensitivity ∆, i.e., |αi − α′
i| ≤ ∆ and

|βi−β′
i| ≤ ∆. For Inequality 5.15, as g argues about the negation of the query formulation,

if we simply follow the proof for Inequality 5.14, we would get gI′(z1 − ∆, z2 + ∆).
Therefore, we rely on the fact that noise values yi are Laplace distributed (formally,
Lap(2c∆

ǫ2
)) and use Inequalities 5.17 and 5.18 to prove it.

Pr[ρ = yi] ≤ e
ǫ2
c Pr[ρ = vi + 2∆] (5.17)

Pr[ρ = yi] ≤ e
ǫ2
c Pr[ρ = vi − 2∆] (5.18)

To prove Inequality 5.16, we use the fact that z1 and z2 are sampled from Lap( ∆
ǫ1

).
In the end, by combining Inequalities 5.14, 5.15 and 5.16, we prove Theorem 2 as

follows:

Pr[A(I) =
−→
R ]

=
∫ ∞

−∞

∫ ∞

−∞
Pr[ρ1 = z1 ∧ ρ2 = z2]

fI(z1, z2)gI(z1, z2)dz1dz2

≤
∫ ∞

−∞

∫ ∞

−∞
e2ǫ1 Pr[ρ1 = z1 + ∆ ∧ ρ2 = z2 − ∆]

fI′(z1 + ∆, z2 − ∆)e2ǫ2gI′(z1 + ∆, z2 − ∆)dz1dz2

=e2ǫ1+2ǫ2

∫ ∞

−∞

∫ ∞

−∞
Pr[ρ1 = z′

1 ∧ ρ2 = z′
2]

fI′(z′
1, z′

2)gI′(z′
1, z′

2)dz′
1dz′

2

=e2(ǫ1+ǫ2) Pr[A(I′) =
−→
R ]

�

The purpose of Algorithm 1 is to answer whether the database is approximated well
by the background knowledge in a differentially private way. To output a Beacon answer
of the format “Yes, such data is available” resp. “No, such data is not available”, we
need to remove the background knowledge from Algorithm 1’s answer. This is performed
by Algorithm 2, which preserves the differential privacy of the answer. Intuitively, the
transformation maintains differential privacy due to the composition and post-processing
theorems. However, these theorems are not directly applicable due to our database
format. Therefore, we prove the following theorem.
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Theorem 3. Algorithm 2 is 2(ǫ1 + ǫ2)-differentially private.

Proof. Once the prior frequency P is fixed, the output of Algorithm 2 only depends on
the output of Algorithm 1, namely, whether the prior is correct or has to be flipped.
Formally, we describe this as follows.

First, fixing any output
−→R ∈ { “Yes”, “No” }l of Algorithm 2 on Q = 〈q1, ..., ql〉, we

have:
Pr[B(T, ǫ1, ǫ2, c, Q, I, P) =

−→R]

Pr[B(T, ǫ1, ǫ2, c, Q, I′, P) =
−→R]

= ∗

As Algorithm 2 is deterministic, we have:

∗ =
Pr[A(T, ǫ1, ǫ2, c, Q, I, P) =

−→
R ]

Pr[A(T, ǫ1, ǫ2, c, Q, I′, P) =
−→
R ]

= ∗

Algorithm 1 is 2(ǫ1 + ǫ2)-differentially private, thus:

∗ ≤ e2(ǫ1+ǫ2)

�

Notice that, for technical reasons, we disassemble our proposed method into two
stages. However, one can of course perform both stages at once and directly output the
MBeacon response. Since we assume the prior frequency is publicly known, we do not
have to add noise to its result, which yields Condition 5.10 above.
Setting the Parameters. We have shown that A is 2(ǫ1 + ǫ2)-differentially private to
make the connection between privacy-sensitive and less privacy-sensitive queries as well
as the connection to the sparse vector technique visible. However, for tuning parameters,
it is desirable to have only a single privacy parameter ǫ in addition to the budget c. Lyu
et al. [90] showed that the ratio ǫ1 : ǫ2 = 1 : (2c)

2
3 maximizes utility, while preserving

ǫ = ǫ1 + ǫ2. We adopt Lyu’s ratio between ǫ1 and ǫ2. The sensitivity ∆ is 1 in our case,
since removing a participant’s entry from the database or changing it can affect the bin
count by at most one. For a given privacy parameter and using ∆ = 1, we set:

ǫ1 =
ǫ
2

(2c)
2
3 + 1

ǫ2 = (2c)
2
3 ǫ1

Application to other Domains. We emphasize that SVT2 is a general differential
privacy mechanism, and can be applied in other cases beyond MBeacon: SVT2 is useful
for comparing a database to a general belief in a differentially-private way. Moreover,
comparing two databases is possible using Algorithm 1 since it applies noise to both
databases α and β. In the future, we plan to apply SVT2 to other data domains, such
as location data [109, 156], social network data [103, 157], and other types of biomedical
data [8].

5.6 Researcher Utility

The goal of the MBeacon system is to facilitate biomedical data sharing among the
research community. Therefore, we quantify the utility of MBeacon as the ability of a
legitimate researcher to find methylation data of interest.
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P D

BP,D

BD

P ′

p

(a) The researcher knows patient(s) from P ′ and is interested in patients from P in BP,D, shown

exemplified by patient p. The researcher’s task is to find that BD is not interesting for research,

while BP,D is interesting. We focus on the worst-case of the researcher by assuming P being a

minority in BP,D to give a lower bound on utility.

P D

BP,D

BD

pp′ d

d′

p′ d

d′

(b) The attacker either queries BP,D or BD (without knowing which one), and might have a target

p′ from P outside the MBeacon, a target p from P in the MBeacon or a target d resp. d′ from D in

resp. outside of the MBeacon. To compare side-by-side with the researcher, we again assume P

to be a minority in BP,D.

Figure 5.3: A graphical overview on the general utility setup for researcher (a) and the
general utility setup for the attacker (b).
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Concretely, a researcher is interested in methylation profiles of people with a certain
phenotype or disease. We use the set P to represent all these methylation profiles.
Moreover, the researcher already has multiple profiles in P on her site, denoted by P ′

with P ′ ⊂ P . Then, her goal is to find those MBeacons with methylation profiles from
P\P ′. A central assumption here is that methylation profiles in P are similar to each
other.

As the MBeacon system only supports queries on single methylation positions, the
researcher also relies on the LR test to find MBeacons that contain patients in P .
Moreover, there often exist measurement errors when collecting methylation values. To
increase the reliability of her LR test, the researcher further averages all the methylation
profiles in P ′.

Ideally, the researcher queries a MBeacon BP only containing patients of interest.
To simulate a more realistic case, we assume the existence of another population D the
researcher is not interested in. Notice that D might also be a mixture of populations.
The researcher tries to distinguish a MBeacon BD containing no patients of interest
from a MBeacon BP,D containing some patients of interest. In the worst case, there are
only a few patients from P in BP,D. In that case, the contribution of patients from P is
small and may be hidden due to the SVT2 protection.

To get the lower bound of the MBeacon utility, we concentrate on this worst
case scenario. Figure 5.3a depicts a graphical summary of the researcher setup. The
researcher achieves a true positive if the MBeacon she selects contains some profiles in
P . A false positive indicates that the MBeacon she finds does not have the data of her
interest. True negative and false negative are defined accordingly. Given these numbers,
in particular the true-positive and false-positive rates, we can derive the AUC as our
core utility metric.

Attack Scenarios. In order to find a good trade-off between utility and privacy, we
have to evaluate the attacker’s success under the same scenario as the researcher. The
attacker’s goal is to detect with high probability whether a target is part of the MBeacon
database or not. Of course, the attacker does not know whether she is querying a
MBeacon of the form BP,D or BD, similar to the researcher not knowing the distinction
a priori. Moreover, the attacker’s target might be a patient in D or in P . We refer to
such an attacker as “full” attacker; a graphical overview is displayed in Figure 5.3b.

The evaluation of the “full” attacker is comparable to the researcher evaluation, but
not to existing works [132, 117, 3, 152], where the MBeacon and the victim are from
one uniform data set. Therefore, we additionally model an attacker querying only BD

and trying to infer whether a victim in D is part of the MBeacon. We refer to this
second attacker as the “standard” attacker, since it is the same as the one considered in
Section 5.4.

5.7 Defense Evaluation

We evaluate our defense mechanism SVT2 in this section with respect to the attack
performance and utility as defined in Section 5.6.
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5.7.1 Experimental Setup

For the set of researcher’s interest, P , we used Ependymoma, which contained data
from 48 patients. For the set D the researcher was not interested in, we used either
GBM, IBD CD or IBD UC as before, forming three different types of MBeacons.

Each of these MBeacons consisted of a certain number of patients in P , we tested 7
different choices for this number including 1, 3, 5, 10, 13, 15 and 20. The remaining
patients were randomly sampled from the respective D such that a total size of 60 was
reached. Moreover, we sampled randomly 60 patients from the respective D to construct
BD. We simulated 5 researchers querying each pair of corresponding MBeacons BP,D

and BD. The researcher possessed P ′ containing 5 randomly sampled patients in P that
were not used in the MBeacon.12 As mentioned in Section 5.6, the researcher averaged
these patients’ profiles to reduce measurement errors. The whole sampling process was
repeated 10 times to ensure the observations were not due to randomness.

For the attacker simulations, we re-used the MBeacons we constructed before for
the researcher, but sampled test patients differently. The “full” attacker has access to
only a single patient. We randomly sampled 12 patients from each of BP,D and BD

as the ones in the MBeacon. Accordingly, we sample 24 patients from P ∪ D as the
patients that were outside the MBeacon. Since we assumed throughout the experiments
that patients in P were the minority, we used only up to a third of patients in P and
the remainder in D. As before, we repeated random sampling 10 times. The “best”
attacker did not have access to BP,D and, consequently, did not get test patients in P .
Instead, we sampled 24 test patients from BD and 24 test patients from D \ BD for
each of the BD MBeacons.

We assumed both researchers and attackers had access to the mean and standard
deviation of the general population, that we estimated by a union of all our available
data sets as before. These means and standard deviations were used to carry out LR
tests and rank queries, up to 250,000 queries were allowed per researcher or attacker,
respectively. Moreover, both researchers and attackers sorted their queries based
on expected information gain as explained in Section 5.3 and used in the previous
experiments in Section 5.4.

To sum up, we tested three different choices for D, and 7 different numbers of
patients from P in BP,D, simulated 5 researchers querying each of the MBeacons and
re-sampled the experiments 10 times, so simulate in total 2,100 researchers. Due to
the attackers not averaging over multiple patients, we could simulate more membership
inference attacks: 10,500 carried out by the “full” and the “standard” attacker each.

5.7.2 Evaluation of SVT2

First, we evaluated the influence of the number of patients in P in the MBeacons of
type BP,D. We observe that if there were 5 or more patients of interest, the researcher’s
performance was maximized. The “full” attacker, however, suffered from more patients
in P , probably due to the higher variance in the MBeacon.

12If the researcher averaged fewer patients, the performance could decrease slightly since individual,
non-disease related changes in the patients’ methylation values become more pronounced in the search.
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Figure 5.4: Comparison of researchers’ and attackers’ performances in unprotected
MBeacon (black, abbreviated as “unpr.”) and protected MBeacon (red) using GBM
(left), IBD UC (middle) and IBD CD (right) as D using up to 100,000 queries. Additionally,
we plot the researchers’ performances for 1,000 queries in blue (unprotected) and
magenta (protected). AUCs with values smaller than 0.5 are displayed as 0.5.
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Figure 5.5: Comparison of researchers’ and attackers’ performances when setting T = 3
in unprotected MBeacon (black, abbreviated as “unpr.”) and protected MBeacon
(red) using GBM (left), IBD UC (middle) and IBD CD (right) as D using up to 100,000
queries. Additionally, we plot the researchers’ performances for 1,000 queries in blue (un-
protected) and magenta (protected). AUCs with values smaller than 0.5 are displayed
as 0.5.
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Second, we focused on SVT2. Our protection mechanism has three parameters: a
threshold T determining how many patients have to be in the respective bin to answer
“Yes”, as well as the privacy parameter ǫ and the query budget c, which both calibrate
the noise.
The Privacy Budget. We aimed for parameters that drop the “standard” attackers’
performance to about 0.5 AUC, equivalent to random guessing, while minimizing the
noise. Moreover, exceeding the query budget is something MBeacon providers would
want to avoid, because the MBeacon has to stop answering in that case. Therefore, we
chose a budget that was never exceeded in our simulations. The researchers and the
two different types of attackers (“standard” and “full”) were all simulated separately,
so our budget had to be sufficient for 50 attackers submitting 12,500,000 (50×250,000)
queries in total. Notice that not all of those queries were expected to be unique and not
all of them fell into the category of privacy-sensitive queries for which the budget must
be reduced.
Threshold T = 1. We started with the default threshold T = 1, i.e., the MBeacon
answers “Yes” if there was at least one patient’s methylation value in the queried bin. A
budget of c = 630, 000 was sufficient for our simulations. This might seem large at first
glance, but notice that, having 10 bins, there are 300,000×10 different queries that can
be asked, so our c corresponds to about 21% of them. We report the privacy level that
we found as a suitable trade-off between privacy and utility at ǫ

c
= 0.102. We report

the privacy levels as in [130].
As shown in Figure 5.4, the privacy level was sufficient to drop the “standard”

attackers’ performance to less than 0.6 AUC which shows that the privacy threat can
be mitigated successfully. In the more realistic “full” attacker scenario, however, the
attacker’s performance was higher, which is explained by the fact that membership at-
tacks with patients from P against the BD MBeacon were most successful. Nevertheless,
we see a significant drop in performance due to the application of SVT2.

The researcher’s performance was still good with 0.8 AUC or more, depending on
the number of patients from P in the MBeacon.

The impact of noise got even more pronounced if we assumed the researcher to
submit only 1,000 queries. On the unprotected methylation Beacon, the AUC was about
the same, however, the researcher could not get good answers from an SVT2-protected
MBeacon. This shows the price of the SVT2 protection: more queries have to be
submitted.
Threshold T = 3. Next, we increase the threshold. We kept the same budget c since
we just wanted to study the influence of the increased threshold, for which we also have
to increase the privacy budget to ǫ

c
= 0.121. Figure 5.5 shows the result, we see a similar

performance. This was the same for T = 2, which we therefore do not show here. A
threshold T > 3 would probably not be accepted by researchers given this MBeacon
sizes, therefore, we did not experiment with higher thresholds.
Setting the Parameters. The above results demonstrate that the threshold and other
privacy parameters have to be chosen dependent on the use case to maximize utility
and minimize the privacy loss. We believe that our general method of parameter tuning,
namely, setting a budget c that was not exceeded, then changing values of ǫ based on
attacker’s and researcher’s performance and increasing c if needed by a higher noise
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level (or reducing it if the consumed budget is much smaller), yields a good trade-off
between utility and privacy for any dataset and MBeacon size.

5.8 Conclusion

In this chapter, we propose the first Beacon system for sharing DNA methylation data,
namely, the MBeacon system. Due to the severe privacy risks stemming from DNA
methylation data, our construction of MBeacon follows a privacy-by-design approach.

We first illustrate the severe privacy risks by conducting a membership inference
attack based on the LR test. Experimental results on multiple data sets show that with
100 queries, the adversary is able to achieve a superior performance. Then, we propose
a defense mechanism, SVT2, to implement our privacy-preserving MBeacon. Our
SVT2 is an advancement of the sparse vector technique, one type of differential privacy
algorithms. We theoretically prove that SVT2 is differentially private. Since the goal of
MBeacon is to facilitate biomedical data sharing, we propose a new metric for measuring
researchers’ utility considering a realistic scenario. Extensive experiments demonstrate
that, using carefully chosen parameters, MBeacon can degrade the performance of the
membership inference attack significantly without substantially hurting the researchers’
utility.

There are two directions we want to explore in the future. First, we plan to extend
the Beacon-style system to other types of biomedical data, such as gene expression,
microRNA or laboratory tests. In particular, this requires to adapt the estimate of the
general population accordingly. Second, the current Beacon systems only support queries
on a single position. We plan to extend the Beacon system to support multiple-position
queries. On one hand, this new system should improve the utility for the researchers.
On the other hand, it will raise new privacy challenges.

5.9 Full Proof of Theorem 2

We begin by disassembling the probability of getting a specific answer
−→
R from a database

I as in Equation 5.19.

Pr[A(I) =
−→
R ] =

∫ ∞

−∞

∫ ∞

−∞
Pr[ρ1 = z1 ∧ ρ2 = z2]

fI(z1, z2)gI(z1, z2)dz1dz2

(5.19)

where
fI(z1, z2) = Pr[∧i∈I⊥

ri = ⊥|ρ1 = z1 ∧ ρ2 = z2] (5.20)

gI(z1, z2) = Pr[∧i∈I⊤
ri = ⊤|ρ1 = z1 ∧ ρ2 = z2] (5.21)

Intuitively, g deals with the positive answers indicating highly privacy-sensitive
results and f deals with the negative answers. We will show that, for sensitivity ∆,

fI(z1, z2) ≤ fI′(z1 + ∆, z2 − ∆) (5.22)
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gI(z1, z2) ≤ e2ǫ2gI′(z1 + ∆, z2 − ∆) (5.23)

Pr[ρ1=z1∧ρ2=z2]≤e2ǫ1 Pr[ρ1 =z1+∆∧ρ2 =z2−∆] (5.24)

which gives us the required connection between the two neighboring databases I and I
′.

Proof of Inequality 5.22. Due to the independence of the database entries Equa-
tion 5.20 is equivalent to

fI(z1, z2) =
∏

i∈I⊥

Pr[ri = ⊥|ρ1 = z1 ∧ ρ2 = z2] = ∗

By plugging in our query formula, we have:

∗ =
∏

i∈I⊥

Pr[(αi + yi < T + z1 ∧ βi + yi < T + z1)

∨ (αi + y′
i ≥ T + z2 ∧ βi + y′

i ≥ T + z2)]

=
∏

i∈I⊥

Pr[(yi < T + z1 − αi ∧ yi < T + z1 − βi)

∨ (y′
i ≥ T + z2 − αi ∧ y′

i ≥ T + z2 − βi)] = ∗

Next, we want to exploit the sensitivity to change to the other database. We know
that |αi − α′

i| ≤ ∆ leads to

αi ≤ α′
i + ∆ and αi ≥ α′

i − ∆. (a)

Similarly, |βi − β′
i| ≤ ∆ indicates

βi ≤ β′
i + ∆ and βi ≥ β′

i − ∆. (b)

By using Equation (a) and (b), we have the following relation.

∗≤
∏

i∈I⊥

Pr[(yi <T +z1−(α′
i−∆)∧yi <T +z1−(β′

i−∆))

∨(y′
i ≥T +z2−(α′

i+∆)∧y′
i ≥T +z2−(β′

i+∆))]

=
∏

i∈I⊥

Pr[(α′
i+yi <T +(z1+∆)∧β′

i+yi <T +(z1+∆))

∨ (α′
i+y′

i ≥T +(z2−∆)∧β′
i+y′

i ≥T +(z2−∆))]

= fI′(z1+∆, z2−∆)

Therefore, Inequality 5.22 if proven. Notice that the last step of simplification would
not be possible if we had just used one noise variable z = z1 = z2. �

Proof of Inequality 5.23. Again, by independence of the database entries and the
negation of our query formulation, we have:

gI(z1, z2)=
∏

i∈I⊤

Pr[¬((αi + yi<T + z1 ∧ βi + yi<T + z1)

∨(αi + y′
i≥T + z2 ∧ βi + y′

i≥T + z2))] = ∗
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We push the negation inwards:

∗ =
∏

i∈I⊤

Pr[(αi + yi ≥ T + z1 ∨ βi + yi ≥ T + z1)

∧ (αi + y′
i < T + z2 ∨ βi + y′

i < T + z2)] = ∗

The sensitivities |αi −α′
i| ≤ ∆ and |βi −β′

i| ≤ ∆ allow us to introduce the other database
I
′ similar to before:

∗≤
∏

i∈I⊤

Pr[(yi ≥ T + z1 − α′
i − ∆ ∨ yi ≥ T + z1 − β′

i − ∆)

∧(y′
i <T +z2−α′

i+∆∨y′
i <T +z2−β′

i+∆)] = ∗

We could go on as before with f , but it would not provide the desired bounds, as the
signs of ∆ would be flipped. Instead, we exploit that the noise values yi are Lap(2c∆

ǫ2
)

distributed:
Pr[ρ = yi] ≤ e

ǫ2
c Pr[ρ = yi + 2∆] (c)

Pr[ρ = yi] ≤ e
ǫ2
c Pr[ρ = yi − 2∆] (d)

We cannot use that directly, as we have a logical formula in the probabilities. The
outer conjunction can be rewritten to a multiplication due to independence of the noise
variables vi, v′

i. The inner disjunction is not problematic, as we show below. We prove
it generally for any x, x′, Y1, Y2, Y3, Y4 to increase readability. Later, we just need the
following instantiations:

x = yi x′ = y′
i

Y1 = T + z1 − αi − ∆ Y2 = T + z1 − βi − ∆

Y3 = T + z2 − αi + ∆ Y4 = T + z2 − βi + ∆

We want to re-formulate Pr[x≥Y1∨x≥Y2] for some arbitrary, but fixed x, Y1, Y2. For
probabilities, the following holds:

Pr[x ≥ Y1 ∨ x ≥ Y2] = Pr[x ≥ min(Y1, Y2)]

Then, we apply (c):

Pr[x ≥ min(Y1, Y2)] = Pr[x ≥ M ] =
∫ ∞

M
Pr[x = m]dm

≤ e
ǫ2
c

∫ ∞

M
Pr[x=m+2∆]dm (substitute t=φ(m)=m+2∆)

= e
ǫ2
c

∫ φ(∞)

φ(M)
Pr[x = t]dt = e

ǫ2
c Pr[x ≥ φ(M)]

= e
ǫ2
c Pr[x ≥ min(Y1, Y2) + 2∆]

= e
ǫ2
c Pr[x − 2∆ ≥ min(Y1, Y2)]

= e
ǫ2
c Pr[x − 2∆ ≥ Y1 ∨ x − 2∆ ≥ Y2]

(5.25)
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Similarly, we re-formulate Pr[x′ < Y3 ∨ x′ < Y4] for some arbitrary, but fixed
x′, Y3, Y4.

Pr[x′ < Y3 ∨ x′ < Y4] = Pr[x′ < max(Y3, Y4)]

Now, we apply (d) as above:

Pr[x′<max(Y3, Y4)] ≤ e
ǫ2
c Pr[x′<max(Y3, Y4) − 2∆]

=e
ǫ2
c Pr[x′+2∆<max(Y3,Y4)]=e

ǫ2
c Pr[x′+2∆<Y3∨x′+2∆<Y4]

(5.26)

Now, we come back to the proof for Inequality 5.23. Since vi and v′
i are independent,

we have the following.

∗ =
∏

i∈I⊤

Pr[yi ≥T +z1−α′
i−∆∨yi ≥T +z1−β′

i−∆]

Pr[y′
i <T +z2−α′

i+∆∨y′
i <T +z2−β′

i+∆] = ∗

Next, by utilizing Inequalities 5.25 and 5.26, we have:

∗≤
∏

i∈I⊤

e
ǫ2
c Pr[yi≥T + z1 − α′

i + ∆∨yi≥T + z1 − β′
i + ∆]

e
ǫ2
c Pr[y′

i<T + z2 − α′
i − ∆∨y′

i<T + z2 − β′
i − ∆]

=
∏

i∈I⊤

e2
ǫ2
c Pr[yi ≥T +z1−α′

i+∆∨yi≥T + z1 − β′
i + ∆]

Pr[y′
i < T + z2 − α′

i − ∆ ∨ y′
i < T + z2 − β′

i − ∆]

=e
2ǫ2|I⊤|

c

∏

i∈I⊤

Pr[yi≥T +z1−α′
i+∆∨yi≥T +z1−β′

i+∆]

Pr[y′
i < T + z2 − α′

i − ∆ ∨ y′
i < T + z2 − β′

i − ∆] = ∗

As we have at most c answers for privacy-sensitive queries, i.e., |I⊤| ≤ c, thus we have:

∗ ≤ e2ǫ2
∏

i∈I⊤

Pr[((yi≥T +z1−α′
i+∆)∨(yi≥T +z1−β′

i+∆))

∧ ((y′
i<T +z2−α′

i−∆) ∨ (y′
i<T +z2−β′

i−∆))]

= e2ǫ2gI′(z1 + ∆, z2 − ∆) �

Proof of Inequality 5.24. As ρ1 and ρ2 are sampled independently, Pr[ρ1 = z1 ∧ρ2 =
z2] equals to:

Pr[ρ1 = z1 ∧ ρ2 = z2] = Pr[ρ1 = z1] Pr[ρ2 = z2] = ∗

Moreover, as ρ1 and ρ2 are sampled from Lap( ∆
ǫ1

), we have

∗ ≤eǫ1 Pr[ρ1 = z1 + ∆] ∗ eǫ1 Pr[ρ2 = z2 − ∆]

=e2ǫ1 Pr[ρ1 = z1 + ∆ ∧ ρ2 = z2 − ∆] �
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Let us wrap up using the above proofs on Inequalities 5.22 to 5.24 on 5.19.

Pr[A(I) =
−→
R ]

=
∫ ∞

−∞

∫ ∞

−∞
Pr[ρ1 = z1 ∧ ρ2 = z2]fI(z1, z2)gI(z1, z2)dz1dz2

≤
∫ ∞

−∞

∫ ∞

−∞
e2ǫ1 Pr[ρ1 = z1 + ∆ ∧ ρ2 = z2 − ∆]

fI′(z1 + ∆, z2 − ∆)e2ǫ2gI′(z1 + ∆, z2 − ∆)dz1dz2

=e2ǫ1+2ǫ2

∫ ∞

−∞

∫ ∞

−∞
Pr[ρ1 = z′

1 ∧ ρ2 = z′
2]

fI′(z′
1, z′

2)gI′(z′
1, z′

2)dz′
1dz′

2

=e2(ǫ1+ǫ2) Pr[A(I′) =
−→
R ]

�
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Figure 6.1: Overview of our research questions: Can the microbiome be linked across
bodysites, across time and to a cohabiting person?

The human microbiome refers to the genetic material of microorganisms such as
bacteria, viruses and fungi, that live on the body surface or within the body, e.g., in
the gut or on the skin. There are at least as many microbiome cells as human body
cells [128]. The microbiome is composed of a variety of species, they encode 150 times
more unique genes than our own genome [116].

Recent studies demonstrate the close relationship between human health and the
microbiome [94, 124, 31, 29, 34]
Research question This raises the question whether the composition of different
microbiome species can uniquely identify a person. Franzosa et al. [49] started answering
this question by studying temporal linkability, i.e., is a person re-identifiable after time.
Their conclusion is alarming - yes, we can be re-identified by our microbiome.
Results Given that we all continuously shed parts of our microbiome [97], we look at
this privacy issue in more depth. First, we confirm the results of Franzosa et al. [49]
with a simpler attack that does require minimal knowledge. The attack achieves an
AUC (area under the Receiver Operating Characteristic curve) of 0.75 or higher.

Second, we extend our attack to cross-body linkability. We find that it is possible
to link samples from different body sites, e.g., skin and stool, even across time. That
means a skin sample that was sampled stealthily from a surface the target touched can
be linked to a stool sample, which contains the gut microbiome. Thirdly, we extend
our study to linkability across cohabiting family members using an additional data
set. We find their common environment, diet and ancestry can be exploited by various
linkability attacks that reach an AUC of 0.7 or higher depending on the body site and
attack mode. We give a graphical overview of our research questions in Figure 6.1.
Privacy Implications The privacy risks we demonstrate are twofold:

• Stealing a sample and linking it to another sample obtained from clinical context
reveals the metadata attached to the latter, e.g., a diagnosis. The attacker obtains
access to the clinical context either by being member of the medical staff or by
launching an attack on the hospital infrastructure.

76



6.1. TEMPORAL AND CROSS-BODYSITE LINKABILITY

• Linking samples from sparsely studied body sites (e.g., the skin) to the microbiome
that is better understood (e.g., in the gut) allows to carry out standard tests on
the second site. This supports inference of further private information about the
target, for example about diet [94] or diseases and discrimination against the
target based on this information.

Methodology All our attacks require minimal biological knowledge and could therefore
be carried out by any attacker with a decent level of knowledge about data science and
machine learning. Concretely, we first explore a similarity-based approach that uses
statistical distances to express microbiome similarity. For two feature vectors encoding
the microbiome, we compute the pairwise distance (euclidean and cosine distance). Note
that this approach is unsupervised and does not require any training data. Second, we
model an attacker with basic knowledge about machine learning that trains random
forests. To model an attacker with more advanced knowledge, we design a custom
neural network layout inspired by work of Huang et al. [64] and Siamese Networks [17].
The network learns a low-dimensional representation of the microbiome features and
then outputs whether these representations are related.

Our findings demonstrate severe privacy risks, therefore, we make a first step towards
mitigation of these threats. We explore tree simple defense mechanisms that reduce
the granularity of microbiome measurements, but find them not sufficient to protect
microbiome privacy. We hope our analysis inspires researchers from biology, medicine
and data science to work jointly on new methods for privacy-preserving microbiome
data processing.
Organization We introduce the attacks for temporal and cross-bodysite linkability in
Section 6.1 together with the empirical evaluation. In Section 6.2 we adopt the attacks
for cross-person linkability and show how these perform empirically. Finally, we evaluate
simple defense mechanisms in Section 6.3 and conclude in Section 6.4.

6.1 Temporal and Cross-Bodysite Linkability

In this section, we introduce our attack techniques, then explain the application to the
temporal and cross-bodysite case and show the resulting performance on an exemplary
data set. A summary of the notation can be found in Table 6.1.

6.1.1 Overview

Our attacks are based on three main types of attack models that use simple similarities,
random forest classifiers or neural network classifiers. We test these models on several
linkability tasks in this and the following sections.

All our models get two different samples, and output a classification label. Formally,
let si and sj be two samples that should be linked. Notice that si and sj are vectors.
By Si and Sj we denote sets (databases) of such samples to be linked independently.
We implement various functions

A : Si × Sj �→ {⊤, ⊥} (6.1)
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where ⊤, ⊥ are class labels. The label ⊤ indicates the samples si and sj are classified
as being related, while ⊥ indicates they are classified as not related. If not mentioned
otherwise, we do binary classifications. We explain how matching and non-matching
samples are drawn below for the individual attack types, because this setup depends on
the type of attack.

Table 6.1: Notations

Symbol explanation

m the number of microbiome features
in one sample

si microbiome sample, represented as a vector
Si a database of microbiome samples
T a threshold (used for distance metrics)
L1 L1 distance between two vectors, or respective combination method
L2 squared L2 distance between two vectors,

or the resp. combination method
avg combination by elementwise average
× combination by elementwise multiplication
c((, •), •) combination function, using one of the four methods above
nnS neural networks first combining the input vectors
nnC neural networks learning a representation
RF random forest classifiers
b a body site to sample from
t the point in time a sample was taken
fi unique family identifier
ri unique relationship identifier
pt

b a sample taken from an individual at b and t

P t
b a set of samples, all taken at b and t

p
fi,rj

b a sample taken from individual at b,
individual belongs to family fi and has relationship type rj

P ∪f,∪r
b set of samples all taken from b,

combining all different families and relationship types

6.1.1.1 Cross-Bodysite Linkability Attacks

We test whether it is possible to link samples (from the same point in time) of different
body regions as belonging to the same person. This is a privacy risk since some samples
are easier to access in a stealthy way than others. Additionally, the microbiome in some
body regions is studied more frequently. As an example, the gut microbiome is well
studied and linked with diet and immune responses [31, 94], therefore, an attacker might
be interested in linking to a stool sample to infer this information about the target.
However, it may be much easier to get a skin sample from swiping a surface the target
touched, thus linkability of skin to stool samples makes the attack more stealthy. On
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the other hand, cross-bodysite linkability may be challenging due to the vastly different
conditions like the availability of oxygen in the different body regions which dictate the
species that can survive in these regions.

Formally, let pt
b be a sample from body site b and time t, we denote the set of all

samples from different individuals taken at body site b and time t as P t
b . Our first attack

database Si contains of samples from body site b1 sampled at time t, i.e., Si = P t
b1

. The
second attack database Sj contains samples from a different body site b2 sampled at
the same time t: Sj = P t

b2
. We carry out different types of attacks

A : P t
b1

× P t
b2

�→ {⊤, ⊥} (6.2)

6.1.1.2 Temporal Linkability Attacks

Changes in the environment, diseases and age influence the microbiome [29]. Additionally,
part of the microbiome is most probably shared by related people (be it in a family,
friendship, co-workers or randomly meeting strangers) due to continuous shedding of
particles [97].

Given these influences, the entire microbiome is most certainly not stable over time.
We study whether at least some parts remain stable for re-identification. If we find
such linkability over time, the attack surface grows, for example, a recently stolen skin
sample could be linked to a stool sample from a year ago when the target visited a
hospital, thus the medical condition from a year ago can be inferred. This example also
illustrates temporal linkability has to be studied both for the same body site and across
different body sites.

For temporal linkability, let pt1
b be an individual from which a sample is taken at

body site b and time t, we denote the set of samples from different individuals taken
at body site b and time t as P t

b . Our first attack database Si contains samples from
a body site b sampled at time t1: Si = P t1

b . The second attack database Sj contains
samples from the same body site b sampled at a later point in time t2: Sj = P t2

b . We
then carry out different types of attacks

A : P t1
b × P t2

b �→ {⊤, ⊥} (6.3)

For temporal and cross-bodysite linkability, we also change the body sites: for two
different body sites b1, b2 and different time points t1, t2 we test

A : P t1
b1

× P t2
b2

�→ {⊤, ⊥} (6.4)

Finally, we investigate whether having access to multiple body sites increases attack
performance. We fit temporal linkability attack functions for two body sites b1, b2

separately, i.e., A : P t1
b1

× P t2
b1

�→ {⊤, ⊥} and A : P t1
b2

× P t2
b2

�→ {⊤, ⊥}. Their probability
output is combined by averaging and then converted into the binary label as usual.

6.1.2 Attack Models

We explain three fundamentally different ways to instantiate the attack function A in
this subsection.
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6.1.2.1 Similarity Attacks

Our simplest attack model does not involve learning, only a distance metric. The
resulting distance is then compared to a threshold T based on which the label is decided.
We use the euclidean distance and the cosine distance, other distance metrics have
similar or lower performance and are therefore not included. For the cosine similarity,
we instantiate the general attack function with

Acos(si, sj) = 1 −
sis

T
j

||si||||sj || < Tcos (6.5)

for a suitable threshold Tcos. Note that || · || denotes the L2 norm of the vector and sT
j

the transposed vector.
For the euclidean distance, we instantiate A with

Ae(si, sj) =
√

(si ∗ si) − 2(si ∗ sj) + (sj ∗ sj) < Te (6.6)

for a suitable threshold Te, where x ∗ y denotes the dot product between the vectors x
and y.

Testing multiple samples with different thresholds allows to compute the ROC
(Receiver Operating Characteristic1) curve and the area under this curve, referred to as
AUC, expresses the performance as one value, where 0.5 is as bad as random guessing
and 1.0 indicates perfect performance. We rely on the AUC to measure performance
across different experiments. This method implicitly assumes the attacker to know the
best threshold Tcos or Te respectively and is therefore an upper bound for the privacy
threat resulting from these methods.

6.1.2.2 Neural Network Attack Classifiers

We hypothesize neural networks are better at identifying structure in the microbiome
data that simplifies linkability. Since the format of our training and testing data are
pairs, we design a custom network layout that first extracts structure from the data
and then carries out the target classification. Figure 6.2a shows a schematic overview.
The structure extraction was inspired by Huang et al. [64] and Siamese Networks [17].
It consists of two densely connected layers with the second one having half the number
of neurons as the first one. Both parts of the pair are fed through the same network.
Afterwards, we combine the representations using one out of four different methods,
finally, the result is classified in one densely connected layer. The four combination
methods are average, product, L1 distance and L2 distance between each feature in the
respective feature vector. For the latter, we remove the square root, i.e., compute the
squared euclidean distance. Formally, let < F1, F2, ..., Fm >, < G1, G2, ...Gm > be the
two feature vectors of the pair, and let c(•, •) denote our combination methods, then
we compute < c(F1, G1), c(F2, G2), ..., c(Fm, Gm) >. For c(•, •), we use:

• L1 distance: c(Fi, Gi) = |Fi − Gi|
1The Receiver Operating Characteristic (ROC) curve is plotted using the false-positive rate on the

x-axis and the true-positive rate on the y-axis for different thresholds.
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• squared L2 distance: c(Fi, Gi) = (Fi − Gi)2

• average: c(Fi, Gi) = (Fi+Gi)
2

• product: c(Fi, Gi) = Fi × Gi

This results in four different attack functions AnnC,L1 ,AnnC,L2 ,AnnC,avg,AnnC,×.

(a) Our proposed network structure learning a

representation

(b) Standard network structure first combining

the inputs

Figure 6.2: Visualization of the two different neural network structures used in this work.

We compare the custom network layout with a standard layout that first applies
one of the four different combination methods and then trains two densely connected
layers and a classification layer (see Figure 6.2b). Again, the second densely connected
layer has half the number of neurons as the first layer. We refer to the resulting attack
functions from these neural networks as AnnS,L1 ,AnnS,L2 , AnnS,avg,AnnS,×. In order to
decrease the training time, we carry out zero-variance removal2 for all types of neural
networks.
Hyperparameters: We have two types of neural networks:

• The custom neural network has two densely connected layers, feeds the two parts
of the samples through the network separately and combines them right before
the classification layer. This is implemented by re-using layers for both parts of
the samples. The final classification layer uses the sigmoid activation function.
Due to the four combination methods there are four variants.

• The standard neural network that first combines the pairs of samples and then
fits a two-layer densely connected neural network, where the number of nodes
reduces by the factor 2 in each step. After the two densely connected layers, there
is a classification layer with sigmoid activation. Again, we have four variants due
to the four combination methods.

Each neural network is trained either with ReLU (rectified linear unit) or with ELU
(exponential linear unit) as activation function for the inner layers. SGD (stochastic

2Zero variance removal means, a feature fi is excluded if it shows zero variance in the training data,
effectively reducing the number of features m. In the corresponding testing data set, we remove this
feature as well, independent on whether it has non-zero variance in the test data set or not.
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gradient descent) is used for training, and we keep the learning rate at its default of
0.01, binary cross entropy is used as loss function. Thus, we have 16 different neural
network classifiers. Initial experiments revealed more layers or fewer nodes in inner
layers do not increase the performance consistently and significantly, we present this
setting.

6.1.2.3 Random Forest Attack Classifiers

To complete our attack methods, we add a traditional machine learning approach,
namely, random forests. We first apply one of the four combination methods c(•, •)
mentioned above and then fit random forest classifiers with recursive feature elimination,
resulting in the attack functions ARF,L1 ,ARF,L2 ,ARF,avg,ARF,×. We carry out recursive
feature elimination in order to do automatic feature engineering, which is also done
by neural networks internally. As before for the neural network classifiers, we use zero
variance removal after applying the combination method but before fitting the classifiers
to reduce the overall run time.
Hyperparameters: We use the following grid:

• 10, 20 or 25 samples must be left in each leaf of the individual decision trees to
reduce the risk of overfitting

• 50, 80, 90, 95% of the features remain after recursive feature elimination, or no
features are removed at all

• 5 features are removed at each step during recursive feature elimination

• the pairs of samples are combined using either L1 distance or L2 distance or the
average or the product.

We test all 60 different hyperparameter combinations and always fit 100 decision trees
as a random forest. Since the combinations at the “edges” of the grid do not show
significantly better performance, we expect other hyperparameters outside of our grid
not to perform much better.

6.1.2.4 Training/Test Data Split

For all attacks, we use 5-fold cross-validation and report the performance in terms of
AUC averaged over all five folds. There is no training involved in the statistical test as
it is an unsupervised attack. To make a fair comparison, we sample the same quantity
of testing data as other methods’ evaluation and measure the average AUC.

Our method requires sample pairs (si, sj) from different points in time or different
body sites. Setting up samples that match, i.e., have label ⊤ is straight-forward. For
the non-matching samples with label ⊥, we simply randomly draw a sample that from
the remaining sample set Sj \ {sj}. This method requires no additional metadata about
the samples and is therefore suitable for all published data sets.
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6.1.3 Data Sets

We use the OTUs tables generated from 16S rRNA measurements using the tool Mothur
published by Franzosa et al. [49]. The features are strings indicating the identified species
(or unknown) as well as the species’ taxonomic hierarchy. This is an example of such a hi-
erarchy: Bacteria→Actinobacteria →Actinobacteria→Actinomycetales

→Actinomycetaceae→Actinobaculum→39. The last number is an identifier,
“Actinobaculum” is the genus of the identified species. It belongs to the family of
“Actinomycetaceae”, which in turn belongs to the family of “Actinomycetales” and so
on. At the coarsest level of hierarchy, this is a bacterium. This representation allows
studying coarser grained hierarchical levels as well by summarizing finer-grained levels.
For each site, we have two databases from two different visits. The participants have
been sampled twice at different points of time (up to 300 days apart) and are linked by
their identifier. Each body site was sampled from 30 to 105 participants.

6.1.4 Evaluation

We apply the attack models introduced in subsection 6.1.2 on the data and evaluate
cross-bodysite linkability and temporal linkability.

6.1.4.1 Cross-Bodysite Linkability

We needed to preprocess the data because the species reported were (partially) different.
This preprocessing was a projection into the union of species, and we filled up the
“missing” entries with zeros, the neutral element for the OTUs features. We focus only
on the machine learning based attacks, since the similarity metrics did not work well
with largely non-overlapping OTUs features.

Figure 6.3a and Figure 6.3b visualize the AUC of the best performing classifiers as
heat maps, lighter colors imply higher performance.

The diagonal is filled with performances of temporal linkability attacks to allow for
a comparison of how much performance was lost when weakening the attacker by the
access to different body sites3.

We observe that the results of the neural networks were all quite similar, independent
of body site, and were around 0.7 AUC. Interestingly, cross-bodysite linkability could
be easier than temporal linkability of the same body site, see the tongue and saliva
samples. On the other hand, stool samples behaved as one might have expected, here,
cross-bodysite linkability was harder than temporal linkability.

The picture was different for random forests, where the performance varied between
0.5 AUC up to more than 0.9 AUC for some combinations. We observe a cluster of
high performance at the saliva, tongue, hard palate, supragingvial plaque and buccal
mucosa sites. All of these sites lie in the mouth, so the performance might be due to
the biological link between the microbiome of these sites. Notice that a similar cluster
of higher performance can also be seen in the neural networks, however, to a much

3Notice that the plots are symmetric, the results from body site A on the x-axis and B on the y-axis
are the same as site A on the y-axis and B on the x-axis. This is due to the projection in the shared
space that lead to similar shared spaces, thus our combinations of body sites are sets, not ordered pairs.
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(a) Best perfomances of cross body site at-

tacks with neural networks.

(b) Best performances of cross body site at-

tacks with random forests.

Figure 6.3: Performances of temporal cross body attacks on all body sites. The diagonal
are filled with attacks on the same body site.

lower degree. Nevertheless, the skin sites right and left ear as well as elbow and nose
were hard to match. However, they were easier to match to other skin samples than to
samples collected in the mouth.

A possible explanation for the larger performance gaps in random forests compared
to neural networks could be that the mouth sites share a larger portion of the microbiome
species. Thus, when first combining the features of the two samples as the random
forest does, there were more feature dimensions where the combination method did not
have a zero for one of the sites. These signals could be directly used in the classification
process. However, our custom neural networks got the two samples separately, they
seem to be relying on other features so it made almost no difference whether the feature
was present in both sites, or just in one.

6.1.4.2 Temporal Linkability

For temporal linkability, we used pairs of samples from the same body site that were
taken at different points in time. We tested our statistical and machine-learning based
attacks and plotted the resulting AUCs in Figure 6.4 for the different body sites. For
the neural networks and random forest classifiers, we show the best performance only.

We observe that some body sites, such as stool or saliva, were easier to link with
more than 0.8 AUC, while others were harder to link, and we achieved an AUC of 0.7.
That means, privacy is at risk for all body sites. Additionally, we see that simplistic
methods such as our distance-based attacks could work well in most cases, even though
higher performance could be achieved when using random forest classifiers, or machine
learning in general.
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(a) random forest performance (b) neural network performance

Figure 6.5: Performance of the temporal attacks when using two body sites instead of
one, the diagonals show the performance of just one body site.

Figure 6.4: Temporal linkability perfor-
mances of the four different attack methods

Using Multiple Body Sites for Temporal

Linkability Next, we studied whether us-
ing multiple data sources increased the
performance of the temporal attack. We
tested all combinations of two body sites,
Figure 6.5a and Figure 6.5b visualize the
results for neural networks and random
forests, respectively. On the diagonals, we
show the performance of the single body
site for comparison. We restricted training
and test data set to the individuals who
had samples for both body sites. Since
some people did not submit samples for
all body sites, these data sets were smaller
and got too small if we added even more
body sites.

We observe for both neural networks and random forests that in general, performance
increased slightly. For some combinations, i.e., stool and oral cavity based samples,
the performance increased to about 0.9 AUC. This may be related to the common
influencing factor of the host diet. In general, random forest classifiers profited more in
terms of performance gain than neural networks. We conclude that the privacy risks
increased when more data was available.

Cross-Bodysite and Cross-Time Linkability Figure 6.6a and Figure 6.6b show the
neural network and random forest classifiers’ performances at different points in time. For
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the random forest classifiers (see Figure 6.6b) we observe a drastic drop in performance
in the mouth-related samples that were easy to link across different body sites at the
same time point, but not much better than the other body sites when measured at
different time points. For the other areas, we also observe a drop in performance,
however, not so pronounced. It seems like those features that make cross-bodysite
linkability easy were not stable over time.

(a) random forest performance (b) neural network performance

Figure 6.6: Performance of the cross-bodysite attacks at different points in time.

Interestingly, this pattern did not show up in the neural network results. The
performance dropped only slightly when using samples from another point in time. It
seems like random forest classifiers and neural network classifiers picked up different
features from the data, with those used by neural networks being more stable, but may
lead to a lower performance.

6.2 Family Linkability

In this section, we extend our attacks to link family members in various ways: either to
link two samples as being in a specific relationship, i.e., parent-child relationship, or, more
generally, two samples being related, independent of their relationship. Additionally, we
also experiment a non-binary classifier that outputs the type of relationship, or none.

6.2.1 Methods

We refer to the general attack model that classifies two people as related irrespective of
their relationship type as “same family” attacks. If we take the relationship type into
account, we call it “family member” attack. The difference between these two attack
models simulates different background knowledge of the attacker, knowing age and
gender for example, unlikely pairs can be excluded. Additionally, this fine-grained study
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may give us further inside which kind of relationship is easier to detect and therefore
poses higher privacy risks. Technically, the difference is only in how the training and
testing data is composed, which we now explain formally.

Let fi be an unique index for a family, rj a unique index for the relationship type, and

b a body site. A sample pair (p
fi,rj

b , p
fi,rj

b ) should be correctly classified as related (⊤)

and a sample pair (p
fi,rj

b , p
fk,rj

b ), k �= i should be correctly classified as non-cohabiting
(⊥).

The difference between the attacks lies in the sets used for training and testing: for
family-member linkability, we fix one relationship type rj , i.e.,

A : P
∪f,rj

b × P ∪f,rk

b �→ {⊤, ⊥} (6.7)

and test over all families, denoted as ∪f . For same-family linkability, we additionally
test all relationship types ∪r:

A : P ∪f,∪r
b × P ∪f,∪r

b �→ {⊤, ⊥} (6.8)

We also test cross-bodysite: instead of always using the same body site b in both sets,
we use two different body sites b1, b2.

Finally, for the classification of relationships, we modify the output format of the
attack function, it is not binary anymore, but the set of different relationships {rj} in
our data set or no relation at all (denoted as ⊥):

A : P ∪f,∪r
b × P ∪f,∪r

b �→ r ∪ {⊥} (6.9)

For our data set, we have r ∈ {partner, child-parent, sibling, pet-owner}, but that can
easily be adopted if different relationship metadata is available.

We use the same data sets for the first and last approach, i.e., the classification into
family relationships has imbalanced classes, half of the samples are not related. We
use such an imbalanced training and testing set since it is more realistic compared to a
balanced one.

6.2.2 Data Sets

To study family linkability, we use the data published by Song et al. [133]. The data
set contains sequenced samples of several families, i.e., couples and their children as
well as couples without children, living together in one household. Additionally, if they
own a dog, samples from the dog are included as well. Other pets are not studied. Four
different body sites are sampled: face, hand, tongue and feces. For each individual, we
are usually given additionally metadata about the person’s gender, age and diet, which
we use in our experiments. Further information, e.g., about weight and drug usage, is
included as well, but not used in our experiments.

We download the data set from the QIIME database with the study ID given in
the paper [133]. Neither the amount of data (2GB) nor access itself (only a valid mail
address) are an obstacle for an attacker. There are about 16000 features for between 16
and 79 people for each body site and relationship combination.
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We use the same three techniques introduced before in subsection 6.1.2 to do the
family linkability as well. The only difference is in how we set up training and test data.
Recall that we need paired samples (si, sj). For the non-matching samples with label ⊥,
we choose the most similar sample s′

j �= sj to form a non-matching pair (si, s′
j) based on

the matching pair. To this end, we define the most similar sample as the one with the
same gender and smallest age difference. We believe this setup is most suitable for the
family member attack, where the attacker already knows the type of relationship, e.g.,
a mother and a child, and aims to know whether the adult and the child are related
or not. Since the age difference between children and adults is known to influence the
gut microbiome [29], we would overestimate the privacy risk if we add easily detectable
non-related adult-adult pairs or child-child pairs to the training set. We suspect similar
influences of age and gender on other body sites as well, therefore, we make use of
available metadata and sample “reasonable” pairs as non-matching members.

6.2.3 Evaluation

In the following, we evaluate our different attack scenarios.

6.2.3.1 Same-Body-Site Inference

First, we inferred whether two samples, taken from the same body site, belong to related
people using only simple cosine and euclidean distance metrics between the samples.

(a) Attack based on cosine distance (b) Attack based on euclidean distance

Figure 6.7: Performance of family linkability attack with distance metrics.

Figure 6.7a shows the results in terms of AUC of the family inference attacks for
cosine distance, the plot for euclidean distance Figure 6.7b is similar. In some cases,
cosine distances were better than euclidean distances, in other cases, the euclidean
distances. In general, family inference was often possible with an AUC between 0.6 and
0.7, with 0.715 at most. Thus, there is a privacy threat, but it is not immense (yet).
Interestingly, it was also possible to infer whether a person is the pet’s owner based on
the skin of the hand (and the dog’s paw, respectively), even though the environment
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6.2. FAMILY LINKABILITY

for the microbiome on skin and in fur should be vastly different. The relatedness may
be due to exchange of microbiome over the air, over the floor or due to direct contact
such as stroking the pet. Among human family members, the tongue seemed to be the
body site with the best chances of success. If the family relationship was not taken into
account (“coarse” column in Figure 6.7a), the attack had similar performance.

(a) Best random forest classifier. (b) Best neural network classifier.

Figure 6.8: Performances of linking family members using the same body sites, the color
represents the AUC of the best classifier.

Figure 6.8a shows the performance of the best random forest classifiers. We observe
mixed performances, from 0.43 AUC up to 0.84 AUC. For all but two body-site
relationship combinations, the AUC was above 0.55. In general, it was easiest to infer
whether dogs and their owners belong together and hardest to identify partners. The
performance of the coarse-grained relationship inference (displayed as “all” relationship
in Figure 6.8a) were well within the bounds of the fine-grained inference results. That
means, it was in general not easier or harder when training and testing on data of
various relationship forms.

In most cases, the multiplication operation for combining the two parts of the
samples and little to no feature elimination showed the best performance. We show the
best performing hyperparameters in Figure 6.9.

The performances of the best neural network classifiers for each body site combination
ranged from 0.64 to 0.81 as Figure 6.8b shows. The model AnnC,L1 performed best,
which first learned an internal representation with 1

4th of the original size and then
computed the absolute difference between the representations. Activating the neurons
with the ReLU function was best in all cases. In general, neural networks were best in
classifying the sibling relationship and worst with the partner relationship. Moreover,
face samples were hardest to link while stool samples are easiest. Compared to random
forest classifiers, there was less variance in the performances.

We hypothesize that neural networks and random forests rely on different features.
In general, neural networks show a better performance, however, there were noticeable
exceptions like linking pets and their owners based on skin samples, where random

89



CHAPTER 6. QUANTIFYING MICROBIOME PRIVACY

(a) Hyperparameters of the best and sec-

ond best performing random forest classifier.

(b) Hyperparameters of the best and sec-

ond best performing neural network classi-

fier.

Figure 6.9: Hyperparameters of the best performing classifiers for family linkability with
the same body sites. The colors represent the AUC.

forests clearly outperform neural networks.

6.2.3.2 Multiclass Classification Based on Same Body Sites

Figure 6.10: Performance of neural networks
classifiers and random forest classifiers in
multi class mode.

We generated the training and test data
as before and combined all relationships.
The only difference was the generation of
labels. For neural networks, we used a
one-hot encoding4. Random forest clas-
sifiers support arbitrary labels, therefore,
we used the string representation of all
classes directly as label.

We also had to change the neural net-
work classifiers setup slightly. We replaced
the last classification layer: It had 5 in-
stead of one node (one for each class) and
used softmax instead of sigmoid activa-
tion.

Figure 6.10 shows the best perfor-
mances of both neural networks and ran-
dom forest classifiers. In contrast to previ-
ous results, the neural networks performed
very good with >0.9 accuracy and the random forest classifiers failed with less than

4We generated a vector of length five, since we have four relationship classes and one for non-related
samples. The vector had an entry of one for the respective class, and zeros elsewhere.
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0.6 accuracy. Notice that half of the data was not related, so the trivial classifier that
outputs “not related” all the time has an accuracy of 0.5.

6.2.3.3 Cross-Bodysite Inference

(a) child-parent relationship (b) partner relationship

(c) sibling relationship (d) relationship between pet and owner

Figure 6.11: Performance of neural networks classifiers on cross-bodysite family linkability
for different relationships.

Figure 6.11 visualizes the AUCs of the neural network classifiers, each relationship is
shown in one subplot, and we use the x- and y-dimensions for the body site combination.
As we have observed previously, linkability was easier for the sibling relationship. In
general, face samples were a bit harder, and feces samples were a bit easier to link.

The performance did not differ much from the previous experiments. The results
suggest it was not harder when having only samples from different body sites available.
In terms of privacy, that is alarming, since some samples are easier to obtain (e.g.,
skin samples from surfaces touched) and other samples are linked with serious privacy
violations (e.g., feces samples that leak information about the person’s diet).
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As before for the temporal attacks, we did not carry out similarity-based attacks
across different body sites.

(a) child-parent relationship (b) partner relationship

(c) sibling relationship (d) relationship between pet and owner

Figure 6.12: Performance of random forest classifiers on cross-bodysite family linkability,
for different relationships.

Figure 6.12 visualizes the AUCs of the random forest classifiers similarly as before.
Our previous experiments revealed that random forest classifiers were less stable. This
was visible for the cross-bodysite case in an even more pronounced way: While it was
possible to carry out family linkability with the pet with good performance, often higher
than with a neural network, linkability failed in most of the cases for partners and
performed poorly for the child-parent relationship and the sibling relationship.

Finally, Figure 6.13 visualizes the AUCs of the classifiers when not differentiating
between different types of relationships. Again, we observe the greater stability of neural
network classifiers at the cost of peak performance, e.g., face and skin samples could be
linked better with random forests than with neural networks.
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Figure 6.13: Performance of neural network and random forest classifiers on cross-body
site family linkability when not differentiating the relationships (coarse grained mode).

6.2.3.4 Inference with Two Body Sites in Parallel

We set up the training and test data as for the cross-bodysite experiments. But instead
of learning on one body site and testing on the other, we fitted classifiers for both body
sites and combined their predictions by adding the predicted vectors and dividing by
two to scale them back to the original range.

Figure 6.14 visualizes the random forest classifiers’ performance. Combining two
classifiers did not change the performance much, in some cases, it slightly increased, e.g.,
when using only the skin samples for pet linkability, an AUC of 0.84 was reached, while
it increased to 0.85 when using additional face samples. But there were cases where
the overall performance drops, e.g., linking siblings reached 0.76 AUC when using feces
samples, but feces and face samples together could only be classified with 0.72 AUC.

The results for the neural network classifiers, see Figure 6.15 were disappointing.
The performance decreased to less than 0.7 AUC, often less than 0.6 AUC, with one
exception: sibling linkability with face and skin samples had 0.8 AUC, while using only
face samples leads to 0.716 AUC and only skin samples to 0.759 AUC.

6.3 Defense Discussion

In this section, we discuss possible defense mechanisms. We have tried three types of
protective mechanisms: generalization, rounding and hiding rare features.

6.3.1 Generalization

The hierarchical structure within the OTUs species has natural “family tree”, e.g.,
Bacteria→Actinobacteria→Actinobacteria→Actinomycetales

→Actinomycetaceae→Actinobaculum→39 where the last number is a unique id,
and we can deduce that this OTU denotes a bacteria species of type “Actinobacteria”,
subtype “Actinobacteria” and so on. We generate coarser-grained features by summing
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(a) child-parent relationship (b) partner relationship

(c) sibling relationship (d) relationship between pet and owner

Figure 6.14: Performance of random forest classifiers on ensemble family linkability,
different plots show different kinds of relationships.

over all OTU with the same prefix, i.e., continuing with the above example, we summed
over all OTUs of the form Bacteria→Actinobacteria→Actinobacteria

→Actinomycetales→Actinomycetaceae to generate one new feature. This fea-
ture has now depth 5 in the family tree as opposed to depth 7 in the original family tree.
As the first depth only distinguishes between bacteria, viruses and fungi, we stopped
generalization at depth two, i.e., the coarsest family of each type of microbiome species.

We repeated the two types of temporal linkability experiments with neural networks
and random forests, Figure 6.16 shows the resulting performances. We do not show our
results for same body site family linkability here. In most body sites, we observe a drop
in performance. However, the resulting performance was not close to 0.5 AUC which
would be sufficient for defense, especially for random forests.
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(a) child-parent relationship (b) partner relationship

(c) sibling relationship (d) relationship between pet and owner

Figure 6.15: Performance of neural network classifiers on ensemble family linkability,
different plots show different kinds of relationships.

6.3.2 Rounding

Our data is in range [0, 1] and each number has at most 7 decimals. We round the
features rounded to 6,5,4 or 3 decimals. We repeated the same-body site temporal
linkability experiment and the family member linking both with neural networks and
random forest classifiers.

Figure 6.17 visualizes the family member linking attack performance after rounding
to 3 decimals, the strongest “protection” possible. In the labels, we do not only report
the AUCs of the respective best classifier, but also the performance decrease (negative
number) or increase (positive number) compared to the respective best performance
without any rounding. We observe only small drops in performance, in some cases,
the performance even increased slightly. The observations on the temporal linkability
experiments were similar and are therefore not shown. Therefore, rounding is not a
suitable defense either.
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Figure 6.16: Performances of temporal linkability attacks on the same body site. We
generalized to depth 2, the strongest generalization possible for the data set.

6.3.3 Hiding

Finally, hiding sets rare features that occur in less than 10% or less than 25% of the
samples to zero. In case rare features were used by the machine learning models, this
method would solve the root cause. Again, we repeated the same-body site temporal
linkability experiment and the family member linking with both neural networks and
random forest classifiers.

Figure 6.18 visualizes the results of the same-body site temporal linkability experi-
ments, with various protection levels as well as the baseline without hiding on the y-axis.
The results for the family member linking were similar and therefore not shown here.
We observe only slight drops in performance, and especially for the random forests,
the performance sometimes increased slightly. Therefore, also hiding is not a suitable
defense mechanism.

6.3.4 Discussion

We tested all three methods with a subset of our attack methods, but as the results are
consistent, we expect them to carry over to all different attacks. In general, we could
not observe a large drop in performance, on the contrary, in some cases the performance
even increased. These first experiments confirmed that it is not easy to defend against
microbiome linking attacks in general. We leave more sophisticated methods, such as
adding differentially private noise or working with encrypted data only, to future work
and to the biomedical researchers that are more familiar with the exact use cases these
methods have to be designed for.
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(a) Random forest performance after round-

ing

(b) Neural network performance after

rounding

Figure 6.17: Performances of family member linking same body site attacks. We
rounded to 3 decimals, the strongest rounding possible for the data set. The sec-
ond line in each label is the performance decrease (increase) w.r.t. the non-rounded
performance.

6.4 Conclusion

We have studied a variety of attack scenarios and attack methods. Table 6.2 summarizes
the minimal and maximal AUC over all tested body sites and/or relationships respectively.
We conclude that already simplistic methods based on euclidean distance or cosine
similarity can work surprisingly well. Using more sophisticated machine-learning models,
an AUC of 0.8 is often reached or exceeded, which demonstrates that privacy is at risk.
This is also true if the attacker possesses samples from different points in time, or from
different body sites. During our attacks, we have not incorporated specific biological
knowledge, for example, the “family tree” of the OTUs features and the induced
distances. Biomedical studies taking these into account show higher performance in
their respective classification task [46, 119]. Therefore, we hypothesize that our analysis
rather underestimates the privacy risk, and plan to explore this hypothesis in future
work.

A limitation of our study is the amount of data per body site that we had available,
which is only up to 100 samples from different people. While this is significantly
more than previous small-scale studies with less than 20 people, our results should be
re-evaluated as soon as data sets of several hundreds of people become available.

Additionally, we studied three simple defense mechanisms, but none of these methods
showed a convincing drop in performance. These findings call for more sophisticated
methods, such as adding differentially private noise, working with well-chosen subsets
of the data or encrypted data only. We leave it to future work to explore these options.
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(a) Random forest performance after hiding, var-

ious thresholds

(b) Neural network performance after hiding, var-

ious thresholds

Figure 6.18: Performances of same-body site temporal linkability attacks. The y-axis
depicts the different protection levels.
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attack type body site(s)

same cross two
cross body

same person -
neural network - 0.50 - 0.94
random forest - 0.64 - 0.78
temporal

statistic 0.55 - 0.81 - -
neural network 0.70 - 0.75 0.65 - 0.76
random forest 0.63 - 0.83 0.50 - 0.87
same family

statistic 0.52 - 0.60 - -
neural network 0.66 - 0.69 0.66 - 0.71 -
random forest 0.66 - 0.75 0.50 - 0.73 -
family

member

statistic 0.50 - 0.72 - -
neural network 0.64 - 0.81 0.66 - 0.81 0.54 - 0.80
random forest 0.50 - 0.84 0.50 - 0.86 0.50 - 0.84
family

multiclass

neural network 0.96 - 0.96 - -
random forest 0.55 - 0.57 - -

Table 6.2: AUC ranges of the various attack scenarios and methods, reporting the
lowest and highest AUC of the different body sites in the data set.
The “same family” attack returns whether two people are in the same family, regardless
of their relationship, the “family member” attack returns whether two people are in a
given relationship, and the “family multi class” attack returns the relationship the two
people have, or none, if they are unrelated.
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Figure 7.1: Using differential privacy prevents third parties, like companies or hackers,
from deriving private attributes from a user’s eye movement behaviour while maintain-
ing the data utility for non-private information.

With eye tracking becoming pervasive [21, 142], preserving users’ privacy has emerged
as an important topic in the eye tracking, eye movement analysis, and gaze interaction
research communities. Privacy is particularly important in this context given the rich
information content available in human eye movements [22], on one hand, and the
rapidly increasing capabilities of interactive systems to sense, analyze, and exploit this
information in every day life [57, 137, 149] on the other. The eyes are more privacy-
sensitive than other input modalities: They are typically not consciously controlled; they
can reveal unique private information, such as personal preferences, goals, or intentions.
Moreover, eye movements are difficult to remember, let alone reconstruct in detail, in
retrospect, and hence do not easily allow users to “learn from their mistakes”, i.e. to
reflect on their past and change their future privacy-related behavior.

These unique properties and rapid technological advances call for new research on
next-generation eye tracking systems that are privacy-aware, i.e. that preserve users’
privacy in all interactions they perform with other humans or computing systems in
everyday life. However, privacy-aware eye tracking remains under-investigated as of
yet [88].

There is a lack of eye tracking methods to preserve users’ privacy, corresponding
systems, and user interfaces that implement (and hence permit the evaluation of) these
methods with end users. Our work aims to address these limitations and, as such, make
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the first crucial step towards a new generation of eye tracking systems that respect and
actively protect private information that can be inferred from the eyes.

We contribute the first method to protect users’ privacy in eye tracking based on
differential privacy (DP), a well-studied framework in the privacy research community.
In a nutshell, DP adds noise to the data to minimize chances to infer privacy-sensitive
information or to (re-)identify a user while, at the same time, still allow use of the
data for desired applications (the so-called utility task), such as activity recognition or
document type classification (see Figure 7.1). We illustrate the use of differential privacy
for a sample virtual reality (VR) gaze interface. We opted for a VR interface given that
eye tracking will be readily integrated into upcoming VR head-mounted displays, and
hence, given the significant and imminent threat potential: Eye movement data may
soon be collected at scale on these devices, recorded in the background without the user
noticing, or even transferred to hardware manufacturers.

The paper [P1] contains the above mentioned approach for privacy-preserving eye
tracking. Additionally, it also contains a large-scale online user study to understand
users’ privacy concerns. The author of this thesis was not involved in the design and
evaluation of the user study and therefore excluded that part of the research paper.
Organization We first introduce the theoretical foundations of privacy-preserving eye
tracking in Section 7.1. Section 7.2 describes how the first author of the paper [P1]
collected the data. We evaluate the proposed solution in Section 7.3, discuss the findings
in Section 7.4 and conclude in Section 7.5.

7.1 Privacy-preserving Eye Tracking

The findings from our survey underline the urgent need to develop privacy-aware eye
tracking systems – systems that provide a formal guarantee to protect the privacy of
their users. Additionally, it is important not to forget that eye movement data typically
also serves a desired task – a so-called utility. For example, eye movement data may
be used in a reading assistant to detect the documents a user is reading [84] or to
automatically estimate how many words a user reads per day [82, 83]. Therefore, it is
important to ensure that any privacy-preserving method does not render the utility
dysfunctional, i.e. that the performance on the utility task will not drop too far. The
key challenge can thus be described as ensuring privacy without impeding utility.

We assume in the following that multiple users share their eye tracking data in
the form of aggregated features. This database can be downloaded both for legitimate
use cases as well as for infringing on users’ privacy, for example, to train classifiers for
various tasks. Therefore, our proposed privacy mechanism is applied prior to the release
by a trusted curator.

7.1.1 Threat Models

We have identified two attack vectors on users’ privacy in the context of eye tracking
that we formalize in two threat models. They differ in their assumption about the
attackers’ prior knowledge about their target.
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Without Prior Knowledge In the first threat model, we assume that an attacker has
no prior knowledge about the target and wants to infer a private attribute; we focus
on gender in our example study. The attacker can only rely on a training data set
from multiple participants different from the target. This data can be gathered by
companies or game developers we share our data with in exchange for a specific service.
Some users might opt in to share their data with a third party to receive personalized
advertisements, or they might create a user account to remove advertisements. These
companies with eye tracking data can misuse the data, forward it to third parties or get
hacked by external attackers. Another source for attackers to get eye tracking data sets
is publicly available data sets generated for research purposes. Concretely, VR glasses
are offered in gaming centers and used by multiple visitors, which we refer to as the
one-device-multiple-users scenario. An attacker with access to the eye tracking data
might be interested in inferring the gender of the current user to show gender-specific
advertisements.

With Prior Knowledge The second threat model assumes that the attacker has already
gathered prior knowledge about the target. Observing further eye tracking data, the
attacker wants to re-identify the target to inspect the target’s habits. Concretely, the
target might be using different user accounts or even different devices for work and
leisure time (a one-user-multiple-devices scenario). We assume the attacker is able
to link the target’s work data to the target’s identity and now wants to identify the
target’s data from his/her leisure activities. Again, the attacker could be a VR/AR
company exploiting their data to check whether a device is only used by one person,
or re-identify a user automatically to adapt device settings. Moreover, data could be
released intentionally to a third party for money or unintentionally through a hack.

7.1.2 Differential Privacy for Eye Tracking

We propose to mitigate the privacy threats emerging from our two threat models using
differential privacy,

Next, we formalize the exponential mechanism that is one way to generate differen-
tially private data:

Definition 3 (Exponential Mechanism [38]). The exponential mechanism selects and
outputs an element r ∈ R in the range of permissible output elements with probability
equal to (written: r ∼)

r ∼ exp(
ǫ · u(x, r)

2∆u
) (7.1)

where u is a utility function judging the quality of r with respect to the original data
element x.

In order to apply the exponential mechanism to our example database of fixation
durations, we would first need to define a utility function u and the set of permissible
outputs. Valid answers to the query “What are the average fixation rates when reading a
text, sampled at 30 second windows?” are vectors of length d containing real-numbered
entries; thus, R = R

d
≥0. The utility function u is a measure of quality for the output
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r with respect to the original data entry x. The exponential mechanism ensures that
high-quality outputs r are generated exponentially more often than low-quality r.

Finally, we state one theorem that allows combining several differentially private
mechanisms into one.

7.1.3 Implementing Differential Privacy

Our dataset contains data from n participants, which we refer to as p1, ..., pn. For each
participant, we measure m features, f1, ..., fm at different points in time. In summary,
p1,f7,t5 denotes the value of the 7th feature at time point 5 of participant 1, and the
vector (p1,f7,t0 , ..., p1,f7,tmax,1) contains all measurements of feature 7 for participant 1.
Notice that the data entries available may have different lengths, i.e. tmax,1, the last
time point of participant 1, may be different from another participant’s last time point,
e.g. tmax,2.

The sensitivity for our mechanism then depends on the range of the features, which
is different across our m features. For example, feature f15 is the fixation duration in our
data set, and it has an estimated range of [0.11, 2.75] seconds, while f22, which describes
the pupil diameter size, has an estimated range of [21.9, 133.9] pixels. Therefore, we
derive one privacy mechanism Mfi

for each feature separately and use the composition
theorem to combine the m mechanisms into our final mechanism. The exponential
mechanism requires a utility function u. We choose the L1 distance for simplicity of the
derivation:

u(pfi
, r) =

tmax,p∑

j=1

|pfi,j − rj | (7.2)

According to Definition 2, the sensitivity ∆u,fi
is

∆u,fi
= max

pfi
,qfi

||(pfi,t0 , ..., pfi,tmax,p) − (qfi,t0 , ..., qfi,tmax,q )||L1 (7.3)

i.e. the maximal difference between the data vectors of two arbitrary participants p and
q for the i-th feature. Next, we unify the length by padding the data vector with the
shorter length. Let tmax be the maximal length: tmax = max(tmax,p, tmax,q). Using
this and the definition of the L1 norm:

∆u,fi
≤ max

pfi
,qfi

tmax∑

j=1

|pfi,tj
− qfi,tj

| = tmax · δi (7.4)

In the last step, we used the fact that we can derive the range δi of feature fi, either
estimated from the data or by theoretic constraints.

We rely on the exponential mechanism (see Definition 3) to obtain a vector r that is
differentially private for each participant p and feature fi:

r ∼ exp(
ǫiu(pfi

, r)
2∆u,fi

)
Eq. 7.2

= exp(
ǫi

∑tmax,p

j=1 |pfi,j − rj |
2 · tmax · δi

) (7.5)

To increase readability, we define λi = ǫi

2·tmax·δi
, which is constant once i and ǫi are

fixed. We generate such a vector r from the exponential distribution by first sampling a
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random scalar y from the exponential distribution with location 0 and scale parameter
1
λi

. Our differentially private vector r is derived from y as follows:

y = exp(λi ·
tmax,p∑

j=1

|pfi,j − rj |) ⇔ loge(y)
λi

=
tmax,p∑

j=1

|pfi,j − rj | (7.6)

Selecting rj = ± loge(y)
λi×tmax

+ pfi,j fulfils the above constraint with randomly sampled sign.
The privacy guarantee of the combined mechanism M is, by the composition theorem

[37],
∑m

i=1 ǫi.

Subsampling In order to achieve a higher privacy guarantee, we propose to subsample
the data. Given a window size w, we draw one sample from (pk,i,n·w, ..., pk,i,(n+1)·w) for
each participant k and feature i independently where n ∈ N, such that the sampling
windows are non-overlapping. Notice that this subsampling approach and the corre-
sponding window size are independent of the feature generation process. This method
decreases the sensitivity further by a factor of w: ∆u,fi,w ≤ tmax

w
· δi.

7.2 Data Collection

Given the lack of a suitable data set for evaluating privacy-preserving eye tracking using
differential privacy, we recorded our own data set. As a utility task, we opted to detect
different document types the users read, similar to a reading assistant [84]. Instead of
printed documents, participants read in VR, wearing a corresponding headset. The
recording of a single participant consists of three separate recording sessions, in which
a participant reads one out of three different documents: a comic, online newspaper,
or textbook (see Figure 7.2). All documents include a varying proportion of text and
images. Each of these documents was about a 10-minute read, depending on a user’s
reading skill (about 30 minutes in total).

Participants We recruited 20 participants (10 male, 10 female) aged 21 to 45 years
through university mailing lists and adverts in different university buildings on campus.
Most participants were BSc and MSc students from a large range of subjects (e.g.
language science, psychology, business administration, computer science) and different
countries (e.g. India, Pakistan, Germany, Italy). All participants had little or no
experience, with eye tracking studies and had normal or corrected-to-normal vision
(contact lenses).

Apparatus The recording system consisted of a desktop computer running Windows
10, a 24" computer screen, and an Oculus DK2 virtual reality headset connected to
the computer via USB. We fitted the headset with a Pupil eye tracking add-on [75]
that provides state-of-the-art eye tracking capabilities. To have more flexibility in the
applications used by the participants in the study, we opted for the Oculus “Virtual
Desktop” that shows arbitrary application windows in the virtual environment. To
record a user’s eye movement data, we used the capture software provided by Pupil.
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(a) Comic (b) Newspaper (c) Textbook

Figure 7.2: Each participant read three different documents: (a) comic, (b) online
newspaper, and (c) textbook.

We recorded a separate video from each eye and each document. Participants used the
mouse to start and stop the document interaction. We encouraged participants to read
at their usual speed and did not tell them what exactly we were measuring.

Recording Procedure After arriving at the lab, participants were given time to
familiarize themselves with the VR system. We showed each participant how to behave
in the VR environment, given that most of them had never worn a VR headset before.
We did not calibrate the eye tracker but only analyzed users’ eye movements from the
eye videos post hoc. This was so as not to make participants feel observed, and to be
able to record natural eye movement behavior. Before starting the actual recording, we
asked participants to sign a consent form. Participants then started to interact with
the VR interface, in which they were asked to read three documents floating in front of
them (see Figure 7.2). After finishing reading a document, the experimental assistant
stopped and saved the recording and asked participants questions on their current level
of fatigue, whether they liked and understood the document, and whether they found
the document difficult using a 5-point Likert scale (1: Strongly disagree to 5: Strongly
agree). Participants were further asked five questions about each document to measure
their text understanding. The VR headset was kept on throughout the recording.

After the recording, we asked participants to complete a questionnaire on demograph-
ics and any vision impairments. We also assessed their Big Five personality traits [68]
using established questionnaires from psychology. In this work we only use the given
ground truth information of a user’s gender from all collected (private) information, the
document type, and IDs we assigned to each participant, respectively.

Eye Movement Feature Extraction We extracted a total of 52 eye movement features,
covering fixations, saccades, blinks, and pupil diameter (see Table 1 in the supplementary
material). Similar to [25], we also computed wordbook features that encode sequences
of n saccades. We extracted these features using a sliding window of 30 seconds (step
size of 0.5 seconds).
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7.3 Evaluation

The overall goal of our evaluations was to study the effectiveness of the proposed
differential privacy method and its potential as a building block for privacy-aware eye
tracking. In these evaluations, gaze-based document type classification served as the
utility task, while gender prediction exemplified an attacker without prior knowledge
about the target, and user re-identification an attacker with prior knowledge.

7.3.1 Classifier Training

For each task, we trained a support vector machine (SVM) classifier with radial basis
function (RBF) kernel and bias parameter C = 1 on the extracted eye movement
features. We opted for an SVM due to the good performance demonstrated in a large
body of work for eye-based activity recognition [25, 135]. As the first work of its
kind, one goal was to enable readers to compare our results to the state of the art. We
standardized the training data (zero mean, unit variance) before training the classifiers;
the test data was standardized with the same parameters. Majority voting was used to
summarize all classifications from different time points for the respective participant.
We randomly sampled training and test sets with an equal distribution of samples for
each of the respective classes, i.e. for the three document classes, two gender classes
and 20 classes for user identification.

Document Type Classification We trained a multi-class SVM for document type
classification and used leave-one-person-out cross-validation, i.e. we trained on the data
of 19 participants and tested on the remaining one – iteratively over all combinations –
and averaged the performance results in the end. We envision that in the future, only
differentially private data will be available; therefore, we applied our privacy-preserving
mechanism to the training and test sets. However, currently there is non-noised data
available as well: thus, we set up an additional experiment using clean data for training
and noised data for testing.

Gender Prediction We trained a binary SVM for gender prediction, using reported
demographics as ground truth, and applied it again with a person-independent (leave-
one-person-out) cross-validation. Since we are in the without prior knowledge threat
model, we trained on differentially private and non-noised data to model both the future
and current situation, as for document type classification.

User (Re-)Identification We trained a multi-class SVM for user (re-)identification
but without a leave-one-person-out evaluation scheme. Instead, we used the first half of
the extracted aggregated feature vectors from each document and each participant for
training. We tested on the remaining half, since here we are in the with prior knowledge
threat model. In this scenario, we assumed a powerful attacker that was able to obtain
training data from multiple people without noise and was able to map their samples to
their identities. The attacker’s goal was to re-identify these people when given noised
samples without identity labels.
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Implementing the Differential Privacy Mechanism We applied the exponential
mechanism for each of our n = 20 participants and for each of the m = 52 features, using
a subsampling window size w = 10 to reduce sensitivity. In preliminary evaluations, we
observed that subsampling alone had no negative effect on the performance of the SVM.
The sensitivity for our differentially private mechanism was generated by data-driven
constraints: For each feature i, we estimated δi by calculating the global minimum mini

and maximum maxi over all participants and time points and set δi = maxi − mini.
This way, the sensitivity ensures privacy protection even of outliers. The noise we added
in our study can be understood as reading-task-specific noise. For all fi, we used the
same ǫi so that the released data of the whole dataset is

∑52
i=1 ǫi-private.

We repeated our experiments five times each and report averaged results to account
for random subsampling and noise generation effects. As a performance metric, we
report Accuracy = T P +T N

T P +F P +T N+F N
, where TP, FP, TN, and FN represent sample-based

true positive, false positive, true negative, and false negative counts.

7.3.2 Without Prior Knowledge

Figure 7.3: Performance for the threat
model without prior knowledge trained on
differentially private data.

In Figure 7.3, we first evaluated the gender
prediction task, our example for the at-
tacker without prior knowledge, trained on
differentially private (noised) data (Gen-
der DP) for decreasing ǫ values. As one
might expect, decreasing ǫ, and thereby
increasing the noise, negatively influences
the testing performance when trained on
differentially private data with ǫ < 30. For
ǫ = 15, the performance almost drops to
the chance level of 54% (random guess-
ing in a slightly imbalanced case due to
the leave-one-person-out cross-validation).
We conclude that on our dataset, privacy of the participants’ gender information is
preserved for ǫ ≤ 15.

We then evaluated the impact of the noise level for this ǫ-value on utility (see
Figure 7.3) using the SVMs trained for document type classification on noised data.
As expected, noise negatively influences document type classification as well, but to a
lesser extent compared to gender prediction. For privacy preservation, it is sufficient to
set ǫ = 15, resulting in an accuracy of about 55% for docu- ment type classification,
which is still about 22% over chance level.

So far, we have assumed the SVMs were trained on noised data (Document DP).
At present, to the best of our knowledge, all available eye movement data sets are not
noised. To study this current situation, we trained both the gender prediction SVM and
the document type classification SVM without noise and tested at various noise levels.
Figure 7.4a shows the results of this evaluation. As can be seen, also in this scenario,
privacy can be preserved: For ǫ = 20, the accuracy of the gender prediction has dropped
below chance level, while document type classification is still around 70%. We observed
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(a) Performance for the threat model with-

out prior knowledge

(b) Performance for the threat model with

prior knowledge

Figure 7.4: Performances when training on clean data with different threat models.

that even ǫ = 30 would already preserve privacy, since training with noise seems to
balance out some negative noise effects. Thus, we conclude that for both current and
future situations, privacy preservation is possible while preserving most of the utility.

7.3.3 With Prior Knowledge

Finally, we evaluated the with prior knowledge threat model, in which we assumed the
attacker trained a SVM on the data of multiple users without noise and wanted to
re-identify which person a set of noised samples belongs to. Figure 7.4b shows the results
of this evaluation for varying ǫ-values. We again added the document type classification
performance to be able to judge the effects on utility. As expected, the noise on the test
data disturbed the attacker’s classification ability: for ǫ = 40, the attacker’s accuracy
dropped to 50%. For ǫ = 15, it dropped down almost to chance level (6.4%) while the
utility preserved an accuracy of about 70%. We conclude that, in this scenario as well,
it is possible to preserve a user’s privacy with acceptable costs on utility.

7.4 Discussion

7.4.1 Privacy Concerns in Eye Tracking

The ever-increasing availability of eye tracking to end users, e.g. in recent VR/AR
headsets, in combination with the rich and sensitive information available in the eyes
(e.g. on personality [63]), creates significant challenges for protecting users’ privacy. Our
large-scale online survey on privacy implications of pervasive eye tracking, the first of
its kind, yielded a number of interesting insights on this important, yet so far largely
unexplored, topic (see the supplementary material for the full results).

To prevent inference of users’ private attributes from eye tracking data, not every
data representation is suitable. We recommend using statistical or aggregated feature
representations that summarize temporal and appearance statistics of a variety of eye
movements, such as fixation, saccades, and blinks. We are the first to propose a practical
solution to this challenge by using differential privacy that effectively protects private
information, while at the same time maintaining data utility.
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7.4.2 Privacy-Preserving Eye Tracking

Informed by our survey results, we presented a privacy-aware eye tracking method in
a VR setting. This is the first of its kind to quantitatively evaluate the practicability
and effectiveness of privacy-aware eye tracking. For that purpose, we study 1) two
realistic threat models (with and without prior knowledge about the target user), and 2)
different scenarios in training with and without clean/non-noised data. We conducted
an extensive evaluation on a novel 20-participant data set and 3) demonstrated the
effectiveness of the trained threat models on two example privacy-infringing tasks,
namely gender inference and user identification.

Applying differential privacy mitigates these privacy threats. The fundamental
principle of differential privacy is to apply appropriate noise on the data to deteriorate
the accuracy of a privacy-infringing task while maintaining that of a utility task. As
such, the level of noise should be smaller than the inter-class difference in the utility
task but larger than that of the privacy-infringing task.

We showed in our practical evaluations that users’ privacy can be preserved with
acceptable accuracy of the utility task by applying differential privacy. This conclusion
was consistent across different evaluation paradigms in our example study, which aimed
to perform gaze-based document type classification while preserving the privacy of users’
gender and identity.

Our mechanism can be used to sanitize data not only before releasing it to the public,
but also in VR/AR devices themselves, since it sanitizes one user at a time. Although
our example study focuses only on reading, we expect our method to generalize to any
other activity involving eye tracking. Due to our data-driven approach, sensitivity can
be adapted so that a similar trade-off can be found. Depending on sensitivity and data
vector length, the privacy level ǫ of this trade-off may differ from the presented results.
Similarly, our study was evaluated on a typical HCI data set size, and we expect our
approach to generalize to larger data sets that will be available in the future, given the
rapid emergence of VR and eye tracking technology.

To conclude, the proposed method is an effective and low-cost solution to preserve
users’ privacy while maintaining the utility task performance.

7.5 Conclusion

We presented the first privacy-aware gaze interface that uses differential privacy. We
opted for a virtual reality gaze interface, given the significant and imminent threat
potential created by upcoming eye tracking technology equipped VR headsets. Our
experimental evaluations on a new 20-participant data set demonstrated the effectiveness
of the proposed approach to preserve private information while maintaining performance
on a utility task – hence, implementing the principle ensure privacy without impeding
utility.
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Adversarial Examples for Privacy
Protection of Eye Tracking Data
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Recent advances in the miniaturization of eye tracking hardware have paved the way
for the development of lightweight and fully-integrated head-mounted systems [75, 141].
These allow continuous recording and analysis of eye movements in daily life, potentially
over long periods of time. The potential applications for analyzing eye movements
pervasively in daily life are far-reaching and include, for example, computational user
modeling [23, 126, 27], psychology research [76], human-computer interaction [20] or
virtual [48] and augmented reality [60].

However, in addition to these positive use cases, eye movements also contain private
information that could be highly valuable for an attacker, such as personality traits [63],
mental health issues [150] or recent drug consumption [2]. Additionally, the way we
move our eyes reveals person-specific information that allows for individuals to be
identified from eye movements alone [66, 79]. This is particularly concerning given that
people rarely think about, let alone control, their eye movements consciously in daily life.
Combined with the fact that they users not (yet) aware of the rich information content
available in eye movements [P1], this urgently calls for research on privacy-aware eye
tracking – a topic that has only recently started to attract attention in the research
community [P1, 136, 89].

We contribute to this emerging body of research by exploring the potential of
adversarial examples for privacy-aware eye tracking. Adversarial examples are small
perturbations to data that prevent classifier inference while still enabling legitimate usage
(the so-called utility). While adversarial examples are well-studied in computer vision,
machine learning and security [33, 32] only few works in the privacy community have
used adversarial examples as a defense [106, 71, 81] and, to the best of our knowledge,
we are the first to explore them for physiological signals and particularly eye tracking
data. Recent work has explored differential privacy as a means to preserve privacy in
eye tracking [89, P1] but this approach affects the whole signal. In contrast, adversarial
perturbations are targeted to specific gaze data characteristics and, as such, promise
higher privacy and better utility preservation.

Through evaluations on a recent data set by Steil et al. [P1] for document type
recognition from gaze during reading, we demonstrate that adversarial examples can
minimize leakage of gender information and re-identification while usefulness of the
data is preserved. We study different scenarios ranging from modifications at the raw
gaze data level with access to only classification labels to modifications at the feature
level with white-box access to the targeted classifier. Classifiers for eye tracking data
are often using Support Vector Machines (SVM) [P1, 23, 26, 24], thus we study SVM
with radial basis function (RBF) kernels as well.

We additionally propose a privacy-preserving feature selection that enables classifier
designers to protect users’ privacy. Our feature selection method yields a subset of
features that drastically reduces the amount of private information that can be inferred
(e.g. an accuracy reduction by 30% for re-identification) while maintaining over 90% of
the utility.
Organization We first introduce our threat models in Section 8.1 before explaining
how to generate privacy-protective adversarial examples on raw data level in Section 8.2
and on feature level 8.3. We introduce the dataset in Section 8.4 that we use for
the evaluation in Section 8.5. In Section 8.6, we dig deeper into how and why these
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Figure 8.1: Summary of our method: To prevent from inference of private attributes,
such as gender and identity, while maintaining document type recognition utility, we
propose the user to generate adversarial examples at the raw or feature level without
(black-box) or with (white-box) knowledge of the classifier. Additionally, the service
provider can select a subset of features that leaks less private information while still
performing well for the relevant utility task.

adversarial perturbations are protective and derive a privacy-preserving feature selection
method in Section 8.7 before we summarize and discuss our results in Section 8.8.

8.1 Threat Models

We focus on two different scenarios that differ in terms of the user’s knowledge and
privacy threats. Our first threat model assumes the preprocessing and feature extraction
steps are compromised, so the user perturbs the raw data, i.e., the pupil positions
detected by the manufacturer’s software. The user obtains only the classification label
for the perturbed data. We refer to this scenario as “black-box” in the following.

In a setting where eye tracking data is streamed to a service provider for classification,
the service provider probably chooses a compressed representation of the data to be
transmitted. One natural way for such a compression would be to carry out the
preprocessing and feature extraction steps in the user’s device. Therefore, we assume in
our second scenario the user is able to modify the feature representation before it is
sent to the classification service. The data may be eavesdropped or the classification
service itself extracts privacy-sensitive attributes. We additionally assume the user
can train a classification model for these attributes, thus we refer to this scenario as
“white-box” in the following. Notice that eye tracking data is often freely shared for
research purposes. Since the classifiers are often SVM with RBF kernels [P1, 23, 26,
24], they are straight-forward to be trained without dedicated hardware or knowledge
about machine learning beyond applying using existing libraries such as sklearn [19].

8.2 Adversarial Examples at Raw Data Level

In order to relax the assumption on the attacker’s knowledge about the preprocessing
pipeline and classifier, we adopt the HopSkipJump attack by Chen et al. [28]. It is a
black-box attack that queries the classifier and obtains the labels.
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Figure 8.2: Snippets of the different document types shown to the participants

In our case, the user submits raw data to the black-box oracle, which internally runs
the preprocessing pipeline and queries the SVM classifier. The first step in HopSkipJump
is to find an initial sample that is misclassified, and as a second step, this misclassified
example is changed to be closer to the benign sample by estimating the classifier’s
decision boundary. HopSkipJump was developed for image perturbation and samples
a random image initially. In contrast, for eye tracking data we observed that such a
randomly generated sample was usually not misclassified. Therefore, we replaced this
random initialization step with an iterative process that perturbs individual data points
in the sample. First, a set of data points is selected and both measurements of x and
y eye positions are replaced with zero. We call this kind of point a “zero point”, and
it occurs naturally in the data if the tracker is not able to measure the eye’s position
correctly, e.g., because the participant is blinking or due to motion blur during saccades.
We allow for up to 25% of data points that are not “zero points” to be perturbed this
way, which is usually sufficient to find an initial misclassification. HopSkipJump then
further optimizes this initial sample as described by the authors in [28] and implemented
in ART [104]. Notice that HopSkipJump optimizes only those feature dimensions where
the initial sample deviates from the benign sample, so our initialization also decreases
the search space for the adversarial perturbations made, since at most 25% of the data
points are changed initially.

8.3 Adversarial Examples at Feature Level

Our feature level attack is a white-box attack where we assume not only the preprocessing
pipeline is known, but also the targeted SVM. This allows us to use the gradient
information for a gradient-based attack. We opted for the Fast Gradient Sign Method
(FGSM) [55] due to its applicability to SVM, which we explain in the following.
Goodfellow et al. propose to add the following perturbation η:

η = ǫsign(∇xJ(θ, x, y)) (8.1)

for a model parameterized by θ with linearized cost function J for the sample x and its
label y. The gradient of the cost function J with respect to the input x is denoted by
∇x and ǫ is the parameter that determines the size of the perturbation.

In our case of SVM (support vector machine) with RBF (radial basis function)
kernel, ∇xJ(θ, x, y) equals to:
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feature by explanation number of
type features

Fixation [23] rate, computed over pupil positions within one fixation:
mean, max, variance of duration
mean of mean, variance of variance 8

Saccades [23] rate, ratio of (small/large/right/left) saccades,
mean, max and variance of amplitudes 12

Combined [23] ratio saccades to fixations 1
Wordbooks [23] for n-grams of length up to four (including):

number of non-zero entries,
maximum and minimum of entries 24

Blinks [23] rate, mean and variance of blink duration 3
Pupil [23] mean of mean and variance of variance
Diameter during fixations 4

reading [84] euclidean distance between 5% and 95%
features quantile of fixation coordinates, the slope of

saccade directions using linear regression over fixations 2

Table 8.1: We extracted 54 eye movement features to describe a user’s eye movement
behavior.

∑

i

αiyi − 2γe(−γ||x−svi||2(x − svi) (8.2)

according to Biggio et al. [14] where svi denotes the i-th support vector with label yi

and weight parameter αi and γ is the RBF-kernel parameter that describes the locality
of the kernel and || · ||2 denotes the L2 norm.

We use the implementation of FGSM in the Adversarial Robustness Toolbox [104],
which comes in two modes: The one-step procedure described in the original paper by
Goodvellow et al. [55] and the “minimal” mode that step wise increases the amount
of allowed perturbation until a maximal perturbation εmax is reached or the sample
is misclassified. Since the “minimal” mode allows more fine-grained control over the
amount of perturbation, it leads to better empirical results in our experiments.

8.4 Dataset

We used the publicly available data set by Steil et al. [P1]. It contains recordings of
20 participants (10 female and 10 male) that read three different types of documents
(comic, newspaper, textbook) in virtual reality, Figure 8.2 displays snippets of these
document types. Notice that the data set size is common for eye-tracking research data
sets.

Eye movements were recorded by the Oculus DK2 Virtual Reality headset using
the Pupil eye-tracking software [75] at a sampling rate of 30Hz. The three different
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documents for reading were displayed using the program “Virtual Desktop” by Oculus
for Windows. Users were encouraged to read with their usual reading speed and could
read the documents in their preferred order. Notice that our eye tracking measurements
only contain information about the viewing behavior, but not about what exactly the
users looked at. This is because calibration, i.e., the mapping of the eye tracker’s
coordinate system to the coordinate system of the stimulus, was skipped to preserve
users’ privacy.

The software provided by Pupil was used to extract x- and y-positions of the eye,
pupil diameter and confidence level as described in chapter 2. The event detection first
extracts fixations with a dispersion-based algorithm, i.e., if the x- and y-positions of the
eyes are within a radius of 0.02 for at least 0.1 seconds. Saccades can occur between
fixations and are categorized by their direction as in Figure 2.2. Finally, blinks are
recognized if x- and y-position of the eye is zero for at least 0.1 seconds.

The feature extraction processes the series of events from a sliding window into 52
high-level features as described by Bulling et al. [23] and two additional reading-specific
features from Kunze et al. [84], see Table 8.1 for details.

8.5 Evaluation of Privacy Protection Using Adversarial Ex-

amples

At the example of re-identification and gender classification as privacy-sensitive tasks,
we evaluate the influence of adversarial examples. Our goal was not only to protect
the users’ privacy by evading re-identification or gender classifiers, but also to preserve
utility of the data. As a proxy for utility, we used document type classification while
reading. We start by explaining how the classifiers for re-identification, gender and
document classification are trained and then detail the feature level and raw data level
attacks.

8.5.1 Classifier Training

We trained SVM with RBF (radial basis function) kernels with leave-one-person-out cross-
validation using the implementation provided by sklearn [19]. We left the regularization
parameter C at its default 1.0 and the kernel coefficient γ for the locality of the RBF
kernel at its default 1/number of features. The data was mean-centered and scaled to unit
variance. First, we found the optimal window size for document recognition by training
the SVMs on the window sizes 15, 20, 25, 30, 45, 60, 90, 120 seconds and testing on 200
randomly drawn samples per document type from the respective testing participant.
Second, we used the same 200 samples per participant and document type to train one
SVM with the optimal window size to find the best subset of features for document
recognition with forward feature selection. Later, we reported test accuracy on the
remaining samples from the testing participant averaged over all participants. For
gender prediction, we used the same leave-one-person-out cross-validation scheme and
the same samples for testing and trained SVMs for each document type separately. For
re-identification, we also trained for each document type separately. However, we used
one multi-class one-vs-rest SVM for the 20 participants using 200 samples from the
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Figure 8.3: Accuracy before and after evasion, the opaque smaller markers show the
initial accuracy and the larger markers after evasion, different marker shapes show
different classifiers and the colors different documents. The dashed gray line symbolizes
the random guess accuracy. The maximal perturbation εmax was chosen independently
of the target participant.

beginning of the respective recording and the remaining samples were used for testing.
This corresponds to the assumption that the attacker owns data from the target and
wants to re-identify the target based on a similar stimulus.

8.5.2 Adversarial Examples at Feature Level

We first explain the concrete setting of FGSM’s hyperparameters, and then evaluate
their impact in different attack scenarios. FGSM in minimal mode comes with three
parameters: εmax, εs and the choice between targeted and untargeted attacks. For the
maximal allowed perturbation εmax, we tried values between 0.1 and 2.5 with increases
of 0.1. The perturbation per step εs was fixed to 0.1. The resulting adversarial examples
were evaluated on the targeted classifier before and after the perturbation. Additionally,
we also evaluated them on the utility task (document type recognition) and the other
privacy-sensitive task. We focused on untargeted attacks to allow for a fair comparison
between the binary gender classification problem and the multi-class re-identification
problem.

We found that for different participants, different levels of perturbation are best.
Therefore, we evaluated our results once assuming the user is able to infer the optimal
εmax for the participant (person-specific mode) and once assuming the user is not and
uses the εmax that performs best on average over all participants (general mode). Notice
that the user chooses εmax only based on the attack success, independent of the rate of
utility preservation or the performance of any other task.
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(a) Evasion of the re-identification classifier. (b) Evasion of the gender classifier.

Figure 8.4: Influence of person-specific or general choice of εmax on the accuracy of
the different tasks.

General Choice of εmax: Figure 8.3 shows that the evasion is successful: the gender
prediction accuracy drops below the chance level of 0.5 (dashed line) for all three
documents. For re-identification, the chance level itself is low (1/20) due to the 20
different participants), and the performance drops not to chance level, but below
0.2. Thus, adversarial examples provide a considerable amount of privacy protection.
Nevertheless, utility was preserved both when gender or re-identification models are
targeted, as Figure 8.3 shows. Especially for the re-identification case, utility even
increased from 0.946 to 0.999 (comic), 0.951 to 0.981 (newspaper) and 0.8942 to 0.9220
(textbook). We shed light on the reasons for this in subsection 8.6.2.

Additionally, we also observed the effect of adversarial examples on the orthogonal
privacy-sensitive task. Adversarial examples that successfully hide the participants’
gender still leak their identity. However, adversarial examples that hide the identity
also offer some degree of protection against gender inference since the accuracy dropped,
even though the attack was not targeted at gender.
Person-specific Choice of εmax: Comparing the general choice of the maximal pertur-
bation εmax with the person-specific choice, we observed a lower accuracy after evasion
for gender in Figure 8.4b, and similar accuracy for re-identification, see Figure 8.4a.
The former might be explained by different degree of similarity between the participants
and slightly different classification boundaries of the 20 different classifiers.
Using a Subset of Features: So far, we have used a feature set of 54 features,
however, not all of them are relevant for the benign task of document type recognition.
In order to model an honest service provider that optimizes the feature set for higher
accuracy, we evaluated the task with a subset of features. Figure 8.5 displays the results
of gender recognition evasion. The task got harder for the newspaper document, and we
see that the initial accuracy is higher for all three document types. Nevertheless, utility
could still be preserved. The accuracy of re-identification increased due to the feature
subset, however, the adversarial perturbation decreased the accuracy to a larger extend
compared to the full feature set. If re-identification itself was targeted, the task did not
get harder even though the initial accuracy was higher. The decrease in accuracy for
gender recognition was similar to the full feature set and the impact of the evasion on
utility stayed small.
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Figure 8.5: We display the results of the white-box evasion on the subset of features that
is best for document recognition and compare it to the full feature set. The opaque
smaller markers show the initial accuracy and the larger markers after evasion, different
marker shapes show different classifiers and the colors different documents. The dashed
gray line symbolizes the random guess accuracy.
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Figure 8.6: Accuracy before and after evasion in black-box model, the opaque smaller
markers show the initial accuracy and the larger markers after evasion, different marker
shapes show different classifiers and the colors different documents. The dashed gray
line symbolizes the random guess accuracy.

8.5.3 Adversarial Examples at Raw Data Level

In Figure 8.6 we evaluate the black-box attack on gender (upper part) and re-identification
(lower part) similarly to before. In case of the gender evasion, the accuracy was well
below chance level and even smaller than the previously shown white-box attacks with
FGSM. It is also possible to evade the re-identification classifier. However, the utility
was severely impacted and reached only 0.4 for newspaper (recall that chance level is
1
3 due to the three document types), and was highest for comic with almost 0.77. We
investigated this further in subsection 8.6.1.

When we evaded the re-identification classifier, the utility was preserved better and
stayed above 0.7. Again, the other privacy-intrusive task, here gender classification, also
suffered from the perturbations and it was almost impossible to predict gender correctly
even though that was not the goal of the evasion.

We observe that evading the classifiers on raw data in the black-box model is less
targeted to the privacy-sensitive task compared to the white-box model, but it was still
possible. Our findings suggest that such an evasion might even be beneficial for other
privacy-sensitive attributes without explicitly optimizing for them.
Using a Subset of Features: The evasion on raw data still worked if just a subset
of features was used, see Figure 8.7. For re-identification, the difference in accuracies
between full feature set and feature subset is small. Gender evasion, however, is harder
on the feature subset compared to the full set of features. It might be necessary to induce
larger changes on the raw data to influence the remaining features. The effect is clearly
more pronounced for gender, where the utility changed drastically, from almost 0.8
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Figure 8.7: We display the results of the black-box evasion on the subset of features that
is best for document recognition and compare it to the full feature set. The opaque
smaller markers show the initial accuracy and the larger markers after evasion, different
marker shapes show different classifiers and the colors different documents. The dashed
gray line symbolizes the random guess accuracy.
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Figure 8.8: Average fraction of data points labeled differently due to adversarial pertur-
bation on raw data level in different settings. The error bars show the standard deviation
among the 20 participants.

down to less than 0.5 accuracy for comic, while the utility for newspaper increased from
0.4 to 0.9 accuracy, and for textbook from 0.4 to 0.55. Notice that the subset of features
was optimized for document recognition, thus a higher initial accuracy is expected. The
utility changes from full feature set to subset were small for the re-identification attack,
where we again observe slight increase for newspaper, very little changes for textbook,
but an increase for comic.

8.6 Understanding the Impact of Adversarial Examples

The impact of the different methods for adversarial perturbation on utility are diverse
and unexpected in some cases, thus we study the effects in more depth to explain them
better.

8.6.1 Impact of Adversarial Perturbations at Raw Data Level

We observed the changes in the first processing step, event detection, when submitting
a perturbed data sample instead of the original raw eye tracking data.

We measured the fraction of data points that were labeled differently in the adver-
sarially crafted sample compared to the original sample by the event detection step,
Figure 8.8 visualizes the results for all events. The perturbed samples changed between
8% and over 35% of the data points’ labels. Recall that we set a bound of up to
25% of changed data points in the initializer, however, the event detection considered
multiple data points at once which explains the additional changes. The high standard
deviation indicates large differences between the participants, nevertheless, we can say
that comic samples were changed less overall than newspaper and textbook samples.
There tended to be fewer changes necessary in order to evade the gender classifier
compared to re-identification. Also, if just a subset of features was used by the classifier,
fewer changes were necessary on average, with perturbations against the gender classifier
on newspaper being an exception.

As a second step, we studied the changes in more detail and plot confusion maps in
Figure 8.9. We observed that mostly fixations turn into saccades. This is not surprising
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(a) Evading the gender classifier on the full

feature set

(b) Evading the gender classifier on the sub-

set of features

(c) Evading the re-identification classifier on

the full feature set

(d) Evading the re-identification classifier on

the subset of features

Figure 8.9: Fraction of data points that were changed due to perturbations at raw data
level, the y-axis denotes the original label and the x-axis the label after perturbation.
The question mark indicates no event could be recognized. The results are averaged
over samples and participants. We only show the newspaper document here since the
other documents show similar patterns.

given that our event detection algorithm required points to be within a small radius
to be recognized as a fixation, and changes to individual points are likely to exceed
this radius. For re-identification evasion, we observe that saccade directions change,
i.e., the data point was still recognized as a saccade, but the saccade is mapped to
a different “letter” (see Figure 2.2) that encodes the direction. The changes induced
to evade the gender classifier however were wider spread and include all event types
being mistaken for saccades, even though to a smaller degree than fixations. These
wide spread changes may be an explanation why gender evasion had such a negative
impact on utility. The patterns described here are visible for all document types, thus
we visualize only newspaper here.

We conclude that black-box evasion with HopSkipJump induce a considerable amount
of “fake” saccades that result in wide-spread changes in the feature extraction step,
especially for gender evasion.
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Figure 8.10: Features ranked by v_score for the different tasks, different marker colors
represent different types of features. We highlight the distinguishing features with lines
and further features of interest with squares and circles. We observe different features
being distinguishing for the different tasks.

8.6.2 Impact of Adversarial Perturbations at Feature Level

We expected utility to drop as privacy increased, thus we were surprised by the result
that white-box attacks with FGSM preserved utility when defending against gender
classification and even increased utility for re-identification defense. In order to under-
stand the reasons for this positive surprise, we first used clustering to identify a small
set of features to focus on. Then, we studied the changes in data distributions due to
adversarial perturbations on these features.

Clustering each feature separately allows to judge the information of each feature
separately, as opposed to classifiers such as random forests or linear SVMs that output
feature importance. Additionally, findings from clustering are more likely to generalize
to different classifiers. Thus, we used sklearn’s[19] implementation of k-means clustering
on the complete data set in each feature dimension separately. We set the number of
clusters to three, i.e., the number of different documents in our data set, and checked
the performance of clustering with respect to the document ground truth labels using
the v_score. The higher the v_score, the better the data separates in this feature
dimension, thus, the feature may be more important for the classifier. Formally, the
v_score is defined by Rosenberg et al. [121] as the harmonic mean between homogeneity
and completeness. Homogeneity is maximized if all clusters contain only members of
the same class, and completeness is maximized if all data points of the same class are in
the same cluster, so the v_score is given by:

v_score =
(1 + β) ∗ homogeneity ∗ completeness

β ∗ homogeneity + completeness
(8.3)

where β can be used to give stronger weight to homogeneity or completeness, but we
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feature name v_score

maximum of wordbooks length 1 0.401
difference between maximum
and minimum wordbooks length 1 0.401
ratio positive saccades 0.373
ratio negative saccades 0.373
maximum of wordbooks length 2 0.366
difference between maximum
and minimum wordbooks length 2 0.366
variance wordbooks length 1 0.349
maximum of wordbooks length 3 0.338
difference between maximum
and minimum wordbooks length 3 0.338
variance fixation duration 0.327

Table 8.2: The top 10 v_scores of clustering feature-wise, we used the document labels
as ground truth. Gray marked features are excluded from later analysis because of
similar behavior to the other features.

leave it at the default 1.0.

Distinguishing Features: The features with the ten highest v_scores are listed in
Table 8.2. We notice that several features are very similar: The maximum of the
wordbooks with length one is equal to the difference of maximum and minimum since
the minimum is always zero on on our data, similarly for wordbooks of length 2 and
length 3. The ratio of positive saccades is dual to the ratio of negative saccades. Finally,
the variance of wordbooks with length one is distributed very similar to the maximum
when plotting a histogram of the data. Thus, we reached a set of five features that
we refer to as “distinguishing features” in the following and marked black in Table 8.2.
These features lead to a testing accuracy of 0.8 for document recognition when training
the same SVM with RBF kernel on the same samples, thus, these features are not only
distinguishing in general, but also for our specific classifier.

We applied clustering to each document type individually and computed v_scores
with respect to gender labels (and set k=2) and identity labels (and set k=20). In
Figure 8.10 we show how distinguishing our five features are for the gender task and the
re-identification task. We see that these distinguishing features had low rank for identity,
and the features distinguishing identities had low rank for document recognition. The
effect was smaller for gender recognition, which also had larger differences in feature
ranks between newspaper and textbook on the one hand and comic on the other
hand. We conclude that especially the re-identification task and the document type
recognition task rely on different feature dimensions. Thus, if FGSM changes mostly
those dimensions relevant for re-identification or gender respectively, the distinguishing
features for document recognition can still be used by the respective classifier.

Effect of Perturbations: Next, we looked at the adversarial perturbations in these five
distinguishing feature dimensions. Figure 8.11a to Figure 8.11e compare the histograms
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(a) Feature maximum of word-

books length 1

(b) Feature ratio positive sac-

cades

(c) Feature maximum of word-

books length 2

(d) Feature maximum of word-

books length 3

(e) Feature variance fixation

duration

Figure 8.11: Histograms with 30 bins of the five most distinguishing features on the original
(solid lines) and perturbed (dotted lines) data for gender and re-identification evasion
respectively, colors denote different ground truth document labels.

of these adversarial examples with the benign data they were generated from, in both
cases, we used the best values of εmax as found above in the general setting. Additionally,
we also applied k-means clustering on the adversarial examples to observe the change in
v_score with respect to document type labels due to the perturbations. Notice that the
benign distributions are not identical across gender and re-identification because test
data for re-identification was sampled temporally while the data for gender classification
was sampled uniformly. The data was mean-centered and scaled to unit variance with
respect to the document classification training data before adversarial examples were
generated.

The most distinguishing feature is wordbooks of length 1, Figure 8.11a shows the
shifts in distributions due to the perturbations. We observe for re-identification that the
perturbation modified newspaper samples that were between -1 and 0, which resulted
in better distinction to textbook samples. This is also visible in the increase of the
v_score. The effect was smaller for gender and barely visible from the histogram. In
general, the reading of a comic seems to trigger more diverse saccade patterns that lead

128



8.7. PRIVACY-PRESERVING FEATURE SELECTION

to smaller minima in each type of wordbook features.
Also, the second most distinguishing feature captures saccades, namely, positive

saccades going upwards or to the right. Figure 8.11b shows that both textbook and
newspaper distributions had two peaks, while comic had only one peak in between.
The re-identification evasion shifted the lower parts of both newspaper and textbook
distributions towards higher values resulting in less variance and a smaller v_score.
This effect was smaller for gender.

The next two distinguishing features are both wordbook features of lengths two and
three, i.e., n-grams of two and three saccades. Newspaper tends to have larger values,
comic smaller values and much less variance. In both cases the re-identification attack
shifted the lower part of the newspaper distribution making the distributions easier to
distinguish by eye and by v_score, see Figure 8.11c, Figure 8.11d.

Finally, the variance in fixation duration was in general higher for comic, and very
similar for newspaper and textbook. Again, Figure 8.11e shows that the re-identification
evasion helped to distinguish the document classes by moving the comic samples of
lower variance, this effect was lower for the gender evasion.
Conclusion: For the most distinguishing features, the perturbation for the re-identification
classifier decreased person-specific information in the samples and simultaneously in-
creased the difference between the documents. This showcases that privacy and utility
are not necessarily competing goals. For the eye tracking user, this is a positive finding
because utility increases while privacy is protected better.

8.7 Privacy-Preserving Feature Selection

In the previous section, we observed that the features that were important for our three
classification tasks differ. Therefore, we study in this section whether it is possible to
select a feature set that enables the utility task while minimizing the amount of private
information contained in the features. If such a privacy-preserving feature set can be
found, classification providers can use it to reduce the amount of private information
that can be eavesdropped while the data is streamed for classification.
Method: We extended the classical forward feature selection, but notice that our
findings generalize to other forms of feature selection. Forward feature selection itera-
tively grows the set of selected features by adding all possible features f , one at a time,
evaluating the accuracy αu,f , and growing the feature set by the feature that lead to
the largest accuracy. We extended this scoring function s(f) by fitting a second privacy
classifier obtaining αp,f and then using a privacy weight w to tune the trade-off between
utility and privacy:

s(f) = αu,f ∗ (1 − w) + (1 − αp,f ) ∗ w (8.4)

For w, we try 0.1, 0.15, 0.2, 0.25, 0.3, 0.5 and 0.6 and estimate αp,f based on
re-identification accuracy, gender classification accuracy, or both. In the latter case, we
distributed w evenly to both tasks.
Evaluation: We tested the resulting feature set and the validation accuracy shows
that at 0.15 there was already some privacy improvement with almost no influence on
utility. Increasing w beyond 0.3 did not improve privacy further. Thus, we picked these
two trade-off values and evaluated the feature set on the test set.
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(a) Impact on re-identification accuracy
(b) Impact on gender classification accu-

racy

Figure 8.13: Test accuracy of privacy-sensitive classifications when selecting features
with different privacy notions.

Figure 8.12: Impact of different privacy-
preserving feature selection methods on
document type classification accuracy.

In Figure 8.12 we show the document
type classification accuracy for the two
selected w in comparison to the standard
feature selection for the three scenarios.
The accuracy stays above 0.85 and suf-
fered less from optimizing for gender pri-
vacy than for re-identification privacy. We
observe in Figure 8.13a and Figure 8.13b
that the highest privacy protection was
achieved when the feature selection was
targeted to the privacy task, this is ex-
pected. Nevertheless, also optimizing for
the other privacy-relevant task decreased the privacy leakage to some degree. Thus,
there is hope that such privacy-preserving feature selection decreases leakage even for
tasks that are overlooked at the point of feature selection. When we optimized for both
privacy tasks, we could not achieve both good gender and re-identification privacy at
the same time.

In order to find an explanation for that, we study the selected features, shown in
Table 8.3 for the higher privacy weight 0.3. Taking re-identification into account lead to
a very small feature set and the increase of w from 0.15 to 0.3 yielded a proper subset
of the previously selected features. Notice that we selected features for different values
of w independently, but for the same training data. The feature set was larger when
taking gender classification into account instead, however, still smaller than the set
returned by standard feature selection. Moreover, the set for w=0.3 was not a subset.
With one exception, all features selected with re-identification privacy were also part of
feature set selected by standard feature selection, while we obtain more features that
would be rejected when taking gender classification into account.

There are only two features that are selected in all three cases, the maximum of
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wordbooks with length 1 and the distances covered during the time window. Figure 8.10
highlights that the maximum of wordbooks with length 1 was most distinguishing for
document type recognition, and much less distinguishing for gender classification and
re-identification. The distance covered, marked in green squares, was almost irrelevant
to re-identification, more distinguishing for document type recognition and had very
mixed leakage of gender information across the different document types. Thus, it
was not surprising that these two features are often a good trade-off between privacy
and utility. We conclude that features which increase document classification accuracy
without leaking too much private attributes heavily depends on the privacy notion.

8.8 Discussion and Conclusion

Our goal was to use adversarial perturbations to reduce the leakage of private information
in eye tracking data. Our experiments in section 8.5 show that users can protect their
privacy with and without knowledge about the classifier inferring their private attributes
as the success rates are comparable. However, knowledge about the classifier and
preprocessing pipeline lead to smaller perturbations that maintain or even increase
utility. Moreover, the white-box attack has low run time and could be used in an
online setting where data is streamed to the service provider. Thus, our evaluations
demonstrate that adversarial examples can be used as an ad hoc defense against leakage
of private information from eye tracking signals.

We observed that privacy and utility were not conflicting goals, and that an increase
of the utility is even possible while the private information is hidden due to the adversarial
perturbation. Thus, we studied the phenomenon in depth in subsection 8.6.2 using
classifier-agnostic clustering and found that features important for the utility task were
positively influenced by adversarial examples against re-identification. Future work
can explore the usage of adversarial examples for data augmentation and data quality
improvement. Given the small number of participants in typical eye-tracking studies,
removal of person-specific characteristics with adversarial perturbations might be an
important preprocessing step for eye tracking research.

Clustering also demonstrated that the features important for utility and for distin-
guishing participants are vastly different. That finding inspired the privacy-preserving
feature selection to trade-off privacy and utility already in the design state of the
classifier. This method might be adopted in the following scenario: A service provider
wants to hide protect the intellectual property in the classifier for eye-tracking data,
thus requires data to be uploaded to the service provider’s servers. The selection of a
feature subset that minimizes the amount of private information in transfer drastically
reduces the privacy risks and might be crucial for privacy-conscious users.

We hope this combination of adversarial examples, clustering and feature selection
fuels further research towards understanding eye tracking data and its privacy risks and
leads to more robust and more secure data processing pipelines.
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standard feature selection re-id. gender gender and
privacy privacy re-id. privacy

rate of large saccades - - -
rate of positive saccades - - -
ratio small / saccades - • •
ratio positive saccades - - -
ratio negative saccades - - -
mean saccade amplitude - - -
var saccade amplitude - • -
max fixation duration - • -
var var y - - -
mean mean diameter during fixations - - -
var mean diameter during fixations - - -
mean var diameter during fixations - • -
var blink duration - • •
non zero entries WB1 - - -
max WB1 • • •
min WB1 • - •
var WB1 - - -
min WB2 • - •
var WB2 - - -
max WB3 - - -
min WB3 • - •
var WB3 - • •
non zero entries WB4 - - -
max WB4 - • -
min WB4 • - •
var WB4 - - •
distance covered • • •
slopes saccade direction - - -

Table 8.3: Features selected by different feature selection techniques. • denotes the
feature is selected for privacy weights w 0.3. Features that we identified before as
distinguishing features are marked in italic font, and features not part of the standard
feature selection set are gray.
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The contributions of this thesis are two-fold: first, to uncover privacy risks of a
variety of biomedical data types, and second, to develop tools for privacy-preserving
data sharing.

As opposed to genome data, other biomedical data such as methylation, microbiome
and eye tracking data have not been studied extensively for their privacy risks. However,
because these data types are influenced more by the environment [70, 127, 86, 63], they
leak personal information about the target such as the current health status or the
current environmental settings. On the other hand, data sharing is crucial to advance
biomedical research given that measuring the data of a sufficiently large population is
complex and costly. Therefore, we propose methods for privacy-preserving data sharing
that protect the data donors’ privacy and maintain utility for research purposes.

In the first work presented in Chapter 4, we have thoroughly analyzed whether and
to what extent DNA methylation databases are prone to membership inference attacks.
In particular, we have considered two attacker models: one assuming the adversary to
know her victim’s methylation profile, and the second assuming the adversary to know
only her victim’s genotype. For both settings, we have studied traditional statistical
attacks based on the L1 distance and on the likelihood-ratio test. Additionally, we have
proposed a new machine-learning attack that is able to exploit the fact that not all
methylation data are equally informative for membership inference. In this setting, we
have further studied data transferability, i.e., to which extent learning features from
a data set different from the targeted data set influences the attack results. For the
genome-based inference of membership, we have specifically designed the LLR attack
to capture the probabilistic dependencies between the two types of data, and have
identified a sufficient statistic for this attack.

We have evaluated our attacks on six different data sets, overall containing the DNA
methylation profiles of 1,320 patients. Our empirical results consistently demonstrate
the success of membership inference attacks over different tissues and diseases. Even
though we were limited by the small number of patients in most of the data sets, the
experiments with the larger breast cancer data set suggested that our findings may
scale. We concluded that the membership privacy of contributors to DNA methylation
databases is put at risk even if the adversary does not directly get access to their
methylation data but only their genomes.

Performing the membership inference attacks with DNA methylation data at different
points in time is a future direction that is worth investigating. Moreover, designing
attacks that exploit dependencies between methylation points is another interesting
direction for future work.

Given the severe privacy risks that we uncover with our attacks, protection mecha-
nisms are necessary. We explored one direction, the perturbation with randomly sampled
noise to achieve differential privacy [36]. The challenge was to tailor a mechanism to this
specific case with high data dimensionality and few individuals (currently) contributing
their data. In line with other applications such as MBeacon [P3], we believe that
there is a clear benefit from sharing population-wide mean methylation values. Mean
methylation values could become as relevant and well-studied as minor allele frequencies
are today for the genome.

In Chapter5 we also used DNA methylation data, but studied a concrete data-sharing
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scenario. We showcase that a protection mechanism designed specifically for the use
case and data can effectively mitigate privacy threats while maintaining utility.

We extended the Beacon system, a search engine for genome data whose answers are
either “Yes, we have such data” or “No, we do not have such data”. Knowing whether
similar data is available helps researchers to find further data sets of interest. Despite
a coarse-grained input format (queries only for a single position) and output format
(binary yes/no), Beacons are vulnerable to membership inference attacks. Therefore, we
followed a privacy-by-design principle for our extension to methylation data that we
called MBeacon.

We first illustrated the severe privacy risks by conducting a membership inference
attack based on the LR test. Experimental results on multiple data sets showed that with
100 queries, the adversary was able to achieve a superior performance. Then, we proposed
a defense mechanism, SVT2, to implement our privacy-preserving MBeacon. Our SVT2

is an advancement of the sparse vector technique, one type of differential privacy
algorithms. We theoretically proved that SVT2 is differentially private. Since the goal of
MBeacon is to facilitate biomedical data sharing, we proposed a new metric for measuring
researchers’ utility considering a realistic scenario. Extensive experiments demonstrated
that, using carefully chosen parameters, MBeacon can degrade the performance of the
membership inference attack significantly without substantially hurting the researchers’
utility.

There are two directions we want to explore in the future. First, we plan to extend
the Beacon-style system to other types of biomedical data, such as gene expression,
microRNA or laboratory tests. In particular, this requires to adapt the estimate of the
general population accordingly. Second, the current Beacon systems only support queries
on a single position. We plan to extend the Beacon system to support multiple-position
queries. On one hand, this new system should improve the utility for the researchers.
On the other hand, it will raise new privacy challenges.

We demonstrated in Chapter5 the importance of a concrete scenario and a thorough
understanding of the data and privacy risks to develop a targeted defense mechanism
that is able to balance privacy and utility. For microbiome data, the underlying privacy
risks need to be uncovered first, which we did in Chapter 6. We defined and evaluated
a variety of attack scenarios and attack methods and found that already simplistic
methods based on euclidean distance or cosine similarity can work surprisingly well.
Using more sophisticated machine-learning models, an AUC of 0.8 was often reached or
exceeded, which demonstrated that privacy is at risk. This was also true if the attacker
possesses samples from different points in time, or from different body sites. During
our attacks, we have not incorporated specific biological knowledge, for example, the
“family tree” of the OTUs features and the induced distances. Biomedical studies taking
these into account show higher performance in their respective classification task [46,
119]. Therefore, we hypothesize that our analysis rather underestimated the privacy
risk, and plan to explore this hypothesis in future work.

A limitation of our study was the amount of data per body site that we had available,
which is only up to 100 samples from different people. While this was significantly
more than previous small-scale studies with less than 20 people, our results should be
re-evaluated as soon as data sets of several hundreds of people become available.

137



CHAPTER 9. CONCLUSION

Additionally, we studied three simple defense mechanisms, but none of these methods
showed a convincing drop in performance. These findings call for more sophisticated
methods, such as adding differentially private noise, working with well-chosen subsets
of the data or encrypted data only. We leave it to future work to explore these options.

While access to methylation and microbiome data require direct contact with
the target or a hack into medical databases, eye tracking data is easier to obtain.
Compromising eye tracking headsets or classification providers suffices to leak eye
movement data at scale. In Chapter 7 we therefore presented the first privacy-aware
gaze interface that uses differential privacy. We opted for a virtual reality gaze interface,
given the significant and imminent threat potential created by upcoming eye tracking
technology equipped VR headsets. Our experimental evaluations on a new 20-participant
data set demonstrated the effectiveness of the proposed approach to preserve private
information while maintaining performance on a utility task – hence, implementing the
principle ensure privacy without impeding utility.

We additionally explored another technique to reduce the leakage of private infor-
mation in eye tracking data in Chapter 8. Instead of differential privacy, we proposed
targeted noise generated with adversarial examples. Our experiments show that users
can protect their privacy with and without knowledge about the classifier inferring their
private attributes as the success rates are comparable. However, knowledge about the
classifier and preprocessing pipeline lead to smaller perturbations that maintain or even
increase utility. Moreover, the white-box attack has low run time and could be used in
an online setting where data is streamed to the service provider. Thus, our evaluations
demonstrate that adversarial examples can be used as an ad hoc defense against leakage
of private information from eye tracking signals.

We observed that privacy and utility were not conflicting goals, and that an increase
of the utility is even possible while the private information is hidden due to the adversarial
perturbation. Thus, we studied the phenomenon in depth in subsection 8.6.2 using
classifier-agnostic clustering and found that features important for the utility task were
positively influenced by adversarial examples against re-identification. Future work
can explore the usage of adversarial examples for data augmentation and data quality
improvement. Given the small number of participants in typical eye-tracking studies,
removal of person-specific characteristics with adversarial perturbations might be an
important preprocessing step for eye tracking research.

Clustering also demonstrated that the features important for utility and for distin-
guishing participants are vastly different. That finding inspired the privacy-preserving
feature selection to trade-off privacy and utility already in the design state of the
classifier. This method might be adopted in the following scenario: A service provider
wants to hide protect the intellectual property in the classifier for eye-tracking data,
thus requires data to be uploaded to the service provider’s servers. The selection of a
feature subset that minimizes the amount of private information in transfer drastically
reduces the privacy risks and might be crucial for privacy-conscious users.

While the privacy risks of various biomedical data types depend on their biologi-
cal function, attack techniques are often similar. Membership inference attacks and
classification of private attributes have been explored here. The biological function
also dictates the use cases and in order to not decrease usefulness of the data after
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the application of privacy protection measures, these must be tailored to the use case.
Future work should investigate whether use cases and attacks can be formalized into a
general framework that simplifies the choice and implementation of standard techniques
such as differential privacy.
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