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ABSTRACT 
In the media, in policy-making, but also in research articles, algorith-
mic decision-making (ADM) systems are referred to as algorithms, 
artifcial intelligence, and computer programs, amongst other terms. 
We hypothesize that such terminological diferences can afect peo-
ple’s perceptions of properties of ADM systems, people’s evalua-
tions of systems in application contexts, and the replicability of 
research as fndings may be infuenced by terminological difer-
ences. In two studies (N = 397, N = 622), we show that terminology 
does indeed afect laypeople’s perceptions of system properties (e.g., 
perceived complexity) and evaluations of systems (e.g., trust). Our 
fndings highlight the need to be mindful when choosing terms to 
describe ADM systems, because terminology can have unintended 
consequences, and may impact the robustness and replicability of 
HCI research. Additionally, our fndings indicate that terminology 
can be used strategically (e.g., in communication about ADM sys-
tems) to infuence people’s perceptions and evaluations of these 
systems. 
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1 INTRODUCTION 
When the public discusses algorithmic decision-making systems 
(ADM systems) – systems that either automate decision-making or 
support human decision-making – when journalists report about 
such systems, and when policy-makers develop regulations about 
such systems, there is a variety of terms used to refer to them. For 
instance, newspaper articles refer to such systems as intelligent 
systems [42], as algorithms [13], or robotic systems [22]. Likewise, 
there is large variety in terminology used to refer to ADM systems 
in policy-making documents. For instance, within the European 
Commission’s “Ethics Guidelines for Trustworthy AI” [50], the 
authors refer to ADM systems as algorithms, artifcial intelligence, 
AI technologies, AI systems, and robots whereas the General Data 
Protection Regulation (GDPR) refers to ADM systems as automated 
means. 

Similar variation in the terminology used to refer to ADM sys-
tems also occurs in research investigating interactions between 
humans and ADM systems. In such research, researchers develop 
materials where they describe the respective system to their partic-
ipants. For instance, researchers might be interested in how trust-
worthy their participants perceive a system to be [39] or may in-
vestigate whether participants accept the respective system [34]. 
In such studies, research has used the terms algorithm [39], auto-
mated system [33], artifcial intelligence [40], computer program 
[28], machine learning [26], sophisticated statistical model [17], or 
robot [51] – all to refer to a system that either automates decision-
making or that supports human decision-making in a variety of 
application contexts (e.g., for systems that support hiring decisions 
[34], medical decisions [33], or bail decisions at court [28]). 

Whereas all those terms refect a similar idea – a system that 
interacts with humans – they might induce very diferent mental 
pictures, expectations, and thoughts associated with the ADM sys-
tem in question. More generally, presenting participants a system 
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using the term “automated system” versus “algorithm” versus “ar-
tifcial intelligence” may afect how people perceive and evaluate 
these systems. On the one hand, this may afect the robustness 
and replicability of HCI research as fndings may vary between 
studies only because of terminological diferences. For instance, 
people’s acceptance of an ADM system in medicine might difer 
depending on whether the system is described as an “algorithm” 
or as a “computer program”. On the other hand, communicating 
about ADM systems (e.g., in policy-making) using the term “au-
tomated system” versus “artifcial intelligence” might alter what 
people expect when they hear the respective term. For instance, an 
“automated system” might sound less advanced compared to using 
“artifcial intelligence” and this could afect initial perceptions of 
trustworthiness with respect to the system in question because “ar-
tifcial intelligence” is associated with a system with more potential 
than an “automated system”. 

In this paper, we propose that terminology crucially afects the 
ways in which people perceive and evaluate ADM systems. More 
precisely, we argue that the choice of the term used to refer to 
ADM systems will afect people’s perceptions about the proper-
ties of the system (e.g., perceived complexity) as well as people’s 
evaluation of the system (e.g., trust evaluations) in application con-
texts. We conducted two experimental, between-subject studies to 
test whether terminology matters, and if diferent terminology can 
cause diferent efects in communication about ADM systems. In 
the frst study, we varied ten terms that research has used to refer 
to ADM systems to explore how this afects people’s perceptions 
of properties of the respective systems. Additionally, we examined 
terminological efects on people’s evaluation of whether systems 
or humans are better able to conduct a set of diferent tasks (e.g., 
medical diagnoses, criminal recidivism prediction). In the second 
study, we used vignettes of a well-known study in HCI by Lee [39] 
and varied the term used within those vignettes to test if evalua-
tions of fairness and trust in application contexts difer depending 
on the terminology used to refer to ADM systems. 
Contributions. In this paper, we contribute to research on HCI by 
showing that terminological diferences afect 

• Human perceptions of properties of ADM systems (e.g., per-
ceived complexity) 

• Human evaluations of systems (e.g., trust) 
We thereby highlight the importance of terminology in commu-

nication about ADM systems. On the one hand, variation in termi-
nology can have unintended negative efects on the robustness and 
replicability of HCI research. On the other hand, terminology can 
be used strategically to steer human perceptions and evaluations 
of such systems. 

2 RELATED WORK 

2.1 Why terminology may matter 
Studies throughout disciplines have shown the importance of termi-
nology as it can afect human perceptions, emotions, and behavior 
[19, 55, 58]. We propose that terminological diferences used to refer 
to ADM systems in HCI will afect people’s perceptions and eval-
uations of ADM systems. Specifcally, research has used a variety 
of terms to refer to ADM systems [30, 36, 57] which applies to the 
description of ADM systems within papers but more crucially to 

the communication about ADM systems when presenting them to 
research participants. For instance, Wang et al. [67] told their par-
ticipants that an “algorithm” processes their MTurk work history, 
decides who will get a promotion (i.e., become a master worker), 
and then asked participants to evaluate fairness of the algorithm-
based decision. In a school admission scenario, Marcinkowski et al. 
[45] told participants that an “AI technology” analyzes applicant 
data and recommends applicant approval or rejection. They also 
asked for participants’ evaluations of the fairness of the AI tech-
nology’s decision. In a work scheduling setting, Uhde et al. [62] 
told participants that a “system” decides who gets vacation and 
asked them to report how they perceive and evaluate system-based 
decisions for scheduling. Even in single papers presenting multiple 
studies, terminology to refer to ADM systems might vary. For exam-
ple, Longoni et al. [43] present multiple studies on the acceptance 
of AI in healthcare (e.g., in skin cancer screening). In their studies 
they described to participants that the respective ADM system is 
a “computer [that] uses an algorithm”, “a computer that is capable 
of artifcial intelligence”, “a computer program” or “a well-trained 
algorithm” that provides outputs that help to make medical deci-
sions. As another example, Binns et al. [6] asked participants about 
their evaluations of situations where a “computer system” or a “pre-
dictive model” is used to decide whether a person should receive a 
promotion. 

Terminology efects might be especially infuential in previous 
studies because participants often received limited information re-
garding the system in question. In fact, Langer and Landers [36] 
reviewed research on people’s perceptions and evaluations of auto-
mated systems in diferent decision-making situations (e.g., manage-
ment, healthcare). In many of the studies they reviewed, the term 
to refer to the system was the main experimental manipulation as 
it was this term that informed people about the fact that there is an 
ADM system automating decisions or supporting decision-making. 
For instance, Nagtegaal [47] told participants that a “computer, us-
ing an automated algorithm”, decides about travel reimbursement 
or evaluates employee performance. In Langer et al. [34], the only 
information their participants, who had to record responses to job 
interview questions, received was that a “computer will automati-
cally analyze the audio recordings and evaluate [their] answers”. 
In both these examples, the focus seems to be on the automation 
of a decision by an ADM system without further specifying this 
system. In further examples, Shafer et al. [56] described to partici-
pants who had to rate the expertise of doctors that a “doctor [...] 
indicates she is going to use a decision aid [computer program]” 
and Dietvorst et al. [17] described to their participants who had the 
option to use outputs by a model as additional information to fore-
cast student performance that “the admissions ofce had created a 
statistical model that was designed to forecast student performance” 
and provide the additional information that this model is “sophis-
ticated”. In both these examples, ADM systems were introduced 
to support decision-making but there was no further information 
about underlying technology or about, for instance, how the system 
produces its outputs. In other work (e.g. [51]), terminology such as 
robot may have been chosen deliberately to describe an embodied 
ADM system and to additionally anthropomorphize the system 
by describing it as a humanoid robot. Importantly, in these and 
in many more studies investigating people’s reactions to (partly) 
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automated decision-making [36], there was limited additional infor-
mation regarding the functionalities or performance of the system, 
limited information regarding how the system works, and espe-
cially a limited rationale regarding why respective authors chose a 
specifc term to describe an ADM system to participants. Without 
additional information about how a respective system works, or 
about functionalities of a system, people need to rely on salient 
aspects within study information to form their perceptions and 
evaluations of the respective situation [1, 4]. This kind of salient 
information can be the term used to refer to ADM systems. 

To decide which terms to investigate, we drew on Langer and 
Landers’ [36] review that provides an overview on the terms re-
search has used to describe ADM systems. Additionally, we added 
two more terms that have been used to refer to ADM systems in 
studies not included in Langer and Landers’ review. We added the 
term “technical system” [46] as a term that is very generic, as well 
as the term “sophisticated statistical model” [17] as a term that is 
very specifc. Table 1 presents the fnal set of terms we decided to 
investigate as well as sample sources that have used these terms in 
their studies. 

Table 1: Terminological diferences to refer to ADM systems 
with the 10 terms used in Study 1 and exemplary studies that 
have used these terms. 

Term Exemplary Study 
Algorithm Lee [39] 
Automated system Keel et al. [33] 
Artifcial intelligence Marcinkowski et al. [45] 
Computer Langer et al. [34] 
Computer program Grgić-Hlača et al. [27] 
Decision support system Shibl et al. [60] 
Machine learning Gonzalez et al. [26] 
Technical system Montague et al. [46] 
Robot Ötting and Maier [51] 
Sophisticated statistical model Dietvorst et al. [17] 

2.2 Consequences of terminological diferences 
In this paper, we empirically investigate two broad consequences 
of terminological diferences when referencing ADM systems. First, 
we explore consequences for perceptions of properties of ADM 
systems. For this, we investigate what kind of properties people 
associate with diferent references to ADM systems, irrespective of 
the context in which the ADM system is used. In other words, to 
shed light on the properties associated with the respective term to 
describe ADM systems, we chose to only vary the term and to not 
give any additional information (e.g., on system functionalities or 
the application context). Understanding how terminology afects 
perceptions of properties associated with the entity is important as 
this might provide us with insights regarding what basic properties 
are associated with diferent terms, which might allow conclusions 
regarding more downstream consequences (e.g., acceptance of sys-
tems). 

Second we explore consequences for evaluations of ADM sys-
tems in application contexts. This means we explore whether dif-
ferent terminology to describe an ADM system in an application 

context can diferently afect people’s evaluations of the respec-
tive system. This is important because it allows insights regarding 
whether and to what extent using diferent terms to describe ADM 
systems in application contexts may afect people’s evaluations of 
ADM systems (e.g., regarding trust, fairness). 

2.2.1 Consequences of terminological diferences for perceptions of 
the properties of ADM systems. We chose to assess six properties 
associated with ADM systems: tangibility, complexity, controlla-
bility, familiarity, anthropomorphism, and machine competence. 
We chose these properties because they can be evaluated with-
out putting ADM systems in an application context and because 
research has shown them to be related to more downstream conse-
quences such as acceptance of systems, or human behavior in the 
interaction with systems. 

Tangibility. Tangibility is associated with people having a shape 
in mind when they think about a term and whether a term is asso-
ciated with an entity humans can touch [25]. People may interact 
diferently with agents having a physical appearance compared to 
disembodied agents, perceive them as more socially present [38, 41], 
and may have diferent expectations regarding relationship build-
ing with more tangible entities [25]. With respect to the terms we 
use, we imagine that terms such as “computer” or “robot” are more 
likely perceived as tangible compared to terms such as “algorithm” 
or “artifcial intelligence” since the former have a shape while the 
latter refect disembodied manifestations of ADM systems. 

Complexity. In this paper, high complexity would mean peo-
ple believe the entity described by the term is hard to understand, 
including its functionalities and its design-process, and for which 
it is hard to comprehend how it works [24, 47]. Perceived com-
plexity can be associated with the acceptance of systems [47] and 
with beliefs about system quality [20]. Regarding the terms, “com-
puter program” might be perceived to be less complex compared 
to “artifcial intelligence” because even though people might not 
understand how computer programs work, artifcial intelligence 
may be associated with more complex technologies. 

Controllability. Controllability is associated with whether peo-
ple believe humans can control the behavior of the entity described 
by the term. Perceived controllability relates to the acceptance of 
systems [63, 64]. With respect to the diferent terms, “computer” 
might be associated with an entity that is more controllable com-
pared to “robot” because people have already operated the former 
and might believe that the latter is acting more autonomously [52]. 

Familiarity. If a term is associated with something that is fa-
miliar, people have already heard of the term, have had experience 
with using the entity associated with this term, and believe that the 
entity is something that is a part of everyday life. Familiarity is, for 
instance, associated with better acceptance of systems [14, 63]. We, 
for instance, imagine that “computer program” is perceived to be 
more familiar than “machine learning” since computer programs 
are something people use every day, whereas machine learning 
refects a more specifc concept where only experts would say that 
it is familiar to them. 

Anthropomorphism. Anthropomorphism refers to whether 
people perceive the term describing an entity as possessing human-
like characteristics [15, 21]. For instance, anthropomorphism can 
be associated with believing that an entity has intentions or makes 
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autonomous decisions. Anthropomorphism is an important variable 
in agent design where virtual agents can be designed more or 
less anthropomorphic in order to afect human-agent interaction 
patterns [3, 12, 15]. Regarding diferent terms, it is possible that 
people perceive “technical system” to be less associated with human-
like characteristics compared to “robot” or “artifcial intelligence” 
that are often presented as having or evolving these characteristics 
in popular media. 

Machine competence. Under machine competence, we under-
stand whether a term is associated with an entity that has great 
capabilities and strong potential regarding its successful application 
in diferent contexts [25]. Machine competence is usually associ-
ated with high expectations regarding the performance of ADM 
systems and may thus determine whether people use a respective 
system [25, 29, 37]. Regarding the diferent terms, the capabilities 
that people ascribe to “artifcial intelligence” might be stronger 
compared to capabilities associated with “decision support sys-
tem” because artifcial intelligence may sound like something with 
broader application possibilities than decision support systems. 

Considering the diferent perceptions diferent terminologies 
regarding ADM systems can invoke, we propose the following 
research question: 

Research Question 1: Does varying the terminology regarding 
ADM systems afect people’s perceptions of the properties of ADM 
systems? 1 

2.2.2 Consequences for evaluations of ADM systems in applica-
tion contexts. Up to this point, we have focused on perceptions or 
properties associated with ADM systems without considering the 
application context in which these systems may operate. Conse-
quences of terminological diferences become even more important 
when considering the evaluation of systems in specifc application 
contexts. Specifcally, varying the term used to refer to ADM sys-
tems may afect whether people positively or negatively evaluate 
the use of said system in a respective context, and may lead to a 
lack of acceptance or disuse just due to terminological diferences 
and not actual diferences in system-design or functionalities [32]. 

To investigate whether terminological diferences afect people’s 
evaluations of ADM systems in application contexts we a) examine 
whether terminological diferences afect evaluations regarding 
the ability of systems to conduct a set of diferent tasks, and b) 
investigate whether terminological diferences afect evaluations of 
fairness and trust in systems as well as robustness and replicability 
of research by replicating a well-known study on evaluations of 
ADM systems in application contexts (i.e., [39]). 

Regarding a), we thus chose a set of diferent tasks that are 
associated with the use of ADM systems (e.g., making shopping rec-
ommendations, evaluating applicant documents, providing therapy 
recommendations in medicine) to explore whether the term used 
to refer to ADM systems afects whether people evaluate a system 
to be able to perform a respective task. We chose a set of tasks that 
refects a variety of application contexts as well as diferent tasks 
in single application contexts (e.g., in medicine). Since recent work 

1Before data collection for the respective studies started, we preregistered the research 
questions, dependent variables that we wanted to capture, experimental manipula-
tions, data exclusion plan, data analysis plan, and planned number of participants 
to include in the studies. The respective blinded preregistrations are available under 
https://aspredicted.org/LDC_GSM and https://aspredicted.org/NTE_WND 

shows emerging interest in understanding the tasks where people 
believe systems to perform better or at least equally well as human 
beings (see e.g., [8, 16, 36, 39]), we wanted to investigate whether 
the evaluation of the performance of systems in such tasks also 
depends on the terminology to describe the system. 

Research Question 2: Does varying the term to refer to ADM 
systems afect people’s evaluation regarding the performance of 
systems in various tasks? 

Regarding b), instead of devising a novel study paradigm, we 
chose to replicate Lee’s [39] well-known study on evaluations of 
fairness and trust in diferent application contexts and varied the ter-
minology she used to refer to the respective ADM system described 
in her study. She presented participants with textual vignettes that 
described one of four application contexts (work assignment, work 
scheduling, hiring, and work evaluation) where an ADM system 
described with the term “algorithm” provided decisions that afect 
human decision-recipients. She found that for tasks that aford hu-
man skills (hiring, work evaluation) people evaluated the algorithm 
to be less fair and participants trusted the algorithm less in these 
application contexts compared to human decisions. In contrast, she 
found less, and non-signifcant, diferences between the human 
manager and the algorithm for tasks that aford mechanical skills 
(work assignment, work scheduling). 

We propose that using a diferent term than “algorithm” might 
afect the results of her study and consequently the conclusions we 
can draw from the study. Specifcally, instead of “algorithm”, it is 
equally possible to refer to the system that produces a decision as 
an “automated system” which may afect people’s evaluations of 
the respective system. For example, if people evaluate algorithms 
to be more capable of conducting a specifc task compared to auto-
mated systems, this could lead to diferent levels of trust. Similarly, 
if people evaluate automated systems to be more consistent in 
decision-making than algorithms, this could afect fairness percep-
tions. If we fnd that terminological diferences indeed afect the 
conclusions we draw from the respective study (e.g., for certain 
terms we fnd stronger, signifcant efects, whereas for others we 
fnd smaller, non-signifcant ones), we might need to infer that 
parts of variability in fndings from previous research were due to 
difering terminology to refer to ADM systems [36]. Additionally, 
fnding that terminological diferences can afect the conclusions 
we draw from research would indicate that it is necessary to be 
more mindful when choosing the terminology to describe ADM 
systems to participants in studies. 

In addition to the evaluation of trust and fairness that Lee [39] 
investigated in her study, we chose to also capture perceived proce-
dural justice [11] as a related concept. Furthermore, since Lee [39] 
investigated diferent application contexts in her study, we took 
the opportunity to investigate whether terminological diferences 
afect evaluations of systems diferently depending on the applica-
tion context. If this would be the case, we would fnd an interaction 
efect in our study results, indicating that the efect of diferent 
terminology may also depend on the task for which a respective 
ADM system is used. In other words, terminological efects may be 
stronger for one task than for another. Overall, we thus propose 
the following research questions: 

https://aspredicted.org/NTE_WND
https://aspredicted.org/LDC_GSM
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Research Question 3: Does varying the term to refer to ADM 
systems afect people’s evaluation of ADM systems (in our case 
evaluations of trust, fairness, and procedural justice)? 

Research Question 4: Will the term used to refer to ADM sys-
tems and the task for which ADM systems is used interact to afect 
evaluations of ADM systems? 

3 METHODOLOGY 

3.1 Study 1 
Study 1 investigated people’s perceptions of properties associated 
with diferent terms to refer to ADM systems. Additionally, Study 
1 shed light on people’s perceptions regarding whether the term 
to refer to the system afects the perceived ability of systems to 
perform several diferent tasks. 

3.1.1 Sample. We gathered data on Prolifc. The only inclusion 
criterion was that participants were native English-speakers and 
18 years or older. Completing the study took on average 8 (SD = 
2) minutes and participants received 1.27 British Pounds as pay-
ment. We gathered data from N = 417 participants. We excluded 6 
participants because they did not recall the correct term that was 
used in their version of the study as well as 14 participants because 
they failed the included attention check item. The fnal sample 
consisted of N = 397 participants (65% female; 35% male), with a 
mean age of 35 years (SD = 13); 69% of participants were employed. 
21% of participants were students. Furthermore, 7% of participants 
reported their highest education level as “attended high school”, 
19% reported that they have a high school degree, 18% reported a 
2-year community/technical/professional/trade college degree, 35% 
reported a 4-year college or university degree, and 20% reported a 
graduate degree or PhD. A majority of participants was from the 
United Kingdom (78%), with the rest of participants coming from 
South Africa (5%), Australia (4%), the US (3%), Ireland (2%), and 
small numbers of participants from various other countries. Since 
we imagined that participants’ interest in and prior exposure to 
diferent technologies may afect how they perceive the diferent 
terms, we measured participants’ afnity for technology [23] as 
a possible control variable. The mean value of participants’ afn-
ity for technology was M = 3.02 (SD = 1.03) (See Figure 1). This 
indicates a mean value that would correspond to the label “slightly 
disagree” in the response options to the afnity for technology scale 
but also some between-participant variation regarding afnity for 
technology. 

3.1.2 Procedure. Study 1 was conducted online and followed a ran-
domized experimental design with 10 between-subject conditions. 
This means that a single participant was presented with exactly 
one of the terms to refer to ADM systems presented in Table 1. 
Following, each time we use “the term” we use it as a placeholder 
for the experimentally manipulated terms. 

Participants accessed the study through a link that directed them 
to the frst page in the online questionnaire tool (we used SoSci Sur-
vey). After providing informed consent, participants were randomly 
assigned to their respective experimental condition. First, partici-
pants received a set of items that asked for their perceptions of prop-
erties associated with the entity described by the respective term 
(see a screenshot in Appendix Figure 8). Participants responded to 
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Figure 1: Distribution of participants’ responses to the afn-
ity for technology scale in Study 1 (blue) and Study 2 (red), 
and the corresponding mean values. 

items assessing tangibility, complexity, controllability, familiarity, 
anthropomorphism, and machine competence. Second, participants 
were asked to evaluate how well they believe ADM systems will 
perform diferent tasks in comparison to humans. Specifcally, we 
used thirteen tasks commonly associated with the use of systems 
that covered a range of diferent application settings (see Section 
3.1.3; see a screenshot in Appendix Figure 9). Third, participants re-
sponded to a scale assessing their afnity for technology [23] which 
served as a control measure to investigate whether general afnity 
for technology afects participants’ perceptions of respective terms. 
Fourth, participants reported demographic information (gender, 
age, education level, whether they are students, and whether they 
are employed). 2 

To ensure data quality, participants responded to two attention 
check items: the frst one asked them to respond “strongly disagree” 
to the respective attention check item, the second one asked them 
to report which of the ten terms they were presented with during 
the study. 

3.1.3 Measures. Unless otherwise stated, participants responded 
to the items measuring the dependent variables on a scale from 1 
(strongly disagree) to 5 (strongly agree) – “the term” was replaced 
with one of the terms refecting our experimental manipulation. 
All items for Study 1 can be found in the Appendix (see Appendix 
Table 3). As a measure of scale reliability, for all scales with more 
than two items, we report Cronbach’s α ; for two item scales, we 
report the Spearman-Brown correlation as suggested by Eisinga 
et al. [18]. 

2Participants also responded to the negative attitudes towards robot scale [49], where 
we replaced the term robot with the respective term to refer to ADM systems. Par-
ticipants also responded to the Godspeed scale [5]. Furthermore, they were asked 
to report “What is ‘the term’ for you?”, and we included an item asking for their 
knowledge regarding the respective term. Finally, participants were asked to respond 
to the question “Could you give us an example of ‘the term’ that you have heard of or 
already used for work or in your free time?” Results for these measures can be made 
available upon request. 



CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA Langer et al. 

Tangibility was measured with two self-developed items and 
assessed whether people have a clear picture or shape in mind when 
thinking about the respective term [25]. A sample item was “When I 
think of ‘the term’, I have a clear picture in mind” (Spearman-Brown 
correlation = .67). 

Complexity was measured with three self-developed items and 
assessed whether people believe that the term refects something 
complex and non-comprehensible [20]. A sample item was “‘the 
term’ is complex” (Cronbach’s α = .70). 3 

Controllability was measured with two self-developed items that 
assessed whether people believe that the term refects something 
that is controllable for humans or whether the term refects some-
thing that acts autonomously [52]. A sample item was “‘the term’ 
is controllable by humans” (Spearman-Brown correlation = 0.78). 4 

Familiarity was measured with three self-developed items that 
should refect familiarity as described by Luhmann [44]. A sample 
item was “‘the term’ is something I encounter in everyday life” 
(Cronbach’s α = .68). 

Anthropomorphism was measured with eight items taken from 
Shank and DeSanti [59]. A sample item was “‘the term’ has inten-
tions” (Cronbach’s α = 0.82). 

Machine competence was measured with six self-developed 
items which assessed perceptions of high capabilities associated 
with the term [25]. A sample item was “‘the term’ has great potential 
in terms of what it can be used for” (Cronbach’s α = 0.77). 

Perceived ability to perform several tasks in comparison to hu-
mans was measured for thirteen tasks: shopping recommendations, 
evaluating applicant documents, scheduling work, predicting crim-
inal recidivism, making medical diagnoses, evaluating X-rays and 
MRIs, predicting the weather, evaluating job interviews, therapy rec-
ommendations in medicine, diagnosing mental illness, identifying 
faces, assessing dangerous situations while driving, and predicting 
the spread of infectious diseases. For instance, participants read: 
“‘the term’ can make shopping recommendations” and were then 
asked to rate this statement on a scale from 1 (worse than a human) 
to 5 (better than a human) with the middle category 3 (as good as a 
human). 

The control variable afnity for technology was measured with 
four items taken from Franke et al. [23]. For this measure, we used 
the original response scale from 1 (completely disagree) to 6 (com-
pletely agree) (Cronbach’s α = .83). 

3.2 Study 2 
To investigate efects of terminological diferences on evaluations 
of ADM systems (e.g., trust), and to explore whether terminological 
diferences afect robustness and replicability of research, Study 2 
followed the methodology of Lee [39] and thus partly replicated 

3In our survey, we had included fve items to capture complexity which can be found 
in Appendix Table 3. Two of the items led to a low Cronbach’s α . Following Allen et al. 
[2] and Peterson [53], we removed these items from the scale. Note that exclusion or 
inclusion of these items did not substantially change our interpretations for complexity. 
In both cases, we would fnd that diferent terminology afects perceived complexity.
4In our survey, we had included three items to capture controllability which can be 
found in Appendix Table 3. One of the items led to a low Cronbach’s α . Following 
Allen et al. [2] and Peterson [53], we removed this item from the scale. Note that 
exclusion or inclusion of this item did not substantially change our interpretations 
for controllability. In both cases, we would fnd that diferent terminology afects 
perceived controllability. 

her study that examined human evaluations of ADM system-based 
decisions in diferent application scenarios. 

3.2.1 Sample. We again gathered data on Prolifc. The inclusion 
criteria were that participants were native English-speakers and 18 
years or older, and that they had participated in at least 10 studies 
on Prolifc and had a 100% approval rate. Completing the study took 
on average 4 minutes (SD = 1) and participants received 0.67 British 
Pound as payment. We gathered data from N = 722 participants. We 
excluded 24 participants because they did not recall the correct term 
that was used in their version of the study indicating that they were 
not attentive. Furthermore, we excluded 76 participants because 
they failed the included attention check item. The fnal sample 
consisted of N = 622 participants (62% female; 38% male), with a 
mean age of 36 years (SD = 13); 71% of participants were employed. 
17% of participants self-reported to be students. Furthermore, 7% 
of participants reported their highest education level as “attended 
high school”, 20% reported that they have a high school degree, 15% 
reported a 2-year community/technical/professional/trade college 
degree, 42% reported a 4-year college or university degree, and 16% 
reported a graduate degree or PhD. A majority of participants was 
from the United Kingdom (77%), with the rest of participants coming 
from South Africa (4%), the US (4%), Canada (3%) Ireland (3%), and 
small numbers of participants from various other countries. Interest 
in technology as well as prior exposure to technology could afect 
the evaluation of the terms in application context, we thus again 
measured participants’ afnity for technology. The mean value of 
participants’ afnity for technology was M = 3.35 (SD = 1.08) (See 
Figure 1). Similar to Study 1, this indicates a mean value that would 
correspond to the label “slightly disagree” in the response options 
to the afnity for technology scale but some between-participant 
variation. 

3.2.2 Reducing the number of terms to include in Study 2. To reduce 
the complexity of the study, we wanted to use fewer terms in Study 
2. To determine which terms to keep, we used Google’s Universal 
Sentence Encoder (USE) [10] to estimate the semantic similarity 
between the 10 terms used in Study 1. Specifcally, we estimated 
which terms are semantically most similar and which ones more 
diferent, and used this information to determine which terms to 
include in Study 2. Google’s USE has been trained on unsupervised 
training data from web sources such as Wikipedia and discussion 
forums, and supervised data from the Stanford Natural Language 
Inference corpus [7], and was shown to perform well on the Seman-
tic Textual Similarity Benchmark [9]. We utilized USE to encode our 
terms into 512-dimensional embedding vectors and, as suggested by 
Cer et al. [10], we calculated the angular similarity between these 
vectors in order to estimate the semantic similarity between the 
terms. We applied hierarchical clustering on the resulting distance 
matrix 5, using the UPGMA algorithm implemented in SciPy [66]. 
The resulting clusters are shown in Figure 2. 

Based on the results for the semantic similarity analysis, we 
argue that there are four high-level clusters. The frst cluster con-
sisted of the term sophisticated statistical model. The second cluster 

5The distance between two terms encoded into 512-dimensional vectors u and v is� � 
u·vcalculated as dist(u, v) = arccos /π , where u · v is the dot product of u and

∥u∥∥v∥ 

v, and ∥ ∗ ∥ is the Euclidean norm of its argument ∗. 
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Figure 2: Clusters based on the semantic similarity between 
terms. The semantic similarity was estimated using Google’s 
USE [10]. 

included algorithm, computer program, and computer. The third 
cluster included robot, artifcial intelligence, and machine learning. 
The fourth cluster included automated system, technical system, 
and decision support system. For Study 2, we decided to use one 
term from each cluster which is why we chose: sophisticated sta-
tistical model, computer program, artifcial intelligence, and auto-
mated system. Furthermore, we included the term that Lee [39] also 
used in her study: algorithm. Since all of these terms may refect 
disembodied manifestations of ADM systems, we decided to also 
include one of the terms that previous work has used to describe 
an embodied ADM system [51]: robot. 

3.2.3 Procedure. Study 2 was conducted online and followed a 
randomized 7 (condition term: six diferent terms plus human con-
dition) x 2 (condition task: work assignment versus work evaluation) 
experimental between-subject design. To be clear, each participant 
was thus presented with exactly one term in one task. As described 
in Section 3.2.2, we focused only on a subset of terms in compari-
son to Study 1: algorithm, automated system, artifcial intelligence, 
computer program, robot, and sophisticated statistical model. In 
line with Lee [39], we also included a human condition where par-
ticipants read “a manager” instead of a term referring to a system. 
Our second experimental factor was the application context where 
we had the conditions work assignment and work evaluation. We 
decided to include these as they were also used in Lee [39] and 
because participants in Lee’s study perceived system decisions to 
be much fairer and participants trusting these decisions to a larger 
extent for work assignment compared to work evaluation contexts. 

After providing informed consent, participants received initial 
information on the experimental setting. Specifcally, participants 
read that “In the situation below, ‘the term’ makes a decision au-
tonomously without human intervention.” After this information 
participants were introduced to the respective decision situation 
refecting their experimental condition. Specifcally, we used the 
textual vignettes developed by Lee [39] verbatim with two changes. 
First, we replaced the term “algorithm” that she used in these vi-
gnettes in her study with the respective term of the given experi-
mental condition. Additionally, we standardized the name of the 
person in the textual vignette to be “Chris” in every condition. The 
vignettes for the tasks were the following (see also screenshots in 
Appendix Figures 10 and 11): 

• Work assignment: “In the following situation, ‘the term’ 
makes a decision autonomously without human interven-
tion. In a manufacturing factory, ‘the term’ assigns their 
employees to check and update certain components of the 
machinery to prevent any critical operation failures. The 
component assignment is based on data that show how of-
ten diferent components have worn out and broken down 
in the past. Chris works in the manufacturing factory. ‘The 
term’ assigns him to check a specifc component of the ma-
chinery and he does the maintenance work on it. 

• Work evaluation: “In the following situation, ‘the term’ makes 
a decision autonomously without human intervention. In a 
customer service center, ‘the term’ evaluates employees by 
analyzing the content and tone of their calls with customers. 
Chris works at the customer service center. Based on past 
call recordings, ‘the term’ evaluates his performance.” 

After reading their respective vignette, participants were asked 
to respond to the fairness and trust item as well as to the procedural 
justice items. Afterwards, participants responded to the afnity for 
technology items and to the demographic questions (gender, age, 
education level, whether they are studying, and whether they are 
employed). 

Throughout Study 2, participants responded to two attention 
check items. The frst one asked them to check the response option 
“to a large extent”. The second one asked them to report which of 
the terms they were presented with during the study. 

3.2.4 Measures. All items for Study 2 can be found in the Appendix 
(see Appendix Table 4). Fairness was measured with one item taken 
from Lee [39] that difered slightly with respect to the decision 
situation. In the case of work assignment this item was: “How fair 
or unfair is it for Chris that ‘the term’ assigns him to check a specifc 
component of the machinery and he does the maintenance work 
on it?” In the case of work evaluation this item was: “How fair or 
unfair is it for Chris that ‘the term’ evaluates his performance?” 
Participants responded to this item on the same scale used by Lee 
[39] ranging from 1 (very unfair) to 7 (very fair). 

Trust was measured with one item taken from Lee [39] that 
difered slightly with respect to the decision situation. In the case of 
work assignment this item was: “How much do you trust that ‘the 
term’ makes a good-quality work assignment?” In the case of work 
evaluation this item was: “How much do you trust that ‘the term’ 
makes a good-quality work evaluation?” Participants responded to 
this item on the same scale used by Lee [39] with a scale from 1 (do 
not trust at all) to 7 (extremely trust). 

Procedural Justice was measured with seven items taken from 
Colquitt [11] (Cronbach’s α = .72). A sample item was “Have those 
procedures been free of bias?” Participants responded to these items 
on the original scale from 1 (to a very small extent) to 5 (to a very 
large extent). Note that this scale was not captured in Lee’s study. 

We again measured afnity for technology by Franke et al. [23] 
as a possible control variable with the same items as in Study 1 
(Cronbach’s 6  = .84).  α

6Participants were also asked to respond to the question “In your own words, please 
briefy explain what you think ‘the term’ is.”, and to report their knowledge or the 
respective term with one item. Results can be made available upon request. 
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4 RESULTS 

4.1 Study 1 Results 
4.1.1 Perceptions regarding the properties of ADM systems. Re-
search Question 1 asked whether varying the terminology regard-
ing ADM systems afects perceptions about the properties of ADM 
systems. To analyze our data, we utilized linear regressions. For 
each of the six properties (i.e., tangibility, complexity, controlla-
bility, familiarity, anthropomorphism, machine complexity), we 
used separate linear regression models, each including one of the 
properties as the dependent variable. As independent variables, we 
used the 10 terms, dummy-coded with the term artifcial intelli-
gence as reference group. 7 To be clear, this means we included 
nine dummy-coded variables into the regression models, where in 
the frst dummy-coded variable the term algorithm was coded with 
1, and all other terms were coded with 0, in the second dummy-
coded variable the term automated system was coded with 1 and 
all other terms with 0. In the end, each term is represented in one 
variable with the coding 1, except for the term artifcial intelligence 
which always received the coding 0 to remain the reference group 
to which all other groups will be compared. The results regarding 
how the respective terminology afected the perceived properties 
of ADM systems are presented in Figure 3 and can be interpreted 
in comparison to the reference group artifcial intelligence (e.g., 
how do familiarity perceptions difer between the term artifcial 
intelligence and the term computer program). We additionally en-
tered education level, gender, as well as mean-centered versions of 
the variables age and afnity for technology as control variables 
in the regression in order to test whether they afect our results. 
Education level, age, and gender only showed minor efects on the 
results which is why we did not include these variables in our fnal 
models. However, we included afnity for technology because it 
was consistently correlated with participants’ perceptions of the 
properties of ADM systems. Participants with a higher afnity for 
technology perceived ADM systems to be more tangible, less com-
plex, more controllable, found them to be more familiar, were less 
likely to anthropomorphize systems, and ascribed higher machine 
competence. 8 (This is refected in Figure 3, where the last row 
of each graph presents the regression weight for afnity for tech-
nology; this means if the dot for afnity for technology is right 
to the zero line, afnity for technology was positively associated 
with the respective property, if it is left to the zero line, it was 
negatively associated with the respective property.) The fnal set 
of variables in our models thus included the nine dummy-coded 
variables that refect the comparison of the respective terms to the 
reference group artifcial intelligence as well as the control variable 
afnity for technology. 

Results for tangibility showed that computers and robots were 
perceived as more tangible than artifcial intelligence. In contrast, 

7This was done because in a pilot study, the term artifcial intelligence was associated 
with the highest machine competence and with the comparably highest potential to 
perform well on the thirteen tasks we included in Study 1.
8Our experimental design allows us to reason about the causal efects of terminology 
on the dependent variables. However, this is not the case for the control variable 
afnity for technology. Since this control variable does not refect an experimental 
condition that participants were randomly assigned to but instead a characteristic 
of participants, we can only make claims about the correlation between afnity for 
technology and the dependent variables. 

decision support systems, machine learning, sophisticated statis-
tical models, algorithms, and technical system were perceived as 
comparably less tangible. For complexity, results indicated that 
the term artifcial intelligence is perceived to be associated with 
an entity that is more complex than automated systems, decision 
support systems, and computers. Regarding controllability, re-
sults showed that computers, robots and computer programs were 
perceived as more controllable than artifcial intelligence. Results 
for familiarity revealed that people perceived computers and com-
puter programs to be especially more familiar than artifcial in-
telligence, but also algorithms, automated systems, and technical 
systems. In contrast, sophisticated statistical models and robots 
were perceived as less familiar. For anthropomorphism, our fnd-
ings showed that the term artifcial intelligence was more strongly 
anthropomorphized than the majority of the other terms, especially 
computers, computer programs, technical system and automated 
systems. Finally, participants associated relatively high machine 
competence with artifcial intelligence, computers, and computer 
programs whereas they perceived especially less machine com-
petence for decision support systems and sophisticated statistical 
models. Also machine learning, automated systems, and algorithms 
were perceived as having less machine competence than artifcial 
intelligence. 

Another aspect that revealed the infuence of terminological 
diferences is the R2 statistic found for the properties associated 
with ADM systems (see Figure 3). This statistic reveals how much 
variance in participant responses can be explained by the included 
predictors. In the case of familiarity this means that 50% of vari-
ance is explained by afnity for technology and the terminological 
diferences. When excluding afnity for technology, there was 44% 
explained variance due to diferent terminology. For the other vari-
ables, excluding afnity for technology from the model resulted 
in 36% explained variance for tangibility, 18% for machine compe-
tence, 14% for controllability and anthropomorphism, and 11% for 
complexity. These results revealed that the strength of the efect 
of terminological diferences varies depending on the respective 
properties. 

In summary, in response to Research Question 1, terminological 
diferences do afect people’s perceptions regarding the properties 
of ADM systems. This seems to be true for all the variables we 
captured in Study 1. We found the strongest efect of terminology 
on familiarity and tangibility, and less strong but still signifcant 
efects for machine competence, anthropomorphism, controllability 
and complexity. 

4.1.2 Evaluations regarding the ability to conduct diferent tasks. Re-
search Question 2 asked whether varying the term to refer to ADM 
systems afects people’s evaluation regarding the performance of 
systems in various tasks. To investigate this research question, we 
used a linear mixed model, with a random-efects term for partici-
pants. We have included this random-efects term because every 
participant provided their evaluation of all thirteen tasks, thus the 
evaluation of tasks was nested within participants. Since all partici-
pants evaluated the performance of ADM systems in comparison 
to humans for all thirteen tasks, we added the tasks as dummy-
coded independent variables into the model to investigate within-
participant diferences in reactions regarding whether humans or 
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Figure 3: Linear regression coefcient plots for the perceptions of properties of ADM systems depending on the diferent terms. 
Dependent variables: Tangibility, Complexity, Controllability (Control.), Familiarity, Anthropomorphism (Anthro.), Machine 
Competence (M. Comp.). Independent variables: diferent terms used for ADM systems, and Afnity for technology (ATI) as 
control variable. The points show the estimated coefcients and respective standard errors. The efects for the terms can be 
interpreted in comparison to the reference group artifcial intelligence (e.g., in the graph for Tangibility, all terms for which 
the coefcients are displayed on the right side of the black Zero-line received higher ratings for Tangibility than the term 
artifcial intelligence, all left of the line received lower ratings). R2 and F values were calculated for the respective full model. 
Mean values and standard deviations for the results can be found in Appendix Table 5. The intercept of the regression in the 
fgure was omitted for readability purposes, and can be found in Appendix Table 6 that shows the results of the regressions 
in table format.**p < .01. N = 397. 

systems are better able to conduct a respective task. We used “iden-
tify faces” as the reference task. 9 Furthermore, we included the 
ten terms dummy-coded with the term artifcial intelligence as 
the reference group. We fnally also added the mean-centered ver-
sion of afnity for technology as control variable. The fnal set 
of variables in this model thus included the twelve dummy-coded 
variables for the diferent tasks, the nine dummy-coded variables 
for the diferent terms, and afnity for technology (for which we 

9We did this because a pilot study indicated that people associate the comparably 
highest performance with ADM systems that identify faces. 

found that participants with a higher level of afnity for technology 
evaluated the performance of ADM systems more positively, see 2) 
all to predict the evaluation of the performance of ADM systems 
in comparison to humans (i.e. the dependent variable “Better than 
human”). 

Table 2 displays the results of the linear mixed model. There were 
no signifcant diferences between the term artifcial intelligence 
and the other terms. Consequently, in response to Research Ques-
tion 2, varying the term did not signifcantly afect participant’s 
evaluation of whether humans or the respective ADM system is 
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Table 2: Results of the linear mixed model with a partici-
pant random-efects term, for the comparison of whether 
humans or systems are better able to conduct a respective 
task depending on the diferent tasks and the diferent ter-
minology. 

Better than human 
Estimates (SE) 

Constant 3.671∗∗ (0.104) 

Within-participant efects 

Predict weather 0.108 (0.063) 

Make work schedules −0.005 (0.063) 

Predict the spread of infectious diseases −0.060 (0.063) 

Assess dangerous situations while driving −0.428∗∗ (0.063) 

Evaluate X-rays and MRIs −0.542∗∗ (0.063) 

Shopping recommendations −0.657∗∗ (0.063) 

Evaluate applicant documents −1.010∗∗ (0.063) 

Make medical diagnoses −1.076∗∗ (0.063) 

Make recidivism predictions −1.121∗∗ (0.063) 

Therapy recommendations in medicine −1.214∗∗ (0.063) 

Evaluate job interviews −1.607∗∗ (0.063) 

Diagnose mental illnesses −1.728∗∗ (0.063) 

Between-participants efects 

Algorithm 0.039 (0.135) 

Automated system 0.002 (0.139) 

Computer 0.044 (0.135) 

Computer program 0.011 (0.134) 

Decision support system −0.140 (0.137) 

Machine learning 0.023 (0.133) 

Robot −0.128 (0.135) 

Statistical model −0.007 (0.140) 

Technical system −0.039 (0.134) 

Control Variable 

Afnity for technology 0.136∗∗ (0.030) 
Note: Higher values for the dependent variable “Better than 
human” indicate that participants believed systems to perform 
better than humans. The results for the tasks can be interpreted 
in comparison to the task identify faces. The results for the 
terms can be interpreted in comparison to the term artifcial 
intelligence. The column “Better than human” shows estimates 
and respective standard errors (SE) in brackets. 
*p < .05, **p < .01. N = 397. 

better able to conduct various tasks. However, we need to highlight 
that in our case, participants were asked to explicitly compare the 
potential performance of an ADM system to a human being. This 
comparison might have reduced the possible efect of terminology 
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Figure 4: Rank order of participant evaluation of the com-
parison between humans and systems for the tasks pre-
sented in Study 1. A mean of 3 would mean that humans and 
systems can perform the task equally well (the black line re-
fects the mean of 3), above 3 means that systems are eval-
uated to perform better than humans, under 3 means that 
humans are evaluated as performing better than systems. N 
= 397. 

because it may have afected how people think about the ADM 
system in question. With the explicit comparison to humans, people 
might reduce any term associated with ADM systems to a mono-
lithic concept “not a human” instead of using the term to more 
elaborately think about the system in question. In contrast, it is 
conceivable that results would have difered if participants reported 
on how well they believe an, for instance, algorithm would be able 
to conduct a task on a scale from 1 (not at all) to 5 (very well). 

Recent work shows emerging interest in understanding the tasks 
where people believe systems to perform better or at least equally 
well as human beings (see e.g., [8, 16, 36, 39]). Thus, the difer-
ences we found between the tasks might be of additional interest 
to readers. Figure 4 presents the mean values and standard devia-
tions for the tasks ranked from most likely to be well-performed by 
systems to least likely. Our participants were most convinced that 
systems can perform better than humans for the tasks of predicting 
weather, identifying faces, scheduling, and predicting the spread of 
infectious diseases. However, people were convinced that humans 
perform especially better in the tasks of diagnosing mental illnesses, 
evaluating job interviews, and providing therapy recommendations 
in medicine. 

4.2 Study 2 Results 
Research Question 3 asked whether varying the term to refer to 
ADM systems afects people’s evaluations of ADM systems. Fur-
thermore, Research Question 4 asked whether the term used to refer 
to ADM systems and the task for which ADM systems are used 
interact to afect evaluations of ADM system. Figure 5 provides 
an overview on means and standard deviations for the dependent 
variables depending on the tasks and terms. 

To investigate Research Questions 3 and 4, we used three separate 
linear regressions where we included fairness, trust, and procedural 
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Figure 5: Means and standard deviations for fairness, trust, 
and justice depending on the work evaluation and work as-
signment task and depending on the diferent terminology. 
The black line refects the mean point of the respective scale 
and error bars refect the standard deviation. The contents 
of this table can also be found in Appendix Table 7. 

. 

justice as dependent variable respectively. For the independent vari-
able “task” (i.e., work evaluation vs. work assignment), we entered 
the tasks as a dummy-coded variable into the regression with work 
evaluation as the reference group. For the independent variable 
“terms”, we included the six diferent terms using dummy-coded 
variables in the regression with the term artifcial intelligence as 
reference group. To be able to respond to Research Question 4 that 
proposed a possible interaction efect between tasks and terms, we 
added the interaction between the tasks and the terms into the 
regression model. We fnally added the mean-centered version of 
afnity for technology as control variable. The fnal set of variables 
in this model thus included a single dummy-coded variable for 
the tasks, fve dummy-coded variables for the terms, fve variables 
for the interaction between tasks and terms, and the control vari-
able afnity for technology (which was positively associated with 
perceived justice). 

Figure 6 displays the results for the regressions. Results showed 
that trust, fairness, and procedural justice were all stronger for ADM 
systems conducting the task work assignment compared to work 
evaluation. This replicates Lee’ [39] results. Furthermore, the terms 
algorithm and sophisticated statistical model led to, overall, better 
fairness evaluations compared to the term artifcial intelligence. 
Additionally, the terms algorithm, robot and sophisticated statistical 
model led to, overall, higher trust compared to the term artifcial 
intelligence. However, terminological diferences did not afect 
procedural justice evaluations. One interpretation for this fnding 
could be that we used a multiple-item measure for the assessment of 
justice [11] whereas for fairness and trust evaluations we used the 
single-item assessments of these constructs also used in the original 
study by Lee [39]. For multiple-item measures, the infuence of 
terminological diferences might be weaker because when building 
a scale-mean over multiple items, terminological diferences may 
average out. For instance, maybe the term algorithm in comparison 

to artifcial intelligence leads to a higher evaluation for item one, 
but a lower evaluation for items two and three. Such a potential 
efect where the impact of terminology averages out over multiple 
items is of course not possible for single-item measures. In sum, in 
response to Research Question 3, varying the term to refer to an 
ADM system can afect evaluations of ADM systems. In our case, it 
afected fairness and trust but not procedural justice evaluations. 
Additionally, it might be that efects of terminological diferences 
depend on the operationalization of the dependent variables. 

In response to Research Question 4, Figure 6 additionally reveals 
that there were signifcant interactions for the term sophisticated 
statistical model and the tasks for fairness and trust. These interac-
tion efects refect the fnding that the term sophisticated statistical 
model led to the most favorable fairness and trust evaluations for 
the task work evaluation but to the least favorable fairness and trust 
evaluations for the task work assignment. Apparently, terminologi-
cal diferences may not only afect fairness and trust evaluations 
but may also afect such evaluations diferently for diferent tasks. 
Therefore, in response to Research Question 4, the task and the 
term may interact to diferently afect people’s evaluations of ADM 
systems – whereas in one task a term may be associated with com-
parably positive evaluations, this may not hold for another task. 

Finally, in a direct replication of Lee [39], we investigated the dif-
ference between the human manager and ADM systems depending 
on the tasks as well as on the diferent terms to refer to ADM sys-
tems. Lee found that for work evaluation, her participants evaluated 
algorithms to be less fair and reported lower trust in algorithms 
than in human managers. In contrast, the diferences she found 
between human managers and algorithms were much smaller, and 
non-signifcant, for work assignment tasks. In order to increase the 
interpretability of our results in comparison to Lee’s results, we fol-
lowed her example and provide analyses for the tasks separately in 
Figure 7. For these linear regressions, we entered six dummy-coded 
variables with the reference group human manager. We again added 
afnity for technology as control variable. The fnal set of variables 
in our models thus included six dummy-coded variables that refect 
the comparison between human manager and the diferent terms, 
as well as the control variable afnity for technology (for afnity 
for technology see last row of each graph in Figure 7; afnity for 
technology was positively associated with fairness, trust and justice 
in the work evaluation task and negatively associated with fairness 
in the work assignment task). For transparency purposes, we also 
provide results for procedural justice but will not discuss them as 
Lee did not measure justice in her study. 

Our results for the work evaluation task (Figure 7 top) showed 
that, although the terms difered in the extent to which they were 
evaluated as less fair and in the extent to which they evoked less 
trust (e.g., for the term sophisticated statistical model, there was 
a smaller diference to the human manager compared to the term 
artifcial intelligence), the diferences between human manager and 
all the terms were signifcant. This replicates the fndings from Lee. 

Yet, results for work assignment (Figure 7 bottom) only partly 
replicated Lee’s fndings. Specifcally, our results replicated her 
fndings with respect to fairness, where we also found no signifcant 
diferences between the human manager and the ADM system for 
any of the terms. However, our results regarding trust replicated 
Lee’s fndings only for certain terminology. Specifcally, there were 
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Figure 6: Linear regression coefcient plots for the evaluation of Fairness, Trust, and Procedural Justice depending on the dif-
ferent terms and tasks, including interaction efects. Dependent variables: Fairness, Trust, and Justice. Independent variables: 
term (six diferent terms for ADM systems), task (work evaluation or work assignment), and Afnity for technology (ATI) as 
control variable. The points show the estimated coefcients and respective standard errors. The efects for the terms can be 
interpreted in comparison to the reference group artifcial intelligence, the efect for the tasks can be interpreted in compar-
ison to the reference group work evaluation. R2 and F values were calculated for the respective full model. The intercept is 
omitted for readability purposes, and can be found in Appendix Table 8. **p < .01. N = 533. 

no signifcant diferences regarding trust for the terms computer 
program or robot which replicates Lee’s fndings. In contrast, for 
the terms artifcial intelligence, algorithm, automated system, and 
sophisticated statistical model, we found signifcantly lower trust 
evaluations compared to the human manager. In other words, if we 
would have chosen one of the former terms, we would have found 
no statistically signifcant results, thus supporting Lee’s fndings. 
Instead, if we would have tried to replicate her study with one 
of the latter terms, we would have found signifcant diferences 
between humans and ADM systems for trust regarding conducting 
work assignment tasks and would have concluded that we could 
not replicate Lee’s fndings. Consequently, the choice for or against 
one of the terms could have crucially afected whether our study 
would have supported or contradicted Lee’s results. Similarly, if Lee 
would have chosen a diferent term for her study, she might have 
found diferent results and might have drawn diferent conclusions. 

5 DISCUSSION 
The goal of this paper was to investigate whether terminological 
diferences afect human perceptions and evaluations of ADM sys-
tems. The main results are that, indeed, the terminology used to 
describe ADM systems afects people’s perceptions of the properties 
of those systems. Furthermore, although terminological diferences 
did not afect evaluations of the ability of ADM systems to conduct 

diferent tasks in comparison to humans, it did afect people’s eval-
uations of system fairness and trust in systems. These efects might 
depend on the ways we measure perceptions and evaluations of 
ADM systems – in our case we hypothesize that it may depend on 
whether there was an explicit comparison to human task perfor-
mance, and on whether we used single-item versus multiple-item 
measures. However, further research is necessary to evaluate these 
hypotheses. Overall, we conclude that terminology matters when 
describing ADM systems to participants in research studies because 
it can afect the robustness and replicability of research results, and 
terminology matters because it may shape perceptions and evalua-
tions of ADM systems in communication about such systems (e.g., 
in public discourse and policy-making). Consequently, it is neces-
sary to be aware that choosing the terms to describe ADM systems 
can have unintended consequences (e.g., varying research fndings 
due to varying terminology) but that terminology can also be used 
strategically (e.g., referring to a system as artifcial intelligence to 
make it sound complex and novel). 

5.1 Terminology afects human perceptions 
and evaluations of ADM systems 

One of the main implications of our study is that it is necessary to be 
mindful regarding what term to use when describing ADM systems 
to research participants because fndings may vary due to using dif-
ferent terminology. Our Study 2 supports that this might have been 
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Figure 7: Linear regression coefcient plots for the evaluation of Fairness, Trust, and Procedural Justice for the tasks work 
evaluation (top) and assignment (bottom) depending on the diferent terms. Dependent variables: Fairness, Trust, and Justice. 
Independent variables: human manager vs. diferent terms for ADM systems, and Afnity for technology (ATI) as control 
variable. The points show the estimated coefcients and respective standard errors. The efects for the terms can be interpreted 
in comparison to the human manager as a reference group (e.g., in the graph for Fairness, all terms for which the coefcients 
are displayed on the left side of the black zero-line received 2 lower ratings for Fairness than the human manager). R  and F 
values were calculated for the respective full model. The intercept is omitted for readability purposes, and can be found in 
Appendix Tables 9 and 10. 
**p < .01. Work evaluation n = 306, Work assignment n = 316. 

an issue in previous HCI research and thus is in line with Langer as more favorably than artifcial intelligence to conduct work eval-
and Landers’ [36] conclusion that terminological diferences may uations, whereas in the comparison of Lee and Marcinkowski et 
have led to diferent conclusions for studies that examined similar al.’s results, the term AI technology was associated with more fa-
research questions. For instance, whereas Lee [39]

2

 used the term vorable evaluations of ADM systems than the term algorithm. This 
algorithm to describe a system in a hiring scenario, MarcinkoFiguwskire 1: Capsuggeststion  that terminological diferences may diferentially afect 
et al. [45] used the term AI technology for a similar task. Whereas the evaluation of ADM systems for various tasks. 
Lee and Marcinkowski et al. may have had a similar idea as well as a Our Study 2 further supports this interpretation because we 
similar technology in mind – a system that automatically evaluates found that the efect of the terminology depended on the task for 
applicant information and recommends rejection or approval of which a system is used. Given that systems were perceived more 
applicants – Lee found that her participants preferred the human negatively for work evaluation tasks, a preliminary interpretation 
manager over the algorithm in hiring, whereas Marcinkowski et al. of this fnding might be that we can expect stronger efects of 
reported that their participants preferred the AI technology over a terminology in contexts where people are less positive about the 
human. Part of these diferences in fndings may be due to the vary- use of systems. This could be the case because in tasks where people 
ing terminology (see also [30]). Unfortunately, we cannot conclude already have positive views about systems, they might already 
that there is a simple main efect of diferent terminology where one expect that ADM systems conduct respective tasks. However, in 
term will always lead to more favorable evaluations than another. tasks where it is more controversial whether and to what extent 
More precisely, our Study 2 showed that algorithms were perceived we can and should use ADM systems (e.g., in work evaluation, 

diagnosis of mental illnesses; [36]), people’s expectations will be 
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violated by the fact that “not a human” is conducting the respective 
task. In cases where expectations are violated, people might be more 
critical, may think more intensely about the use of systems in those 
situations, and may consequently scrutinize available information 
in order to determine how positive or negative they fnd the idea of 
an ADM system conducting a task [61]. In Study 2, this applies to 
the work evaluation task that was also found to be less positively 
evaluated by Lee’s [39] participants and where our participants 
may have more intensely thought about what the respective term 
would tell them about the system conducting this task. In contrast, 
for work assignment our participants may have been less surprised 
by the fact that an ADM system conducts the task which led to 
less elaboration about the term used to describe the system. The 
mean values and standard deviations found for the single tasks 
and terms in Study 2 may support this interpretation (see Figure 5 
and Appendix Table 7). Specifcally, mean values for fairness in the 
work evaluation task showed stronger variance and ranged between 
3.00 and 4.05, whereas those for the work assignment task ranged 
between 5.56 and 5.91. The same was found for trust, where the 
range for work evaluation was between 2.48 and 3.67, whereas for 
work assignment it was between 4.60 and 5.28. Also, the standard 
deviations for the evaluation of trust and fairness were almost 
consistently higher for the work evaluation task. This means that 
there was more variation between people in how (un)favorably they 
evaluated the terms for the task work evaluation compared to the 
task work assignment. Nevertheless, readers should be aware that 
this is a tentative interpretation of our fndings. Shedding further 
light on the conditions that afect the strength of the infuence of 
diferent terminology will be a task for future research. 

Importantly, we do not claim that terminology is the only factor 
that contributes to variation in fndings and conclusions between 
studies or that terminology is an especially strong determinant of 
research fndings. In fact, there are many other important choices 
in studies that will have a larger efect on participants. For instance, 
both our studies showed that choices regarding the operationaliza-
tion of constructs (e.g., single-item versus multiple-item measures; 
explicit comparison to human performance) can infuence results. 
Moreover, both our studies support prior work suggesting that 
the task for which an ADM system is used more strongly afects 
participants’ evaluations of ADM systems [8, 16, 36, 39, 43] than 
terminological diferences. For instance, the rank order we found in 
Study 1 and also the large diferences between the tasks in Study 2 
support previous work where authors suspected that in high-stakes 
tasks (e.g., diagnosing mental illnesses), people will fnd humans to 
be better suited to perform these tasks than ADM systems [35, 36]. 
Yet, high-stakes versus low-stakes is clearly not the only dimension 
that explains diferences in evaluations of ADM systems in these 
tasks. For example, predicting the spread of infectious diseases 
might also be considered a high-stakes task (especially given that 
our data collection was conducted during the COVID-19 pandemic) 
and our participants evaluated that ADM systems would be better 
able to perform this task than humans. Other dimensions might be 
whether the task requires human versus mechanical skills [39], the 
inherent uncertainty associated with the decision-making task at 
hand [16], and the complexity of the task [47] (as has been argued 
by Langer and Landers [36]). 

Moreover, providing specifc information on characteristics of 
ADM systems may reduce efects that terminology may have. Specif-
ically, terminology efects might stem from what participants have 
in mind when thinking about an ADM system described with a 
specifc terminology. As we described in Section 2.1, a large share of 
previous work only used the respective term to inform participants 
that an ADM system will make or support decisions without further 
information regarding diferent nuances of underlying technology 
or regarding how well a system works for a specifc task. With this 
kind of ambiguity, terminology efects may be especially strong. 
However, providing information on, for example, training and vali-
dation of an ADM system or describing that during validation the 
respective system has been found to make accurate predictions in 
95% of cases may attenuate terminology efects because participants 
are not left wondering how a system was developed or how well a 
system will work. In cases where there are more specifc descrip-
tions of system characteristics, it will be a task for future research 
to investigate whether it matters less that a system is described 
with diferent terminology. 

5.2 Being mindful about terminology may 
enhance robustness and replicability of 
research 

Even if the efects of terminology may depend on other method-
ological choices (i.e., the choice of operationalization of constructs), 
are comparably weaker than the efects of other considerations 
(e.g., the task performed by ADM systems), or are attenuated under 
certain circumstances (e.g., when adding specifc information about 
characteristics of ADM systems) our results showed that diferent 
terminology is associated with variation in people’s perceptions 
and evaluations of ADM systems. Given that the terminology to 
describe ADM systems to participants is easily controllable within 
studies, we suggest that researchers 

• mindfully consider what term to use to describe ADM sys-
tems to their participants 

• clearly report in the methodology of their papers what term 
they used 

Following these suggestions may help increase the robustness 
and replicability of research fndings. More precisely, when design-
ing a study where participants are informed that an ADM system 
decides about the future of people or in studies where people inter-
act with an ADM system to perform a task, it makes sense to screen 
previous literature to examine what terms other authors have used 
to describe the respective systems. If the goal of the research is 
to replicate or advance specifc previous studies, it makes sense 
to use similar terms like the respective studies since it would at 
least control for unintended variation due to diferent terminology. 
Unfortunately, Langer and Landers’ [36] literature review showed 
that there is a large variety of terms that have been used in pre-
vious studies. To date, there is limited information regarding how 
strongly varying terminology has afected fndings and conclusions 
of previous work. We hope that our studies raise awareness of the 
efects diferent terminology can have on research fndings and 
hope it will motivate future research to more actively consider 
what term to use when describing ADM systems to participants. 
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5.3 Terminology can be used strategically in 
communication about ADM systems 

Our studies imply that when people communicate with someone 
about ADM systems describing this system with diferent terminol-
ogy can impact listeners’ perceptions and evaluations associated 
with the respective system (for similar results across disciplines see 
[19, 55, 58]). This supports that terminology may lead to diferent 
reactions in communication about ADM systems. An implication 
that needs further exploration is whether diferent perceptions and 
evaluations of ADM systems lead to diferent behavior in the inter-
action with ADM systems. For instance, if people are more likely to 
trust a statistical model compared to an artifcial intelligence to con-
duct work assignment, they may also be more likely to actually use 
and rely on a system described as being a sophisticated statistical 
model. Similarly, if people associate higher machine competence 
with artifcial intelligence compared to automated systems, they 
may more likely use outputs generated by a system that is described 
as an artifcial intelligence. It is important to highlight that these 
are hypotheses we derived from our studies because we did not 
measure behavioral outcomes associated with using diferent ter-
minology. Nevertheless, Study 2 showed that people’s fairness and 
trust evaluations depended on the term used to describe the system 
and fairness as well as trust have been found to be antecedents of 
actual system use [29, 31, 37]. 

Overall, our studies also suggest that for communication about 
ADM systems in journalist reports, public discourse, and policy-
making it is necessary to be aware that the choice of a certain term 
has efects. Terminology may afect how people receive the respec-
tive communication, how they evaluate the use of ADM systems for 
various tasks, and may infuence what people do as consequence of 
respective communications. For example, if journalists write about 
artifcial intelligence [68] versus algorithms in recruitment [13], 
this might lead to diferent evaluations of the general idea of ADM 
systems to support recruitment. If the term artifcial intelligence 
would lead to a less favorable evaluation of using ADM systems to 
evaluate people and make decisions over people’s careers (as found 
in previous work; [36, 39, 48]), this can lead to stronger public out-
cry and potentially even protests than the idea of algorithms doing 
the same thing. As another example, if public discourse on health-
care supported by ADM systems would use the term automated 
system instead of the term artifcial intelligence to start respective 
discussions, this may lead to less engagement and controversy in 
the discussion because people may already know that automated 
systems are used in healthcare, thus less likely violating people’s 
expectations. 

In conclusion, our study supports that in communication prac-
tice, the choice for or against a term can be a strategic one. Take 
the example of policy-making documents where the authors may 
have the choice to use the term artifcial intelligence compared 
to more familiar terms such as computer programs. Maybe if the 
European Commission’s “Ethics Guidelines for Trustworthy AI” 
[50] had been called “Ethics Guidelines for Trustworthy Computer 
Programs” there would have been less public outreach. In other 
words, terminology could be used intentionally to engage people 
to contribute to discussions. Furthermore, terminology can also 

be used as a selling argument for companies who use ADM sys-
tems. There are reports that many European companies claim to 
use artifcial intelligence in their products but actually never did 
so [65]. Our results showed that it might be the complexity as well 
as strong potential that people associate with artifcial intelligence 
that may underlie this choice of terminology compared to equally 
plausible terminology. Consequently, in comparison to sometimes 
unintended consequences of using diferent terminology (e.g., vari-
ation in research fndings), terminology can clearly also been used 
strategically in order to cause desired efects (e.g., engagement, 
interest; [19, 54]). 

5.4 Limitations 
There are four main limitations to our work. First, all captured data 
relied on self-reported information from participants. Although this 
led us to conclude that terminological diferences afect perceptions 
and evaluations of ADM systems, we can only draw tentative con-
clusions with respect to behavioral consequences – consequences 
that have been found in other felds investigating terminological dif-
ferences [19]. For instance, given that the term artifcial intelligence 
was associated with comparably high machine competence, we 
imagine future studies where participants interact with a real sys-
tem providing them with recommendations and where researchers 
capture to what extent participants rely on the recommendations 
by the system depending on whether the system is described as 
artifcial intelligence or as a sophisticated statistical model [17]. 
Second, we gathered non-representative samples on Prolifc so we 
cannot generalize our fndings to broader populations. However, 
since many studies in HCI have been and still are conducted via 
crowdsourcing platforms such as Prolifc or MTurk (e.g., [6, 67]), we 
are optimistic that our interpretation that terminology may have 
afected HCI research fndings holds. Third, although we included 
a measure of participants’ afnity for technology, participants’ re-
actions to the terms may have been afected by more specifc AI 
or computer science-related experience. However, by randomly 
assigning participants to the experimental groups, we would expect 
that there was no group where there was a signifcantly larger num-
ber of participants with a computer science background. Therefore, 
we believe that the interpretations drawn from our study remain 
valid. Nevertheless, future research could examine whether peo-
ple with a strong computer scientifc background would react less 
strongly to diferent terminology because they know that some of 
these terms can be used interchangeably, or whether they react 
more strongly because they are more aware of the nuances that 
distinguish the terms (e.g., with respect to underlying technology). 
Fourth, our studies were conducted in English so results may have 
been diferent if we had conducted our studies in other languages. 
This limitation may inspire future work that investigates whether 
terminology has diferent efects in languages other than English. 
For example, for scholars who conduct their research in the native 
languages of their participants it might be interesting to investi-
gate whether terminology has efects similar to what we found in 
our studies. We can imagine that in some languages the respective 
terminologies (e.g., robots and artifcial intelligence) might be more 
closely related or might be perceived as more diferent than in the 
English language. Furthermore, in some languages respective terms 
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may be more common compared to other languages where terms 
may refect something more specifc, potentially resulting in dif-
ferences regarding perceptions of familiarity or complexity. Such 
nuances may lead to diferent efects of terminology in diferent 
languages. 

5.5 Conclusion 
When communicating, there are many terms that can be used to 
express similar ideas. This also applies to the terms to refer to 
ADM systems. Diferent terminology can strongly afect people’s 
thoughts, feelings, and behavior [19, 55]. From a research point of 
view, our studies showed that it is necessary to be mindful when de-
scribing ADM system, especially when trying to better understand 
how people perceive and evaluate ADM systems, when investigat-
ing what people expect from such systems in application contexts, 
and when examining how people interact with systems in every-
day life. From a practical point of view, our studies imply that in 
communicating about ADM systems in public discourse, the media, 
and policy-making, there might be strategic choices for diferent 
terminology because terminology may have the potential to en-
gage people, make them more interested in a topic, or may lead 
to positive/negative evaluations of the use of ADM systems. In 
summary, our studies show that terminology needs to be chosen 
wisely as it can afect what kind of properties people ascribe to 
ADM systems, can infuence people’s perceptions of systems in 
application contexts, and can afect the robustness and replicability 
of research fndings. 
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A APPENDIX 

Table 3: Items for Study 1 

Scale Item text Response format 
Tangibility When I think of “the term”, I have a clear picture in mind. 1 (strongly disagree) to 

When I think of “the term”, it has a shape. 5 (strongly agree) 
Familiarity “The term” is something I encounter in everyday life. 1 (strongly disagree) to 

“The term” is familiar to me. 5 (strongly agree) 
“The term” is something novel. (r) 

Complexity “The term” and how it works is easy to understand. (r) 1 (strongly disagree) to 
“The term” is understandable even for laypeople. (r) 5 (strongly agree) 
“The term” is complex. 
I could predict the results generated by “the term”. (r) (e) 
“The term” works, even if I do not exactly understand how. (e) 

Controllability “The term” is controllable by humans. 1 (strongly disagree) to 
“The term” and related processes can be controlled. 5 (strongly agree) 
“The term” acts independently. (r) (e) 

Anthropo- “The term” has a mind on its own. 1 (strongly disagree) to 
morphism “The term” has intentions. 5 (strongly agree) 

“The term” has free will. 
“The term” has beliefs. 
“The term” has the ability to experience emotions. 
“The term” has desires. 
“The term” has conscientiousness. 
“The term”’s decision making processes are similar to those of humans. 

Machine “The term” has great potential in terms of what it can be used for. 1 (strongly disagree) to 
competence “The term” can be used fexibly for various tasks. 5 (strongly agree) 

I believe that “the term” has great capabilities. 
“The term” can generate results just as good as human experts. 
“The term” can adapt to changing situations. 
“The term” and their decision outcomes are similar to that of humans. 

Tasks “The term” can make shopping recommendations. 1 (worse than a human), 
“The term” can evaluate documents by applicants (e.g., applicant resumes). 2 (slightly worse than a human), 
“The term” can make recidivism predictions of convicted ofenders. 3 (as good as a human), 
“The term” can make medical diagnoses. 4 (slightly better than a human), 
“The term” can evaluate X-ray and MRI images. 5 (better than a human) 
“The term” can predict the weather. 
“The term” can evaluate job interviews. 
“The term” can produce shift schedules at work. 
“The term” can provide therapy recommendations in medicine. 
“The term” can diagnose mental illness. 
“The term” can identify faces. 
“The term” can assess dangerous situations while driving. 
“The term” can predict the spread of infectious diseases. 

Afnity for I like to occupy myself in greater detail with technical systems. 1 (completely disagree) to 
technology I like testing the functions of new technical systems. 6 (completely agree) 

It is enough for me that a technical system works; I don’t care how or why. (r) 
It is enough for me to know the basic functions of a technical system. (r) 

Note:                  
(e) = item was excluded from the fnal analysis because it led to a low Cronbach’s α of the scale. 

“The term” is used as a placeholder for the experimentally manipulated terms respectively. (r) = reverse-coded item,
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Table 4: Items for Study 2 

Scale Item text Response format 
Fairness How                  fair or unfair is it for Chris that the “the term” assigns him to check a specifc 1       (Very unfair) to 7 (Very fair)

component of the machinery and he does the maintenance work on it? / How fair 
or unfair is it for Chris that the “the term” evaluates his performance? 

Trust How much do you trust that “the term” makes a good-quality work assignment? / 1 (No trust at all) to 7 (Extreme 
How much do you trust that “the term” makes a good-quality work evaluation? trust) 

Procedural The following items refer to the procedures used to arrive at the decision. To what 
Justice extent do you think: 

Has Chris been able to express his views and feelings during those procedures? 1 (to a very small extent), 
Has Chris had infuence over the decision arrived at by those procedures? 2 (to a small extent), 
Have those procedures been applied consistently? 3 (to some extent), 
Have those procedures been free of bias? 4 (to a large extent), 
Have those procedures been based on accurate information? 5 (to a very large extent) 
Has Chris been able to appeal the decision arrived at by those procedures? 
Have those procedures upheld ethical and moral standards? 

Afnity for I like to occupy myself in greater detail with technical systems. 1 (completely disagree) to 
technology I like testing the functions of new technical systems. 6 (completely agree) 

It is enough for me that a technical system works; I don’t care how or why. (r) 
It is enough for me to know the basic functions of a technical system. (r) 

Note: “The term” is used as a placeholder for the experimentally manipulated terms respectively. (r) = reverse-coded item. 

Table 5: Means and standard deviations for perceptions regarding the properties of ADM systems for the terms in Study 1. 

Condition Tang. Comp. Cont. Fam. Anth. M. Com. 
M SD M SD M SD M SD M SD M SD 

Artifcial intelligence 2.89 0.83 3.76 0.61 3.52 0.69 2.98 0.63 2.39 2.39 4.01 0.49 

Algorithm 2.41 0.63 3.66 0.65 3.69 0.78 3.26 0.68 1.97 1.97 3.74 0.54 

Automated system 2.65 0.88 3.19 0.77 3.64 0.69 3.46 0.66 1.82 1.82 3.71 0.74 

Computer 4.19 0.78 3.25 0.87 4.22 0.59 4.34 0.62 1.65 1.65 4.23 0.41 

Computer program 2.91 0.79 3.51 0.77 3.91 0.60 3.80 0.77 1.76 1.76 4.10 0.53 

DSS 2.05 0.85 3.24 0.59 3.37 0.63 2.55 0.69 2.33 2.33 3.45 0.43 

Machine learning 2.15 0.83 3.79 0.59 3.38 0.73 2.79 0.69 2.09 2.09 3.69 0.54 

Robot 3.46 0.82 3.82 0.67 3.93 0.69 2.54 0.74 1.90 1.90 3.85 0.46 

Statistical model 2.43 0.91 3.68 0.66 3.43 0.44 2.29 0.59 1.93 1.93 3.44 0.37 

Technical system 2.50 0.97 3.60 0.53 3.78 0.65 3.54 0.86 1.74 1.74 3.88 0.64 
Note: The columns Tang., Comp., Cont., Fam., Anth., and M. Comp show the mean values for these 
variables. Tang. = Tangibility, Comp. = Complexity, Cont. = Controllability, Fam. = Familiarity, 
Anth. = Anthropomorphism, M. Com. = Machine Competence, DSS = Decision support system. 
N = 397. 
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Table 6: Results for the linear regressions analyzing the diferences between the respective terms for the properties associated 
with ADM systems. 

Tangibility Complexity Controllability Familiarity Anthro. M. Comp. 
Constant  2.861∗∗  3.786∗∗  3.510∗∗  2.947∗∗  2.405∗∗  4.001∗∗

(0.127) (0.103) (0.102) (0.103) (0.092) (0.081) 

Algorithm  −0.385∗ −0.178 0.212  0.390∗∗  −0.465∗∗  −0.232∗
(0.180) (0.148) (0.146) (0.146) (0.130) (0.116) 

Automated system −0.209  −0.600∗∗ 0.129  0.515∗∗  −0.584∗∗  −0.288∗
(0.185) (0.151) (0.149) (0.150) (0.134) (0.119) 

Computer  1.321∗∗  −0.532∗∗  0.713∗∗  1.388∗∗  −0.753∗∗ 0.227 
(0.180) (0.147) (0.145) (0.146) (0.130) (0.116) 

Computer program 0.066 −-0.283  0.411∗∗  0.873∗∗  −0.654∗∗ 0.102 
(0.179) (0.146) (0.144) (0.145) (0.130) (0.115) 

Decision support system  −0.827∗∗  −0.536∗∗ −0.150  −0.417∗∗ −0.067  −0.560∗∗
(0.182) (0.149) (0.147) (0.148) (0.132) (0.117) 

Machine Learning  −0.741∗∗ 0.028 −0.142 −0.195  −0.300∗  −0.323∗∗
(0.177) (0.144) (0.142) (0.143) (0.128) (0.114) 

Robot  0.623∗∗ 0.019  0.428∗∗  −0.385∗∗  −0.511∗∗ −0.139 
(0.179) (0.146) (0.144) (0.145) (0.130) (0.115) 

Statistical model  −0.440∗ −0.104 −0.085  −0.671∗∗  −0.472∗∗  −0.561∗∗
(0.186) (0.152) (0.150) (0.151) (0.135) (0.120) 

Technical system  −0.366∗ −0.181 0.268  0.591∗∗  −0.665∗∗ −0.120 
(0.179) (0.146) (0.144) (0.145) (0.130) (0.115) 

Control Variable 

Afnity for technology  0.188∗∗  −0.143∗∗  0.097∗∗  0.236∗∗  −0.076∗∗  0.075∗∗
(0.040) (0.033) (0.032) (0.032) (0.029) (0.026) 

R2 

F 
0.394 

 25.145∗∗
(df = 10; 386) 

0.147 
 6.652∗∗

(df = 10; 385) 

0.162 
 7.420∗∗∗

(df = 10; 385) 

0.505 
 39.311∗∗

(df = 10; 386) 

0.156 
 7.121∗∗

(df = 10; 386) 

0.196 
 9.417∗∗

(df = 10; 386) 
Note: The efects for the terms can be interpreted in comparison to the reference group artifcial intelligence. 
Anthro. = Anthropomorphism, M. Comp. = Machine Competence. The columns Tangibility, Complexity, Controllability, 
Familiarity, Anthro., and M. Comp. show estimates and respective standard errors in brackets. 
*p < .05, **p < .01. N = 397. 
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Table 7: Means and standard deviations for fairness, trust, and justice depending on the work evaluation and work assignment 
task and depending on the diferent terminology in Study 2. 

Condition n Fairness Trust Justice 
M SD M SD M SD 

Manager, evaluation 44 5.80 1.07 4.61 1.15 2.70 0.76 

Manager, assignment 45 5.96 1.11 5.38 0.83 2.69 0.63 

AI, evaluation 40 3.00 1.45 2.48 1.09 2.22 0.66 

AI, assigmnent 48 5.62 1.14 4.94 1.14 2.61 0.39 

Algorithm, evaluation 47 3.74 1.65 3.06 1.39 2.33 0.66 

Algorithm, assignment 45 5.73 1.18 4.73 1.44 2.80 0.54 

Automated system, evaluation 44 3.41 1.62 2.77 1.27 2.33 0.79 

Automated system, assignment 44 5.89 1.04 4.86 1.09 2.64 0.53 

Computer program, evaluation 41 3.15 1.61 2.66 1.22 2.33 0.56 

Computer program, assignment 46 5.91 1.15 5.28 0.91 2.77 0.47 

Robot, evaluation 48 3.38 1.67 3.04 1.50 2.36 0.64 

Robot, assignment 43 5.67 1.11 5.14 0.97 2.66 0.41 

Statistical model, evaluation 42 4.05 1.64 3.67 1.34 2.27 0.66 

Statistical model, assignment 45 5.56 1.18 4.60 0.99 2.52 0.59 
Note: The columns Fairness, Trust, and Justice show the mean values for 
these variables. 
N = 622. 
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Table 8: Results of the linear regressions for fairness, trust, and justice evaluations depending on the tasks and the terms in 
Study 2. 

Fairness Trust Justice 

Constant 

Work assignment 

Algorithm 

Automated system 

Computer program 

Robot 

Statistical model 

Work assignment:Algorithm 

Work assignment:Automated system 

Work assignment:Computer program 

Work assignment:Robot 

Work assignment:Statistical model 

Control Variable 

Afnity for technology 

 3.019∗∗
(0.220) 

 2.611∗∗
(0.297) 

 0.721∗
(0.299) 

0.380 
(0.304) 

0.154 
(0.308) 

0.340 
(0.298) 

 1.001∗∗
(0.309) 

−0.626 
(0.415) 

−0.125 
(0.420) 

0.129 
(0.421) 

−0.303 
(0.417) 

 −1.048∗
(0.424) 

0.074 
(0.058) 

 2.500∗∗
(0.192) 

 2.445∗∗
(0.259) 

 0.558∗
(0.261) 

0.260 
(0.265) 

0.193 
(0.269) 

 0.521∗
(0.260) 

 1.131∗∗
(0.269) 

 −0.779∗
(0.361) 

−0.342 
(0.366) 

0.146 
(0.367) 

−0.335 
(0.363) 

 −1.439∗∗
(0.369) 

0.097 
(0.050) 

 2.232∗∗
(0.092) 

 0.385∗∗
(0.125) 

0.099 
(0.126) 

0.089 
(0.128) 

0.115 
(0.130) 

0.117 
(0.125) 

0.020 
(0.130) 

0.081 
(0.174) 

−0.070 
(0.176) 

0.035 
(0.177) 

−0.077 
(0.175) 

−0.099 
(0.178) 

 0.054∗
(0.024) 

R2 

F (df = 12; 520) 
0.420 

 31.364∗∗
0.431 

 32.765∗∗
0.110 

 5.332∗∗
Note: The results for the tasks can be interpreted in comparison to the 
task work evaluation. The results for the terms can be interpreted in 
comparison to the term artifcial intelligence. The columns Fairness, 
Trust, Justice show estimates for the coefcients and respective 
standard errors in brackets. 
*p < .05, **p < .01. N = 533. 



Does Terminology Afect Human Perceptions and Evaluations of ADM Systems? CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA 

Table 9: Results of the linear regression for the comparison of human manager versus the diferent terms to refer to ADM 
systems for the task work evaluation in Study 2. 

Fairness Trust Justice 

Constant 

Artifcial intelligence 

Algorithm 

Automated system 

Computer program 

Robot 

Statistical model 

Control Variable 

Afnity for technology 

 5.765∗∗
(0.229) 

 −2.692∗∗
(0.333) 

 −2.037∗∗
(0.318) 

 −2.391∗∗
(0.324) 

 −2.518∗∗
(0.332) 

 −2.447∗∗
(0.317) 

 −1.820∗∗
(0.328) 

 0.277∗∗
(0.082) 

 4.589∗∗
(0.192) 

 −2.055∗∗
(0.279) 

 −1.538∗∗
(0.267) 

 −1.845∗∗
(0.271) 

 −1.849∗∗
(0.278) 

 −1.594∗∗
(0.266) 

 −1.005∗∗
(0.275) 

 0.224∗∗
(0.069) 

 2.686∗∗
(0.100) 

 −0.431∗∗
(0.146) 

 −0.360∗
(0.139) 

 −0.376∗∗
(0.142) 

 −0.307∗
(0.145) 

 −0.355∗
(0.139) 

 −0.466∗∗
(0.144) 

 0.141∗∗
(0.036) 

R2 

F (df = 7; 298) 
0.277 

 16.288∗∗
0.246 

 13.904∗∗
0.091 

 4.276∗∗
Note: The results for the terms can be interpreted in comparison 
to the human manager. The columns Fairness, Trust, Justice show 
estimates and respective standard errors in brackets. 
*p < .05, **p < .01. N = 306. 
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Table 10: Results of the linear regression for the comparison of human manager versus the diferent terms to refer to ADM 
systems for the task work assignment in Study 2. 

Fairness Trust Justice 

Constant 

Artifcial intelligence 

Algorithm 

Automated system 

Computer program 

Robot 

Statistical model 

Control Variable 

Afnity for technology 

 5.958∗∗
(0.168) 

−0.342 
(0.233) 

−0.212 
(0.237) 

−0.071 
(0.238) 

−0.046 
(0.236) 

−0.273 
(0.240) 

−0.450 
(0.238) 

 −0.124∗
(0.060) 

 5.378∗∗
(0.160) 

 −0.441∗
(0.222) 

 −0.644∗∗
(0.226) 

 −0.514∗
(0.227) 

−0.095 
(0.224) 

−0.238 
(0.228) 

 −0.779∗∗
(0.227) 

−0.003 
(0.057) 

 2.686∗∗
(0.077) 

−0.072 
(0.107) 

0.117 
(0.109) 

−0.049 
(0.110) 

0.082 
(0.108) 

−0.025 
(0.110) 

−0.164 
(0.110) 

0.010 
(0.028) 

R2 

F (df = 7; 308) 
0.030 
1.359 

0.060 
 2.784∗∗

0.030 
1.353 

Note: The results for the terms can be interpreted in comparison 
to the human manager. The columns Fairness, Trust, Justice show 
estimates and respective standard errors in brackets. 
*p < .05, **p < .01. N = 316. 
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Figure 8: Screenshot from Study 1 where participants reported their perceptions regarding the diferent terms, here “the term” 
was algorithm. 
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Figure 9: Screenshot from Study 1 where participants reported their evaluation regarding the performance of a respective term 
in comparison to a human, here “the term” was algorithm. 
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Figure 10: Screenshot from Study 2 where participants reported their evaluation of a respective term regarding the task work 
evaluation, here “the term” was algorithm. 
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Figure 11: Screenshot from Study 2 where participants reported their evaluation of a respective term regarding the task work 
assignment, here “the term” was artifcial intelligence. 
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