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Abstract

The rapidly developing field of quantum information processing demands for qubit and
quantum network node systems exhibiting outstanding characteristics such as exceptional
spin and optical coherence. This thesis investigates the recently emerged negatively charged
tin vacancy (SnV) centre in diamond as a promising candidate addressing those needs. On
that account we conduct a detailed spectroscopic study revealing its single photon and
zero-phonon line emission properties, the centre-phonon interactions impacting the phonon
sideband and Debye-Waller factor as well as the energetic position of a higher lying excited
state. Furthermore, we unveil the charge cycle of the SnV centre based upon which we
realise highly efficient and rapid initialisation of the desired negative charge state. This
charge control enables studying the optical and spin coherence of single centres, which we
show to outperform other group IV vacancy emitters in diamond at temperatures of 1.7 K.
The close to ideal optical coherence is preserved for hours, while the spin life- and dephasing
times amount to T1 ≈ 20 ms and T∗2 ≈ 5 µs, respectively, even for large angles between
magnetic field and the centre’s symmetry axis. Furthermore, we demonstrate single-shot
readout of spin states enabled by highly cycling spin-conserving transitions with a fidelity
of F = 74 %. Eventually, we explore the possibility of two-photon interference as a crucial
prerequisite of remote entanglement and many quantum communication protocols.
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Zusammenfassung

Das sich rapide entwickelnde Themengebiet der Quanteninformationsverarbeitung bedarf
Qubit- und Quantennetzwerkknotensystemen, welche herausragende Eigenschaften wie
bspw. exzeptionelle optische sowie Spinkohärenz aufweisen. Diese Arbeit untersucht das
kürzlich entdeckte Zinn-Fehlstellen (SnV) Zentrum in Diamant als einen vielversprechenden
Kandidaten. Dazu führen wir detaillierte spektroskopische Untersuchungen der Eigen-
schaften seiner Einzelphotonen- und Null-Phononen-Linienemission, des Einflusses der
Zentrum-Phonon Wechselwirkungen auf phononisches Seitenband und Debye-Waller Fak-
tor sowie der energetischen Lage eines höher liegenden angeregten Zustandes durch. Ba-
sierend auf unserem experimentell verifizierten Modell des Ladungszyklusses des SnV Zen-
trums initialisieren wir den negativen Ladungszustand schnell und hocheffizient. Diese
Ladungskontrolle erlaubt die Untersuchung der optischen und Spinkohärenz bei einer Tem-
peratur von 1.7 K, welche anderen Guppe IV Zentren überlegenen sind. Die nahezu perfekte
optische Kohärenz ist über Stunden erhalten, während die Spinlebens- bzw. Dephasierungs-
dauer selbst für große Winkel zwischen Magnetfeld und Symmetrieachse des Zentrums
T1 ≈ 20 ms bzw. T∗2 ≈ 5 µs beträgt. Weiterhin demonstrieren wir Spinzustandsauslese
mit nur einem optischen Puls und Fidelity von F = 74 %. Abschließend untersuchen wir
die Möglichkeit von Zwei-Photonen Interferenz, welche Grundlage für die Verschränkung
entfernter Zentren sowie vielen Quantenkommunikationsprotokollen ist.
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Chapter 1

Introduction

In recent years, the interest in quantum technologies, especially quantum information
processing (QIP) and quantum sensing, has risen tremendously and funding of research
projects increased considerably. It is an interesting question to ask about the origin of
these dynamics as only few commercialised applications in these fields exist up until now.
On a fundamental level it is based on the assumption that since the immensely successful
classical information science is just a special limit of quantum mechanics, even greater ad-
vances are potentially achievable in the realm of quantum science. While the exploitation
of the quantum advantage over classical science, called “Quantum supremacy”, is chal-
lenging, it has recently been demonstrated by using Google’s Scyamore processor in a
proof-of-principle experiment [1]. The fact that global players of major importance such as
Google and IBM are investing heavily in QIP research is a real-world argument convinc-
ing governments of the importance of nurturing quantum technologies in their respective
countries. In particular, a prominent initiative to propel European researchers to the fore-
front of quantum science is the “Quantum Flagship” [2, 3], providing one billion euro over
the duration of ten years to achieve its proposed goals. Within this initiative, quantum
technologies are divided into four foundational pillars, namely Quantum Sensing and
Metrology, Quantum Simulation, Quantum Computation and Quantum Com-
munication, all of which are supported by advances in basic and enabling science research.
The progress in Quantum Sensing and Metrology in the recent past has pushed this field to
the intermediate state where technology achievements in fields such as optical and lattice
clocks [4] or magnetic field sensing and imaging based on solid state colour centres [5–7]
are being commercialised [8, 9], while the ultimate performance of these devices may still
be significantly enhanced by further research efforts. Nevertheless, this branch of quantum
technologies is on the verge of crossing the border from basic research to industrialisation.
In comparison, Quantum Simulation has not reached this point quite yet. Its main focus
is the exploitation of a well controlled quantum system in order to simulate a different
quantum system on which it is challenging to impose a significant degree of control. The
need for such a quantum simulator arises from the fact that the modelling of a quantum
manybody system on a classical computer requires not only computer memory exponen-
tially growing with the system’s size but capturing e.g. the temporal evolution demands
for a variety of operations that also scale exponentially with the system dimensions [10].
The latter is called the “exponential explosion”, which can be avoided when exploring the
resources of a quantum simulator, with the idea having been brought forward by Feynman
in 1982 [11]. Intuitively, a quantum simulator is associated with a quantum computer,
i.e. a device consisting of a multitude of quantum particles replacing the classical bits, so
called qubits. While it is true that an ideal quantum computer would be also feasible of
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CHAPTER 1. INTRODUCTION

simulating other quantum systems, it is however not necessary to utilise such a powerful
device which will not be realistically achievable in the near future. Instead it suffices to
rely on a quantum manybody state suitable to simulate a fixed rather than a universal
set of Hamiltonians allowing for the mimicking of the dynamics of specific different quan-
tum systems. Great advances have been made in the recent past by realising a quantum
simulator with more than 51 Rydberg atoms [12] or 53 trapped ions [13], both of which
provided new insights in phase transitions. Furthermore, quantum simulations have been
performed in optical lattices filled with fermionic atoms [14–16]. These advancements in
the field open up pathways for the simulation of exotic materials, understanding the dy-
namics of chemical reactions, and even in validation of String theory predictions [17, 18].
While quantum simulation will be of major importance in the future, there are nevertheless
tasks requiring a quantum computer, the realisation of which is the aim of the Quantum
Computation pillar. As mentioned before, a quantum computer’s computational resources
are quantum rather than classical bits. As the computation on classical bits relies on the
digital values 0 and 1, that is, different voltage levels, a quantum bit covers a much larger
computational space spanned by the basis states labeled |0〉 and |1〉 in analogy to its clas-
sical counterpart. However, these basis states span a two-dimensional vector space, called
Hilbert-space, since superposition states of the form α |0〉 + β |1〉 can be realised with α
and β being complex valued. As a convention, such a state is normalised by the restriction
that α2 + β2 = 1. The probability to find the quantum bit in state |0〉 (|1〉) is then given
by α2 (β2). It has to be emphasised that this probability has no classical interpretation,
but its meaning is that the qubit is in both states at the same time with the given prob-
abilities and it will be determined only upon measuring whether it remained in |0〉 or |1〉.
This is called the projective nature of the quantum mechanical measurement process [19].
In a quantum computer it is mandatory that each qubit can be prepared reliably in any
possible superposition state at any time. Additionally, there is also the need for an in-
teraction of several qubits with each other. Let’s assume that there are two qubits and
both of them are prepared in the equally weighed state 1√

2
(|0〉 + |1〉). The whole system

can be intuitively described by the product state 1
2(|00〉 + |01〉 + |10〉 + |11〉). However,

in quantum mechanics it is even possible, and for many quantum algorithms necessary,
that the states of the qubits are dependent on each other, a phenomenon which is called
entanglement [20]. This means that the overall state, as opposed to the previous one,
cannot be factorised in a product of the two single qubit states, e.g. 1√

2
(|00〉+ |11〉). The

measurement of the state of one qubit will therefore instantaneously determine the other
one’s, meaning when measuring qubit one in state |0〉, qubit two will be found in the same
state and vice versa. The physical realisation of qubits is manifold [21, 22] and has been
demonstrated for instance in trapped single atoms [23, 24] and ions [25], superconducting
qubits [26,27], semiconductor quantum dots [28], rare earth ions [29,30], defect centres in
silicon carbide [31] and colour centres in diamond [32–34]. The reason for this variety of
realised platforms is founded in the search for the ideal qubit system. In 2000, David P.
DiVincenzo put forth a guideline on the requirements a quantum computer’s hardware and
thus a qubit needs to fulfill, since called DiVincenzos criteria [35], which read:

1. A scalable physical system with well characterised qubits
This criterion encompasses two important requirements. The term “well charac-
terised” means that the coupling of the qubit states to each other has to be well
known but also the coupling to other states potentially present. It is very chal-
lenging to design a physical system actually consisting of only two quantum states,
typically, there is a variety of them and the qubit states are suitably chosen from
them. However, the remaining states may have influence on the system’s dynamics
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CHAPTER 1. INTRODUCTION

and thus the full level structure needs to be thorougly investigated. Furthermore, the
coupling of the qubit states to external fields, its environment and to other qubits
has to be well known. While this requirement is certainly important it has been
demonstrated that it can be met especially in isolated systems such as single trapped
ions and atoms. However, there remains the second requirement being the scalabil-
ity of the system. In a quantum computer, suitable qubit systems need to be added
up in large numbers to achieve meaningful computations. Typical qubit systems,
however, tend to differ in their physical properties when packing them closely to-
gether, individual control becomes increasingly difficult and unwanted interactions
between neighbouring qubits disturb the protocols. Scalability and the remaining
DiVincenzo criteria (following below) thus have proven very difficult to achieve at
the same time [10], posing a major hurdle for the implementation of a large scale
quantum computer

2. The ability to initialise the state of the qubits to a simple fiducial state
At the beginning of any quantum computation it is necessary to advance from a well
defined starting point. The easiest way to achieve this is by preparing each qubit of
the quantum computers computational infrastructure in a pure, non-superposition
state e.g. |0〉, resulting in an overall state |000...〉 of all qubits. In most qubit systems
this initialisation can be achieved fairly easy for single qubits by means of optical
pumping [36, 37], laser [38] or microwave [39] sideband cooling and measurement
based schemes [40]. With respect to quantum error correction [41, 42] (a way of
mitigating errors occuring in a quantum computation) it is necessary to perform this
initialisation at great speed in order to provide a constant supply of qubits needed
for most protocols [43,44].

3. Long relevant decoherence times
The superposition states introduced above do not persist ultimately but are prone
to decoherence. Consequently, the fixed phase relation between states |0〉 and |1〉
is lost over time and the system undergoes the transition to a statistical mixture.
The decoherence is induced for instance by noise processes shifting the energy of the
two states differently, e.g. magnetic and electric field fluctuations, or by interactions
with phonons in optical traps and solid state systems. However, loosing coherence
is equivalent to loosing the quantum advantage of a system and rather performing
classical computations in a very complex, inefficient way. It is therefore necessary that
decoherence time scales need to be significantly longer than typical manipulations of
the qubit, so called quantum gates which are explained in the following.

4. A universal set of quantum gates
The key ingredients of a quantum computation algorithm are the individual compu-
tational tasks, the quantum gates. These gates correspond to unitary transformation
matrices. A universal set of the latter on the single qubit level means that by combin-
ing these operations every possible superposition state between the two qubit levels
can be implemented. However, on the two qubit level a further quantum gate is nec-
essary enabling a controlled interaction between two qubits. It has been shown that
the single qubit gates need to be complemented by only one two qubit gate, typically
chosen to be the cNOT gate, in order to constitute a complete architecture for any
quantum computation [45, 46]. All of these quantum gates need to be performed
with high accuracy (quantified by the gate fidelity) as gate errors can be seen as a
further source of decoherence in the system that needs to be minimised. In order to
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CHAPTER 1. INTRODUCTION

achieve this accuracy, the gate duration has to be much faster than the decoherence
time scale thus opening up the way for implementation of quantum error correction.

5. A qubit-specific measurement capability
As it is necessary to evaluate the output of a quantum computation a readout of
the qubit state is required. There are two key factors a readout needs to fulfill.
It is important that its accuracy is close to unity, meaning that it yields reliably
the correct result. If this is not the case the computation needs to be repeated
several times until the needed computational accuracy is reached. This is either time
consuming or demands for parallel computing on redundant qubits thus increasing
the number of qubits above the minimum required. The second key characteristic of
the readout is the speed with which it can be achieved, being an important figure of
merit in order to minimise the duration of a computation.

While these criteria should suffice to implement quantum computation including quantum
error correction [44], there is an overlap with the requirements for Quantum Commu-
nication. This field is dedicated to enabling secure long-range communication based on
quantum physics. It can be shown that quantum cryptography [47], as a special area of
this field, enables concealment of the transmitted data fundamentally guaranteed by the
laws of quantum mechanics. In the technically least challenging way, this can be used
for the distribution of an encrypted key (quantum key distribution, QKD) in prepare-and-
measure protocols, in which a certain qubit state is prepared at location A, transmitted via
a quantum channel, and measured at the target location B. In the long run, these schemes
should be upgraded in order to enable the formation of quantum memory or even quan-
tum computing networks [48] in which the quantum devices used can be largely untrusted,
making the protocols device independent [49]. The basic element of such a network is a
quantum network node (QNN), with the different nodes constituting the network having
to be linked with each other, meaning that they share long-lived entanglement. The most
promising way to establish these links is to utilise photons as flying qubits which are en-
tangled with an internal degree of freedom of the QNNs via e.g. their polarisational [50],
temporal [51], or energetical [52–54] degree of freedom or by utilising which-path [50]
or angular momentum [55] information. There are other approaches for realising flying
qubits [56], however, due to the existing optical fibre telecommunication infrastructure
and the corresponding know-how it is very likely that photons will be the flying qubits of
choice in future applications. For the practical realisation [57, 58] of a quantum network
link, two photons that are entangled with a QNN each are sent to a measurement station
where a Bell-state measurement [59] is performed. Upon this, entanglement between the
two remote QNNs is established. This approach suffers from photon losses in optical fi-
bres exponentially increasing with the distance and thus limiting the protocol speed, the
losses being minimised but not avoided by utilising photons in the telecom C-band. The
imposed rate limit depending on the spatial separation of two QNNs is called the TGW
bound [60,61] which needs to be overcome for realisation of a global scale quantum network.
As quantum information encoded in flying qubits cannot be amplified in an analogous way
as classical voltage signals due to the no-cloning theorem [62], the application demands
for specifically designed quantum repeaters [63]. The basic idea is to split distances be-
tween two QNNs exceeding the TGW bound corresponding to the required repetition rate
into smaller connections well within its limits. At each intersection point another QNN is
situated. In a first step, each QNN is entangled with one of its nearest neighbours using
the above-mentioned scheme. Subsequently, making use of the concept of entanglement
swapping, a projective measurement on two neighbouring but not entangled QNNs trans-
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CHAPTER 1. INTRODUCTION

fers the entanglement onto the outer nodes. By repeating this procedure, entanglement
between the remote QNNs at the ends of the connection is established. The realisation of
these quantum communication schemes imposes two additional criteria [33, 64] for QNNs,
that are

6. An efficient optical photon - qubit interface
Having an optical photon - qubit interface at hand, perferrably for photons in the low
loss telecom C-band, enables the generation of remote entanglement with high rates.
This interface can be either photon absorptive or emissive, depending on the ap-
plication, however, deterministic interactions are required. In emissive schemes it is
necessary that the linewidth of generated photons is limited either by the excited state
lifetime or imposed by a cavity the emitters are situated in. In absorptive schemes,
e.g. reflection of photonic qubits at a strongly coupled emitter-cavity system, the
linewidth is typically governed by the cavity. Alternatively, strong light-matter in-
teractions can be implemented by using dense ensembles of quantum emitters rather
than relying on cavities.

7. The capability to store and operate several entangled states per node
Eventually, quantum error correction will be necessary to implement in a large scale
quantum network. This can be achieved if multiple entangled states can be stored
per QNN and it is possible to perform high fidelity quantum gates between them.

For a typical qubit system, these seven criteria are not fulfilled at the same time. For
example, trapped ion qubits have been shown to excel in terms of well characterised level
structures, efficient initialisation [65], long coherence times [66], high fidelity quantum
gates [65, 67], and efficient single-shot readout [68]. However, it remains very challenging
to demonstrate all these favourable properties with merely one ion species. Additionally,
it proves hard to scale systems such as these beyond certain limits imposed by the trap
and the surrounding technical infrastructure. Furthermore, protocol repetition times are
typically rather low [25,69] and thus the overall computational speed is limited. Regarding
their use as QNN, lifetime limited photons can be generated with reasonable repetition
rates only in the blue or ultraviolet spectral range. This is disadvantageous as in these fre-
quency regimes fibre losses are more than two orders of magnitude larger compared to the
telecom C-band. Superconducting qubits have similar strengths [70], except that coherence
times are shorter and efficient readout is more complicated [71], and extend the portfolio
to very fast quantum gates [70]. The scalability of these systems is again a limiting factor
as they need to be kept at ultracold temperatures requiring a dilution refrigerator. With
an increasing number of qubits being addressed by microwaves, the heatload increases and
thus again poses a boundary condition on the size of such a processor. Although consti-
tuting a major breakthrough, the only quantum computer device that ever demonstrated
quantum supremacy up to now consists of “only” 53 superconducting qubits [1]. On top of
this, an efficient microwave to optical photon conversion still needs to be demonstrated and
thus criterion six imposes a severe obstacle for the application of superconducting qubits
as QNNs. Instead utilising semiconductor quantum dots as qubits lowers the demand for
ultralow temperatures as typical operational temperatures are about 4− 8 K, however, co-
herence times are severely limited as these artificial atoms are impacted by charge noise
and a vast fluctuating nuclear spin bath interacting with the qubit [28]. Additionally, the
fabrication of quantum dots with identical and favourable properties is rather challeng-
ing [28]. On the upside, their potential for use as QNNs [72] has been demonstrated by
realisation of quantum dots emitting in the telecom C band frequency range [73, 74] and
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CHAPTER 1. INTRODUCTION

ultrafast quantum control [75]. Furthermore, highly coherent photons at impressive repeti-
tion rates can be retrieved [76]. In comparison, rare earth ion qubits can exhibit ultralong
coherence times [77] but typically suffer from poor optical readout in bulk material [22],
thus realisation of an efficient photon - qubit interface requires the fabrication of highly
advanced nanophotonic cavities [78] or large ensembles of emitters [79]. Defect centres in
silicon carbide are recently discovered and promising new qubit systems [31] which have
great potential in terms of scalability as silicon carbide is a well investigated material
in manufacturing high-quality single crystalline wafer for classical electronic devices [80].
Recently, favourable optical [81] as well as spin properties [81, 82] even in nanophotonic
structures [81] and up to temperatures of 20 K [83] have been demonstrated. However, the
optical readout capabilities for centres exhibiting long spin coherence are typically rather
limited [31]. In summary, each of these (potential) qubit realisations is characterised by
its inherent flaws as well as advantages. While the systems for the greater part underwent
extensive testing, the most promising approach could not yet be reliably determined.

Within this thesis, we focus on colour centres in diamond as qubit systems, consisting of
an impurity atom substituting for a carbon atom in combination with an adjacent lattice
vacancy. Among these, the state of the art is set by the negatively charged nitrogen
vacancy (NV−) and silicon vacancy (SiV−) centre. The NV− centre can be efficiently
initialised [84], exhibits long spin coherence times ranging from several milliseconds even
at room temperature [85] to seconds at cryogenic temperatures [86], and can be controlled
with high fidelity single qubit quantum gates [87]. Utilising spin-to-charge conversion yields
rather high fidelity single-shot readout [88]. An additional feature of the NV− centre is its
efficient interaction with 13C nuclear spins, with gate fidelities reaching 99.2 % [87]. This
is favourable as these nuclear spins are especially long-lived and decohere on time scales
of seconds [89] to minutes [90], making them ideally suited as long-lived quantum memory
qubits for the multimode storage of entangled states addressed in criterion seven. The
manipulation itself is mediated by the communication qubit constituted by the electron spin
of the NV− centre. Interfacing of up to nine fully connected memory qubits with a single
NV− centre has been demonstrated [90], which exceeds the typical requirement for logical
qubits in basic quantum error correction schemes [91]. On the other hand, the NV− centre is
severely impacted by crystal strain and fluctuating fields in the crystal environment, which
contradicts the wish for well defined and well characterised qubits. While both of these
effects can be turned into a benefit by strain [92] or electric field [93, 94] tuning of optical
resonances resulting in a recent demonstration of up to three remote centres being brought
to a common frequency in a small network [95], the spectral diffusion of the resonances
still limit the fidelities of optical two qubit gates to below 90 % [95,96]. Unfortunately, the
NV− centre being embedded in a solid state matrix is prone to interactions with lattice
vibrations (phonons), which limits the fraction of photons being coherently emitted into
the zero phonon line (ZPL) to about 3 % [97, 98]. This sets a major boundary condition
on the achievable repetition rates on remote interactions of two qubits in state-of-the-art
experiments, forcing them to be restricted to the mHz to several Hz regime [95,96]. Both
limitiations of the NV− centre can be mitigated by choosing a group IV vacancy (G4V)
colour centre as qubit system. In contrary to the NV centre, where the nitrogen is situated
at the lattice site of the carbon atom it replaces, the G4V centres feature an inversion
symmetry with the impurity atom being in an interstitial position between two vacant
lattice sites [99,100]. The major benefits of the symmetrical configuration are the vanishing
permanent dipole moment rendering the centres insensitive to first-order Stark shifts and
the similar electron distribution in ground and excited state ensuring that a larger fraction
of photons are emitted into the ZPL without emission or absorption of phonons [100]. The
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most studied G4V centre is the SiV− centre, which can be highly efficiently initialised
[36, 37] and exhibits long spin coherence times albeit at temperatures below 0.4 K [36]
while full control over single qubit rotations has been demonstrated optically [37] as well
as by direct microwave driving [36]. In nanophotonic devices, readout of spin states can be
obtained in single-shot schemes approaching unity efficiency [101]. The low inhomogeneous
broadening [102] resulting from the inversion symmetry and close to lifetime limited optical
transitions [102] are crucial prerequisites for generation of indistinguishable single photons
and thus photonic Bell-state measurements. Therefore, in principle, the implementation
of photon-mediated two qubit gates between remote SiV− centres should be significantly
facilitated. Nevertheless, this remains elusive up to now due to the low quantum efficiency
and the technically challenging compensation for remaining shifts in central resonance
frequencies of the centres. Only basic steps towards this aim have been realised with two
emitters being independently addressed though situated in the same sample [103] or by
coupling them to the same mode of an optical resonator [104]. Also, interactions with
nearby nuclear spin memories are limited to significantly lower fidelities [101, 105, 106]
than is the case for the NV− centre. Nonregarding remaining imperfections, the SiV−

centre has been utilised to successfully demonstrate the first quantum memory enhanced
quantum communication protocol which outperforms the direct transmission scheme [101].
This is particularly enabled by the inversion symmetry protection of the resonance lines
of G4V centres from fluctuating charges in its environment, which allows for integration
in optical resonators [107]. For future applications it would nevertheless be fortunate to
significantly reduce the technical overhead imposed by cooling the qubit to millikelvin
temperatures and utilise a system exhibiting a larger quantum efficiency, thus enabling
higher repetition rates. While the next heavier G4V centre, the germanium vacancy centre
(GeV−), yields only moderate improvements at best in both aspects [108–112], the tin
vacancy centre (SnV−) promises to overcome both limitations [113, 114] whereas the lead
vacancy centre (PbV−) is only spectroscopically investigated up to now [115–119]. All of
these G4V centres share the same fine structure consisting of two ground and two excited
states [100]. However, the splittings between these states and their absolute position
within the diamond band gap distinguish them from each other. The need for millikelvin
temperatures in order to extend the spin coherence of the SiV− centre arises from single
phonon driven transitions [120] between the two orbital ground states that are separated by
about 50 GHz [99,102,121]. As the spin-orbit coupling intensifies with the atomic number,
this ground state splitting increases to about 820 GHz for the SnV− centre and thus reduces
the temperature limitation for similar spin coherence times to below 2 K [113,114]. Such a
temperature can be more conveniently achieved by closed-cycle liquid helium cryostats and
thus reduces the technical overhead significantly. Additionally, its quantum efficiency was
estimated in the first fundamental study conducted on this new colour centre to amount
to about 80 %, approaching unity. The reason for this increased quantum efficiency is not
clear, however, it is speculated that it is a result of the reduced amount of non-radiative
phononic decays as multiphonon processes become less likely with higher ZPL energy
[122, 123]. The latter is about 0.3 eV larger for the SnV− compared to the SiV− centre
[100]. The likeliness with which non-radiative charge transitions occur and the time that
a G4V centre spends in an unfavourable charge state under certain excitation conditions
are another possible explanation for the reduced quantum efficiency of G4V centres. These
processes are dependent on the absolute energy positions of the electronic states within the
diamond band gap and thus the SnV− centre might be positioned favourably. However, as
the SnV− centre is a very recently discovered colour centre, many open questions remain
and its internal dynamics as well as interactions with its host lattice remain elusive. This
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thesis is dedicated to reveal its fundamental properties such as the above-mentioned charge
dynamics and gain insights into pathways to applicability of the SnV− centre as a promising
qubit candidate in QIP.
These objectives of the thesis are organised as follows:

• Chapter 2 is dedicated to introducing the fundamental concepts constituting the
foundation of this study. In a first step, we highlight the underlying processes and
the state of the art of fabricational techniques to create G4V centres in a controlled
manner. Subsequently, their structural symmetry, possible charge states, and the
general electronic structure are discussed. Building on this, we highlight the phonon-
induced decoherence mechanism, the brightness of photon emission, and the impact
of spectral diffusion on G4V centres. This subsection is concluded by a comparison
of the individual members of the G4V family and the experimental state of the art
of their applicability. In the second part, we discuss light-matter interactions with a
special focus on the dynamics that are of importance for the conducted experiments
on the SnV− centre within this thesis. The third part completes chapter 2 by intro-
ducing the theory of two-photon interference (TPI) and the derivation of a model for
analysing experiments with photons extracted from a single SnV− centre.

• Chapter 3 focuses on the sample preparation and the experimentally employed optical
setups. Different components and devices are presented and their characteristics
relevant to this thesis are discussed.

• Chapter 4 is an extensive study revealing fundamental properties of the SnV− centre
covering photophysics such as the single photon nature of the emission of single
centres, a discourse about their radiative lifetime, and the temperature dependence
of the ZPL emission. Furthermore, photoluminescence spectra of SnV− centres in
samples that were subject to different annealing conditions are compared and the
polarisation of the photon emission in low strained bulk environment is investigated.
The chapter concludes with an in-depth analysis of the phonon sideband and the
resulting Debye-Waller factor as well as a spectroscopic analysis of a higher lying
excited state.

• The main subject of chapter 5 is the understanding of the charge dynamics that
a single SnV− centre is subject to under resonant excitation. We investigate the
photodynamics of the charge transfer to an unwanted charge state as well as the
mitigation of this process. In the end, the findings within this chapter enable the
derivation of a charge cycle of the SnV− centre explaining all charge dynamics and
being potentially applicable to understand these effects also for different G4V centres.

• Chapter 6 builds upon the results obtained in chapter 5, encompassing a thorough
analysis of the optical coherence of charge stabilised SnV− centres. This is extended
by probing the cyclicity of spin-conserving transitions and exploitation of the latter
for implementation of a single-shot readout scheme. Finally, we use an all-optical
coherent population trapping protocol in order to quantify the spin dephasing time
of the potential ground state qubit.

• In chapter 7 we focus on the applicability of the SnV− centre in quantum communi-
cation schemes. We firstly quantify effects limiting the contrast in TPI by extensively
characterising the photon emission properties and how they are impacted by spectral
diffusion. Finally, we realise TPI of photons emitted by a single SnV− centre, probe

8



CHAPTER 1. INTRODUCTION

the time scales on which the interference contrast is reduced, and eventually compare
it to the case of completely distinguishable photons.
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Chapter 2

Fundamental concepts

2.1 Group IV vacancy centres in diamond

2.1.1 Fabrication processes

While only a small fraction of the focus within the experimental part of this thesis is set
on fabrication of G4V centres, we want to use this section to review the requirements that
will ultimately be imposed for use in QIP. Furthermore, we discuss the state of the art of
fabrication techniques to give an overview on the advances in the field. This section is not
meant to be a complete review but rather to put forth an intuition and an outlook of what
is feasible at present and what might be achievable in the future.
Coming back to the criteria proposed by D. P. DiVincenzo, the first one emphasises the
need for scalability of qubits in a quantum computer. This encompasses the feasibility of
producing colour centres with the following features, in light of which we will evaluate the
diverse fabrication methods:

1. Well defined location:
If chip-like colour centre devices are to be realised, it is mandatory to create G4V
centres at well defined positions. The exact value of the spatial resolution hinted at by
the labelling “well defined” depends on the outline of the device. For example if each
colour centre is to be positioned under a standard solid immersion lens ( [124–126])
for improved light exctraction, a lateral and depth resolution of a few hundreds of
nanometer is typically sufficient. In comparison, placing a single colour centre in the
centre of a photonic crystal structure or Fabry-Perot cavity which enhance the light
matter interaction requires lateral positioning accuracy of <50-100 nm [127–129].
If the chip design aims at generation of entangled spins due to magnetic dipolar
interactions of the colour centres, the individual colour centres have to be placed
within a few nanometers to each other [130].

2. Creation yield:
The creation yield of the colour centres needs to be as high as possible in order
to achieve scalability. For example, a typical creation yield of G4V centres in bulk
diamond upon ion implantation and standard annealing is on the order of a few per-
cent [116,118,131,132]. That means, assuming a yield of 10 %, creation of a pattern
of 10 single colour centres requires on average 1

0.110
= 1010 trials until a working de-

vice is achieved. Therefore, it is crucial to reach a quasi-deterministic creation yield
close to unity for industrial scale chip production. Alternatively, it is possible to fab-
ricate modular “quantum microchiplets” that can be precharacterised while working
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chiplets containing a colour centre are transferred to a multichip module [133]. How-
ever, also this fabrication technique benefits from high creation yields by improved
numbers of fully functioning chiplets.

3. Optimised diamond environment:
This requirement refers to the “well defined” part of the first as well as the third
DiVincenzo criterion. Only in an optimised diamond host lattice, colour centres that
are introduced into such an environment will exhibit very similar physical properties.
For inhomogeneous strain, impurities and lattice defect distributions within the dia-
mond, the optical transition frequencies will be statistically spread for the different
qubits [134–136] and their charge states will vary, see supplementary information
in [104] and [137,138]. Furthermore, the quantum phase of superposition states and
thus the spin coherence is strongly influenced by the presence of nearby electron or
nuclear spins [36, 129, 139, 140]. It is therefore necessary to incorporate colour cen-
tres in a diamond matrix that exhibits exactly the wished-for amounts of impurities,
defects and strain.

4. Industrial production:
In the end, a commercially available quantum computing device will require the
compatibility with wafer-scale chip production,which kind of combines the upper
three requirements but extends it to sizing up the chip. The latter is non-trivial even
though major advances in single crystalline diamond wafer production have been
recently made [141].

Given the requirements stated above, we will discuss the different approaches made to
achieve them for the two dominant production methods. These are the incorporation
of colour centres during the growth in a plasma enhanced chemical vapour deposition
(PECVD) process and the use of ion implantation to insert impurities into a preselected
diamond substrate.
We will start highlighting the PECVD process:
This bottom up approach is based on utilising regular growth techniques for single crys-
talline diamond but under the addition of the desired group IV element X into the plasma.
The incorporated impurities have to be post fabricationally treated in order to create the
desired XV centre. Therefore, introduction of vacancies into the sample is needed. Several
approaches emerged over the past years to achieve this aim, among these are the irra-
diation with electrons [142, 143], implantation of other elements such as helium [144] or
carbon [145] and intense laser pulses [146]. All of these methods introduce vacancies in the
diamond and a typically needed subsequent thermal annealing step ensures that mobile
vacancies are captured by the impurities and the XV centres are formed.
In the context of scalability, the PECVD growth has the major disadvantage that incor-
poration of impurities during growth is a probabilistic effect and hardly any control of
the lateral positioning is achieved in situ. Only the depth confinement can be very pre-
cise, when making use of so-called δ-doping. In this process the element X is inserted
into the plasma only during a defined period of the growth process. The thickness of the
impurity layer can then be controlled via the time and the intensity of the exposure of
the sample to element X. The depth resolution can thus be precise up to a few nanome-
ters, but the technical overhead differs depending on the element of choice being inserted
and whether there is a suitable gas available for addition into the plasma in a controlled
manner. Lateral resolution can be improved by controlling the resolution of the vacancy
creation for example by using focused electron or ion beams [143–145]. However, it will
be either limited by the distribution of the impurity atoms, where a too high density
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of element X being inserted will prevent resolving individual colour centres, while a too
low density will result in many empty locations on a chip, where a colour centre is de-
sired to be. A further approach to achieve lateral positioning accuracy, is either growing
nanodiamonds [147–149] instead of bulk diamond or reducing a grown bulk diamond to
small nanodiamond pieces [134, 150, 151]. These nanodiamonds can be put to a specific
location by using pick-and-place techniques such as employing an atomic force microscope
(AFM) [152]. The disadvantage of this method is twofold. First of all, the nanodiamonds
created in the bottom up as well as the top down approaches will exhibit a size and strain
distribution. It has been shown, that colour centres in such nanodiamonds tend do differ
heavily in their physical properties [134]. Furthermore, the positioning of the nanodia-
monds imposes an additional technical overhead limiting the scalability.
Regarding the second of our fabricational requirements, creation yields after PECVD
growth are hard to estimate, as it requires knowledge about how many impurity atoms
were incorporated and which fraction of them was converted to an XV centre. While the
amount of XV centres can be determined by e.g. optical microscopy, measuring the amount
of impurities that were not converted is challenging. Using a combination of determining
the concentration of SiV− centres and secondary ion mass spectrometry a yield of 15 % of
the incorporated silicon being in the form of SiV− centres was determined [153].
The major advantage of the PECVD growth is that the impurities are situated in a di-
amond environment which can be controlled by the parameters of the growth process.
Furthermore, typically very little additional strain is excerted by the process and thus the
colour centres will be situated in a relatively low strain environment. This also depends on
the gentleness of the subsequent vacancy creation process where electron irradiation with
moderate fluences is suitable to leave the diamond lattice moderately damaged [143] while
the implantation of other elements should be performed remotely in a different depth than
the impurity layer in order to avoid strain induced by the implantation process. Further-
more, the PECVD growth is directly compatible with growth of wafer-scale chip production
as it has been shown that single crystalline diamond wafer can be grown [141].
Recapitulating the preceeding discussion, PECVD growth has major advantages in produc-
ing colour centres with litte variation in large chips, nevertheless, the scalability is strongly
inhibited by the stochastical nature of the growth process.
Shifting the focus to ion implantation, we will discuss the subject in slightly more detail
as the samples within this thesis are produced utilising this technique and it benefits from
a higher flexibility. As a starting point, a suitable diamond substrate in which the colour
centres are to be incorporated has to be chosen. Regarding the discussion on the PECVD
growth, the preferrable material is a grown single crystalline diamond with a minimised
amount of unwanted impurities, defects and strain. The element X of choice is typically
extracted as an ion from a target cathode in a particle accelerator, accelerated until it
reaches the desired implantation energy and eventually guided onto the diamond substrate.
In a post-implantation step, the sample is annealed and vacancies that are created in the
implantation process are captured by the impurities to form XV centres.
During the implantation process, the ion will collide with electrons and nuclei of the di-
amond lattice loosing kinetic energy until it stops. As it undergoes many collisions, es-
pecially upon the impact of atomic nuclei its direction will be changed. The latter effect
is called straggle. A simulated distribution based on a Monte-Carlo approach (Stopping
range of ions in matter, SRIM [154]) of one thousand tin ions implanted with 700 keV
under zero degree angle of incidence into a (100) diamond is displayed in Fig. 2.1a). The
mean implantation depth is 167.9 nm with a straggle of 29.5 nm. The lateral distribution
exhibits a straggle of 20.8 nm. In terms of well defined localisation the straggling imposes
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a) b)

Figure 2.1: Implantation distribution of tin ions: SRIM simulations reveal the ion tra-
jectories and thus the depth and lateral distribution of group IV elements being implanted
into the diamond target material. The implantation is simulated for a (100) diamond sub-
strate under perpendicular incidence of the ion beam on the target. The ion trajectories
are exemplarily shown for 1000 tin ions at an implantation energy of a) 700 keV and b)
100 keV.

a first limit. By reducing the implantation energy, the ions will be implanted more shallow
but with a narrower distribution as can be seen in Fig. 2.1b) again simulating tin ions but
with an implantation energy of 100 keV. The simulated dependency of depth and straggle
of the group IV elements on the implantation energy is displayed in Fig. 2.2a). However,
even though depth and lateral distributions below 10 nm can be achieved, there remains the
problem of implanting the ion exactly at the right spot. Usual particle accelerators operate
at a large ion beam diameter that can be reduced using pinholes or masks. One possibility
is the use of polymer masks, that are patterned by electron beam lithography. With this
technique, lateral resolutions of below 100 nm can be achieved [129]. The procedure is
disadvantageous, if colour centres are to be implanted into prestructured diamond devices,
such as photonic crystal cavities [127,128]. These devices tend to be fragile and are likely
to be destroyed during the deposition of the photoresist on the diamond. Furthermore, the
technique does not overcome the problem of the implanted ions being randomly distributed
and therefore it is impossible to have exactly one ion implanted at each spot.
The mask problem can be overcome by using an AFM tip with a tiny pinhole in it which
can be produced using focussed ion beam (FIB) milling. Exploiting the AFM scan mode
suits to find the right structure in the diamond and position the pinhole relative to it. The
tip itself serves as mask and ion implantation will only occur through the pinhole. With
this technique, lateral positioning accuracies of 25 nm have been achieved [155]. Another
possibility is to use a FIB for the implantation itself which yields positioning accuracies
of below 50 nm relative to a target structure [156]. While these accuracies are satisfying
for most device requirements, the problem of implanting one and only one ion remains.
Several approaches towards this goal were made which can be divided into two categories.
The first one relies on post implantation detection of the ion by secondary processes such
as electron emission from the target upon the impact of an implanted ion [157] or the
detection of excited electron-hole pairs [158]. The second category of techniques relies on
detecting the ion before the implantation. This can be done by using an ion trap and
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implanting only a selected ion being extracted from the trap [159, 160]. This approach
yields good results but at a high technical overhead and a low implantation rate. Another
possibility is the proposed detection of mirror charges induced by the travelling ion which
poses high technical demands in signal processing [161]. Even though, being capable of
implanting exactly one ion to a designed spot still leaves the need for transforming this ion
into an optically active XV centre. While the above-mentioned techniques for PECVD are
still applicable, the most promising tool is the laser writing. A high intensity laser pulse
inserts the energy needed for creation of a vacancy and at the same time serves as annealing
mechanism by heating up the diamond and thereby enabling the vacancy to diffuse and
being captured by the impurity [146]. This scheme can be implemented including an
optical feedback, heralding the successful creation of the XV centre upon detection of its
characteristic fluorescence [162]. This technique enables close to unity conversion yield in
combination with very good spatial positioning precision. Regarding requirement three,
ion implantation typically induces a lot of damage in the diamond lattice. In Fig. 2.2b) the
number of vacancies created by implantation of a single group IV ion is plotted against the
implantation energy. This damage will only multiply in usual implantation schemes as more
ions than necessary have to be implemented due to low conversion yields. For the single
ion implantation scheme, the preselected diamond substrate is disturbed as marginally as
possible since only one ion is implanted and the laser writing itself is a gentle technique
coming along with mitigation of introduced damage by thermal annealing. It might be that
an additional annealing step is necessary to overcome the damage induced when implanting
heavier ions such as tin and lead, compared to the lighter group IV elements silicon and
germanium. The comparison of vacancy creation in Fig. 2.2b) shows that the overall
damage to the diamond lattive increases massively when implanting elements heavier than
silicon. Overall, requirements 1 to 3 can be rightly fulfilled by combination of the above-
mentioned schemes and the industrial production is mainly limited by the still significant
technical overhead that needs to be reduced in the future.
We would like to mention a very recent ion implantation scheme potentially useful in
well-positioned G4V centre generation. It is based on recoil momentum transfer and la-
beled “Knock-On implantation” [163]. This indirect implantation technique relies on a few
nanometer thick layer of element X being deposited on the diamond sample. Subsequently,
a focused ion beam transfers its momentum on the atoms in the deposited layer pushing
them inside of the diamond. This yields ultra-shallow implantation depths below 5 nm and
lateral resolutions of below 50 nm [163] which could be further improved. Combining the
approach with laser writing might be a valuable extension of the well-established set of
techniques.

2.1.2 Structural symmetry and charge state

Being aware of the different fabricational techniques of G4V centres in diamond, it is im-
portant to elaborate on the structural symmetry of the defects inside their host matrix.
Its of particular importance since the electronic level structure and furthermore the re-
sponse to environmental magnetic and electric fields are consequential of it. We do already
know the G4V colour centres being formed by an impurity atom X and a lattice vacancy
V. However, this leaves several possibilities of the two constituents being situated within
the diamond lattice. A defect structure with the impurity atom sitting in an interstitial
position between two empty carbon lattice sites (Fig. 2.3) was initially proposed for the
SiV− centre by Goss et al. employing density functional theory (DFT) [164]. In order
to avoid confusion, it has to be clarified that the two empty lattice sites result from the
combination of the impurity atom replacing a carbon atom and an empty lattice site. It
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Figure 2.2: Implantation depth and vacancy creation: SRIM simulations for all group
IV elements assuming perpendicular incidence on the diamond substrate yield a) the mean
implantation depth for varying implantation energy with the straggle being denoted as the
error bars. In b) the vacancies created on average by a single ion upon implantation are
shown.

is thus not a divacancy but a single vacancy that contributes to the defect formation and
literature refers to it as a “split-vacancy” configuration. This geometric structure implies
a defect symmetry being equivalent to the point group D3d. The theoretical groundwork
has been further extended by DFT to cover all G4V centres [100]. To understand the
working principle, we will very briefly review the theoretical foundation it is based on. In
a first step, a subset of the diamond lattice containing a finite number of carbon atoms
is implemented in the computation, the so-called diamond supercell. Subsequently, the
impurity atom and the lattice vacancy are introduced in the centre of the super cell. The
lattice will impose a force on the atom and vice versa which in reality will be minimal in
order to reach its thermodynamic optimum. Therefore, the position of the atom is varied
and by recording the force the adiabatic potential energy surface (APES) of the system
is obtained. The global minimum of the APES relates to the expected geometry of the
system yielding the interstitial position of the impurity atom and thus D3d symmetry for
all G4V centres [100].
Before looking further into the experimental findings on the crystallographic structure of
the colour centre, we introduce the concept of different charge states as they are necessary
to understand the experiments. The charge state of a G4V centre results from the electrons
contributed by the unsatisfied carbon valences (dangling bonds) of the empty lattice sites,
the electrons provided by the impurity atom and electrons being donated or accepted by
other impurities in the diamond lattice. Each dangling bond of the carbon atoms supplies
an electron and thus a total amount of six electrons results from the unoccupied carbon
lattice sites. The impurity atom being part of the fourth group of the periodic table adds
another four electrons. This ten electron state is called the neutral charge state of the
G4V centre. The charge state of highest relevance within the thesis is the singly negative
charge state for the constitution of which an additional electron is captured by the colour
centre from a surrounding donor impurity. While it would be expected that the structural
symmetry of the G4V centres does not depend on the charge state, theory implies that
a charge state with an uneven number of electrons added to or taken from the colour
centre does disturb the symmetry a little by distorting the positions of the six adjacent
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Figure 2.3: Geometrical structure of the G4V centres: The impurity atom (green)
sits in an interstitial position between two empty (light grey) lattice sites aligned along
the <111> direction. The size of the impurity atom relative to the carbon atoms is chosen
to match the ratio for the SnV− centre. The six nearest neighbour carbon atoms being
important as the contribute one electron each to the defect centre are shown in blue.

carbon atoms slightly (0.03Å (0.01Å) in the excited (ground) state of the SnV− centre,
values obtained from T. Gergő, unpublished, private communication) compared to the G4V
centres’ bond length of approximately 2Å [100]. This effect yields a lowered symmetry
being described by the C2h point group. For each G4V centre, three potential minima
exist in which the system might relax to. As a consequence of the dynamic Jahn-Teller
(JT) effect, being discussed in more detail in the following section, tunneling between all
three minima occurs. Since the time scales of such tunneling rates are typically on the order
of a few tens of femtoseconds [165] the effect is not observed on experimental time scales
limited to the nanosecond regime within our work. The observed average of the system
is effectively again of D3d symmetry, however, with the position of the adjacent carbon
atoms exhibiting a larger average deviation from the equilibrium position than would be
expected from zero point motion of a harmonic oscillator. This effect does not influence
the experiments within this thesis, however, it is nevertheless important to understand
why theoreticians refer to a C2h symmetry of negative charge states of the G4V centres
and furthermore that the dynamic JT effect has an impact on the strength of spin-orbit
coupling as will be seen in the following. Nevertheless, for the course of the thesis we will
refer to the G4V centres being of D3d symmetry since their properties are determined by
the averaged symmetry on the time scales relevant for our experiments.
Experimentally, it is very challenging to reveal or confirm a structural symmetry of a
colour centre in a direct measurement. This is the reason why all initial experiments
relied on secondary confirmation mechanisms. For instance, if the singly negative charge
state of a G4V centre is investigated, the optically active electron oscillates along the
symmetry axis as an electric dipole and thus the polarisation of the emitted light will be
perpendicular to the defect axis. Measurements on the absorption dipole gave the first
indications for the G4V centres being aligned along the <111> axis [166] even though
the authors interpreted the results as an alignment along <110> corresponding to the
projection of the dipoles in <111> directions into the (100) observation plane in these
experiments. Further insight was given by magneto-optical spectroscopy conducted by
Hepp et al. in which they found the Zeeman splittings for a single SiV− centre and
an ensemble of these emitters to coincide for a magnetic field being aligned along the

17



CHAPTER 2. FUNDAMENTAL CONCEPTS

[100] direction [99]. As there are four crystallographic equivalent axes to which the G4V
centres can be aligned to, the magnetic field projection onto these axes will differ except
for the case of an alignment along the <111> axes. This is clear evidence of the D3d
symmetry as well as the alignment direction in <111>. Furthermore, measurements of the
electron paramagnetic resonance of the neutral charge state of the silicon vacancy centre
also indicated a <111> orientation [167].
Very recently, during the experimental phase of this thesis, an experiment aiming at a
direct proof of the structural symmetry of the SnV centre has been conducted by Wahl et
al. [168]. They implanted the radioactive isotope 121Sn into diamond and employed the
concept of β− emission channeling. This method enables a direct probe of the lattice site
in which an implanted radioactive isotope is situated in a single crystal. Upon the β decay
of 121Sn into 121Sb, the emitted electrons will be influenced by the crystal potential. Thus,
depending on the initial lattice site they were emitted from their angular distribution is
determined. Recording this pattern in the vicinity of the major crystallographic directions
can be used to compare the characteristic pattern with simulations and thereby reveal the
lattice site position of the tin atom. The results exhibit that about 40 % of the tin atoms
sit within or close to an interstitial position within the diamond lattice. Upon a short
ten minute thermal annealing, only atoms in a close to perfect interstitial position remain
with a probability of approximately 30 %, while the remaining atoms sit at a lattice site
in substitution of a carbon atom. The deviation of one third of the atoms forming SnV
centres compared to the formation yields below 5 % of SnV− centres reported in [132] is
striking. Either the difference is due to a significant amount of SnV centres being in an
optically dark or not detected charge state as the doubly negative or neutral one or the
SnV centres are passivated by an adjacent hydrogen atom which is commonly found for
nitrogen vacancy centres in PECVD grown diamond [169]. While the origin of the yield
mismatch could not be resolved within the study they could nevertheless verify the D3d
symmetry of SnV centres resulting from the interstitial position in <111> direction. This
symmetry is of particular importance regarding the coupling of G4V centres to external
electric fields which will be discussed in the following section.

2.1.3 Electronic level structure

The structural symmetry of the G4V centres being revealed enables to derive their elec-
tronic structure. Since a stringent derivation delves deeply into group theoretical ap-
proaches we will only summarise the theoretical approach and the resulting findings in
literature. The interested reader is redirected to the detailed analysis conducted for the
SiV centre in [99,170] and the research extending it to all G4V centres [100].
The starting point for deduction of the electronic structure is the investigation of the
electrons contributing to the defect centre from different constituents. Let us therefore
briefly review the concepts and notation of group theory. Using group theory on molecules
relies heavily on the symmetry properties imposed by the molecular structure. Such a
configuration is fully characterised by the symmetry operations acting on it, like a mirror
transformation on a certain mirror plane or a rotation by a given angle. Sampling all
the operations which unambiguously describe the molecule yields a point group. For each
point group there exists a group formed by matrix operations that is homomorphic to it
and is called a representation. Representations that can be reduced into sums of lower
dimensional representations are called reducible while these of lowest dimensionality are
called irreducible represenations. The latter can be used to describe quantum mechanical
functions such as orbitals or eigenfunctions and label them. These labels obey a certain
notation for the D3d group, that is as follows:
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• The main label a (e) refers to a basis function (the single electron states) with a one-
(two-) dimensional representation A (E) representing the interplay of all electron
states forming an electronic (multiparticle) state of the G4V centre.

• The subscript g (u) refers to a basis function with even (odd) parity under the
symmetry operation of the inversion at the interstitial position where the impurity
atom is situated.

• The subscript 1 (2) refers to even (odd) parity under a 180° rotation about a rotational
symmetry axis being perpendicular to the symmetry axis of the G4V centre.

• The subscript x (y) is only applicable to the main label e and distinguishes between
the two orthogonal basis functions of the two-dimensional representation E.

With this notation on hand and by employing the concept of symmetry-adapted linear
combinations (SALCs) the final form of the electronic levels of the G4V centres is derivable.
The principal level structure is shown in Fig. 2.4a) for the case of the ground state 2Eg
and in b) for the first excited state 2Eu of a negatively charged G4V centre with respect to
the valence band (VB) maximum and the conduction band (CB) minimum of the diamond
bandgap. The superscript 2 refers to the twofold spin degeneracy of the states. The
level ordering is as follows: the state a1g lies deeply in the valence band and is fully
occupied with two electrons of opposite spin. Above it lies the fully occupied state a2u
which will be of importance in sec. 4.4. Both states mix with the diamond valence band
states [100, 171, 172]. The doubly degenerate eg state lies fully occupied slightly below
(SiV−, GeV−), coincides with (SnV−), or slightly above (PbV−) the valence band edge for
the ground state [100]. The highest lying eu state is filled by only three electrons in the
ground state while transfer of an electron from the eg state to the eu state upon excitation
yields a fully occupied eu configuration in the excited state. Due to the change in electronic
configuration the electron levels move up in energy with respect to the diamond VB and
the lower eu state pops out of the VB into the diamond band gap for all G4V centres [100].
Both ground and excited state are fourthfold degenerate, twice orbitally and twice by their
spin degree of freedom. The absolute positions of the electron levels are not specified here
as they differ for each G4V centre. They are well predicted for the eg and eu orbitals
in [100], however, the values for the a2u and a1g orbitals are not specified.
While this energy structure gives an idea on how the electron configuration of the different
states is constituted it does not fully cover the physical reality. The orbital degeneracy
of the eg and the eu state is lifted upon the spin-orbit (SO) interaction, the Jahn-Teller
effect or a crystal strain field. The mathematical description for all three effects on a
G4V centre were introduced by C. Hepp and while we will write down their respective
Hamiltonians here, a detailed analysis can be found in reference [170]. For the SO in-
teraction, the Hamiltonian, including the twofold spin degeneracy, expressed in the basis
{|eg,ux ↑〉 , |eg,ux ↓〉 , |eg,uy ↑〉 , |eg,uy ↓〉} reads

HSO
g,e =


0 0 −iλg,e 0
0 0 0 iλg,e

iλg,e 0 0 0
0 −iλg,e 0 0

 (2.1)

were we distinguish between the coupling strength λ in the ground (g) and excited (e)
orbital state. While the SO interaction is discussed at length in textbooks on atom physics
the JT effect is less known. Its foundational hypothesis of the static effect is that a molec-
ular structure leading to degenerate orbital states will be instable [173]. This instability
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Figure 2.4: Electronic states of a negatively charged G4V centre: Schematic picture
of the general electron state level structure of a negatively charged G4V centre within the
diamond bandgap. The absolute positions of the levels differ for the four G4V centres and
can be found partially in [100]. a) Depicted are the electron states that, in their entirety,
constitue the orbital ground state of the G4V centre. The grey arrow in the highest energy
eg state indicates an unoccupied electron state, i.e. a hole. The states a2u and a1g lie
deeply within the valence band and mix with the valence band states [100, 171, 172]. b)
For the orbital excited state an electron from the eu level is excited to fill the eg level.
Thus the hole is now left in the eu state. Due to the different electronic configuration the
electron states shift up with respect to the diamond band gap [100].
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expresses itself in a distortion of the molecular symmetry in turn lowering the symmetry
and thus lifting the degeneracy. The interaction is described as

HJT
g,e =


Υg,ex 0 Υg,ey 0

0 Υg,ex 0 Υg,ey
Υg,ey 0 −Υg,ex 0

0 Υg,ey 0 −Υg,ex

 (2.2)

in the same basis states as used above. The JT coupling strengths are denoted as Υx,y,
again potentially differing in ground (g) and excited state (e). The Hamiltonian of the JT
effect has exactly the same shape as for describing crystal strain which reads

HStrain
g,e =


αg,e 0 βg,e 0

0 αg,e 0 βg,e
βg,e 0 −αg,e 0
0 βg,e 0 −αg,e

 , (2.3)

the constants α, β denoting the response of the G4V centre to crystal strain. As a con-
sequence, JT effect and the influence of strain cannot be distinguished in experiments on
colour centres in diamond. For example, Hepp et al. introduced it to describe the level
structure of the SiV− centre in [99], however, it is not clear whether the splitting exceeding
the SO coupling is due to JT effect, strain imposed by impurities or defects in the crystal
matrix next to the colour centre or even by the distortion of the lattice induced by the
impurity atom of the G4V centre itself. In the following, whenever we refer to the static
JT effect it is important to keep the mentioned ambiguity in mind. Apart from the static
JT effect a dynamic JT effect exists which occurs if more than one energy minimum for the
molecular configuration exists. The molecule will tunnel between these positions, recover-
ing the original symmetry and replacing the electronic by a vibrational degeneracy [173].
The effect is fast and will typically not be observed in experiments apart from causing a
quenching of the SO interaction which is referred to as the Ham effect [174]. Therefore, the
SO interaction and the static JT effect, respectively crystal strain, lift the degeneracy of
the electronic orbitals while the dynamic JT effect diminishes the contribution of SO. The
effects impact the eg and eu orbital, and thus ground 2Eg and excited state 2Eu, differently.

SiV− GeV− SnV− PbV−

∆gs(theoretical) [100] 61 GHz 207 GHz 945 GHz 4385 GHz

∆gs(experimental) 46-50 GHz [99, 102,121] 150-180 GHz [110,175] 820-850 GHz [113,136,176] 3900-4230 GHz [116,119]
∆es (theoretical) [100] 215 GHz 989 GHz 2925 GHz 6920 GHz

∆es (experimental) 250-260 GHz [99, 102,121] 980-1120 GHz [110,175] ≈3000 GHz [113,136,176] n.a.

Table 2.1: Orbital ground and excited state splittings for all G4V centres

This can be explained by the fact that while the overall contribution of the impurity atoms
orbitals to the wavefunction is small, it is larger in the excited state than in the ground
state [100]. Since the SO interaction strength increases with the atomic number to the
power of four, the SO splitting in the 2Eu excited state will be larger than in the 2Eg
ground state. The effect is somewhat mitigated since the dynamic JT effect is quenching
the SO interaction more heavily in the excited state [100]. The splitting in between the
orbital ground, labeled ∆gs, and excited states, labeled ∆es, is depicted in Fig. 2.5. The
transitions between the ground and excited states are optically dipole allowed since being
of different parity and thus having a finite overlap when being subjected to the uneven
parity electric dipole operator. Therefore, a four line fine structure spectrum as depicted
in Fig. 2.11a) is the typical fingerprint of all G4V centres in diamond. In table 2.1, the
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ground and excited state splittings for all G4V centres are given their theoretical values
calculated in [100] and the corresponding experimentally discovered values. For the SnV−

centre [113,136,176] and the PbV− centre [116,119] these values were only revealed during
the course of this thesis. The last feature of the electronic structure to discuss is the spin
degeneracy of the ground as well as the excited states. It is lifted under application of a
magnetic field and leads to the Zeeman split states depicted in Fig. 2.5. The Hamiltonian
of the interaction is given by the orbital (L) and spin (S) contributions to the Zeeman
effect, yielding

HZ
g,e = HZ,L

g,e +HZ,S
g,e = qγLg,e


0 0 iBz 0
0 0 0 iBz
−iBz 0 0 0

0 −iBz 0 0

 (2.4)

+γSg,e


Bz Bx − iBy 0 0

Bx + iBy −Bz 0 0
0 0 Bz Bx − iBy
0 0 Bx + iBy −Bz

 .

The magnetic field B is expressed in the reference frame set by the internal coordinate
system of the G4V centre [170] and the exact values of the gyromagnetic ratios γL,Sg,e =

gL,Se,g
µB
~ can differ in the ground and excited state due to variations in the Landé-factor

gL,S. Quenching of the orbital Zeeman effect is described by the Ham-factor q. The
actual magnetic field dependence of the splittings, and therefore the spectral line positions,
varies for the different G4V centres. It first of all depends on the orientation of the
magnetic field with respect to the symmetry axis of the defect. Secondly, the different
contributions of orbital and spin dependent Zeeman effect in ground and excited states
lead to a splitting even of the transitions in between states with the same spin projection,
so called spin-conserving (SC) transitions. For example transition A1 (|1 ↓〉 → |A ↓〉) and
B2 (|2 ↑〉 → |B ↑〉) have a different transition energy, however, the extent of this effect
varies among the G4V centres. A third effect occuring is the spin mixing in the presence
of a magnetic field the axis of which exhibiting a finite angle with respect to the symmetry
axis of the G4V centre. It manifests itself in the form of avoided crossings [99] and occurs
at lower magnetic fields for the G4V centres with lower ground and excited state splittings.
A simulated representative magneto-optical spectrum based on the full Hamiltonian

Hg,e = H0
g,e +HSO

g,e +HJT
g,e +HStrain

g,e +HZ,L
g,e +HZ,S

g,e , (2.5)

with H0
g,e representing the unpertubed system, is shown for the SnV− centre in Fig. 2.6.

The SO coupling is chosen to amount to 95 % (50 %) of the ground (excited) state splitting
of 820 GHz (3030 GHz) while the static JT effect contributes 5 % (50 %). The angle in
between the magnetic field and the symmetry axis of the centre is chosen to be 54.7°
being representative for a SnV− centre in a (100) oriented diamond sample while the
magnetic field is pointing along the [100] axis. The four transition lines split up into
sixteen transitions, among these are eight SC and eight spin-flipping (SF) transitions.

2.1.4 Phonon coupling and decoherence mechanism

The previous section assumed in most parts a perfect diamond lattice at a temperature of
absolute zero. Since this is not given in experiments the impact of lattice vibration has to
be taken into account. In quantum physics, diamond lattice vibrations are described by
elementary excitations of these vibrations, the bosonic quasi-particles named phonons.
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Figure 2.5: Schematic of the electronic states of a negatively charged G4V centre:
On the left, the electronic states of the D3d symmetric G4V centres resulting from group
theoretical approaches are depicted. Spin-Orbit interaction, Jahn-Teller effect and crystal
strain lift the orbital degeneracy. The spin degeneracy can be lifted by application of a
magnetic field resulting in the Zeeman split level structure.

Their effect on colour centres in diamond is manifold, we will highlight here two important
aspects. The first aspect aims at the fulfillment of the sixth and seventh criterion for
QNN. Taking phonons into account has different effects on the photons being emitted
by a colour centre. First of all, the emission spectrum will consist of two compositions.
The ZPL comprises all photons emitted upon decay on optically allowed transitions not
involving phonons. This spectral feature relates to the electronic transitions discovered
in the previous section. In contrast, it is possible to fulfill the conservation of energy by
emitting a lower energy photon compared to the ZPL while the excess energy is transferred
to a lattice vibration. This results in a broad spectral feature red shifted to the ZPL that
is called the phononic sideband (PSB). Absorption of a lattice vibration and subsequent
emission of a higher energy photon is in general an allowed process but since its probability
is very low the impact of this scenario on the emission spectrum is negligible. Physically, the
underlying effect of the emission of lattice vibrations in the process of excited state decay
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is the distortion of the diamond lattice by the change of the electron charge distribution
when undergoing the transition from the excited to the ground state. Vice versa, if a
lattice vibration is present the charge distribution of the electronic states will be affected
und thus their overlap, giving rise to the energy of the transition between them. This
can be described by a harmonic oscillator model intuitively introduced by Davies [177].
The important aspect is that colour centres exhibiting a similar charge distribution in
the excited as in the ground state are emitting a larger amount of photons into their
ZPL according to the Franck-Condon principle. This is favourable as only these coherently
emitted photons can be used in QIP schemes where entanglement is achieved by interference
of indistinguishable photons. Indistinguishability requires the same frequency and this
is not guaranteed for photons emitted into the broad PSB but only for the ZPL. The
spectral purity of an emitter with respect to photons being emitted without involving
lattice vibrations is quantified by the Debye-Waller factor [178] at finite temperatures,
respectively the Huang-Rhys factor at approximately 0 K. The Debye-Waller factor is
given by the amount of photons that are emitted upon decay on the ZPL transitions IZPL
divided by the overall number of photons being emitted. The latter consists of the ZPL
photons as well as the photons of the PSB (IPSB) and thus the definition of the Debye-
Waller factor is given by

DW =
IZPL

IZPL + IPSB
(2.6)

This definition is universal for all temperatures, however, the density of states of phonons
can be temperatur dependent and thus also the Debye-Waller factor. The Huang-Rhys
factor S, defined as

S = − ln(DW(T=0K)), (2.7)

is directly dependent of the Debye-Waller factor at zero Kelvin. It gives the average number
of phonons being involved in an optical transition of the colour centre [173].
Having discussed the impact of phonons actually taking part in population transfers, there
is a further effect caused by second-order phonon coupling [177] that only effects the phase
of the excited state of the colour centre, which is called phonon broadening. It can be pic-
tured as phonon collisions with the excited state and thereby randomly altering its phase.
This dephasing leads to a homogeneous broadening of the electronic transitions at finite
temperatures. It is strongly temperature dependent since its strength is determined by
the lattice vibrations present in the diamond. For most applications it is thus necessary to
operate G4V centres at cryogenic temperatures where the linewidth of the ZPL transitions
is marginally affected by phonons and mainly determined by the time uncertainty of the
decay of the excited state.
The second aspect of phonon-centre interactions apart from the optical coherence addresses
the third criterion put forth by DiVincenzo. It emphasises the importance of long coherence
times of the qubit system and thus the focus is upon the coherence in between quantum
states rather than optical transitions. In this section we will focus on the main source of
decoherence present for the G4V centres and furthermore different pathways to mitigate
the effect. Therefore, it is necessary to determine the optimal choice of qubit states.
Regarding the fine structure of the G4V centres it would be tempting to choose the two
orbital ground states as qubit states as it has already be done in previous studies on the
SiV− centre [179]. However, transitions between orbital states can be driven by lattice
vibrations. For example absorption of a phonon with an energy of ~∆gs will transfer the
G4V centre from state |1〉 to state |2〉. In the same manner, state |2〉 can decay into the
lowest orbital ground state under the emission of a phonon with energy ~∆gs. At a given
temperature both of these effects will take place simultaneously which is referred to as
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Figure 2.6: Zeeman splitting of the transition spectrum of a SnV− centre: Appli-
cation of a magnetic field in an angle of 54.7° relative to the symmetry axis of the SnV−

centre lifts the spin degeneracy of the energy levels and thus splits up the four transition
lines into sixteen. In the simulation the static JT effect contributes to 5 % of the ground
and 50 % of the excited state splitting.

thermalisation of the two states. The state population given by the statistical mixture
in thermal equilibrium is dependent on the temperature as the occupation of the phonon
modes resonant with the transition between the two orbital ground states is given by the
Bose-Einstein distribution [120]

n(∆gs,T) =
1

exp(
h∆gs
kBT

)− 1
. (2.8)

This equation states that while emission of phonons is always possible the absorption of
phonons is inhibited if there are no phonons present to drive the transition at temperatures
T� ~∆gs

kB
. The resulting phonon absorption rate γ+ is found [120] to amount to

γ+ = 2πχρ∆3
gsn(∆gs,T), (2.9)

where χ and ρ are proportionality constants. This effect of thermalisation imposes strict
boundaries on the coherence times between the orbital states as the thermalisation time
scale τtherm is on the order of several tens of nanoseconds for the SiV− centre at T = 4 K
[120, 179]. Cooling down does not diminish this decoherence mechanism for the orbital
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Figure 2.7: Phonon induced decoherence processes of G4V centres: Emission and
absorption of phonons between the two orbital branches of the ground state induces deco-
herence. Even in the case of lifting the spin degeneracy of the lower branch in a magnetic
field spin-conserving absorption of phonons can still induce significant decoherence of the
qubit states. This absorption is reduced by increasing the orbital ground state splitting,
reducing the temperature or incorporating the G4V centre in a phononic bandgap material.

states as state |2〉 will rapidly decay to state |1〉. Therefore, the orbital ground states
cannot be used as a longtime coherent qubit, instead it is advantageous to utilise the spin
degree of freedom of the lowest orbital ground state. By application of a magnetic field the
degeneracy is lifted and the qubit is constituted by the states |1 ↓〉 and |2 ↑〉. The direct
transition between these states driven by phonons is enabled only by spin mixing as phonons
do not magnetically interact with their environment and thus drive exclusively transitions
with an overlap between the spin wave functions of the involved states. Typically, the
direct transition probability between the qubit states is thus very weak.
Having determined the qubit states of choice its coherence is nevertheless affected by
phonons. While the direct transition between the two qubit states is not driven it is still
possible to absorb a phonon and drive the transitions between the two orbital ground
states of equal spin projection which is indicated in Fig. 2.7. This unwanted decoherence
mechanism however can be mitigated as it solely relies on the absorption of phonons and
therefore the occupation of the phonon mode resonant with the ground state splitting.
There are three possibilities in order to minimise the latter:

1. Temperature reduction: The most intuitive way when evaluating equation 2.8 is
to decrease the temperature until the phonon occupation becomes minimal,
n(∆gs,T)

T→0−→0. However, this comes at the price of additional technical overhead.
For example, reasonable spin coherence times of a few milliseconds for the SiV−

centre, exhibiting the smallest ground state splitting of all G4V centres, have been
shown to require temperatures below 400 mK [36]. These conditions are achievable
by placing the sample in a helium dilution refrigerator, however, this cryostat is a
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complex, large device and thus contradicts the wish for a scalable quantum processor
system.

2. Large ground state splitting: Another pathway is to increase the ground state
splitting such that exp(

h∆gs
kBT

)−1� ∆3
gs remains valid for higher temperatures, which

is achievable in two ways: Firstly, application of strain increases the ground state
splitting and has been used to improve the spin coherence [180]. This method has
the disadvantage that strain is not only altering the ground state splitting but effects
several properties of the G4V centre such as the general transition frequency [134,180]
and the polarisation of the emitted light [170]. Therefore, it is not only difficult to
apply strain to each qubit in a quantum processor but the strain has to have the
same impact on each colour centre if the initial centres are equal in their physical
properties. Elsewise, each centre has to be addressed individually and the desired
ground state splitting and ZPL transition frequencies need to be fine-tuned. Both
cases are challenging to achieve using common techniques for exerting strain on G4V
centres. The second approach is to choose a G4V centre with an inherently large
ground state splitting. The decoherence rates γ+ for the G4V centres are depicted
in Fig. 2.8 with the rates being normalised to the case of the unstrained SiV− centre
(∆gs = 46 GHz) at T = 4 K, where the coherence time is known to be only tens of
nanoseconds [120,179]. The dashed line between the green and the orange shaded area
marks the decoherence rate of the strained SiV− centre (∆gs = 80 GHz) at 400 mK
where millisecond coherence times were demonstrated [36]. This line is crossed for
the unstrained GeV− centre at a temperature of about 0.75 K, the SnV− centre at
2.4 K and the PbV− centre at about 9.8 K. Below these temperatures long spin
coherence times should be achievable indicated by the green shading. For the SnV−

and the PbV− centre these temperatures can be conveniently reached using closed-
cycle helium cryostats imposing significantly less technical overhead. Additionally, a
considerable effort is going on to miniaturise these devices and make them standard
rack size compatible. The lightly orange shaded area indicates the transition zone
where the coherence of the strained SiV− centre dropped by about one order of
magnitude when increasing the temperature from 400 to 600 mK. In the red shaded
area coherence times will be severely limited by the phonon induced decoherence.

3. Phononic bandgaps: A further opportunity to achieve reduced phonon mode occu-
pation is to implement phononic structures in the diamond host lattive surrounding
the colour centre. For example a periodic hole pattern can induce a phononic band
gap, in which phonons of a certain frequency cannot occur [181, 182]. Using nan-
odiamonds with sizes small enough to prevent phonon expansion presents another
pathway. However, this requires the dimensions of the nanodiamonds not exceeding
100 nm for the SiV− centre while the boundary conditions are increasing with the
ground state splitting of the heavier G4V centres. As mentioned before, this will
typically result in large inhomogeneities [134] and thus a proof of increasing the spin
coherence time of G4V centres in these materials has not been demonstrated up until
now.

In consequence of the above considerations the SnV− centre was chosen as the most promis-
ing candidate to evaluate within this thesis. While the PbV− centre is also an interesting
candidate phonon coupling affecting the Debye-Waller factor is predicted to be significantly
stronger for this colour centre [100] thus likely limiting its applicability.
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Figure 2.8: Temperature dependence of the phonon induced decoherence rate:
Depicted is the temperature dependence of the thermalisation rate γ+ upon phonon ab-
sorption between the lower and the upper branch of the orbital ground state for all G4V
centres. The ground state splitting of the unstrained centres denoted in tab. 2.1 is as-
sumed except for the strained SiV where ∆gs = 80 GHz is extracted from ref. [36]. The
green shaded area indicates long coherence times comparable to what is found in [36], in
the orange area phonon coupling starts to significantly introduce decoherence, and in the
red area the coherence properties are dominated by phonon decoherence.
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2.1.5 Brightness of single photon emission

An important measure for application in QIP protocols is the brightness of a single photon
emitter. It is determined by the following parameters:

• Quantum efficiency: The quantum efficiency ηQE is defined as the ratio of the ra-
diative decay rate of a colour centre Γrad compared to the total decay rate given by
the excited state lifetime Γtot. The latter includes also non-radiative decay channels
ocurring for example by multi-phonon decay [122] and not producing a meaningful
readout according to criterion three of DiVincenzo. The mathematical definition of
the quantum efficiency is given by

ηQE =
Γrad

Γtot
. (2.10)

• Collection efficiency: The collection efficiency ηCE is defined as the fraction of the
total radiatively emitted photon rate by a colour centre collected by an optical device
Γcoll such as a microscope objective. Therefore, it is strongly dependent of the
numerical aperture (NA) of the device. Mathematically it can be written as

ηCE =
Γcoll

Γrad
(2.11)

and it is strongly limited for colour centres in diamond where it is well known that
the difference in refractive index between diamond and air leads to total internal
reflection and thus a preferential photon emission into bulk diamond, see [183] for a
thorough discussion. This can be overcome by the implementation of nanophotonic
structures [184, 185] such as optical antennas [186, 187], solid immersion lenses [125,
126], nanowires and -pillars [176, 188, 189], and photonic crystal cavities [128, 190,
191]. Another possibility is utilising diamond nanoparticles with the geometrical
dimensions being smaller than the wavelength of the emitted light. However, while
this can yield high count rates [147] colour centres in nanodiamonds are subject to
large variations in strain and thus it is challenging to find several colour centres with
identical properties [134].

• Charge stability: Instability of the charge state under resonant excitation is often-
times observed for colour centres in diamond [104, 192, 193] and will play a crucial
role within this thesis. For quantification we assume a charge transfer rate from the
desired to an unwanted charge state ΓCT and a repump rate ΓCR set for example by
an additional laser returning the colour centre to the desired charge state. The frac-
tion of time that the emitter spends in the wanted charge state ηCS is then defined
as

ηCS = 1− ΓCT

ΓCT + ΓCR
. (2.12)

In the limits that either ΓCT −→ 0 or ΓCT � ΓCR the value of ηCS approaches unity
which is the favourable situation.

The overall detected photon rate Γdet is then given by

Γdet = ηdetηlossηCSηCEηQEΓtot (2.13)

where we introduced ηloss to describe photon loss at optical components such as lenses
and fibre couplings and ηdet as the efficiency of the single photon detectors. The relative
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brightness Brel of the emitter can consequently be described as

Brel =
Γdet

Γtot
. (2.14)

We will here state the relative brightness achieved in experiments with single colour centres
in bulk diamond for a fair comparison of the fundamental G4V centres’ properties. The
influence of coupling to nanophotonic devices and thus improved brightness is discussed
in the respective section below. When considering QIP applications only the number of
coherent photons emitted upon decay via ZPL transitions is of relevance and therefore we
introduce the factor

BQIP = DW ·Brel, (2.15)

yielding exactly this number by multiplying the derived relative brightness Brel from equa-
tion 2.14 by the Debye-Waller factor. In real world applications not only the relative factor
BQIP of the accessible fluorescence of a colour centre is interesting but furthermore the ab-
solute value of the detected emission rate Γdet, ultimately determined by the excited state
lifetime, since it limits the repetition rate of QIP protocols. Therefore, we will always
compare both of these values in order to characterise the brightness of a colour centre.

2.1.6 Spectral diffusion

A common limitation to the first criterion of DiVincenzo in the case of solid state quantum
emitters is the impact of spectral diffusion on the resonance positions [129,136,194,195]. It
originates from the Stark effect introduced by a fluctuating charge environment, typically
created by an applied laser used for excitation of the qubit. This laser provides the energy
for ionisation of surrounding defects and impurities in the diamond and thus influences the
electric fields acting on the colour centre. The effect is minimised for G4V centres as their
inversion symmetry protects them from first-order Stark shifts. In an inversion symmetric
system no permanent dipole moment is present which could be addressed by an electric
field in first order of pertubation. However, the electric field will introduce a shift in the
charge distribution of the electrons breaking the inversion symmetry and inducing a dipole
moment. The coupling of the electric field to this induced dipole moment is a second-order
effect and thus its strength depends quadratically on the electric field strength. During the
course of this thesis two experiments were performed probing the electric field dependence
of the C-transition resonance line of single SnV− centres. In both experiments a comparably
small linear Stark shift and a dominant quadratic contribution was found for unstrained
SnV− centres [196,197]. The impact of strain, measured by an increase in the ground state
splitting, lifts the inversion symmetry thus leading to the observation of significant linear
contributions [196]. However, even in these studies of inversion symmetric, marginally
strained SnV− centres spectral diffusion was commonly observed. In Fig. 2.9, we depict
the shift in the resonance position of a G4V centre using the parameters for the unstrained
emitters extracted from [196, 197]. As SD originates from charges in the vicinity of the
G4V centre in diamond we assume the electric field to be originating from a single charge
with varyiing distance to the emitter. It can be seen that a single charge brought to a
distance within 2 nm of the G4V centre can cause lineshifts of 250 MHz [196] up to about
1 GHz [197]. While the emitter in the study of Aghaeimeibodi et al. was specified to
exhibit a ground state splitting of 820 GHz [196] which is attributed to the unstrained
case within this thesis, the ground state splitting was not specified for the emitter under
investigation by De Santis et al. [197]. Only a “typical” spectrum is depicted from which
a ground state splitting of about 827 GHz can be extracted. Therefore, the larger electric
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Figure 2.9: Frequency shift of a G4V centre induced by the electric field of a
single charge: Depicted is the resonance shift of a G4V centre under the influence of an
electric field imposed by a single charge at a variable distance to the colour centre. The
proportionality parameters are extracted from studies conducted on the SnV− centre by
a) Aghaeimeibodi et al. [196] and b) De Santis et al. [197] with the red shading indicating
the range of confindence inferred from the given error bars.

field sensitivity found in this study could be a result of slightly larger strain. Eitherway,
these findings demonstrate that even few charges at moderate distances to the G4V centres
can still cause significant lineshifts despite the inversion symmetry.

2.1.7 Members of the G4V-vacancy centre family

While the previous sections aim at giving an introduction to the general properties of the
G4V centres, there nevertheless exist significant differences between them. We will here
review the most important characteristics found in experiments and the state of the art on
their applicability in QIP. An in-depth analysis of the historical findings and the discovery
of the SiV− centre as the first G4V centre however has been discussed in detail in several
PhD theses [170,198,199] and will thus be omitted here.
As the research on G4V centres in diamond is a vividly evolving field especially since
the experimental discovery of the SnV− centre some of the findings presented here were
only published throughout the course of this thesis. Therefore, there is overlap with the
experimental results of this thesis and we will compare the results that we gathered to the
findings summarised below.

The negatively charged silicon vacancy centre

The SiV− centre is the most thoroughly studied of the G4V centres due to its early discovery
as a silicon related defect in mid-nineties [164, 200]. We will therefore first review its
properties and compare the studies on other G4V centres to it.

Spectral fingerprint and Debye-Waller factor of the SiV− centre The fine struc-
ture described in sec. 2.1.3 gives an overview of the relative energies of the different transi-
tions but group theory fails on assigning absolute energy values. The calculations obtained
by DFT simulations put the ZPL at a wavelength (energy) of 729 nm (1.7 eV) [100]. This

31



CHAPTER 2. FUNDAMENTAL CONCEPTS

550 600 650
Wavelength (nm)

700 750 800

1.0

0.5

0.0

N
or

m
al

is
ed

 in
te

ns
ity

PbV- GeV- SnV- SiV-

Figure 2.10: Room temperature spectra of the G4V centres: Comparison of typical
spectra of all four G4V centres acquired at room temperature. The dominant peak cor-
responds to the ZPL while the PSB is constituted by the broad red shifted feature. The
graph is reproduced with permission from [107].

is close to the experimentally observed 738 nm (1.68 eV) at room temperature [164, 200].
A typical spectrum taken at room temperature [107] is depicted in Fig. 2.10 with the ZPL
constituting the dominant peak in the spectrum whereas the PSB is visible as the broad
red shifted feature. The phonon coupling at room temperature is quantified by the DW
factor and is reported in the range of 0.7 − 0.92 [147, 201–203]. The ZPL being subject
to minimised phonon broadening at a temperature of 4 K is shown in Fig. 2.11a). The
now resovable optical transitions labeled A, B, C and D are revealed corresponding to
the allowed finestructure transitions in between the two orbital excited and ground states,
compare to Fig. 2.5. From the spectral distance between transitions A and B, respectively
C and D the ground state splitting can be determined. For an unstrained SiV− centre it
corresponds to 46-50 GHz [99,102,121]. The distance between transitions A and C, respec-
tively B and D corresponds to the excited state splitting being 150-180 GHz [110,175] in a
low strained diamond matrix.

Charge states of the SiV centre The previous discussion on the electronic structure
assumed the negative charge state of the SiV centre being prevalent. However, there are
other charge states possible and prediction of them is not straightforward. SiV− centres
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Figure 2.11: Cryogenic temperature spectra of the G4V centres ZPL: The fine
structure of the G4V centres is revealed at cryogenic temperatures where the impact of
phonon broadening is minimised. The excited state splitting corresponds to the energetic
separation between peaks A-C and B-D while the ground state splitting can be extracted
from the peak splitting of A-B and C-D. a), b) Fine structures of the SiV− at 4 K and
GeV− centre at 50 K exhibiting all four dipole allowed transitions. c) Fine structure of
the SnV− centre at 10 K. Only transitions C and D are visible due to the upper excited
state being unoccupied at cryogenic temperatures. d) Similarly, for the PbV− centre at
10 K just C and D can be resolved while the third peak is resulting from the Raman line
of diamond. The plots in b) and d) are reproduced with permission from the American
Physical Society from [110,119] and [119], copyright 2022 American Chemical Society.

are typically detected by their optical signature obtained under laser excitation. However,
the laser will not only excite the colour centre but also potentially ionise the G4V centre
or even provide an additional electron from the valence band or an impurity atom in the
vicinity of the G4V centre. Therefore, the charge state of the colour centre will be strongly
dependent on the excitation conditions and the impurities and defects prevalent in the
surrounding diamond matrix. The neutral charge state SiV0 has its ZPL at 946 nm [167]
but it is ionised to its negatively charged counterpart for excitation wavelengths shorter
than 825 nm [204]. Thus, when exciting the SiV centre at typical excitation wavelengths
shorter than the ZPL of the SiV− the neutral charge state will hardly be detectable due
to laser induced charge state conversion. Nevertheless, the SiV0 centre is an interesting
candidate for application in QIP due to promising long spin coherence times of about
250 ms [205], optically detectable magnetic resonances [206], a large Debye-Waller factor
of 0.9 [205], and stable, narrow optical transitions. The complex electronic structure is not
yet fully understood but can be potentially exploited for coherent control schemes [206,207].
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On the down side, it suffers from rather low count rates even in material where the charge
state is assumed to be stable [205].
The charge stability of the SiV− centre is further limited as resonant optical excitation
transfers the centre to its doubly negative charge state SiV2− by laser induced electron
capture from the valence band [137] when the centre is in its excited state. This charge
state is optically inactive as all the electron orbitals are filled (compare Fig. 2.4) and it
is therefore referred to as the dark state of the SiV centre. The charge transfer can be
mitigated by applying green laser light to efficiently set the singly negative charge state of
the SiV, an extensive characterisation of which can be found in the supplemental material
of reference [104].

Brightness and quantum efficiency of the SiV− centre The limited brightness of
the SiV− centre under resonant excitation in unstructured electronic grade diamond is of-
tentimes considered a major disadvantage and attributed to a low quantum efficiency on the
order of 1− 10 % [104,208,209]. For instance, in electronic grade bulk diamond brightnesses
of about BQIP ≈ 10−5 and absolute count rates of about 1 kHz are reported [36,37]. There
are two possible explanations for the low radiative yield: The first one is non-radiative de-
cay mediated by several phonons or a metastable quantum state. The second possibility is
that the low quantum efficiency results from the SiV− centre residing significant amounts
of time in a dark charge state. These effects are challenging to distinguish as their impact
on the fluorescence is the same. Efficient charge state initialisation in combination with
impressive light extraction by a nanophotonic cavity structure enabled the measurement of
an excellent brightness of BQIP ≈ 0.14 and a single photon detection rate of 31 kHz [191].
Without technical imperfections this brightness could have reached about 60 % approaching
deterministic photon extraction. However, it is unclear whether the efficient charge state
initialisation or the lifetime reduction due to Purcell enhancement improved the quantum
efficiency. The latter would mean that the significant cavity enhancement sped up radia-
tive processes such that they outperformed non-radiative ones. Without the application of
a charge stabilising laser, the brightness of SiV− centres is significantly higher in materials
with a certain nitrogen content [37, 210, 211] in comparison to electronic grade diamond.
This is again most likely due to a charge conversion from dark to bright state eased by the
presence of interstitial nitrogen in the vicinity of the SiV centre and points towards the
charge stability posing a significant limitation to the quantum efficiency.
Instead of using a nanophotonic crystal cavity, light extraction can be further enhanced
when utilising nanodiamonds [212]. While the brightness in studies on nanodiamonds was
still limited to below BQIP ≈ 10−3 absolute count rates of up to 4.5 MHz were measured
[147]. Combining nanodiamonds with fibre-based micro resonators improved the brightness
by about a factor of two, however, the absolute measured count rate was below 2 MHz.
In summary, the SiV− centre is a relatively dim colour centre in diamond but its limita-
tion can be overcome employing sophisticated nanofabrication and efficient charge state
stabilisation.

Optical and spin coherence of the SiV− centre For application in QIP the optical
and spin coherence of a colour centre are of major importance. As mentioned above, the
G4V centres benefit from their inversion symmetry and thus from a reduced influence
of fluctuating electric fields in their vicinity on the position of optical resonances. It
was therefore possible to demonstrate resonance linewidths broadened predominantly by
the uncertainty of the radiative decay of the excited state [102]. Additionally, the line
position seemed to be stable for several hours and the width of inhomogeneous broadening
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affecting the line positions of several emitters observed in the study was on the same
order of magnitude as the lifetime limited linewidth. These are remarkable results in
terms of fulfilling the first criterion of DiVincenzo in being able to fabricate emitters with
very similar properties. However, spectral diffusion does occur also for the SiV− centre
especially in nanofabricated structures and nanodiamonds [129, 213, 214]. These effects
limit the applicability of the SiV− centre and need to be overcome for QIP applications.
The second important coherence aspect concerns the dephasing of the lowest ground state
spin qubit of the SiV− centre. The effect of phonon induced decoherence was discussed in
2.1.4 and in accordance with it Sukachev et al. found long spin coherence times for the SiV−

centre being observable exclusively at millikelvin temperatures [36]. In their study they
investigated two samples: sample 1 contained a natural abundance of 13C nuclear spins
(1.1 %), while sample 2 was isotopically purified to a concentration lower than 10−3 %.
The spin dephasing time T∗2 was found to be 300 ns in sample 1 and up to 12 µs long in
sample 2 at 100 mK. However, in both samples dynamical decoupling of environmental
fluctuations yielded 1− 13 ms of spin coherence times T2,dd for four to thirtytwo decoupling
pulses. The origin of the spin bath leading to the reduced spin dephasing time is unclear,
since linear scaling of T2,dd with the number of applied decoupling pulses is counter to the
expected scaling proportional to N2/3 for dipolar interactions with nuclear spins [215,216].
The authors explain the scaling by the presence of a fast and a slow noise source, where
the first limits the spin dephasing time while the second is the origin of the reduced
T2,dd. Nevertheless, these spin coherence times meet the requirements for demonstration
of memory enhanced quantum communication [101]. They can be further extended by
transferring the coherence to a long-lived nuclear spin such as a neighbouring 13C atom
is carrying. This was achieved for the SiV− centre, however, the coupling strength and
protocol fidelities were moderate [105,106].

Coupling to nanophotonic devices and application in QIP of the SiV− centre
In order to strongly enhance light-matter interactions and the extraction of light from
the diamond host matrix it is mandatory to couple G4V centres to nanophotonic devices.
A broad review of the state of the art of quantum nanophotonics with G4V centres is
given in [107]. We will here summarise the most recent achievements made on coupling
the SiV− centre to nanophotonic crystal cavities and the resulting applicability in QIP.
In 2019, Nguyen et al. demonstrated the foundation for realisation of a quantum re-
peater with SiV− centres by fabricating a one dimensional nanobeam structure coupled
to a single SiV− centre with a cooperativity of C ≈ 38 [105, 129]. The latter is an im-
portant figure of merit as a cooperativity significantly exceeding one indicates working in
the strong coupling regime where cavity-emitter interactions become deterministic. The
system was addressed in a fibre based fashion by adiabatically coupling a tapered fibre
to the nanobeam. Storage of a photonic qubit in a heralded fashion in the spin states of
the SiV− centre in the nanophotonic device was demonstrated making use of highly spin
state dependent reflections of weak coherent pulses at the cavity. Furthermore, Nguyen
et al. extended the possible storage time and implemented the option of quantum error
correction by entangling the spin state of the SiV− centre with a weakly coupled nearby
13C nuclear spin. In a follow-up paper, Bhaskar et al. used an even stronger coupled cavity
(C ≈ 100) demonstrating memory enhanced quantum communication in an asynchronous
Bell-state measurement [101]. The latter means, that the photonic qubit state of one of
two communicating parties was stored in the SiV− centre’s spin qubit until the photon
from the second party arrived and a Bell-state measurement could be performed. In or-
der to achieve this, a time-bin encoded photonic qubit state was sent onto the cavity in

35



CHAPTER 2. FUNDAMENTAL CONCEPTS

which the SiV− centre spin qubit resided in a coherent 50:50 superposition. In between
the two time bins the spin state was fully rotated such that if the early time-bin was not
reflected (leaving the system in the non-reflecting spin state), the late time-bin would be
reflected. The reflected photon heralded the storage of the photonic qubit state and thus
the spin qubit quantum memory being prepared for the Bell-state measurement with the
photonic qubit sent by the second party. This possibility of asynchronous measurement
greatly enhances the speed of operation in systems with transmission losses (optical fibres,
absorption in the atmosphere) compared to the case of utilising only linear optics, where
it is necessary to rely on both photons arriving at the same time at a beam splitter (BS).
Since the beforementioned achievements depend strongly on the fabrication of nanopho-
tonic structures it is encouraging to see that even large scale implementation of hybrid
photonic circuits with 128 integrated SiV− and GeV− centres have been realised [133].
The experiments summarised here demonstrate the greatly advanced applicability of the
SiV− centre in QIP protocols. Finally, an interesting new approach for addressing the SiV−

centre’s spin qubit by surface acoustic waves lead recently to demonstration of coherent
control [217] and even to efficiently coupling to a near 13C nuclear spin [218]. While this
design has not yet been used in QIP protocols it might turn out to be useful in future
experiments.

The negatively charged germanium vacancy centre

Spectral fingerprint and Debye-Waller factor of the GeV− centre The next
heavier element in the periodic table is germanium and DFT simulations place the ZPL
of the GeV− centre at a wavelength (energy) of 585 nm (2.12 eV) [100]. This is again
closely matching the experimentally observed 602 nm (2.06 eV) at room temperature [135,
175, 219, 220]. The room temperature spectrum is depicted in Fig. 2.10 [107] in which
the dominant peak corresponds again to the ZPL. The PSB is more pronounced than
for the SiV− centre and the DW factor is reported to be 0.45 − 0.7 [112, 219, 221]. It
has to be noted that the ZPL’s of single GeV− centres created by ion implantation or
knock-on doping exhibit a significantly larger spread (≈ 1− 4 nm) than SiV− centres after
annealing at 800− 950 °C (supplemental [135], [163]). The ZPL at a temperature of 50 K
is shown in Fig. 2.11b) [110]. At this temperature all four allowed transitions in between
the two orbital excited and ground states are still visible in photoluminescence. At lower
temperatures the upper orbital excited state is rapidly depopulated by fast phononic decay
into the lower orbital excited state and thus the transitions A and B are hardly visible [219].
This is due to the larger orbital excited state splitting compared to the SiV− centre. All
splittings can be extracted in the same way as for the SiV− centre and are stated in tab.
2.1.

Charge states of the GeV centre The GeV centre can reside in the same charge
states as the SiV centre, however, up to now no signature of the neutral charge state
could be found which is theoretically expected to have its ZPL at a wavelength (energy)
of 689 nm (1.8 eV) [222]. This could be due to an even lower quantum efficiency of the
defect compared to the SiV0 centre or by an energetically unfavourable placement within
the diamond bandgap requiring careful codoping for stabilisation. Chen et al. report the
presence of a dark state of the GeV− centre occuring under resonant excitation [193]. Since
they employ the same 532 nm laser induced mitigation of the fluorescence termination as
for the SiV− centre it is most likely that this dark state again corresponds to the doubly
negatively charged GeV centre. They also find a two step process being the reason for
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the termination when the GeV− centre is in its excited state, being in agreement with the
electron capture process found for the SiV− centre [137].

Brightness and quantum efficiency of the GeV− centre The GeV− centre faces
similar limitations to its quantum efficiency and in turn brightness as the SiV− centre.
The quantum efficiency has been estimated to range between 3− 40 % [109–112] despite
utilising 532 nm radiation for excitation which is claimed to mitigate the charge transfer to
the dark state as stated in [193]. It is nevertheless very unlikely that multi-phonon induced
decay for the significantly higher energy of the GeV− centre’s ZPL should be of comparable
strength as for the SiV− since the more phonons being involved in such a transition the
unlikelier its probability [122]. This is further confirmed by the lifetime being independent
of the temperature up to 450 K [110]. As it will be discussed within this thesis, the charge
transfer to the dark state could still be a limiting factor since the charge dynamics of the
GeV− centre are not well understood. The brightness of single GeV− centres in electronic
grade bulk diamond reached up to BQIP ≈ 10−3 which is significantly larger than for
the SiV− centre and an absolute count rate of about 170 kHz was emitted into the ZPL.
This increased brightness for high excitation powers of a 532 nm laser would again hint
at improving the quantum efficiency by stabilising the charge state of the GeV− centre.
In nanodiamonds the brightness could be boosted due to more efficient light extraction
by about one order of magnitude, approaching BQIP ≈ 10−2 [109] for count rates up to
750 kHz.

Optical and spin coherence of the GeV− centre The GeV− centre benefits from the
same inversion symmetry as the other G4V centres, however, to the best of our knowledge
the narrowest linewidths measured still exceed the lifetime limit by a factor of about
two to three [108, 110] while others report more than one order of magnitude difference
[193]. Furthermore, at powers exceeding the saturation value significantly spectral diffusion
about one order of magnitude larger than the Fourier limited linewidth and blinking was
observed [108,110]. Siyushev et al. measured the spin dephasing time at 2 K using coherent
population trapping (CPT) and direct microwave driving yielding T∗2 = 19 ns [108]. This
value is even shorter compared to the SiV− centre at 4 K, seemingly counter to Fig. 2.8
as the orbital relaxation rate should be slightly lower. However, already at an increase
in temperature of 0.8 K, the orbital relaxation rate for the GeV− centre exceeds the value
for the SiV− centre by a factor of two. Thus, it has to be suspected that microwave or
optical field induced heating in combination with non-optimal thermal anchoring caused
the increase in the relaxation rate. Moreover, to the best of our knowledge the limited
coherence time hindered the transfer of coherence to a neighbouring nuclear spin.

Coupling of the GeV− centre to nanophotonic devices Coupling of the GeV− cen-
tre to a waveguide including a bragg mirror has been achieved, however, the cooperativity
of the device was limited to C ≈ 0.1 [110] falling short of the values needed for application
in QIP [101, 105]. An attempt at enhancing the fluorescence of a GeV− centre in a fibre-
based micro cavity succeeded in increasing the peak spectral density [111]. The actual
retrieved count rate was unfortunately about an order of magnitude lower than without
application of the cavity. Utilising a circular plasmonic Bragg cavity instead and coupling
a GeV− centre situated in a nanodiamond to the device resulted in a significant shortening
of the radiative lifetime (factor 2-5) but also introduced a large background fluorescence,
strongly diminishing the single photon character of the emitter [223]. To the best of our
knowledge, no results approaching applicability of the GeV− centre in QIP have been ob-
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tained. Due to the combination of millikelvin temperatures for reaching long coherence
times being required while suffering more strongly from environmental influences such as
strain and charge fluctuations it is unlikely that the GeV− centre will ever reach this point.
Nevertheless, also GeV− centres were integrated in the large scale hybrid photonic circuit
mentioned in the section on the SiV− centre [133].

The negatively charged tin vacancy centre

This part of the thesis overlaps partially with its experimental findings as most of the
discoveries on the SnV− centre were made during the conduct of our work. It is thus
unavoidable to have some redundancy between the discoveries of other groups working on
this subject and the results obtained by us. However, only the combination of both gives
an overview as complete as possible on the SnV− centre.

Spectral fingerprint and Debye-Waller factor of the SnV− centre The ZPL as
spectral fingerprint of the SnV− centre in diamond was calculated to lie at a wavelength
(energy) of 593 nm (2.09 eV) [100]. Experimentally it was found to lie close by at 620 nm
(2.0 eV) at room temperature [113, 132]. The room temperature spectrum is depicted in
Fig. 2.10 [107] with the ZPL dominating the spectrum. The PSB for this centre is again
slightly more pronounced than for the SiV− centre, however, the precise determination of
the DW factor is addressed within this thesis. A first indicator that the significantly larger
amount of lattice damage introduced by the implantation of the heavy tin ions (compare
Fig. 2.2b)) needs to be lessened was revealed by the annealing study conducted in [113].
It was discovered that the room temperature line width of the ZPL of an ensemble of
SnV− centres narrowed by a factor of two when utilising annealing at 2100 °C and 7.7 GPa
instead of 850 °C. The reached ensemble linewidth of about 6 nm is in agreement with single
emitter linewidths in diamond of SiV− and GeV− centres. Furthermore, different defect
centres of unknown origin showing photoluminescence were destroyed due to the high-
pressure-high-temperature (HPHT) annealing. In a different study relying on annealing at
a temperature of 950 °C, one of these remaining spectral peaks (centered at 631 nm) even
led to confusing it with the local oscillator phonon mode resulting from the motion of the tin
atom itself [132]. This is not the case as in the studies conducted in our work a significant
amount of single emitters with a ZPL at this wavelength were found in low-temperature
annealed samples, which is contradicting the local oscillator mode theory. Upon cooling
down, the SnV− ZPL splits up into its four transitions, however, at cryogenic temperatures
of 10 K only transitions C and D are visible, see Fig. 2.11b). This is due to the even larger
excited state splitting of about 3000 GHz resulting in a negligible population in the upper
excited state at cryogenic temperatures [113]. The ground state splitting in the same study
was found to be about 850 GHz large, however, the value for the unstrained SnV− centre
is revisited within this thesis.

Charge states of the SnV centre The different charge states of the SnV centre and
especially the preparation of the negatively charged one are a main topic of this thesis.
Different studies commented little on it but observed blinking and termination of fluores-
cence under resonant excitation [114, 132, 176, 195]. We leave the thorough discussion of
this subject to chapter 5, however, it is noteworthy that an electronic transition centered
at 645 nm was suspected to be the neutral charge state of the tin. This was refuted by its
spectral dependence on the application of electric fields ( [224], supplemental [197]).
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Brightness and quantum efficiency of the SnV− centre The first study conducted
on the SnV− centre estimated an astonishingly large quantum efficiency of 0.76− 0.82 for
emitters in electronic grade bulk diamond [113]. The missing efficiency to unity has to be
suspected to be again the result of improper charge state initialisation. The brightness
of single SnV− centres investigated in this and an accompanying study reached values of
BQIP ≈ 10−3 − 5 · 10−3 in electronic grade bulk diamond [113, 132]. The absolute count
rate measured with a high NA objective yielded 1.37 MHz for the full spectrum being
comparable with values obtained from nanodiamonds for the SiV− and GeV− centre. The
incorporation of SnV− centres into nanodiamonds succeeded, however, the colour centres
seemed to be rather dim and no absolute value of the count rate was specified [149].

Optical and spin coherence of the SnV− centre The optical coherence of the SnV−

centre is naturally a highly important property and thus was investigated by several groups
in differently prepared samples. For implanted samples annealed at 1200 °C and subsequent
fabrication of micro pillars as well as SnV− centres fabricated by low energy implantation,
subsequent diamond overgrowth and waveguide etching, resonance linewidths approaching
the Fourier limit were found [176, 195]. Unfortunately, these emitters tend to exhibit
pronounced spectral diffusion limiting their applicability [195,197]. We will show in chapter
6 that these properties can be further improved. The spin dephasing time was addressed
in [114, 176] and found to be 0.5− 1.3 µs. Dynamically decoupling the SnV− centre’s spin
qubit from the environment resulted in an improved spin coherence time of T2,dd ≈ 300 µs.
This brings the spin coherence of the SnV− centre at a temperature of 2 K within reach of
the SiV− centre at millikelvin temperatures as expected from Fig. 2.8 owing to its larger
ground state splitting. Additionally, first signs of coupling to a neighbouring 13C nuclear
spins have been detected [114].

Coupling of the SnV− centre to nanophotonic devices Even though the SnV−

centre was discovered only in the recent past there has been serious effort to incorporate it
into nanophotonic structures. Rugar, Aghaeimeibodi, Riedel et al. demonstrated a Purcell
factor of about 24 for a SnV− centre in a nanobeam structure [225]. The lifetime reduction
was accompanied with a 40-fold increase of the emission intensity which unfortunately was
still significantly lower than the emission in pure bulk material. An additional attempt
to enhance the fluorescence emitted by single SnV− centres utilised a monolithic cavity-
based optical antenna structure designed by Fuchs et al. [186]. The device enabled larger
than five-fold enhancements of the actually collected count rate compared to the bare
diamond. This enhancement was accompanied by a reduction of the saturation power by
a comparable factor as the excitation light enters the antenna more efficiently. The latter
is of particular interest when working at cryogenic temperatures since it reduces heating
effects by the excitation laser. Despite these impressive achievements we are not aware of
any application of the SnV− centre in QIP applications yet.

The negatively charged lead vacancy centre

The PbV− centre was only discovered very recently and thus its characterisation is mainly
limited to its luminescence properties that we will review in the following.

Spectral fingerprint and Debye-Waller factor of the PbV− centre The large lat-
tice damage introduced by implantation of lead ions into the diamond host matrix has
hindered the straight away determination of its ZPL which was theoretically calculated to
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lie at a wavelength (energy) of 517 nm (2.4 eV) [100]. A large variety of photoluminescence
features occured in samples annealed at moderate temperatures up to 1200 °C leading to
possibly wrong assignment of the ZPL doublet [115–118] observable at cryogenic tempera-
tures. The conduction of a study on a HPHT annealed sample found most likely the correct
assignment of photoluminescence features and ZPL transitions with the ZPL at room tem-
perature lying at about 552 nm (2.25 eV) [119], see Fig. 2.10d). The Debye-Waller factor
was not determined and remains subject for future studies.
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2.2 Light - matter interactions in a three level system

The interaction of light and matter is the foundation of optical control of any form of
qubit. Throughout the course of this thesis, a multitude of optical control and manipula-
tion techniques such as qubit spin state initialisation and readout, Rabi oscillations and
coherent population trapping are employed. The aim of this section is therefore to give an
understanding of the underlying dynamics imposed by quantum mechanics and to apply
them to the special case of the SnV− centre. The section is set up in a way to explain the
modelling of experimental findings and to highlight the extraction of important parameters
from conducted measurements.

2.2.1 Level scheme & Master equation

Modelling the full fine structure of the SnV− centre in the presence of a magnetic field
which lifts the spin degeneracy, would require to take into account eight electronic levels.
While this is possible and poses no major limitation, the description is lengthy, complex
and the computational effort of simulating the quantum system is considerable. However,
within the course of this thesis, all conducted experiments can be described by a simplified
model that consists only of three electronic levels. In it we neglect the highest energy obital
branch of the excited state, as it is far off detuned (about 3000 GHz) and any popolution
quickly thermalises to the lower orbital branch at the low temperatures of typically 2 K
used in the experiments.. Furthermore, in the presence of a magnetic field, the higher
energy spin state in the lower orbital branch of the excited state is still far off detuned
(>5 GHz) at typical magnetic field strengths and hardly affecting the population dynamics.
Thus, all conducted experiments in our work can be described by a well known three-level
Lambda system that consists of two ground states which are coupled via two light fields to
the common excited state (see Fig. 2.12a)). In the following sections the three electronic
levels can represent orbital states, when no magnetic field is applied, as well as spin states
in the presence of a magnetic field. The respective sublevels being taken into account from
the overall level structure depicted in Fig. 2.5 are highlighted in red in Fig. 2.12b),c). As
there is mathematically no fundamental difference between the two situations, we describe
the interaction Hamiltonian H of this driven Lambda system in a general notation and
specify it when needed.
The ground states are energetically split up by ~∆12, either due to the impact of SO and
JT effect in the case of orbital states or due to the Zeeman effect for an applied magnetic
field. Transitions between the ground and excited states can be driven by laser fields.
The strength of the interactions between the Lambda system and the two light fields are
described by their respective Rabi frequencies

Ωi =
~µi ~Ei
~

. (2.16)

The dipole moment of the given transition is denoted as ~µi, whereas ~Ei is the electric field
of the incident laser radiation. The Hamiltonian of such a driven Lambda system under
the rotating wave approximation is well known and its derivation can be found in various
textbooks [226]. Its matrix form is given by

H = ~

 0 0 Ω1
2

0 ∆1 −∆2
Ω2
2

Ω1
2

Ω2
2 ∆1

 , (2.17)
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Figure 2.12: Level scheme: a) Generic scheme of a three level Lambda system with
the states being either orbital or Zeeman split spin states. The spontaneous decay rates
from state i to j are labeled Γij, while Γtherm labels the rate of thermalisation between the
ground states. The interaction of the light fields with the quantum system is given by their
Rabi frequency Ωi, which can be energetically detuned from the excited state by ∆i. The
energetic splitting between the ground states is denoted as ∆12. Sublevels constituting the
Lambda scheme which are taken into account in the modelling are highlighted in red for
b) the orbital and c) in the case of Zeeman split states.

where we introduced the detunings ∆i = ωi − ωiA of the laser frequency ωi with respect
to the molecular transition frequency ωiA. The Hamiltonian in its present form covers all
coherent interactions and transitions from pure states to other pure states. In reality, not
only mixed states need to be taken into account but also incoherent processes that diminish
the coherence of quantum superposition states. Consequently we do not model our system
using Schrödinger’s equation but rather describe it employing a density matrix formalism
and the master equation [226], which are suitable to cover statistical mixtures as well as
decoherence. Within this formalism, the density matrix ρ describes the full state of the
quantum system. The master equation itself is a differential equation for deriving the time
evolution of the quantum system, which can be written down in its matrix representation
as

ρ̇(t) = − i
~

[H, ρ] + L+D. (2.18)

The brackets [H, ρ] denote the anticommutator of the Hamiltonian and the density matrix.
This part of the equation covers all the coherent processes of the evolution in time. The
sum of all Lindblad operators Lij is given as the Lindblad superoperator L and describes
the incoherent spontaneous decay of electronic states, while D implements pure dephasing
of a quantum state without transfer of population. For the case of L and D being equal
to zero, the equation is called von-Neumann equation, which is capable of describing the
coherent evolution of a mixed state but fails to implement incoherent processes.
The spontaneous decay of an electronic state |i〉 into another electronic state |j〉 with a
rate Γij can be mathematically described employing the Lindblad operator

Lij = CijρC
†
ij −

1

2
(C†ijCijρ

† + ρC†ijCij) (2.19)

where we introduced the collapse operators

Cij =
√

Γij |j〉 〈i| . (2.20)
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The Lindblad superoperator is then constructed as the sum of all Lindblad operators,
namely

L =
∑
i,j

i 6=j

Lij . (2.21)

Pure dephasing with a rate di, which only randomises the phase of a quantum state |i〉 but
does not induce transfer of population, is described in a very similar way by the dephasing
operators

Di = di(ρii |i〉 〈i| −
1

2
{|i〉 〈i| ρ+ ρ |i〉 〈i|}), (2.22)

which again sum up to
D =

∑
i

Di. (2.23)

The mathematical concept derived so far is sufficient to govern the full evolution of the
density matrix and thereby the quantum system. Since equation 2.18 is linear in ρ, it is
possible to find a map L , which is called the Liouville super operator, satisfying

~̇ρ = L ~ρ. (2.24)

It is important to note, that the density 3x3 matrix is now written down as a 9 dimensional
vector. Therefore the matrix entries have simply been rearranged and put in order in the
following way:

 ρ11 ρ12 ρ13

ρ21 ρ22 ρ23

ρ31 ρ32 ρ33

 −→


ρ11

ρ12
...
ρ32

ρ33

 . (2.25)

For the explicit expression of the operator L , it is useful to define an effective Hamiltonian
as

Heff = H− i~
2

∑
i,j

i 6=j

C†ijCij +
∑
i

D†iDi

 . (2.26)

Utilising the effective Hamiltonian we can calculate L according to [227] as

L = i(13 ⊗H†eff −Heff ⊗ 13) +
∑
i,j

i 6=j

Cij ⊗ C†ij +
∑
i

Di ⊗D†i . (2.27)

The advantage of this representation is that the solution of equation 2.24 can be calculated
in a straightforward manner as

~ρ = exp(2πL t)~ρ0, (2.28)

where ~ρ0 describes the initial state of the quantum system. It is important to note, that this
solution is only valid for the operator L being time invariant. While decay and dephasing
rates are typically constant, the formalism is not suitable to describe series of laser pulses
that are not rectangular or modulations of the laser detuning with time. We also explicitly
wrote the factor 2π in front of L , as it oftentimes leads to confusion whether technical
or angular frequencies have to be entered in the model. In our model, all frequencies are
technical frequencies and the factor 2π is taken care of in the last step of the computation.
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The major advantage of the formalism overall in its present form is that it can be com-
puted without the necessity of numerical solvers of differential equations, which tend to
be needing excessive computational resources. Calculating the exponential function of a
matrix is a computationally less resourceful approach and therefore speeds up simulations
dramatically. In the following sections, we will start using this formalism by highlighting
the decoherence mechanisms that are present for the SnV− centre and continue by using
the derived model for understanding and simulating a variety of important light-matter
interactions encountered in the experimental part of this thesis.

2.2.2 Spontaneous decay induced decoherence of the orbital states of
the SnV− centre

Even for the subset of levels that we investigate with our model, there are a variety of
decoherence processes present. In this section, we will explore the effects on the orbital
states. First of all, the excited state will decay into the ground states. For the orbital
states |1〉 , |2〉 and |A〉 (see Fig. 2.12b)) the decay from level |A〉 into both ground states
is allowed with equal probability. Therefore, the decay can be modelled using one single
decay rate Γ, which enters into the two collapse operators as

CA1 =

√
Γ

2
|A〉 〈1| (2.29)

CA2 =

√
Γ

2
|A〉 〈2| . (2.30)

Both decays contribute equally to the radiative excited state lifetime τr, which is therefore
inversely proportional to the decay rate via the relation

Γ =
1

2πτr
. (2.31)

The transition between the two ground states can be driven by phonons as the constituents
of the thermally induced diamond lattice and molecular vibrations [120]. However, these
decay rates are strongly temperature dependent, as going from |1〉 to |2〉 requires the
absorption of a phonon described by the rate Γabs, while the inverse process is a decay
with rate Γem that emits a phonon. The latter is therefore possible at any temperature,
while the absorption does only occur if the phonon mode with the energy corresponding
to the ground state splitting is thermally occupied. In thermal equilibrium the population
within the two ground states is Boltzmann distributed and the rates that lead to the
equilibrium are mathematically described as

Γabs = Γthermαtherm exp(− ~∆12

2kBT
) (2.32)

Γem = Γthermαtherm exp(
~∆12

2kBT
), (2.33)

with
αtherm =

1

exp( ~∆12
2kBT

) + exp(− ~∆12
2kBT

)
. (2.34)

Γtherm denotes the shared thermalisation rate, the Boltzmann factor is given by kB and
the temperature as T. In the experiment, only the effective rate Γtherm = 1

2πτtherm
can

be measured for the given temperature, which is defined by the time scale τtherm of the
exponential law with which the system returns to the thermal equilibrium population after
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Figure 2.13: Thermalisation within the ground states of the SnV− centre: a)
Simulated time evolution of the ground states after preparing the population in state |2〉 and
letting the system thermalise. The ratio between the equilibrium populations depends on
the ground state splitting set to 820 GHz and the temperature of 2 K. The thermalisation
time scale is artificially set to 100 ns. b) Simulation with the same parameters, except
the ground state splitting being reduced to a typical Zeeman splitting of 4 GHz observed
within this thesis. In this case the equilibrium population is close to 50 % in each of the
ground states.

being disturbed from it. Fig. 2.13a) displays this case for the system being prepared in
state |2〉 at a temperature of 2 K, a fictional thermalisation time scale of τtherm = 100 ns
and the orbital ground state splitting of the SnV− centre ∆12 = 820 GHz. It can be seen
that with the time constant of 100 ns the population prepared in state |2〉 decays almost
completely (less than 10−6 % remains) into the lower state |1〉 until the ratio between the
populations equals the ratio between the rates of the absorption and emission rate, which
is

Γabs

Γem
= exp(−~∆12

kBT
). (2.35)

For comparison, we plot the same graph for a reduced ground state splitting of ∆12 = 4 GHz,
which is a typical Zeeman splitting at a magnetic field of 200 mT applied with an angle
of 54.7° with respect to the symmetry axis of the SnV− centre. In this case, the ratio be-
tween the populations approaches almost 50 % in each of the two states. We would like to
emphasise that the timescale of the process simulated here is only for instructive purposes
and does not resemble the experimental values found within our work.

2.2.3 Rabi oscillations between orbital states

Rabi oscillations have been observed in many experiments and are the most popular coher-
ent process in quantum mechanics. They occur when a transition between two quantum
states is coherently driven, for example by a laser, and are observable as an interchange of
population between the two quantum states. The population dynamics follow a sinusoidal
time dependence with the frequency of the oscillations being given by the Rabi-frequency
of the applied laser field. There are two factors that can only be explained when taking
into account coherence in the system: First of all, the oscillation can lead to a complete
population inversion, which is called a π−rotation. This is not achievable with incoherent
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light sources, which can at maximum transfer the system into a 50:50 mixed state. The
second aspect is visible when using laser pulses. If a laser pulse is applied that transfers
the system into a coherent 50:50 superposition of ground and excited state, a so called
π
2−pulse, the system ends up in a state

|ψπ〉 =
1√
2

(|1〉+ |A〉). (2.36)

In contrast to classical analogues, the oscillation can be continued from this point on as
long as the coherence is preserved and the phase relation between the two states stays
the same. This means that application of two subsequent phase-coherent π

2−pulses is
equivalent to one π−pulse. These two features are very important in many QIP protocols,
for example retrival of a photon with maximum probability from the system is achievable
by applying a resonant π−pulse in between a ground and excited state. Furthermore,
it is used to generate superposition states with different population contributions of the
involved states. These operations are a subset of the single qubit gates specified in the
fourth DiVincenzo criterion. In Fig. 2.14, Rabi oscillations between ground state |2〉 and
excited state |A〉 for Rabi frequencies of 100 MHz and 200 MHz are depicted. In a) no
damping due to spontaneous decay is assumed for giving an intuition of perfectly coherent
interactions of laser fields with quantum systems. However, in reality the excited state
lifetime imposes a limitation on this coherent population transfer. It can be seen in Fig.
2.14b) how the oscillations are damped due to the decay of the excited state with a time
constant of τr = 7 ns. However, it is noteworthy that the time scale of the enveloppe of
the exponentially damped Rabi oscillations is equal to 4

3τr. This result was analytically
derived in [228] and confirmed in our simulations. We do point this out, as it is in many
textbooks confused to be twice the radiative lifetime. The decay channel from the excited
state to the ground state |1〉 is neglected in the simulations for simplicity reasons. The
relationship between laser power and Rabi frequency becomes clear from equation 2.16.
The laser power is proportional to the square of the electric field and thus the square root
of the laser power P is directly proportional to the Rabi frequency

√
P ∝ Ω. (2.37)

We will use the proportionality later to convert laser power to Rabi-frequency and thereby
enabling adequate theoretical modelling.

2.2.4 Decoherence processes of the spin states of the SnV− centre

The decoherence properties differ for the case of using spin states in the presence of a
magnetic field. In this section we will focus on the main spin states that are utilised within
this thesis. The spin qubit is formed by the Zeeman split levels of the lowest orbital state
(|1 ↓〉 , |2 ↑〉), see Fig. 2.5. As excited state, we choose the spin down state of the lower
excited orbital state, |A ↓〉. It is straighforward to adapt the theory within this section to
the excited state |B ↑〉, while the spin states of the higher excited orbital state cannot be
used due to a very rapid phononic decay to the lower excited state at typical temperatures
of about 2 K. The same holds true for the higher orbital ground state, which exhibits no
significant thermal population at T = 2 K due to a very fast phononic decay channel into
the lower orbital ground state.
For the excited state |A ↓〉 the decay rates into the two ground states do now significantly
differ from each other. The decay into state |1 ↓〉, which preserves the spin state, is allowed
due to the transition being spin-conserving and the corresponding rate is labeled ΓSC. On
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Figure 2.14: Rabi oscillations: a) Laser induced Rabi oscillations indicated by coherent
population transfer from the ground state |2〉 to the excited state |A〉. The Rabi frequency
imposed by the laser is set either to 100 MHz or to 200 MHz. The excited state lifetime
is assumed to be infinite and thus no decoherence is induced by it. b) Simulation of the
realistic scenario of an excited state lifetime τr = 7 ns. The oscillations are damped due
to the decoherence induced by the spontaneous decay. The decay channel into state |1〉 is
neglected for the sake of simplicity. The enveloppe of the Rabi oscillations decays with a
time constant equal to 4

3τr.

the contrary, the decay from the excited state |A ↓〉 into the ground state |2 ↑〉, which is of
orthogonal spin projection, is forbidden by spin selection rules. These selection rules are
only slightly weakened due to the SnV− centre not being an isolated atom but within the
diamond lattice that is subject to strain and JT effect. They can be additionally lowered
by spin mixing in the case of an magnetic field being applied with a relative angle to the
symmetry axis of the defect [36, 114]. Debroux et al. find that the strength of the SF
transition of an unstrained SnV− centre (see supplemental material of reference [114]) can
be approximated to be proportional to

γ2
eB

2
⊥

2λ2
SO
. (2.38)

Here, γe = 2µB
~ denotes the gyromagnetic ratio, B⊥ the strength of the magnetic field

perpendicular to the defect axis and λSO the strength of the SO interaction in the ground
state manifold. The transition is nevertheless labeled a spin flipping transition and the
decay rate satisfies ΓSF � ΓSC. Therefore, in good approximation, the spontaneous decay
of the excited state is largely dominated by the decay on the SC transition and thus

ΓSC ≈
1

2πτr
. (2.39)

In reality the decay into the second orbital ground state does take place but the population
rapidly decays (� ΓSC) into the lowest ground state. This is equivalent to modelling it as
direct decay into the lowest orbital ground state as the decoherence induced by the excited
state lifetime is captured and the population transfer into the lowest orbital ground state
with time constant τr as well. The relative strength of the two transitions is described by
the branching ratio

ηcyling =
ΓSC

ΓSF
. (2.40)
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As we will find in chapter 6, both rates differ about 3 orders of magnitude even for a large
angle between the magnetic field axis and the symmetry axis of the SnV− centre. The
corresponding collapse operators are therefore given by

CA1 =
√

ΓSC |A ↓〉 〈1 ↓| (2.41)

CA2 =
√

ΓSF |A ↓〉 〈2 ↑| . (2.42)

The transition between the two ground states is also a SF transition and therefore cannot
be driven by phonons, which do not carry a magnetic moment. Again, this selection
rule is slightly weakened due to spin mixing. It will turn out in chapter 6 that the spin
states return to a thermal equilibrium population even after being properly initialised in
either one of the states, but the time constant T1,spin of this process is comparably slow and
happens on the order of milliseconds. The corresponding decay rate at a given temperature
is Γspin = 1

2πT1,spin
and the decay rates leading to the thermal equilibrium are given by

Γabs,spin = Γspinαtherm exp(− ~∆12

2kBT
) (2.43)

Γem,spin = Γspinαtherm exp(
~∆12

2kBT
), (2.44)

where the ground state splitting ∆12 is now depending on the strength of the magnetic
field, which splits up the spin states.

2.2.5 Optical pumping & Single-shot readout of the spin states of the
SnV− centre

For every starting point of a QIP protocol with a qubit, it is necessary to initialise the qubit
in a well defined state according to the second DiVincenzo criterion. Therefore, it is usually
required to have all the population of the qubit transferred to one particular quantum state.
Consequently, one needs to bring the qubit from a mixed thermal equilibrium state into a
well defined pure state. This can be done by optical pumping. Recalling the spin selection
rules and the slow thermalisation rate of the spin qubit from the previous section, one can
drive the SC transition with a laser and while the population will cycle numerous times on
this SC transition, at some point the spin state will be flipped to state |2 ↑〉. In this state
it will remain for time scales given by the spin lifetime T1,spin. In Fig. 2.15a) the effect
of optical pumping on the spin state populations is depicted for a lifetime of τr = 7 ns, a
branching ratio of ηcycling = 1000 and a pump Rabi frequency of 100 MHz. When applying
the laser, the population in state |1 ↓〉 is transferred partially to the excited state. As soon
as the decoherence imposed by the radiative lifetime of the excited state has unfolded, the
system is in a mixed state with 50 % of the population cycling between state |1 ↓〉 and |A ↓〉
and 50 % in state |2 ↑〉. The cycling population slowly decays in a mono-exponential way
into state |2 ↑〉, where it resides. At sufficiently long pump times, the system is initialised in
state |2 ↑〉. As an important figure of merit, the initialisation efficiency ηeff of the protocol
is directly related to the fraction of the remaining population εrem in state |1 ↓〉 via the
relation

ηeff = 1− εrem. (2.45)

Apart from the efficiency of the initialisation, also the time scale on which it can be
achieved is of interest. For laser powers that do not saturate the SC transition, the speed
increases with increasing laser power. In contrast to this finding, in the case of laser
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powers significantly larger than the saturation power, the time scale τpump approaches its
maximum given by the spin flipping rate ΓSF as

τpump =
2

ΓSF
. (2.46)

The factor two results from the fact that incoherent pumping will only populate the excited
state with half of the population residing in state |1 ↓〉 and thus it takes twice the time
compared to direct decay from state |A ↓〉 to state |2 ↑〉. By taking the inverse of the
pumping time the pumping rate γpump = 1

τpump
is defined. This rate saturates with laser

power P according to the formula

γpump =
ΓSC

2ηcycling

P

P + Psat
, (2.47)

in analogy to what is derived in [229] (p.142-143). Psat denotes the saturation power of
the SC transition. Consequently, the speed of an initialisation pulse is ultimately limited
by the intrinsic dynamics of the SnV− centre. These dynamics can be modified by the
use of cavities or application of strain, however, this imposes further technical difficulties.
The saturation of the pumping rate gives a direct measurement tool of the branching ratio
ηcyclingwhen the excited state lifetime and thus ΓSC is known. Faster initialisation speed
can be reached by pumping on the SF transition, as the speed is now only limited by ΓSC
and the available laser power.
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Figure 2.15: Simulation of optical pumping: a) The system starts in thermal equi-
librium in which about 50 % of the population resides in each of the ground state spin
states while the excited state is not populated. Application of a pump laser on the SC
transition with a Rabi frequency of 100 MHz induces cycling of the population between
state |1 ↓〉 and |A ↓〉. Due to the short radiative lifetime of the excited state of τr = 7 ns
the population transfer quickly becomes incoherent, see Fig. 2.14b), and creates a mixed
state with about 25 % in state |1 ↓〉 and |A ↓〉 each. The SF transition, which is set to be a
factor of 1000 weaker than the SC transition, enables flipping of the spin state and thus the
population is initialised in state |2 ↑〉 after sufficiently long pumping time. b) The time
constant τpump of the pump process is plotted against the Rabi frequency of the pump
laser. For large Rabi frequencies on the order of the excited state decay ΓSC = 1

7GHz,
the time scale saturates and approaches the limit of τpump = 2

ΓSF
= 14 µs imposed by the

strength of the SF transition.
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A large value of the branching ratio opens up the way for efficient state readout, which
corresponds to the fifth criterion of DiVincenzo. A perfect state readout consists of only
one optical pulse, which generates a sufficiently high photon response to be distinguished
from the background fluorescence of the sample or the noise of the single photon detector.
This is only possible in the presence of strongly cycling transitions as on these transitions
a large number of photons can be scattered without alteration of the spin state. For ex-
ample the branching ratio describing the relative strength of SC and SF transition gives
the average number of scattered photons on the cycling transition before a spin flip occurs.
Consequently, a SF transition that is three orders of magnitude weaker than the corre-
sponding SC transition enables a single-shot readout in which 1000 photons are scattered
on average until the spin state is flipped. If the majority of these photons can be detected,
the signal can be clearly distinguished from any possible background or noise and therefore
a single pulse is sufficient to read out the spin state. The quality of such a readout scheme
can be defined via the fidelity F as reported in [68]. To understand the definition of the
fidelity, we introduce here the notion of “dark” and “bright” events. Lets assume that we
implemented the state initialisation scheme in a highly efficient way and all the population
is now in state |2 ↑〉. Hence, the single-shot readout on the SC transition will produce no
photon response and thus remain dark. On the contrary, if the population is prepared in
state |1 ↓〉 consequently a fluorescence response of scattered photons would be produced,
labelling the state as being bright. These two cases serve as the calibration of the single-
shot readout. In Fig. 2.16 the histogram of fictive fluorescence responses for both cases is
depicted and we set, for illustrative purposes, a threshold of three photons as the detection
of a bright event. It is obvious that the two cases do have a certain overlap, which defines
the error εB as the probability with which a bright event is detected as dark and the error
εD for a dark event to be detected as bright. In the depicted scenario the probability for a
bright state preparation yielding less than three photons is relatively small and adds up to
εB = 0.016, while for the dark state preparation the sum over all probabilities of detecting
more than three photons is significant, yielding εD = 0.174. The total error of the protocol
is then given as the average of both values, yielding

ε =
εB + εD

2
, (2.48)

in our scenario ε = 0.095. The state readout fidelity as a measure of the reliability of the
readout scheme is defined as

F = 1− ε, (2.49)

which amounts to F = 0.905 for the model calculation. While the readout starts to be
meaningful for F > 0.5, a high fidelity approaching unity is needed for actual implemen-
tation in QIP protocols with a suitably low readout error rate. The major advantage of
the single-shot readout scheme is that it enables real time decisions. A completed protocol
run does not have to be repeated a large number of times with postselection of the data
but as soon as an erroneous state preparation or protocol error is detected with a single
readout pulse, a reset can be initialised and the protocol be started again.

2.2.6 Coherent population trapping

The previous sections mainly focused on the incoherent processes that are necessary to
initialise and readout the qubit formed by the spin states of the lowest orbital ground
state. In this part, we will introduce coherent population trapping as means to coherently
address the spin qubit and extract information on the spin dephasing time of the qubit.
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Figure 2.16: Histogram of single-shot readout calibration: Histogram of a fictive
single-shot readout calibration, in which the probability of the number of photon counts
in a read interval is depicted for the system being either prepared in the dark or the
bright state. It can be seen that both probability distributions have significant overlap,
which induces state readout errors. These errors depend on the threshold on the photon
number that has to be detected in a read interval for attributing a state as bright. In the
illustration, this threshold is set to three photons and is indicated by the dashed grey line.

The latter is a very important number concerning the third DiVincenzo criterion. CPT is a
quantum mechanical phenomenon occuring when adressing a three level system simultane-
ously with two lasers. In this thesis we focus on the so-called Λ−scheme (see Fig. 2.12), in
which the spin states of the lowest orbital branch (|1 ↓〉 , |2 ↑〉) are brought into two-photon
resonance utilising lasers on the transitions A1 (SC) and A2 (SF) to the excited state |A ↓〉.
Two-photon resonance means that both lasers exhibit the same detuning from the excited
state, namely ∆1 = ∆2. For the two-photon resonance condition being fulfilled in a three
level system it can be easily shown [226], that the system is transferred into a dark state

|Ψdark〉 =
1√
2

(cos(θ) |1 ↓〉 − sin(θ) |2 ↑〉). (2.50)
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The mixing angle θ is directly related to the Rabi frequencies of the lasers by the relations

cos(θ) =
ΩSF√

Ω2
SF + Ω2

SC

(2.51)

sin(θ) =
ΩSC√

Ω2
SF + Ω2

SC

. (2.52)

The state written down in equation 2.50 is referred to as being dark, since it has no
contribution of the excited state |A ↓〉 and thus no spontaneous decay is detectable. It
is noteworthy that this is true even for the case that both lasers are in resonance with
the atomic transition frequencies (e.g. ∆1 = 0 = ∆2). The state Ψdark corresponds to
an energy eigenvalue of zero of the Hamiltonian denoted in equation 2.17, when fulfilling
the two-photon resonance condition. This dark state is useful in gaining insight into the
coherence of the system: Since the transition that leads to the generation of |Ψdark〉 is of
two-photon nature and furthermore the excited state does plays no role in it, the width of
this transition is governed by the coherence of the two laser fields with respect to each other
and, most important for our work, the coherence of the ground states. That means, in
the limit of the relative laser coherence significantly exceeding the coherence of the ground
states one can derive the spin dephasing time T ∗2 from the full-width-half-maximum ∆νspin
of the transition as

∆νspin = γ22 =
1

πT ∗2
. (2.53)

The spin dephasing rate γ22 defines the relative decoherence of the spin states by a pure
dephasing of |2 ↑〉. There are several important points to note:

1. The definition of the spin coherence in equation 2.53 by acting only on state |2 ↑〉
rather than on both ground states is justified by the fact that coherence is always
a relative and no absolute value. Furthermore, as can be seen in Fig. 2.17a), the
imaginary part of the off-diagonal elements of the density matrix that describe the
coherence between the spin states decays with the time constant T ∗2 , which is here
set to 5 µs. This is exactly what is expected as the effect of the spin dephasing. It
has to be further emphasised that only a factor of π is contributing in eq. 2.53 while
in literature a factor of 2π is oftentimes erroneously introduced.

2. In reality, the width of the dark resonance can only be measured as a pure Lorentzian
in a certain power regime. This is due to the fact that one of the lasers needs to
be scanned across the transition to probe it. Assuming that the laser adressing the
SF transition is scanned, then it will probe the dressed states generated by the laser
adressing the SC transition. These two states are the bright eigenstates of the three
level system that, in contrast to the dark state, contain the excited state |A ↓〉 and
correspond to the energy eigenvalues

λ± =
~
2

(∆±
√

∆2 + Ω2
SF + Ω2

SC) (2.54)

of the Hamiltonian derived in eq. 2.17. The absolute detuning of the lasers being in
two-photon resonance is here denoted as ∆. From this equation it can be seen that the
dressed states are symetrically shifted around the energy of the dark state for working
in resonance with ∆ = 0. Furthermore, the splitting between the two states is given
as ~ΩSC in the case that the scanned laser is significantly weaker, e.g. ΩSF

ΩSC
� 1.

This case is depicted for Rabi frequencies ΩSC = 200 MHz and ΩSF = 0.1 MHz in Fig.
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2.17b). In this scan, the laser addressing the SC transition is kept fixed, while the
other one is scanned. For resolving the dark resonance, both Rabi frequencies need
to be sufficiently small, as will be explained in the following remarks.

3. It is important to note that for ΓSF and ΓSC differing significantly, the lineshape
of the CPT measurement will be different for the case that the laser addressing
the SF transition is kept at a fixed frequency and the laser on the SC transition is
scanned or vice versa. This is true even for ΩSF = ΩSC and is again a result from
the peculiarities that arise when working with a level system that exhibits a large
branching ratio ηcycling. It can be understood by taking into account the different
optical pumping rates. As explained in sec. 2.2.5, when a laser addresses the SC
transition, the population will cycle on average ηcycling(set to 1000 in the simulations)
times until the spin state is flipped. On the contrary, as soon as a laser excites the
SnV− centre on the SF transition, with almost unity probability the spin state will
flip in the subsequent decay on the SC transition. Thus pumping on the SF transition
can be very rapid and efficient. We will now discuss the two cases of CPT: When the
SC transition is addressed resonantly and constantly by one laser, the population will
at some point be flipped over to |2 ↑〉. There it will reside until either thermalisation
happens, which is typically on the timescale of several milliseconds, or pumping on
the SF transition brings it back to state |1 ↓〉. The latter is 1000 times more efficient
than pumping on the SC transition and thus even if the SF laser is detuned far off
resonance, it will start to repopulate state |1 ↓〉. This population is again cycling
between |1 ↓〉 and |A ↓〉 due to the fixed laser addressing the SC transition. In the
experiment this is detected as fluorescence. In Fig. 2.18a) the population of all three
states is depicted for different detunings of the SF laser. It yields a broad feature,
due to the efficient backpumping in state |1 ↓〉 and the characteristic dark resonance
at zero detuning. The width of this peak narrows strongly, when decreasing the ratio
of ΩSF

ΩSC
. The height of the sidepeaks next to the dark resonance can reach a maximum

of 50 % of the overall population, which is the limit of incoherent pumping. On the
contrary, when keeping the laser addressing the SF transition fixed and scanning the
laser addressing the SC transition (2.18b)), the SF laser will pump all population
into |1 ↓〉. However, due to the inefficient repumping on the SC transition, even for
comparably small detunings of the SC laser the population will reside in |1 ↓〉 and
no fluorescence can be detected. Only when the SC laser addresses resonantly the
Autler-Townes split dressed states fluorescence will be detected. Thus the overall
feature is rather narrow, though the dark resonance is still observed in the same
manner at zero detuning. The peak height is reduced to a maximum of only 25 % of
the population. The reason lies again in the inefficient pumping of the SC transition,
as now the population dynamics are dominated by the SF laser. It splits the excited
state up into the two dressed states, in which 50 % of the population will be pumped.
As the SC laser addresses only one of the two transitions efficiently at a time, it
reaches the incoherent limit of pumping to the excited state again, but this time
starting with only half the population, which yields only 25 % in the excited state.

4. Taking care when extracting the width ∆νspin from a measurement is necessary as
a consequence of the last two remarks. In order to ensure that the transition is not
power broadened, it is necessary to work in a regime with both Rabi frequencies
ensuring ΩSF

ΓSC
, ΩSC

ΓSC
� 1. These criteria follow directly from the theory of power

broadening of optical transitions derived in [229] (p.142), with the saturation laser
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Figure 2.17: Decay of coherence and Autler-Townes-Splitting: a) When preparing
the spin ground states in a coherent superposition, the coherence between the states is
set by the relative off-diagonal elements of the density matrix. In the simulation, the
decoherence is chosen to γ22 = 1

πT ∗
2
, with T ∗2 = 5 µs, which is the time constant of the

decay of coherence depicted. When all coherence decayed for times � T ∗2 , the system is in
a mixed state with 50 % classical probability to be in each state. b) Autler-Townes splitting
of the dressed states, which is revealed in the excited state population when scanning the
weak SF laser (ΩSF = 0.1 MHz) across the dressed states generated by the strong SC laser
(ΩSC = 200 MHz).

power being

P

Psat,SC/SF
=

2Ω2
SC/SF

Γ2
SC/SF

. (2.55)

It is important to be aware that the saturation power Psat,SC/SF is directly pro-
portional to the decay rate of the transition ΓSC/SF. Thus to reach the same Rabi
frequency on the SF transition, the excitation power needs to be increased by a factor
ηcycling and not by the square of it. One might think that the boundary condition
for ΩSF thus has to be related to ΓSF and not to ΓSC. However, we are adressing the
dressed states that are an admixture of both spin levels and therefore the restriction
is set by the dominant decay path, which is the SC transition in our system. Simu-
lation of the CPT resonance in the low power regime and its power broadening are
depicted in Fig. 2.19a). The most reliable way to extract ∆νspin is to use the model
presented in this section to fit experimental data. However, typically an estimation
of the linewidth is performed by fitting it with a Lorentzian. This is generally valid,
however, in the case of extreme branching ratios, the dark resonance shape can be
strongly affected by the pumping effects highlighted above (Fig. 2.19b)). For ex-
ample it overlaps with the dressed states in the case that the SC laser is scanned.
Therefore, a proper fit can only be obtained by fitting the lower part of the dip. The
fit is more reliable when the SF laser is scanned, as the broadening of the dressed
states leads to a better baseline for a Lorentzian fit and thus the fitting error is
minimised.

54



CHAPTER 2. FUNDAMENTAL CONCEPTS

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00

0.00

0.25

0.50

0.75

1.00
Po

pu
la

tio
n 

di
st

rib
ut

io
n

Detuning SF laser (GHz)

 State 1
 State 2
 State A

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00

0.00

0.25

0.50

0.75

1.00

Po
pu

la
tio

n 
di

st
rib

ut
io

n

Detuning SC laser (GHz)

a) b)

 State 1
 State 2
 State A

A

1
2

ΩSF

∆SC

ΩSC

A

1
2

ΩSF

∆SF

ΩSC

Figure 2.18: Comparison of scanning SF or SC laser: a) The SC laser is kept fixed
to the resonance of the SC transition (ΩSC = 20 MHz), while the SF laser (ΩSF = 20 MHz)
is scanned. Due to the very effective pumping of the SF laser even for large detunings from
resonance, population is transferred to state |1 ↓〉 from which the SC laser excites it to
|A ↓〉. For zero detuning, the characteristic CPT dark resonance can be seen, in which the
system is in a coherent 50:50 superposition of |1 ↓〉 and |2 ↑〉 that is decoupled from the
excited state. b) Same process with the roles of SC and SF laser being interchanged. The
population dynamics are dominated by the effective population pumping of the SF laser
and thus the excited state is not populated for large detunings. Only when approaching
the dressed states generated by the SF laser, the characteristic CPT feature is observed in
the excited state. Again at zero detuning the dark state is prepared.

2.3 Hong-Ou-Mandel interference

This section is dedicated to the derivation and description of the theory necessary to model
and analyse the experiments on two-photon interference (TPI) of consecutively emitted
photons from single SnV− centres. The derivation follows the theory derived by Benjamin
Kambs in [230,231], which we adapt in order to cover all experimental boundary conditions
within this thesis. Parts of the modifications were already implemented in the course of
Robert Morsch’s Master thesis [232] and are integrated, reevaluated and extended within
this section.

2.3.1 Two-photon interference at a beam splitter

The theoretical description of interference of only two photons at a 50:50 beamsplitter
becomes rapidly complicated as soon as real photons and experimental boundary conditions
are taken into account. To give the interested reader an intuition of the process, we will
start this section by considering a commonly used thought experiment [233] and extend
this model stepwise in order to approach the theoretical grade of complexity necessary to
describe the physical reality observed in the laboratory. Therefore, we consider two photons
with no temporal width, but rather being described by a delta peak in time. These photons
may exhibit different features such as their spatial mode or their polarisation state, with
the resulting quantum state being completely captured by the labelling i, respectively j.
The corresponding Fock state of the photons can be mathematically implemented by the
creation â†i (â

†
j) and annihilation operators âi (âj). These operators obey the well known
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Figure 2.19: Power broadening of CPT resonance and extraction of ∆νspin: a) De-
picted is the power broadening of the CPT resonance for different Rabi frequency strengths
ΩSC, while ΩSF is set to 0.2 MHz and is scanned across the transition. The spin dephasing
time is set to T ∗2 = 5 µs. The excited state population is normalised to its maximum value
after substracting the minima imposed by the dip in order to make the graphs comparable
and to visualise the broadening of the dip with increasing Rabi frequency. b) Dependence
of the CPT dark resonance feature for ΩSC = ΩSC = 0.2 MHz on the scanning laser field.
When the SF laser is scanned, the CPT feature can be fitted perfectly by a Lorentzian.
However, when scanning the SC laser, the distortion of the dark resonance hinders reliable
fitting. The width ∆νspin is determined correctly only when restricting the Lorentzian fit
to the lower half of the resonance dip.

anticommutation relations

[âi, âj ] = 0 (2.56)

[â†i , â
†
j ] = 0 (2.57)

[âi, â
†
j ] = δij , (2.58)

with δij being the Kronecker delta. The principal experiment in which quantum interfer-
ence of such two photons at a ideal, lossless fibre based BS (FBS) occurs is schematically
depicted in Fig. 2.20. A photon in input mode 1 (I1) of the FBS with quantum state i
and a second photon in input mode 2 (I2) with quantum state j, impinge simultaneously
on the FBS. This input state can thus be written as

|Ψin〉 = â†1,iâ
†
2,j |0〉 .

However, before a measurement, in whichever form, on the output ports of the FBS can
be performed, the effect of the FBS on the two photons must be taken into account. It
can be mathematically described by the unitary transformation Û in the following way

â†1,i
Û→ 1√

2
(â†3,i + â†4,i) (2.59)

â†2,j
Û→ 1√

2
(â†3,j − â

†
4,j) (2.60)

The transformation represents the 50 % probability of a photon being reflected, respectively
transmitted, as well as the phase change of π resulting from the reflection at an optically
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Figure 2.20: Schematic of TPI at a 50:50 FBS: Two photons, one in input mode 1
with its quantum state being described by the label i, and another in input mode 2 with
quantum state j, impinge on a 50:50 FBS. Reflection of the blue photon in input port 2
implies a phase shift of π. At the output ports 3 and 4, single photon detectors, namely
avalanche photo diodes (APD) are utilised to measure the coincidences of one photon
ending up in channel 3 while the other one is detected in channel 4.

dense medium. The latter occurs for the photon in mode 2 by definition in our thought
experiment. The output state |Ψout〉 thus can be calculated as

|Ψout〉 = Û |Ψin〉

=
1

2
(â†3,i + â†4,i) · (â

†
3,j − â

†
4,j) |0〉

=
1

2
(â†3,iâ

†
3,j − â

†
3,iâ
†
4,j + â†4,iâ

†
3,j − â

†
4,iâ
†
4,j) |0〉 (2.61)

As a photon in output mode 3 (O3) results with equal probability from the photon in
I1 being reflected or the photon in I2 being transmitted at the FBS and in an analogous
way for output mode 4 (O4), there are four possible outcomes of such an interference
experiment corresponding to the four summands in the output states:

1. The photon in I1 is reflected into O3, the photon in I2 is transmitted into O3.

2. The photon in I1 is reflected into O3, the photon in I2 is reflected into O4. A relative
phase change of π is introduced, resulting in a sign flip.

3. The photon in I1 is transmitted into O4, the photon in I2 is transmitted into O3.

4. The photon in I1 is transmitted into O4, the photon in I2 is reflected into O4. A
relative phase change of π is introduced, resulting in a sign flip.

A graphical illustration of the scenario is shown in Fig. 2.21. Now let’s consider two
cases, which we label distinguishable and indistinguishable. In the distinguishable case
the input photons exhibit at least one feature of their quantum state that renders its
state orthogonal to the other photon’s quantum state, for example horizontal and vertical
polarisation degrees of freedom. Therefore, it is straightforward to determine a photon’s
origin by measuring its polarisation at the FBS output. The four different experiment
outcomes mentioned above are all equally probable and thus we can set up a coincidence
measurement at the FBS output ports by placing a detector in each ouput and measure in
which cases both of them detect a photon. As equation 2.61 exhibits two possibilities for
one photon being in output 3 and one photon being in output 4, the overall coincidence
probability amounts to pcoinc = 1

2 in the distinguishable scenario. In the indistinguishable
case, the quantum state of both photons is equal in all respects with i ≡ j. Therefore,
the terms corresponding to the possibilities 2 and 3 are equal but of opposite sign and
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Figure 2.21: Possible pathways of TPI at a 50:50 FBS: The photons in the input
channels can take four possible pathways: a) Photon i is reflected while photon j is trans-
mitted. b) Photon i and photon j are both reflected, which yields a phase shift of π and
thus a sign flip in the overall wavefunction. c) Both photons are transmitted. d) Photon
i is transmitted, while photon j is reflected and again a phase shift of π is introduced. For
the case of indistinguishable photons, the cases b) and c) cannot be distinguished but are
of opposite sign and therefore cancel each other out. As a result, all coincidences vanish,
which is the measurement indicator of two photons being indistinguishable.

consequently cancel each other out, leading to the output state

|Ψout,indist〉 =
1

2
((â†3)2 − (â†4)2) |0〉 , (2.62)

where the label of the quantum state is omitted, as they are equal. This means, that both
photons always take the same path of O3 or of O4, but never different ones. As a result,
the coincidence probability for indistinguishable photons is equal to zero, pcoinc = 0.
The consequences of these two cases are manifold: First of all, it yields a straightforward
way to tell whether two photons are indistinguishable or not. While it is usually very
effortful to fully characterise a quantum state of a photon, a simple coincidence measure-
ment can reveal whether two complex quantum states are equal. Furthermore, even though
photons do not interact with each other by collisions, electromagnetic or any other known
force, the indistinguishability of the photons at the FBS decides which paths they can take.
The output state is therefore called a path entangled number state [234] and the interfer-
ence at a 50:50 FBS an effective photon-photon interaction, which is of great importance
in quantum computation using linear optics [50, 235].
While the thought experiment described in this section illustrates the most important ef-
fects and consequences of TPI at a 50:50 FBS, it is not suitable to model the interference
of realistic photons with a temporal shape and quantum degrees of freedom, which might
not only be parallel or orthogonal to each other but also somewhere in between. As a
consequence, indistinguishability is not a binary feature but can can be quantified in a
degree ranging from 0% (fully distinguishable) to 100% (fully indistinguishable). The fol-
lowing section is thus dedicated to implement a full theoretical model of the experimentally
observed TPI in this thesis.

2.3.2 TPI of consecutively emitted real photons

Single photons generated by the excitation of a single quantum emitter result from the
radiative decay of an excited electronic quantum state. The nature of this decay is proba-
bilistic and exhibits a characteristic time constant, which we label τr throughout the course
of this thesis. As a consequence, an emitted photon exhibits a temporal shape correspond-
ing to the decay probability of the excited state. This is also called the wave function ζ(t)
which we use to describe the full quantum state of a photon. The wave function ζ(t) is
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normalised in a way that
∫
ζ(t)ζ∗(t)dt = 1. The mathematical description of a photon in

input mode n, which can be either 1 or 2, of the 50:50 FBS can therefore be modeled by
introduction of the field operators [236]

Ê+
n (t) = ζn(t)ân (2.63)

Ê−n (t) = ζ∗n(t)â†n. (2.64)

Ê+
n (t) and Ê−n (t) are complex conjugates of each other and obey the relations 2.56, 2.57

and 2.58 in the fashion

[Ê+
n (t), Ê+

m(t)] = 0 (2.65)

[Ê−n (t), Ê−m(t)] = 0 (2.66)

[Ê+
n (t), Ê−m(t)] = ζn(t)ζ∗n(t)δnm. (2.67)

Since in our work we investigate photons being emitted consecutively from one single
photon source under pulsed excitation, it is necessary to somehow overlap two individual
photons at the FBS. The latter is achieved employing an imbalanced MZI as sketched in
Fig. 2.22. The interferometer imposes a time delay τmzi, which needs to compensate for
the delay τexc in between two excitation pulses or an integer multiple N of it. For a proper
compensation of the excitation delay, in one fourth of all possible cases two photons will
impinge at the same time at the FBS. This is the case where the early arriving photon
takes the long path in the imbalanced MZI, while the photon that arrives Nτexc later takes
the short path. For that situation, we can implement the FBS transformation in a fashion
analogue to the previous section and find field operators, which describe the photons in
output modes 3 and 4, namely

Ê+
3 (t) =

1√
2

(ζ1(t)â1 + ζ2(t)â2) (2.68)

Ê+
4 (t) =

1√
2

(ζ1(t)â1 − ζ2(t)â2) . (2.69)

Also these field operators obey the relations 2.65 - 2.67 in a similar fashion.
As we do now have the means to describe the photons in the output modes resulting
from reflection or transmission of the photons impinging on the FBS, we can implement
a formalism for the probability of detecting a coincidence between the output modes,
ie. having one photon in each output modes 3 and 4, respectively. This is called the
joint detection probability Pjoint and its derivation follows the concept reported in [237].
We start with the detection of a single photon on a usual single photon detector, whose
working principle is based on the absorption of the arriving photon at a time t0. That
means that the field annihilation operator Ên

+
(t0) annihilates a photon of the initial state

of the electric field, which we describe as before by |Ψin〉. The electric field is now left
in a final state |f〉. There are a variety of final states and they can be described without
any loss of generality by a complete orthonormal basis, obeying the well known relation∑

f |f〉 〈f | = 1. The probability of a photon absorption per time unit is therefore the sum
of each absorption probability over all final states, resulting in

Psingle(t0) =
∑
f

| 〈f | Ê+
n (t0) |Ψin〉 |2

= 〈Ψin| Ê−n (t0)Ê+
n (t0) |Ψin〉 . (2.70)
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Figure 2.22: Schematic of the imbalanced MZI: In order to overlap photons emitted by
one quantum emitter at a 50:50 FBS, the quantum emitter is excited with laser pulses that
exhibit an excitation delay of τexc. An integer number N of this delay is compensated in a
fibre based imbalanced MZI for the case that an early arriving photon takes the long path
and a subsequent late photon (arriving Nτexc later) takes the short path. When they reach
the FBS, TPI occurs in the case of the photons being at least partially indistinguishable.

The result is very intuitive as the number operator Ê−n (t0)Ê+
n (t0) of a photon in mode n,

counts the number of photons being present in the initial state of the electric field |Ψin〉 and
this is exactly what we expect from a (number resolving) single photon detector. In the
case of only one photon impinging on a detector at a time, it is equivalent to a not number
resolving single photon detector. Now we can extend this to the case of the joint detection
of photons in the output modes 3 and 4 of the FBS at which TPI takes place. This is
now described by the annihilation operators Ê3

+
(t0) and Ê4

+
(t0 + τ), where τ denotes a

possible time difference in the detection times of the photon in mode 4 with respect to the
arrival of the photon in mode 3. The joint detection probability is then given by

Pjoint(t0, τ) =
∑
f

| 〈f | Ê4
+

(t0 + τ)Ê3
+

(t0) |Ψin〉 |2

= 〈Ψin| Ê3
−

(t0)Ê4
−

(t0 + τ)Ê4
+

(t0 + τ)Ê3
+

(t0) |Ψin〉 . (2.71)

Using the relations 2.65, 2.66, we find

Pjoint(t0, τ) = 〈Ψin| Ê3
−

(t0)Ê3
+

(t0)Ê4
−

(t0 + τ)Ê4
+

(t0 + τ) |Ψin〉 , (2.72)

which is again the intuitive result of the expectation value of the number operators for a
photon in mode 3 at a time t0 and a photon in mode 4 at a time t0+τ . However, evaluation
of Pjoint(t0, τ) is easier employing the less intuitive relation 2.71 and making use of the fact
that âi |0〉 = 0. This leads to the simplified expression

Pjoint(t0, τ) =
1

4
|ζ1(t0 + τ)ζ2(t0)− ζ2(t0 + τ)ζ1(t0)|2, (2.73)

that depends only on the wave functions of the input photons and their detection time,
assuming that the detectors are placed at equal distance from the FBS. This expression
can be separated into one term P0 that results purely from incoherent contributions and
describes the case of completely distinguishable photons and a second term Pint, which
describes the quantum interference of two photons being indistinguishable to a certain
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degree, impinging on the FBS. The two terms read

P0(t0, τ) =
1

4
(|ζ1(t0 + τ)ζ2(t0)|2 + |ζ2(t0 + τ)ζ1(t0)|2) (2.74)

Pint(t0, τ) = −1

2
R{ζ1(t0)ζ∗2 (t0)ζ2(t0 + τ)ζ∗1 (t0 + τ)}, (2.75)

with R taking the real part of the expression in braces. With these general results on
hand, we can proceed to the description of TPI with real photons consecutively emitted
by the same quantum emitter. We will therefore now derive the mathematical description
of the photon wave function resulting from the decay of an excited quantum state. This
function has to describe photons emitted under the influence of spectral diffusion and pure
dephasing that are impacting the quantum emitter. Furthermore, we have to take into
account a temporal separation of the photons arriving at the FBS, which can originate
from an excitation jitter induced by internal dynamics of the excitation process of the
quantum emitter or the finite pulse width of the excitation pulse as well as a fixed delay
mismatch due to experimental imperfections.
As the decay of a quantum state is usually of mono-exponential nature, we can describe
the temporal shape of the photon wave package by the product of the Heavyside function
Θ(t) and an exponential decay with time constant τr. As we only investigate consecutive
photons emitted by the same quantum emitter in this thesis, we implement the same
radiative lifetime for both photons, which simplifies the calculations. The difference in the
arrival time at the beamsplitter can be implemented by a relative time shift of ∆τ . As a
result of spectral diffusion (SD, see sec. 2.1.6), the carrier frequency νn and consequently
the resulting phase accumulated over time of the two photons can differ. Furthermore,
pure dephasing (PD) due to collisions of phonons with the quantum emitter can introduce
an additonal time dependent randomised phase φn(t) that needs to be taken into account.
The mathematical derivation of the description of SD and PD are not carried out within
this thesis but can be found elsewhere [230,231]. The resulting wave function of the electric
field of a photon in I1 or I2 of the beamsplitter can be written as

ζ1,2(t) =
1
√
τr

Θ(t± ∆τ

2
) exp(−

t± ∆τ
2

2τr
) exp(−2πiν1,2t+ iφ1,2(t)). (2.76)

Plugging these expressions into equation 2.74 and 2.75, we find

P0(t0, τ) =
1

4τ2
r
{Θ(t0 + τ +

∆τ

2
)Θ(t0 −

∆τ

2
) + Θ(t0 + τ − ∆τ

2
)Θ(t0 +

∆τ

2
)}

· exp(−2t0 + τ

τr
) (2.77)

Pint(t0, τ) = − 1

2τ2
r

Θ(t0 +
∆τ

2
)Θ(t0 −

∆τ

2
)Θ(t0 + τ − ∆τ

2
)Θ(t0 + τ +

∆τ

2
)

· exp(−2t0 + τ

τr
) cos(2π∆ντ + ∆φ1 −∆φ2). (2.78)

The dependencies of P0 on ∆τ and Pint on ∆τ , ∆ν = ν1 − ν2 and ∆φn = φn(t0 +
τ) − φn(t0) are omitted for the sake of readability. For a sufficiently large number of
repetitions in the experiment, the cross-correlation function g(2)(τ), constituted by the
coincidences measured on the detectors, equals the probability Pjoint integrated over all
possible detection times t0 at the BS. We proceed further by evaluating P0(t0, τ) and
Pint(t0, τ) separately. It is straightforward to find
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g
(2)
0 (τ,∆τ) =

∫ ∞
−∞

P0(t0, τ)dt0

=
1

8τr
{Θ(τ + ∆τ) exp(−τ + ∆τ

τr
) + Θ(−τ −∆τ) exp(

τ + ∆τ

τr
)

+Θ(τ −∆τ) exp(−τ −∆τ

τr
) + Θ(−τ + ∆τ) exp(

τ −∆τ

τr
)}. (2.79)

The evaluation of Pint(t0, τ) is comparably more difficult. However, up to now, we did only
take into account a static frequency difference between the two emitters upon SD and a
set phase due to PD. This obviously does not display reality in which both of these effects
have to be modelled by stochaistic ergodic processes [230, 238] and thus we need to take
the average of these fluctuations on g

(2)
int (τ), yielding G(2)

int(τ) =� g
(2)
int (τ) �. We denote

here the average of both SD and PD by � . �, while averaging over one of the two is
denoted as < . >SD/PD. Since the processes are ergodic, every possible phase or frequency
displacement will occur with certainty when measuring for sufficiently long observation
times. Thus it is possible to interchange the integration over t0 with the averaging and we
find

G
(2)
int(τ) =� g

(2)
int (τ)�

=

∫ ∞
−∞
� Pint(t0, τ)� dt0.

Since the cosine in equation 2.78 is the only part of Pint(t0, τ) that is sensitive on phase
and frequency fluctuations, we need only evaluate its average, which yields

� cos(2π∆ντ + ∆φ1 −∆φ2)� =

1

2
{< exp(2πi∆ντ) >SD< exp(i∆φ1) >PD< exp(−i∆φ2) >PD

+ < exp(−2πi∆ντ) >SD< exp(−i∆φ1) >PD< exp(i∆φ2) >PD} =

exp(−2Γ|τ |)
2

{< exp(2πi∆ντ) >SD + < exp(−2πi∆ντ) >SD}.

In the last step, we used the equality < exp(i∆φn) >PD= exp(−Γ|τ |), which is derived
in [239]. The PD rate Γ is the same for both ∆φ1,2, since the photons are emitted by
one emitter, which is permanently subject to PD. It is also assumed that PD occurs
instantaneously, which is justified by its time scale being typically much faster than the
excited state lifetime. For the evaluation of the SD, we assume that its impact over
sufficiently long observation times yields a Gaussian distribution of emission frequencies
νn. In this case the distribution of finding the first photon at a frequency ν1 is given by
the SD distribution in the equilibrium state

p1(ν1) =
1√

2πσ2
0

exp(−(ν1 − ν0)2

2σ2
0

). (2.80)

The central frequency of the distribution is ν0 and its width is given by σ0. However, since
the two photons can possibly be retrieved from the quantum emitter much faster than the
time scale on which SD typically happens, their emission frequencies can be dependent on
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each other. The probability of finding the second photon at a frequency shifted by ∆ν
with respect to the frequency ν1 of the first photon according to [230,231] is given by

p2(ν1 + ∆ν) =
1√

2πσ2(τmzi)
exp(−(ν1 + ∆ν − νc(τmzi))

2

2σ2(τmzi)
) (2.81)

σ2(τmzi) = σ2
0{1− exp(−2τmzi

τSD
)} (2.82)

νc(τmzi) = ν0 + (ν1 − ν0) exp(−τmzi

τSD
). (2.83)

The timescale on which frequency fluctuations are correlated to each other is given by τSD
and is generally not known for a quantum emitter under investigation. However, as we will
find within this section, varying the timescale τmzi of the imbalanced MZI and measuring
the coincidence probability of the interfering photons can be used to determine τSD. It is
worthy to note that the case of photons being uncorrelated to each other is equal to the
fact τMZI � τSD and thus σ −→ σ0, νc −→ ν0, yielding the same distribution of SD for
both photons as expected save the relative frequency difference ∆ν.
Since we are not interested in absolute frequency positions but only in relative frequency
fluctuations between the two interfering photons as only this affects their wavefunction
overlap, we calculate the probability distribution ρν(∆ν) describing two photons being
separated exactly by a frequency difference ∆ν. This distribution is simply given by the
cross-correlation of p1(ν1) and p2(ν1 + ∆ν), yielding

ρν(∆ν) =

∫ ∞
−∞

p1(ν1)p2(ν1 + ∆ν)dν1

=
1√

2πΣ2
exp(−∆ν2

2Σ2
), (2.84)

with
Σ = 2σ2

0{1− exp(−τmzi

τSD
)}. (2.85)

Having the right distribution on hand, we can calculate the average of the SD using

< exp(±2πi∆ντ) >SD =

∫ ∞
−∞

ρν(∆ν) exp(±2πi∆ντ)d∆ν

= exp(−2π2Σ2τ2). (2.86)

It is worth noting, that Σ depends on the delay τmzi, which should be firmly kept in mind,
however, we omit the dependency for the sake of readability. As a result of the evaluation
of the SD and PD, we can write down the average of Pint(t0, τ), which is given by

� Pint(t0, τ)� = − 1

2τ2
r

Θ(t0 +
∆τ

2
)Θ(t0 −

∆τ

2
)Θ(t0 + τ − ∆τ

2
)Θ(t0 + τ +

∆τ

2
)

· exp(−2t0 + τ

τr
) exp(−2π2Σ2τ2) exp(−2Γ|τ |). (2.87)

The cross-correlation function G(2)(τ) can be obtained by integration of Pjoint(t0, τ) over
all possible arrival times t0 at the FBS. For a more convenient display of the result, we
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define the following functions

f0(τ,∆τ) =
1

2
{exp(−|τ + ∆τ |

τr
) + exp(−|τ −∆τ |

τr
)} (2.88)

fint(τ,∆τ) = hint(τ) exp(−|τ |+ |∆τ |
τr

) (2.89)

hint(τ) = exp(−2π2Σ2τ2) exp(−2Γ|τ |), (2.90)

which enable us to write down the cross-correlation function in a compact way as

G
(2)
∆τ (τ,∆τ) =

1

4τr
(f0(τ,∆τ)− fint(τ,∆τ)), (2.91)

with the label ∆τ stating that the time averaging discussed below was not yet performed.
Before the average can be calculated a secondary effect needs to be introduced: Throughout
the course of the TPI measurements of photons emitted by SnV− centres in sec. 7.1.2, it
will become clear that excitation at a wavelength of about 530 nm populates a higher lying
excited state. The decay into the lower excited state exhibits a significant time constant,
with the meaning of its label τAE being explained in the experimental part on the TPI.
The amount of τAE can be typically on the order of about 20 % of the excited state lifetime
visible in time correlated single photon counting (TCSPC) measurements as a rising edge.
This leads to an exponential excitation jitter, that we need to take into account in our
model. Furthermore, a fixed timing delay δt between the photons arriving at the FBS
results from imperfect length matching of the fibres in the imbalanced MZI. While the
mismatch is small, it is still significantly contributing to the results and thus needs to
be covered by the theoretical description. We take both of these effects into account by
calculating a similar average over the time delay ∆τ , resulting from the excitation jitter,
as for the description of the SD. The probability functions of finding one photon at a fixed
time t1 and a second photon at a relative time distance of ∆τ + δt are given by

p1(t1) =
Θ(t1)

τAE
exp(− t1

τAE
) (2.92)

p2(t1,∆τ, δt) =
Θ(t1 + ∆τ + δt)

τAE
exp(− t1 + ∆τ + δt

τAE
). (2.93)

We calculate the probability distribution describing the relative time distance between two
photons being emitted again by the cross-correlation of p1(t1,∆τ, δt) and p2(t1,∆τ, δt),
which yields

ρ∆τ (∆τ, δt) =
1

2τAE
exp(−|∆τ + δt|

τAE
). (2.94)

Since the integrals that were solved on the way of deriving G(2)
∆τ (τ,∆τ) do interchange with

an integration over all time delays ∆τ , we can directly calculate the average

G(2)(τ) = < G
(2)
∆τ (τ,∆τ) >t

=

∫ ∞
−∞

ρ∆τ (∆τ, δt)G
(2)
∆τ (τ,∆τ)d∆τ

=
g(τ, τr, δt)− g(τ, τAE, δt)− hint(τ)(g(0, τr, δt)− g(0, τAE, δt))

4(τ2
r − τ2

AE)
, (2.95)

with
g(τ, τi, δt) =

τi
2

(exp(−|τ − δt|
τi

) + exp(−|τ + δt|
τi

)). (2.96)
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With this we can directly evaluate TPI experiments conducted with consecutively emitted
photons by a single quantum emitter. In Fig. 2.23, the solution of equation 2.95 for
certain parameter sets is depicted in red as well as the constituting parts G(2)

0 (τ) (green)
and G

(2)
int(τ) (purple). For the case of no imperfections being present, those two parts

add up to zero and we end up in the case of perfectly indistinguishable photons shown in
Fig. 2.23a) for a radiative lifetime of τr = 5 ns. In b) an excitation jitter of τAE = 1 ns is
assumed, which leads to G(2)

int(τ) no longer fully compensating G(2)
0 (τ). Furthermore, the

timing jitter leads to a smoothening of the peak of G(2)
0 (τ). The case of a fixed arrival

time mismatch δt = 1 ns illustrates a similar reduction of compensation in c) but with a
different shape, while the time offset is visible in the double peak structure of G(2)

0 (τ).
The influence of PD in d) with Γ = 100 MHz and SD in e) with a width of σ0 = 100 MHz
and a time delay of the imbalanced MZI of τMZI = 10 ns, while τSD is set to 100 ns, again
reduces the compensation of G(2)

0 (τ) by G(2)
int(τ). However, the different shape of the dip in

G(2)(τ) makes it possible in principal to tell the two effects in measurements apart. Finally,
all beforementioned imperfections contribute to the cross-correlation function depicted in
f) and furthermore reduce the contrast between G(2)

0 (τ) and G(2)(τ). It is interesting as
well as expected from the theoretical description of G(2)(τ), that no matter the effect of
imperfections, for a time delay of exact τ = 0, the cross-correlation function is equal to
zero. In the presented graphs this is visible as the dip at τ = 0, which only gets narrower for
increasing contributions of decoherence but does not vanish. In the experiment however,
resolving this dip can be obstructed for the case of nearly distinguishable photons when
the dip width approaches the timing resolution of the detectors and electronics.
As the final value of interest, the visibility of the TPI can be extracted using the theoretical
model described above. This is achieved by calculating the total probability of coincidences
pcoinc by simply integrating G(2)(τ) over all time delays τ between coincidence events. We
find it to amount to

pcoinc =

∫ ∞
−∞

G(2)(τ)dτ

=
1

2
(1−

erfc( γ

2
√

2πΣ
) exp( γ2

8π2Σ2 )
√

2πΣ(τ2
r − τ2

AE)
{τr exp(−|δt|

τr
)− τAE exp(− |δt|

τAE
)}),

where we introduced the abbreviation γ = 2Γ + 1
τr
. The visibility V of the interference is

defined in accordance with literature [230] as

V = 1− 2pcoinc,

which yields zero in the classical limit of totally distinguishable photons (pcoinc = 1
2) and

one for fully indistinguishable photons (pcoinc = 0). The exact degree of indistinguishability
in between these limits is given by the result

V =
erfc( γ

2
√

2πΣ
) exp( γ2

8π2Σ2 )
√

2πΣ(τ2
r − τ2

AE)
{τr exp(−|δt|

τr
)− τAE exp(− |δt|

τAE
)}). (2.97)

The dependence of the visibility on its individual constituents is shown in Fig. 2.24. In
part a), the decrease of visibility with increasing excitation jitter compared to the excited
state lifetime is depicted for photons emitted by a quantum emitter. The biexpontential
decrease of the visibility with the fixed time delay δt in the arrival time shown in part b)
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Figure 2.23: Dependence of the cross-correlation function on imperfections: Il-
lustration of the dependence of the cross-correlation function G(2)(τ) and its constituting
parts G(2)

0 (τ) and G(2)
int(τ) of photons being emitted by a quantum emitter with a radiative

lifetime τr = 5 ns and a timescale of SD of τSD = 100 ns. The emitter is subject to either
a) no other influences, b) an excitation jitter with τAE = 1 ns, c) a fixed timing offset
between the arriving photons of δt = 1 ns, d) PD with a width of Γ = 100 MHz, e) SD
with a width of σ0 = 100 MHz and a time delay of the imbalanced MZI of τMZI = 10 ns or
e) all beforementioned imperfections acting together.

of the figure is to be expected from the namely dependence in equation 2.97. However,
more surprising is the comparison to the comined effects of excitation jitter and fixed time
delays contributing to the visibility in part c). While the maximum of V at δt = 0 is
reduced for an excitation jitter of τAE = 0.8τr, the visibility surpasses the one derived for
τAE = 0 for larger values of δt. The reason for this is, that the excitation jitter for photons
arriving with a relatively large fixed time separation at the FBS enhances the overlap of
the photon ensemble wave package and thus leads to an increase in visibility. In the last
part of the figure, the impact of PD and SD on the visibility are depicted for widths of
Γ · τr = 0.5 and σ0 · τr = 0.5 while the MZI delay τMZI is varied with respect to the SD time
scale τSD. For small values of τMZI, PD is the dominating factor limiting the visibility,
while for larger values SD becomes relevant and its effect fully unfolds for τMZI � τSD.

2.3.3 Timing pattern of TPI measurements with consecutive photons

The previous section describes the effect of TPI on the coincidence pattern of two photons
interfering at a FBS. In a real measurement, this interference pattern is obtained by acquir-
ing large statistics of coincidences in a correlation measurement as described above. As the
photons are consecutively retrieved from a single quantum emitter, the imbalanced MZI
(Fig. 2.22) is used to overlap them at the FBS. This leads to an overall coincidence pattern
in time that is more complex than only the interference peak shown in Fig. 2.23, which
the theoretical description was focussed on in the previous section. For the derivation of
the pattern it is helpful to regard the following thought experiment: Consider a stream of
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Figure 2.24: Dependence of the visibility on imperfections: According to equation
2.97, the visibility of TPI for a quantum emitter is derived in dependence of an influential
factor such as a) the excitation jitter τAE, b) the fixed time delay δt in between the
arrival of the photons at the FBS and c) the combined effect of the previous two factors.
Depicted is the case for no excitation jitter (black) in comparison to τAE = 0.8τr (brown)
in dependence of the time delay δt. It is worth noting that while the maximum visibility
for the case of a significant excitation jitter is lowered, V surpasses the visibility of no
excitation jitter being present for larger time delays δt. In this case the excitation jitter
leads to a larger photon wave package overlap compared to photons arriving only with a
fixed arrival time delay. In d) the effects of PD and SD are depicted for Γ · τr = 0.5 and
σ0 · τr = 0.5 and variation of the MZI delay τMZI with respect to the SD time scale τSD.
The limited visibility for small values of τMZI is caused by the fast process of PD, while
the effect of SD only fully unfolds for τMZI � τSD.

entirely distinguishable photons with no temporal width (delta-pulse) and separated by a
time delay τexc. The MZI interferometer is set to exactly compensate for the excitation
delay, i.e. τMZI = τexc (N=1). We will now pick out one photon i within this stream of
photons and evaluate how many possibilities and at which time delays exist for yielding
a detectable coincidence. We only consider the options of arrivals with a certain delay at
the FBS, which for distinguishable photons can then lead to a coincidence in one half of
the cases. As this is valid for all possibilities, the scaling factor of 1

2 is omitted. The time
delay τ is set negative if a photon arrives in advance of photon i at the FBS and thus at
an APD, while its sign is set positive for a photon arriving later than photon i. This leads

67



CHAPTER 2. FUNDAMENTAL CONCEPTS

to the following possibilities:

1. For a coincidence, where both photons arrive at the same time (τ = 0) at the FBS,
there are two possibilities:

(a) Photon i−1 preceeding photon i takes the long interferometer path and photon
i takes the short path

(b) Photon i takes the long path and the following photon i + 1 takes the short
path.

2. For a coincidence, where both photons arrive separated by a time delay of τ = −τexc
at the FBS, there exist three possibilities:

(a) Photon i− 1 and photon i both take the short path

(b) Photon i− 1 and photon i both take the long path

(c) Photon i− 2 takes the long path, while photon i takes the short path

3. For a coincidence, where both photons arrive separated by a time delay of τ = τexc
at the FBS, there exist three possibilities:

(a) Photon i+ 1 and photon i both take the short path

(b) Photon i+ 1 and photon i both take the long path

(c) Photon i+ 2 takes the short path, while photon i takes the long path

4. For a coincidence, where both photons arrive separated by a time delay τ = −kτexc
(k>1) at the FBS, there exist four possibilities:

(a) Photon i− k and photon i both take the short path

(b) Photon i− k and photon i both take the long path

(c) Photon i− k − 1 takes the long path and photon i takes the short path

(d) Photon i− k + 1 takes the short path and photon i takes the long path

5. For a coincidence, where both photons arrive separated by a time delay τ = kτexc
(k>1) at the FBS, there exist four possibilities:

(a) Photon i+ k and photon i both take the short path

(b) Photon i+ k and photon i both take the long path

(c) Photon i+ k − 1 takes the long path and photon i takes the short path

(d) Photon i+ k + 1 takes the short path and photon i takes the long path

These probabilities result in a coincidence pattern, which consists of a middlepeak at τ = 0
with a relative height of 2, two neighbouring peaks at τ = ±τexc with a relative height of
3 and an infinite number of peaks at τ = ±kτexc (k>1) with a relative heigth of 4. The
scheme can be directly converted to the situation of τMZI = Nτexc, with the difference now
that all peaks are at a relative height of 4, while the middle peak stays at two and the peaks
at τ = ±Nτexc are diminished to a relative height of 3. Translating the thought experiment
to the use of real photons with a temporal shape and the possibility of TPI, the pattern
stays the same but the peaks are now described by copies of the incoherent contribution
G

(2)
0 (τ) of the cross-correlation function G(2)(τ) derived in the previous section, weighed

by their relative peak height. The only exception is the middle peak for which TPI can
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occur. In general, also the photons resulting from the overlap of the neighbouring peaks at
zero delay are influenced by TPI, however, as their wavefunction overlap is negligible it is
neglected here. In consequence, the middle peak is weighed by the relative peak height of
2, but described by the full cross-correlation function G(2)(τ). In conclusion, the summed
pattern can be written as

G
(2)∑ (τ) = 2G(2)(τ) + 3G

(2)
0 (τ ±Nτexc) + 4

∑
k6=N,0

G
(2)
0 (τ ± kτexc). (2.98)

Multiplying this theoretical function with an amplitude factor A and thereby accounting
for the experimentally obtained unnormalised statistics and furthermore adding a uniform
background contribution bg, which might result from APD dark counts or background
fluorescence from the sample under investigation, leads to the fitting function

G
(2)
fit (τ) = AG(2)∑ (τ) + bg. (2.99)

This function is now the final instrument for fitting the measurement data obtained in a
TPI experiment. For illustration, Fig. 2.25a) shows a simulated coincidence measurement

a) b)
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Figure 2.25: Simulated coincidence measurement: The simulation displays a fictional
coincidence measurement with τMZI = τexc = 50 ns and τr = 5 ns following equation 2.99 for
a) fully distinguishable and b) completely indistinguishable photons. The same pattern
for τMZI = 3τexc are displayed in c) and d) where the reduced peak height of the third
neighbouring peak discussed in the main text becomes obvious.
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for τMZI = τexc = 50 ns in the case of fully distinguishable photons with τr = 5 ns. The
relative peak height as derived in this section is clearly visible. For the case of completely
indistinguishable photons, which is depicted in Fig. 2.25b), the middle peak vanishes due
to the occuring TPI.
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Chapter 3

Sample preparation & optical setups

3.1 Samples

3.1.1 Fabrication of SnV HPHT samples

Within this thesis, we investigate two different HPHT annealed samples, which are named
NI58 and BOJO_001. Both samples are fabricated in a similar fashion, starting off with
an electronic grade (001) diamond sample. The latter is specified to contain less than 5 ppb
(typically 0.1- 1 ppb) of substitutional nitrogen ([N]0s) and less than 1 ppb of substitutional
boron ([B]).

a) b)

A

Figure 3.1: Microscope and fluorescence image of sample NI58: a) Light micro-
scope picture of sample NI58. In the upper right corner, no removal of diamond during
the HPHT annealing was induced. In the other parts of the sample, the graphitisation of
diamond is obvious by brown residues. b) Fluorescence image taken in a confocal micro-
scope scan under 532 nm illumination and detection with a 600LP filter. In the upper right
corner, the implanted ensemble is fully resolved, while the fluorescence intensity decreases
where diamond and the incorporated SnV− centres were removed. This yields a smooth
transition from dense ensembles to region A, in which single SnV− centres can be resolved.
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The clean diamond environment leads to the reduction of charge traps and donors as well
as the content of NV− centres. Reducing the NV− centre concentration is crucial, as the
emission spectrum overlaps strongly with the one of the investigated SnV− centres.
Tin is introduced into the samples by ion implantation, in which the ions are accelerated to
an energy of 700 keV and subsequently focussed onto the diamond samples. The resulting
implantation depth of the tin ions, estimated by Monte-Carlo simulations (SRIM), amounts
to 168(30) nm. For NI58, the sample is homogeneously implantated with a fluence of
8x1013 Ions

cm2 , where the lateral homogeneity is achieved by repeatedly scanning the ion beam
with a diameter of 1 cm2 across the diamond. The implantation of BOJO_001 is carried
out with four different fluences of 1x109 Ions

cm2 , 1x1010 Ions
cm2 , 1x1011 Ions

cm2 and 1x1012 Ions
cm2 , which

are guided to distinct spots on the sample via stainless steel pinholes mounted on top of
the diamond. For this sample, the tin isotope 119Sn is chosen, which exhibits a nuclear
spin of I = 1

2 .

1E10

1E9

a) b)

Figure 3.2: Microscope and fluorescence image of sample BOJO_001: a) Dark
field microscope picture of sample BOJO_001. The cracks induced by the HPHT treatment
are visible as bright regions. b) Fluorescence image taken in a confocal microscope scan
under 532 nm illumination and detection with a 600LP filter. In the lower and upper
left corner, the ensembles implanted with the highest fluences (1x1012 Ions

cm2 ,1x1011 Ions
cm2 ) are

visible. While for the implantation fluence of 1x1010 Ions
cm2 a slightly brighter area can be

distinguished, for the lowest fluence region the fluorescence response is too weak to resolve
it in the image. However, only in the latter, clearly spatially separated single SnV− centres
can be resolved.

As the implantation process with heavy tin ions induces massive damage in the diamond
lattice (see sec. 2.1.1), both samples are subsequently subjected to a HPHT annealing.
This is carried out at a temperature of T = 2100 °C. As this temperature is sufficient to
massively graphitise diamond, a pressure of 7.7 GPa (8 GPa) for sample NI58 (BOJO_001)
is applied to stabilise the diamond phase. The annealing is conducted for 20 min (120 min)
on sample NI58 (BOJO_001). Fig. 3.1 shows the comparison of a picture of sample NI58
obtained in an optical microscope (a) to a fluorescence scan (b) of SnV− centre emission.
The crescent-shaped fluorescence pattern of SnV− centres translates directly to regions of
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the sample where no diamond was removed during the annealing, i.e. regions of the sample
purely transparent in the optical image. This inhomogeneous removal is induced during
the annealing process unintentionally, however, it provides a smooth transition from dense
ensembles of SnV− centres to low density ensembles. In region A in Fig. 3.1 even single
emitters can be resolved. The brown graphite residues visible in the regions of the diamond
where diamond was graphitised, could not be removed by several cleaning steps in boiling
tri-acid (1:1:1 mixture of sulfuric, perchloric and nitric acid, 500 °C). Fig. 3.2 shows the
same comparison for sample BOJO_001, where the two spots containing SnV− centres
resulting from the highest implantation fluences can be resolved in the fluorescence scan.
The lower fluence implantation spots are highlighted by the dashed white circles. Only
in the lowest fluence spot, clearly spatially separated single emitter can be resolved. In
the optical dark field image, impact of the HPHT annealing can be seen on the surface,
resulting in cracks and scratches. None of these were removable by the tri-acid cleaning.

3.1.2 Fabrication of SnV LPLT sample

The sample SC500_01 is the result of tin ion implantation at an energy of 80 keV and
varying fluences into an electronic grade (001) diamond. The resulting depth of the tin
ions obtained by SRIM simulations is 26 nm. The annealing process for this sample in
the following is labeled as low-pressure-low-temperature (LPLT), as it is conducted at a
temperature of 1200 °C in vaccuum for 4 h. After the annealing the same tri-acid clean is
applied, followed by an additional oxidisation at 450 °C in an air atmosphere.

3.2 Optical setups

This section is dedicated to give a detailed overview and understanding of the experimental
setups that are the foundation of this thesis. Since there were used two main setups that
consist of similar components, the section starts by introducing different modules such as
excitation sources or laser modulation. The complete setups will then be explained by
combining the modules introduced before.

3.2.1 Excitation sources

A set of different excitation sources is necessary to conduct the experiments described in
this thesis as the excitation of SnV− centres can be achieved through resonant excitation,
off-resonant excitation via the phononic ladder of the excited state or via a quasi-resonant
excitation into higher lying excited states, which strongly couple to the valence band.
Furthermore, a main finding of our work is the necessity to implement a charge stabilisation
when resonantly exciting the SnV− centre, which is introduced utilising a second light field.
For these reasons, we use the following laser sources:

1. Quasi-resonant laser: Linos Nano-532-100 (Qioptiq Photonics, 532 nm, continuous
wave)
This laser is used for quasi-resonant excitation and is of major importance through
the course of chapter 4. It is furthermore needed as a weak repump laser of spin state
populations for the photoluminescence excitation spectroscopy under application of
magnetic fields.

2. Supercontinuum laser source: SuperK Extreme and SuperK Fianium (NKT Photon-
ics, tunable wavelength, pulsed, variable repetition rate and bandwidth)
The two lasers will be addressed in the following as “Supercontinuum laser source”
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as their main difference is the achievable output power. These lasers are used for
a variety of measurements including PLE on higher lying excited states, the fluo-
rescence enhancement under two colour excitation, lifetime measurements and the
pulsed HOM interference.

3. Dye laser: Matisse 2DS (Sirah, tunable wavelength, continuous wave)
Resonant excitation of SnV− centres is achieved with a tunable dye laser. It offers a
modehop free tuning range of 60 GHz while preserving a linewidth of below 200 kHz in
a time interval of 100 ms. Active stabilisation is obtained by a low Finesse (F ≈ 50)
reference cavity in a side of fringe scheme. The absolute wavelength can be stabilised
on a wavemeter feedback signal.

4. Charge stabilisation laser: (Hübner Photonics, 445 nm, continuous wave)
Active charge stabilisation of the negative charge state of SnV− centres is achieved
with a 445 nm continuous wave diode laser.

3.2.2 Laser modulation

Amplitude modulation Many of the experiments conducted within this thesis rely on
the application of laser pulses. Since three of the above-mentioned excitation sources are
continuous wave lasers, it is necessary to carve out pulses. This amplitude modulation is
achieved using acousto-optical modulators (AOM, AOMO 3200-146, Crystal Technology).
The basic working principle is that an acoustic wave is applied to a transparent crystal,
creating a periodic modulation of the refractive index. This effectively constitutes an
optical grating and leads to diffraction of the laser light. The devices used in our work
are optimised for maximal diffraction into the first diffractive order. The zeroth order and
the first order are separated in space. We filter the first order spatially by coupling it into
a single mode fibre, with the fibre core acting as pinhole. This leads to transmission of
the first and extinction of the zeroth order light. By switching the acoustic wave on and
off, amplitude modulation is achieved. In order to achieve this, the driver of the AOM
which provides the acoustic wave, is controlled by TTL pulses, which we deliver using a
digital delay generator (DDG, DG645, Stanford Research Systems). Since the rise time of
the optical pulses is limited by the travelling time of the acoustic wave through the laser
spot in the crystal, we focus our laser to about 50 µm diameter using optical lenses with a
focal length of 50 mm. Two AOMs of the same type are used, one for carving pulses from
the resonant light (“Red AOM”) and the other chopping the 445 nm charge initialisation
light (“Blue AOM”). The achieved rise time of the red AOM for the intensity increasing
from 10 % to 90 % is 7.3(1) ns while the fall time amounts to 9.6(1) ns, see Fig. 3.3. This
is ultimately limited by the rise and fall time of the TTL pulse applied, being about 4 ns.
The same measurement for the blue AOM yields a rise time of 8.0(1) ns and a fall time of
9.9(1) ns. The second important characteristic of an AOM is the extinction ratio, which
gives information about the ratio between the transmitted intensity when the TTL pulse
is or is not applied. Both AOMs show a trailing edge that is depicted in Fig. 3.3b), which
limits the extinction ratio to about 1:650 for both AOMs after the pulse is switched off for
500 ns. This is most likely induced by a trailing edge of the voltage pulse generated by the
DDG and can be optimised in future experiments.

Phase modulation The coherent manipulation of SnV− centres, which is discussed
in sec. 2.2, requires the use of two laser fields. We generate the second light field by
using one laser and employing an electro optical phase modulator (EOPM, WPM-K0620,
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Figure 3.3: AOM characterisation: a) Application of a 100 ns long TTL pulse to the
red AOM results in the displayed optical pulse carved out of the cw dye laser. The rise
(fall) time of the pulse amounts to 7.3(1) ns (9.6(1) ns). b) The extinction ratio is limited
by the trailing edge of the AOM and reaches about 1:650 after switching the TTL pulse
off for 500 ns.

AdvR). Within this modulator, light is send through an in-diffused non-linear crystal
waveguide made of KTP. Application of a strong microwave field introduces a change in the
refractive index due to the electro-optic effect. This effect leads to the creation of optical
sidebands at the difference and sum of the laser carrier and the microwave frequency. An
exemplary sideband spectrum created with the EOPM used is depicted in Fig. 3.4a). The
characteristic two first and second order sidebands are separated symmetrically around the
carrier frequency by the applied microwave frequency of 2.5 GHz. Since the spectrum is
measured using a scanning FPI (Toptica Photonics) with a free spectral range (FSR) of
2 GHz, the replicas of the carrier and their respective sidebands are omitted for the sake
of clarity. The strength of the microwave field determines the amount of laser power being
emitted into the sidebands and the suppression of the light at the carrier frequency. The
intensity emitted into the sidebands and carrier as function of the voltage induced by the
applied microwave is depicted in Fig. 3.4b). The power dependent intensities are fitted
well by the expected squared Bessel functions of zeroth, first and second order. We extract
a π− voltage of Vπ = 3.5 V and a carrier extinction of 1:60. In most experiments the
microwave is provided by the microwave generator mg3692c (Anritsu). For the single-shot
readout, two sidebands at different microwave frequencies are necessary and the second
field is retrieved from the microwave generator SG384 (Stanford Research Systems). In
the experiments where the sidebands need to be switched on and off, the microwave fields
are modulated using microwave switches (ZASW-2-50DRA+, Mini-Circuits). Before being
applied to the EOPM, the microwave is amplified (ZHL-42+, Mini-Circuits) by about
32 dBm.

3.2.3 Hong-Ou-Mandel interferometry setup

This section is dedicated to the different components of the setup, which are employed for
the TPI experiments.

Filter setup The visibility of TPI relies strongly on the spectral indistinguishability of
the interfering photons. This means that a narrow spectral filtering of one fine structure
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Figure 3.4: Sideband spectra and microwave power dependent sideband mod-
ulation: a) Characteristic spectrum of the EOPM driven with a microwave frequency
of 2.5 GHz and an applied voltage of 2.5 V taken with a scanning FPI. Adjacent carrier
signals and their respective sidebands overlapping due to the FSR of 2 GHz of the FPI are
omitted for the sake of clarity. b) The intensity of the carrier and the first two sidebands
as function of the voltage applied to the EOPM is well described by the expected squared
Bessel functions of zeroth, first and second order (for carrier, first and second sideband).
The modulator characteristics are extracted to be Vπ = 3.5 V and an extinction of the
carrier at this voltage of 1:60.

line of the SnV− centre is necessary in order to achieve spectral purity. In the present case,
the spectral selectivity is achieved using a specifically designed plano-convex filter lens (r =
250 mm). The optic is made of NBK-7, which is coated such, that the reflectivity amounts
to R = 98.5 % at a wavelength of 620 nm (Coating done by Laseroptik). The system
constitutes a monolithic Fabry-Perot interferometer and thus an optical resonator, which
periodically transmits longitudinal and transversal modes. The working principle is to tune
the temperature stabilised filter lens into resonance with one of the optical transitions of
the SnV− centre, while the other transitions and potential background are not transmitted
through the cavity and therefore suppressed. This functionality is characterised in detail
in the following.
Since the filter lens acts as a cavity, it is important to achieve mode matching of the
incoupling light to the TEM00 mode of the lens (see. Fig. 3.5 for design of the optical
setup). To this end, an uncoated plano-convex coupling lens (f = 250 mm) is employed,
which is mounted on a linear positioning stage to achieve optimal coupling. We measure
the divergence of the Gaussian mode utilising a beam profiler (BeamScope-P8, Soliton
GmbH) that we position at variable distances behind the filter lens. The extracted 1

e2
beam radius r 1

e2
obeys the theoretically expected

r 1
e2

(z) = r0

√
1 +

(
z

z0

)2

(3.1)

divergence law [240], with the Rayleigh length z0 =
πr20
λ . The data is reproduced well using

r0 as fit parameter and the result is depicted in Fig. 3.6. For x- and y- direction, we
extract a beam waist of r0,x = 289(75) µm and r0,y = 268(64) µm, which emphasises that
the resonator TEM00 mode is addressed. With the used optics, we achieve a coupling
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Figure 3.5: Optical filter lens setup: The photons are coupled out of an optical fibre
and focussed via a collection lens into the filter lens. Transmitted photons through the
filter lens are collimated by a subsequent collection lens. The distance of the two collection
lenses relativ to the filter lens can be adjusted by the linear stages the lenses are mounted
on. The outgoing photons from the filter lens are passing through a PBS, which fixes their
polarisation axis, and coupled into an optical fibre.

efficiency to the filter lens of ηFL = 65 %. This efficiency is limited by losses during the
numerous round trips in the cavity due to absorption in the coating and mode mismatch.
In combination with the subsequent fibre coupling efficiency of ηFC = 90 % and the trans-
mission efficiency of an employed polarising beam splitter (PBS) ηPBS = 89 %, we reach
an overall filter setup efficiency of ηFS = ηFL · ηFC · ηPBS = 52 %. The PBS is necessary
since the input polarisation of the subsequent interferometer needs to be well defined.
Having implemented efficient coupling to the filter lens, we evaluate the width νFL of the
transmission peaks and the free spectral range (FSR) of the resonator. To this end, we scan
the narrowband dye laser and record the transmitted laser power after the filter setup. In
Fig. 3.7a) the scan over one resonance is depicted and fitted by a Lorentzian. The extracted
FWHM yields νFL = 354(1) MHz, which is about an order of magnitude larger than typical
linewidths of single SnV− centres. In Fig. 3.7b) we scan the laser over a large range in
order to measure the distance between different transmission peaks. This yields a free
spectral range of FSR = 93.8(5) GHz, i.e. at a typical ground state splitting of 820 GHz
the cavity is only resonant with one of the transitions C and D, since 820 GHz modulo
FSR equals to 69 GHz. The transmission resonance closest to the other transition lies
at 820 GHz +FSR− 69 GHz = 845 GHz, corresponding to a detuning of about 30 % of the
FSR. The Finesse extracted from the FSR and the FWHM of the transmission maximum
yields F = 265. We quantify the extinction at the second transition by scanning the
laser over a frequency distance of up to 40 GHz relative to a transmission peak and record
the transmitted power. The resulting transmission, which is corrected by the variation of
laser power during the scan, is shown in Fig. 3.8a). The extinction exceeds four orders of
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Figure 3.6: Divergence of TEM00 mode: a) Exemplary measurement of the diverging
TEM00 mode of the filter lens at a distance of 81 cm. The black curves on the side are
the cuts through the x- respectively y- direction of the profile. A Gaussian fit yields the
beam diameter. b) Evolution of the beam diameter r1/e2 for x- and y- direction of the
Gaussian mode with increasing distance between the filter lens and the beam profiler. The
data is fitted using equation 3.1, yielding a beam radius of r0,x = 289(75) µm and r0,y =
268(64) µm. Within the error bars, this shows the near perfect Gaussian profile of the
TEM00 mode of the filter lens.

magnitude corresponding to the situation of the filter lens being resonant with either C-
or D- transition and suppressing the other one by a factor of 12000.
In a last step, we characterise the temperature dependent tuning of the filter setup. The
tuning results from the thermal expansion of the NBK-7, which induces a change in the res-
onator length. The temperature is stabilised using a Peltier element, which is controlled by
an Arduino Uno. For each temperature, we scan across one designated filter lens resonance
and determine its central frequency by a Lorentzian fit. The resulting temperature tuning
is depicted in Fig. 3.8b) and we find a temperature coefficient of λFL = 4.046(4) GHz/°C.
This coefficient can be used to calculate temperature changes necessary for tuning the fil-
ter lens into resonance with the optical transition of a SnV− centre. Furthermore, we will
employ it for calibration in the measurements of the spectral diffusion of single emitters, in
which we scan the filter lens across the emitted photon spectrum via temperature tuning.

Fibre-based Mach-Zehnder interferometer The measurement of the HOM visibility
of consecutively emitted photons from a SnV− centre is based on an imbalanced Mach-
Zehnder interferometer (MZI). The aim is to delay the early photon that enters the MZI
by the time separation until the late photon arrives (see sec. 2.3) and to achieve perfect
temporal overlap between the two photons at the output fibre-based beam splitter of the
interferometer. This procedure is designed to guarantee the indistinguishability of the
photons with respect to the arrival time at the FBS where TPI occurs.
The technical realisation of this MZI in a complete fibre-based fashion is sketched in Fig.
3.9. The polarisation of the incoming photons, after passing through the filter setup, is
controlled by the application of specifically designed polarisation paddles that are fab-
ricated by the precision mechanics workshop of our faculty. In the following, they are
split up at the first 50:50 FBS (TW670R5A2, Thorlabs), from which on each photon has
two possible pathways: The upper arm (labeled “long arm”) of the interferometer, con-
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Figure 3.7: FWHM and FSR of the filter lens: a) Transmission spectrum of a single
resonance of the filter lens. The linewidth of the almost perfect Lorentzian shaped peak
amounts to 354(1) MHz, about an order of magnitude larger than the typical lifetime
limited linewidth of single SnV− centres. b) Multiple transmission peaks of the filter lens
separated by the FSR of 93.8(5) GHz.
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Figure 3.8: Extinction measurement and temperature tuning of the filter lens:
a) Transmission spectrum of the filter lens next to a transmission peak. The grey line
indicates the spectral position of the D (C) fine-structure line, when the filter lens is tuned
into resonance with the C (D) transition for an unstrained emitter with about 820 GHz
ground state splitting. The extinction of the second transition is larger than four orders
of magnitude. b) Temperature tuning of the filter lens. The frequency of a transmission
peak follows a linear temperature dependence and shifts with a temperature coefficient of
λFL = 4.046(4) GHz/°C.

79



CHAPTER 3. SAMPLE PREPARATION & OPTICAL SETUPS

Po
la

ris
at

io
n 

Pa
dd

le
Fibre

Stretcher

Po
la

ris
at

io
n 

Pa
dd

le

APD

APD

PD

Pi
co

ha
rp

DIGITAL ANALOG

τ ex
c

Time delay
τMZI= N τexc

Figure 3.9: Fibre-based Mach-Zehnder interferometer: Fibre-based, imbalanced
MZI for overlapping consecutive photon wave packages in time. The first polarisation
paddle sets the overall input polarisation for the MZI. The photons are then split up
at a 50:50 FBS and undergo a second polarisation control in the longer arm for setting
the relative polarisation between photons travelling through both interferometer arms.
The fibre stretcher in the long arm can introduce a length shift resulting in a different
phase between the two arms. This is necessary for measuring the classical visibility of the
interferometer with laser light. The photons are overlapped at a second FBS. Either the
HOM interference can be measured using APDs or the classical visibility can be monitored
on a PD.

sisting of a fibre with an increased length or the lower arm (“short arm”). The length
difference is matched by careful fibre splicing to compensate an integer multiple N of the
time separation τexc, imposed by the excitation laser, between consecutively emitted sin-
gle photons. In the longer arm, an additional polarisation control is implemented, which
can be used to set the polarisation state of the early photon parallel or orthogonal to the
late photon‘s polarisation. Furthermore, a fibre stretcher (915B, Evanescent Optics) with
38 wraps (≈ 8.4 m) is part of the longer arm. This device is not necessary for the HOM
measurements, but is only used for inducing a phase difference between the two arms and
thereby enabling measurement of the classical visibility of the MZI using laser light. The
phase difference results from piezo plates (blue bars in Fig. 3.9) pushing on the fibre wraps
and thereby effectively changing the fibre length by up to 19 µm. After the fibre stretcher,
the photons passing through both arms are overlapped at the second 50:50 FBS at which
the two-photon interference occurs. The FBS guarantees an almost perfect spatial mode
overlap. The output can be either detected on a standard photodiode in order to measure
the classical visibility or by APD‘s for every two-photon interference measurement.
We characterise the MZI employing the classical visibility as a measure for the achieved po-
larisation and spatial mode matching and furthermore the intensity balance of the photons
passing through the longer/shorter arm. We use coherent light retrieved from the actively
stabilised Dye laser for the interference, as its coherence length is about 3 km and thus sig-
nificantly larger than the several meter long fibre delay. The fibre stretcher is driven with
a sine wave voltage, thereby introducing a periodic phase variation between the two arms.
The interference is then monitored on a PD in one of the output arms of the second FBS.
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Figure 3.10: Classical visibility of the fibre-based MZI: a) Classical visibility for
the case of the polarisation state in the two arms of the MZI being set parallel to each
other. The achieved visibility of V = 99.6(3) % proofs accurate polarisation overlap, spatial
mode matching and photon intensity balance for the incoming arms of the second FBS.
b) Measurement for the polarisation state being set orthogonal for longer and shorter arm
of the MZI. The visibility is strongly reduced to V = 2.7(4) %, indicating almost perfect
orthogonal polarisation of the two interfering light fields.

A characteristic signal for the polarisation state of the two arms being aligned in parallel is
displayed in Fig. 3.10a), where a visibility of V = 99.6(3) % is achieved. The visibility ap-
proaching unity is a clear sign of very accurate polarisation overlap, spatial mode matching
and photon intensity balance in the input arms of the FBS. For verifying HOM interfer-
ence, it is interesting to also measure the TPI for the case of orthogonal polarisation states
of the incoming photons. In this case, no HOM interference can be observed. The classical
visibility for this case is displayed in Fig. 3.10b), where the orthogonal polarisation of the
two interfering light fields leads to a reduced visibility of V = 2.7(4) %. The low visibility
of the remaining oscillations indicates almost perfect orthogonal polarisation states in the
two arms of the MZI. These results render the fibre-based MZI perfectly suitable for the
observation of HOM interference of single photons from SnV− centres. We would like to
emphasise that the setup being fibre-based strongly reduces the complexity in terms of
alignment drifts, modularity and compactness in comparison to free-space interferometers.
Changing the delay length requires only to add a different fibre in one of the arms and
realigning the polarisation state, which enables quick and easy modifications on the MZI.

3.2.4 Detection

The photons emitted by SnV− centres are subject to a variety of different analyses through
the course of this thesis. However, the last part of the implemented setups is a simple
detection of photons on a detector. In this section we characterise the employed single
photon detectors and introduce the Hanbury-Brown-Twiss setup for measuring photon
autocorrelation as well as the grating spectrometer.
The detection process of a single photon is rather challenging given the low energy deposited
onto the detector by a single photon and the lab environment providing a large photon
rate background even under dim illumination. The devices of choice within our work are
avalanche photodiodes (APDs, SPCM-AQRH-14, Excelitas Technologies) in which a single
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photon is absorbed by a semiconductor chip and creates a free electron in the conduction
band via the inner photoelectric effect. This electron is accellerated by an applied voltage
into the multiplication zone of the chip. There the electron is multiplied by a large factor,
creating a charge avalanche. This electrical pulse can now easily be detected and yields a
detection efficiency of single photons of about 65 % at 620 nm. The amplification between
the impact of the photon and the detection of the electrical pulse leads to an uncertainty
in time, the so called jitter. We measure the jitter of the utilised APDs by sending a
weak laser pulse of about 60 ps duration, retrieved from the supercontinuum source at
532(1) nm, onto the detector and measure its response. This is depicted in Fig. 3.11 and
yields a Gaussian timing jitter with a FWHM of 589(3) ps for APD1 and 486(2) ps for
APD2. While it is possible to fit the jitter response more accurately by a convolution
of a Gaussian peak and a mono exponential decay, in the models evaluating HOM and
autocorrelation measurements the jitter is implemented as a Gaussian response function
in order to reduce the computational overhead. Another measure of interest of the single
photon detectors are the dark counts, when not being subject to any photon retrieved from
the experiment, as these result in a uniformly distributed background contribution in any
coincidence measurement. For the given set of APDs, the dark counts are d1 = 114 cts/s
for APD1 and d2 = 156 cts/s for APD2.
These detectors can be used to measure the autocorrelation function of a stream of photons
emitted by a SnV− centre. To this end, we split the photons up at a 50:50 BS and detect
the photon arrival in each output with an APD. The resulting electrical pulses are sent
to a time-correlating-single-photon-counting system (TCSPC, PicoHarp300, PicoQuant),
which assigns a time stamp to each detection event from an APD. These time stamps can
be processed and correlated, yielding the autocorrelation function of the stream of photons.
In the case of single photons being emitted from an isolated SnV− centre, this leads to the
characteristic vanishing signal of the autocorrelation at zero time delay between detection
events of the two APDs, commonly known as antibunching, as a single photon will only be
detectable in either one of the output arms of the BS. The schematic design of the HBT
setup used within this thesis is displayed in Fig. 3.12. We apply a free space setup as well
as a fibre based version of the HBT throughout the course of this thesis, but as there is no
significant difference only the free space setup is sketched.
When being not only interested in the fact whether a photon is there or not but rather
about its wavelength, we apply a grating spectrometer (iHR550, Horiba). Within this
spectrometer, the photons are send on one of three possible gratings (600Linesmm , 1200Linesmm
or 1800Linesmm ) depending on the required resolution. The grating translates different fre-
quencies into a spatial separation, which is detected on a CCD camera chip. This enables
us for example to measure the spectral separation between the fine-structure lines result-
ing from the C- and D-transition of the SnV− centres as the width of the spectrometer
response function for 1800Linesmm approximated by a Gaussian is about 20 GHz.

3.2.5 Flow cryostat setup

Interactions between phonons present in the crystal lattice and the colour centre under
investigation play an important role in terms of optical as well as spin coherence (see
sec. 2.1.4). The presence of phonons can be strongly reduced upon cooling the diamond
sample to liquid helium temperatures. The easiest way to achieve this is within a liquid
helium flow cryostat (Janis Research ST-500LN). A helium nozzle connected to a liquid
helium storage is inserted into the cryostat and an underpressure leads to a flow of liquid
helium passing the cold-finger of the cryostat. The cold-finger made of copper is thereby
cooled down to about 4 K and in turn cools the sample glued to its top by a drop of silver
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Figure 3.11: Timing jitter of the applied APDs: The response function of the used
APDs to a detected weak laser pulse with a duration of about 60 ps at a wavelength of
532(1) nm is characterised. The jitter response (black solid line) is approximated by a
Gaussian (red solid line) and yields a FWHM of a) 589(3) ps for APD1 and b) 486(2) ps
for APD2.
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Figure 3.12: HBT setup: The setup is used for autocorrelation measurements on the
stream of photons emitted by a single SnV− centre. The photons are split up at a 50:50
BS and detected on APDs. If a photon is detected on one APD, the generated output pulse
is send to correlation electronics, which assign a timestamp to the event. The arrival times
of photons on the two APDs can furthermore be compared and yield the autocorrelation
function.
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Figure 3.13: Schematic flow cryostat setup: The excitation light fields are passing
through a polariser and subsequently the linear polarisation state can be rotated by a
half-wave plate. For the quasi resonant excitation / charge stabilisation path (green),
an additional quater-wave plate is inserted at a fixed rotation angle to compensate for
the phase shift induced by the DM. The light fields are overlapped with the resonant
excitation path (red) at a 90:10 BS and guided onto the sample. The fluorescence emitted
by the SnV− centres is transmitted through the DM and the induced phase shift is again
compensated by a quater-wave plate. The subsequent half-wave plate and the polarising
BS are used for polarisation analysis of the fluorescence. The light is coupled into a single
mode optical fibre and transferred to the various detection systems.
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conductive paste. Above the sample, an objective (MPLFLN100x, Olympus) is mounted
on a motorised linear translation stage used for focussing the excitation light onto the
sample and collection of the emitted photons. The objective and the sample are within
an evacuated sample chamber, which guarantees that the objective itself stays at room
temperature while the sample is at cryogenic temperatures.
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Figure 3.14: Schematic of the at-
todry2100: The confocal microscope is set
up on a breadboard on top of the cryostat.
It can be retracted for taking out the VTI.
Optical access to the cryostat is achieved free
space through a window. On the bottom of
the VTI, the laser is focussed onto the sample,
which itself is mounted on top of a three axis
piezo stack for coarse and a two axes piezo
scanner unit for fine positioning. A supercon-
ducting magnet provides a uniaxial magnetic
field along the optical axis of the VTI with
up to 9 T.

The back plate of the cryostat, on which the
cold-finger is attached, is mounted on two
orthogonal linear positioning stages, which
can be employed for scanning the sample.
The relative positioning of the sample with
respect to the objective while maintaining
the vacuum is made possible by a flexible
steel bellow. The advantage of the system
is the very short cool-down and warm-up
time of about half an hour each, yielding
the flexibility to possibly investigate more
than one sample a day. This flexibility
is payed for by sample drifts induced by
the flow of the liquid helium as well as the
weight of the helium nozzle and increased
vibrations due to the induced mechanical
connection to the floor. Furthermore, since
liquid helium grows ever more expensive
its excessive use becomes increasingly un-
economic. Finally, the helium can storage
capacity is finite and furthermore tends to
build up unwanted pressure, thus the un-
interrupted measurement time is limited to
a user being present. In summary, it is a
very flexible tool for preliminary character-
isation of samples at liquid helium temper-
atures, but not designed for time excessive
long term measurements on a specific single
emitter of interest. Furthermore, the base
temperature of 4 K is not suitable to reach
long coherence times of SnV− centres as it
is derived in sec. 2.1.4.

The colour centres within the sample cham-
ber are addressed by a home-built confocal
microscope. The basic properties of such a
device are discussed at length in [170] and
are directly applicable to our setup. The
noteworthy differences that can be seen in
the schematic picture of the setup in Fig.
3.13 are as follows: We employ a dichroic
mirror (DM) that reflects light for wave-
lengths shorter than 550 nm and transmits
it for wavelengths larger than this threshold. This DM is followed by a subsequent 90:10
BS and the combination of both allows us to overlapp resonant, quasi-resonant and charge
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stabilising light fields (see sec. 3.2.1 for definition) in the excitation path and still be-
ing able to separate them from the colour centre fluorescence, e.g. by optical filters, in
the detection path. Furthermore, a polarisation control is implemented in each excitation
pathway by adding a nanofilm polariser (LPVIS050-MP2, Thorlabs) defining a linear axis
of the light followed by a half-wave plate (HWP) that is employed for rotations of the
polarisation state. In the quasi-resonant excitation path a quater-wave plate (QWP) is
added before and in the detection path after the DM to compensate for the phase shift in-
duced by the DM itself. The polarisation state of the colour centres can be investigated by
adding a HWP and a polariser in the detection pathway. The fluorescence in the detection
path is coupled into a single mode optical fibre and can be send to any of the previously
mentioned detection setups.

3.2.6 Closed cycle cryostat

Overcoming the limits in terms of long-term stability and base temperature of the flow
cryostat described above is crucial for the experiments performed within this thesis. There-
fore, a second cryostat setup is implemented by employing a closed-cycle helium cryostat
(attodry2100, attocube systems AG). In the following, we will briefly sketch the work-
ing principle of such a cryostat. A first cooling step is implemented by using a standard
pulse-tube cooler (PT410-RM, Cryomech), which principle of action is very similar to the
well-known Stirling motor. The cooling medium is the helium gas, which is periodically
expanded and compressed by a compressor (CPA289C, Cryomech). By a moving piston,
the compression and the expansion regions are spatially separated and thus a directed
transfer of heat is implemented. With this precooling, sample temperatures of about 3 K
are achievable. An additional helium cycle is utilised as a second cooling stage. This part
of the cryostat is referred to as “condensing cycle”, since a scroll pump pushes the helium
into a reservoir, where it condenses into its liquid state. At the outlet of the reservoir is a
needle valve through which the liquid helium flows and after passing, it expands rapidly.
This expansion is accompanied by the transition to its gaseous state, in which heat from
the environment is taken up and cooling of the sample is achieved. This process is called
the Joule-Thomson effect and within our system the base temperature of the sample can
be reduced by this additional cooling mechanism to about 1.7 K. While the whole cryostat,
including a solenoid magnet capable of reaching uniaxial (along the optical axis) magnetic
fields up to 9 T, typically remains at the precooled temperature of 3 K, the sample can be
exchanged without warming up the whole cryostat. Instead it is mounted on a vertical
temperature insert (VTI), which is inserted into a metal tube in the cryostat (see Fig.
3.14) that can be heated up separately. The heat exchange between the tube and the
sample is performed using helium exchange gas. This setting enables sample warm-up and
cool-down times of about half a day each, compared to about three days warming up and
two days cooling down of the whole cryostat system.
Optical access to the sample is enabled in free space by a wedged window on top of the
VTI. Above the sample, a high NA objective (0.82 for LT-APO/VISIR/0.82, attocube
systems AG; 0.9 for MPLN100x, Olympus) is mounted, which focusses the light onto the
sample. Coarse positioning of the sample relative to the objective is achieved by a three
axis piezo positioner stack (ANPxyz51, attocube systems AG). For fine spatial resolution,
two axis piezo scanners (ANSxy50, attocube systems AG) are employed. The confocal
microscope is mounted on a breadboard on top of the cryostat, which can be retracted
for taking out the sample. The confocal microscope setup itself is the same as for the
flow cryostat setup, except the QWPs being not necessary due to using an optimised DM
(DMLP567, Thorlabs) which does not introduce a significant phase shift. The full setup,
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consisting of the excitation sources, the confocal microscope, the detection using the HBT
interferometer or grating spectrometer and the HOM filter setup in combination with the
imbalanced MZI is depicted in Fig. 3.15. If a fibre splits into two paths without a FBS it
means that a connection can be achieved to either one of the paths.
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Figure 3.15: Schematic of the full attodry2100 setup: The excitation laser sources
are modulated by AOMs or EOPMs and then guided to their respective excitation path in
the confocal microscope. After setting the polarisation state the light fields are combined
on a 90:10 BS and enter the cryostat vertically (out of the picture plane). The fluorescence
leaves the cryostat on the same way and is separated from the laser light on a DM and
subsequent optical filters. Investigation of the polarisation state of the emitted photons
can be done by adding a HWP and a polarising BS in the detection path. Subsequently,
the photons are coupled into an optical fibre and can be directed to the desired detection
setup, e.g. the detection in the HBT setup or the grating spectrometer. For the HOM
measurements, the photons pass through the filter setup and enter the imbalanced MZI.
The HOM interference pattern is finally detected on APDs and recorded by the time
correlating electronics.

87





Chapter 4

Spectroscopic investigations of the
SnV

Contributions and copyright notice

The experiments conducted in this chapter were carried out under the supervision of
Christoph Becher (C.B.). The investigated HPHT sample NI58 was fabricated by ion
implantation by Takayuki Iwasaki (T.I.) under supervision of Mutsuko Hatano (M.H.) in
the Tokyo institute of technology in Japan. The subsequent HPHT annealing was im-
plemented by Takashi Taniguchi (T.T.) in the national institute for material science in
Namiki, Japan. The sample SC500_01 was implanted with tin ions by Michael Kieschnick
(M.K.) and Philipp Fuchs (P.F.) under supervision of Jan Meijer (J.M.) at the facilities of
the Felix Bloch institute for solid state physics in Leipzig. The annealing and cleaning of
the sample was conducted by P.F.. The optical setup was designed and set up by Johannes
Görlitz (J.G.) and Dennis Herrmann (D.He.). J.G. and D.He. carried out the measure-
ments and the analysis of the data with input from P.F. and Morgane Gandil. Helpful
information was obtained from Elke Neu (E.N.) and Richard Nelz (R.N.). Gergő Thiering
(G.T.) and Adam Gali (A.G.) provided theoretical information about the phonon coupling
of G4V vacancy centres and the extended electronic structure of the SnV− centre.

The main results of this chapter are originally published in [136] and are reproduced with
permission according to Attribution 4.0 International (CC BY 4.0).

This chapter outlines the results of detailed spectroscopic investigations of the SnV− centre
in diamond. These studies encompass the pure and bright single photon emission and its
polarisation properties as well as the dependence of emission spectra on the temperature.
We investigate the fabricational requirements of SnV− centres by comparing the spectra of
HPHT and LPLT annealed samples at cryogenic temperatures and find the HPHT anneal-
ing to provide a significant advantage in terms of inhomogeneous broadening of the optical
transitions. The investigations are completed by an in-depth analysis of the PSB and the
Debye-Waller factor revealing a large fraction of coherent photons being emitted into the
ZPL. Throughout the whole chapter sample NI58 is investigated if not stated differently.
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4.1 Single photon emission and fluorescence lifetime

4.1.1 Photon correlation and saturation measurements

The aim of this chapter is to reveal the foundational spectroscopic properties of the SnV−

centre and thus the majority of experiments is carried out on single emitters. This is crucial
in order to eliminate effects caused by different strain or charge interactions in ensembles
of SnV− centres, which can impact their characteristics. Due to the limited resolution of
our confocal microscope, it is impossible to directly resolve single atoms. Therefore, we
first identify a SnV− centre by its spectral fingerprint (see sec. 3.1.1) and subsequently
employ intensity autocorrelation measurements of the emitted photons in a HBT setup
(see sec. 3.2.4). The outcome for a representative emitter is shown in Fig. 4.1a), where we
extract g(2)(0) = 0.05 at vanishing time delay from a fit according to the derived formula in
reference [198]. The remaining disparity from zero of the autocorrelation at simultaneous
arrival times of the photons at the single photon detectors can be fully explained by the
significant impact of the dark counts of the APDs specified in sec. 3.2.4. We conclude that
the investigated SnV− centre is a pure single photon emitter and therefore the emission
must result from a single centre. All emitters investigated in this chapter, if not stated
elsewise, exhibit close to perfect single photon character, which means that we can explain
the autocorrelation measurement by the measured background, the jitter and the dark
counts of the APDs.
In order to fortify the advantage achieved by exploiting quantum mechanics in QIP pro-
tocols over the classical equivalents in communication, computation or simulation, the
achievable protocol repetition rate is crucial. Its value depends directly on the brightness
of a quantum emitter, which can be limited by the radiative lifetime, non radiative decays
and charge instabilities (the quantum efficiency). Furthermore, a poor collection efficiency
of photons and setup losses set another limitation. For the set of investigated single SnV−

centres, we measure photon countrates in saturation including the full emission spectrum
(LP600 filter) ranging from 80 -150 kcts

s corresponding to BQIP = 10−4 − 10−3, while the
saturation intensities range from 200 -600 µW under off-resonant excitation with 532 nm
excitation (see Fig. 4.1b)). The saturation curve is fitted by the equation

CR(P) =
CR∞ · I
I + Isat

+ d, (4.1)

where CR∞ denotes the saturation count rate, I (Isat) the excitation laser (saturation) in-
tensity and d the dark counts of the APD. The extracted values include all before mentioned
limiting factors and are in agreement with what is found in comparable studies [113,132].
In comparison to studies on other G4V centres in unstructured electronic grade bulk di-
amond using similar collection optics, the count rates are between one and two orders of
magnitudes larger than for SiV− centres, while they are of the same order of magnitude
as observed for GeV− centres, see sec. 2.1.7.
Furthermore, we contrast these values with the largest values of NV− centre in bulk di-
amond [241], as it is up to now predominantly used in fundamental QIP protocols with
colour centres in diamond. For a fair comparison it is necessary to take into account the
difference of the Debye-Waller factors of 4 % for the NV− centre and 60 % for the SnV−

centre (see sec. 4.3 below) and the collection efficiencies present in the studies. We find
that the photon count rate of photons emitted into the ZPL is about one order of magni-
tude larger than for the NV− centre. Since QIP requires coherent photons emitted, which
result solely from decays of ZPL transitions, we find the SnV− centre potentially enabling
higher repetition rates than lately used colour centres in diamond.
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Figure 4.1: Autocorrelation and saturation measurement: a) Autocorrelation mea-
surement of photons emitted by a single SnV− centre exhibiting a g(2)(0) = 0.05. The
displayed data is raw data without any post processing and the residual deviation of
g(2)(0) from zero is fully explained by the dark counts of the APDs. b) Exemplary satu-
ration measurement when recording the count rates of the full spectrum of a single SnV−

centre. Saturation count rates between 80-150 kcts
s are reached for saturation intensities

in the range of 200-600 µW. Typically, no linear background contribution is discernible
in the HPHT samples. The wavelength of the excitation laser source for both depicted
measurements is 532 nm.

4.1.2 Radiative lifetime of single emitters

It is possible to infer the radiative lifetime of the excited state of single SnV− centres by
power dependent autocorrelation measurements. However, the results need to be extrap-
olated to zero excitation power which leads to a significant error bar. Therefore, it is
more precise and with less experimental effort to measure the excited state lifetime em-
ploying TCSPC. To this end, we employ short laser pulses at a wavelength of 532(10) nm
retrieved from the supercontinuum laser source and record the fluorescence response of
the single SnV− centre. A representative result from such an experiment is depicted in
Fig. 4.2a), yielding a lifetime of the excited state of τr = 25.4(1) ns. Surprisingly, we find
a variety of lifetimes with the majority between 5 -10 ns but some even exceeding 25 ns.
The histogram of fourteen emitters under investigations in sample NI58 is displayed in
Fig. 4.2b). The maximum of this distribution is in agreement with the findings in other
reports [100,113,132,176,242], however, none have observed the broad lifetime distribution
between 10 and 30 ns. In sample BOJO_001 the distribution of lifetimes seems also to
be much narrower, centered around 6 ns. We therefore attribute the spread to the fact
that the removal of diamond due to the HPHT annealing in sample NI58 results in single
emitters being situated directly at the surface. This vicinity to the surface and thus an
altered photon density of states might be the cause of the diverse lifetimes measured.

4.1.3 Radiative lifetime of ensembles of SnV− centres

Due to the non-conclusive results of the fluorescence lifetime of single emitters, we ad-
ditionaly evaluate the excited state lifetime for ensembles of different densities, again by
employing TCSPC. According to sec. 3.1, the inhomogeneous removal of diamond during
the sample preparation leads to a direct correlation between the density and the depth of
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Figure 4.2: Lifetime statistics on single emitters: a) Exemplary TCSPC measurement
of a single SnV− centre with a long-lived excited state. The radiative decay constant
amounts to τr = 25.4(1) ns. This lifetime is on the long-lived side of the histogram of
lifetimes depicted in b) obtained from fourteen single emitters under investigation. The
majority of the excited state lifetimes is in the range between 5 -10 ns. The inhomogeneity
of this distribution is most likely a result of the close vicinity of the single SnV− centres
to the diamond surface.

an ensemble with respect to the diamond surface. The definition and measurement of the
ensemble depth, which will be used throughout the rest of this secion, results from the
following considerations:

• Implantation of ions yields a Gaussian depth distribution, which we obtain by Monte-
Carlo simulations (SRIM).

• The ensemble depth for a given part of the sample is defined as the distance from
the surface at which the implantation probability has dropped to approximately one
percent of the distribution maximum, lying 168 nm deep within the diamond if no
diamond is removed. An illustration of this definition is depicted in Fig. 4.3a) and
b) for the values of 200 nm respectively 140 nm ensemble depth.

• The ensemble depth in the experiment is evaluated by recording the count rate of
a given ensemble for a fixed excitation intensity, which is way below the saturation
intensity to ensure working in a regime where the count rate depends linearly on the
excitation power. This count rate can then be compared to the count rate obtained
in the high density region of the sample, where almost no diamond was removed
during sample preparation.

The choice of low excitation intensities is furthermore important in order to ensure that
the differing lifetimes of the ensembles are not significantly influencing the count rates.
The correlation between the lifetime and the ensemble depth is shown in Fig. 4.3c). In
the regions of the sample where 0 -100 nm diamond were removed (ensemble depth 100 -
200 nm), the ensemble excited state lifetime is around 5 ns, which is in agreement with
theoretical predictions and experimental findings in previous studies [100,113,132,176,242].
For an ensemble depth of 100 -40 nm the lifetime increases and reaches a maximum of 7.5 ns.
We attribute this increase in lifetime to a reduction of the photonic local density of states
as a result of the proximity of the ensemble to the surface. A similar effect is already
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reported for NV− centres [243]. When further approaching the diamond surface (ensemble
depth of 40 -0 nm), the lifetime decreases rapidly which is most likely the result of non
radiative decay processes caused by defects on the diamond surface. Again, comparable
effects are observed for NV− centres in nanodiamonds upon reduction of the size of their
host material [244].
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Figure 4.3: Lifetime dependence on ensemble depth: We define the depth of a certain
ensemble within our diamond sample as the distance from the surface (blue shaded area)
to the depth in which the original Gaussian implantation depth distribution (simulated by
using SRIM Monte-Carlo simulations) has dropped to about one percent of it’s maximum
height. In the main text, a detailed description on the determination of this depth in the
experiment is given. In a) 200 nm and b) 140 nm of ensemble depth and the corresponding
depth distributions are sketched. c) The variation of the ensemble lifetime in dependence
of the ensemble depth is shown. Reduction of the photonic local density of states, when
approaching the surface, causes the increase in lifetime visible from 100-40 nm ensemble
depth. The steep decrease in lifetime for ensembles very close to the surface is likely caused
by non-radiative decay channels in the vicinity of surface defects as it is also reported
in [244]. The lifetime measurements are conducted using pulsed 532(10) nm excitation
provided by the supercontinuum laser source.

4.2 Zero phonon line emission

4.2.1 Temperature dependence of optical transitions

The existence and occupation of vibrational modes within the diamond lattice is strongly
dependent on the temperature. Therefore, it is possible to characterise the electron-phonon
interaction of the SnV− centre by the means of temperature dependent spectroscopy.
For a single defect, the evolution of the ZPL emission upon excitation with the quasi-
resonant laser source emitting at 532 nm is shown within a temperature range in between
10 -250 K in Fig. 4.4. At elevated temperatures only a single broad feature can be observed,
which splits into four transitions at temperatures around 100 K, representing the typical
fingerprint of the D3d symmetric G4V vacancy centers [100]. These transitions A,B (C,D)
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correspond to the decay from the upper (lower)orbital excited state into the two orbital
ground states. Upon further reduction of the temperature, the transitions A and B vanish
due to a fast, non radiative relaxation process from the upper excited state into the lower
excited state, resulting from the reduced phonon occupation of the energy mode corre-
sponding to the excited state splitting. This effect is also observed in [113]. The excited
state splitting in the investigated sample NI58 amounts to an averaged 3030(100) GHz over
several emitters, while the ground state splitting ranges from 820 -840 GHz. These mea-
surements imply that a ground state splitting of 820 GHz corresponds to the unstrained
case, which is further narrowed down by measurements in the HPHT sample BOJO_001,
where all emitters under investigation exhibit a ground state splitting of 818(5) GHz. Due
to the sixfold longer annealing time of the latter sample, it is most likely that this value is
more accurate.
The evaluation of the temperature dependent photoluminescence spectra yields an increas-
ing linewidth, which follows a A+BT3 power law (Fig. 4.5a)). The cubic dependence was
theoretically proposed and experimentally confirmed for SiV− centres and interpreted as
an indication of a low strain host material [120, 245]. Its origin is suspected to lie in a
single phonon absorption and the thereby induced Raman scattering between sublevels of
orbital ground and excited states. In contrast, the lineshift of the C-transition is following
a A+BT2 +CT4 correlation, with a vanishing quadratic contribution in the measurement
of the single emitter. A cubic power law, which was derived as a consequence of linear
e-symmetric phonon coupling for the SiV− centre [120], is reproducing the data less ad-
equately. Theoretically, Hizhnyakov et al. [246–248] predict a T4 dependence in the case
of dominant quadratic electron-phonon coupling of a1g phonons, which was also confirmed
for SiV− centres [245].
Further confirmation of the results is given by the temperature evolution of the photo-
luminescence emission of ensembles of SnV− centres in Fig. 4.6. The measurements are
conducted in a low density region of the sample in order to provide high spectral reso-
lution. We cannot distinguish a significant contribution of the ensemble linewidth to the
spectrometer response function, which is about 16 GHz broad, while at the same time being
unable to saturate the ensemble with 532 nm laser intensities up to 10 mW.
The ensemble linewidth broadens according to the same cubic power law as in the sin-
gle emitter case, which confirms the possibility of fabricating dense ensembles of SnV−

centres, while preserving narrow inhomogeneous broadening. The line position of C- and
D-transition are both precisely reproduced by the A + BT2 + CT4 power law. The non-
vanishing T2 contribution is most likely associated with inhomogeneous broadening and
was also observed for ensembles of SiV− centres [245].
The accurate relation between linewidth respectively line position and temperature ren-
ders the SnV− centre a potential candidate for thermometry on nanoscale. The necessary
measurements are easily calibrated, integration time for ensemble measurements can be
fast (on the order of milliseconds) and cover a temperature range from 0-75 K with high
resolution. Above that temperature, the merging of peaks requires slightly advanced cali-
bration, but for the C-transition data can be acquired up to room temperature, which was
also demonstrated by Alkahtani et al. in the temperature range 120-295 K [249].

4.2.2 Comparison of photoluminescence spectra for different annealing
temperatures

The first published experimental study conducted on SnV− centres in diamond investigates
the effect of annealing temperature on the room temperature linewidth of ensembles [113].
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Figure 4.4: Temperature dependent spectra: Temperature variation of the spectrum
of a single SnV− centre in the range between 10-250 K. For decreasing temperatures, the
ZPL splits up into the characteristic four line fine-structure that is inherent to G4V centres.
Upon further temperature reduction below 75 K, the transition lines A and B, which result
from the decay of the upper excited state, vanish due to the reduction of the thermal
population in this state. It is furthermore observed, that line shifts and line narrowing
are induced by approaching 10 K. The excitation source in this experiment is the 532 nm
quasi-resonant laser.
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Figure 4.6: Temperature dependence of line shift and line broadening of an en-
semble of SnV− centres: Depicted are the evolution of the linewidth and the resonance
frequency of C- and D-transition of a spectrally narrow ensemble of SnV− centres. The
solid lines are fits to the data according to a power law with cubic temperature dependence
for the linewidths and with T2 and T4 contributions for the line shifts. The measurements
are carried out utilising a light field at 532 nm for excitation.

They report a steady decrease and attribute it to the reduction of damage induced by the
ion implantation of the heavy tion ions.
We expand this study and compare the inhomogeneous distribution of ZPLs at cryo-
genic temperatures for the HPHT annealed sample NI58 and the LPLT annealed sample
SC500_01. The result of the HPHT annealing on sample NI58 is obvious when contrast-
ing the clear two line fine-structure at 10 K with the broad forest of lines that is found in
sample SC500_01 for an ensemble of similar density (see Fig. 4.7). The ZPL linewidth
yields 15 GHz in sample NI58 and the absolute line positions exhibit a spread within a
150 GHz (0.19 nm) margin for ensembles (measured as FWHM in the most dense ensemble
region) as well as single emitters (measured as a range of spread ZPL positions). On the
contrary, the widths of individual lines in sample SC500_01 range from 10-50 GHz and
are spread over more than 7800 GHz (10 nm). This is a clear distinction to the production
of ensembles of SiV− centres with little inhomogeneous broadening, which only require
annealing temperatures of 1100 °C after ion implantation [214]. For the SnV− centre, an-
nealing temperatures of 2100 °C are mandatory in order to sufficiently reduce the strain
induced by the ion implantation. We emphasize that also in sample BOJO_001, we clearly
see the impact of the HPHT annealing resulting in the same quality as for sample NI58.
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Figure 4.7: Comparison of ensemble spectra in HPHT and LPLT samples:
The spectra of two SnV− centre ensembles of similar density in sample a) NI58 and
b) SC500_01 are depicted. The HPHT annealing conducted on sample NI58 leads to
a tremendous narrowing of the inhomogeneous distribution that is prevalent in the LPLT
annealed sample SC500_01 due to reduction of the lattice damage that is induced by the
implantation process.

We also investigate the effect of annealing temperature on the room temperature emission
of single emitters. For the HPHT samples, a very narrow and homogeneous distribution
of the ZPL line positions spreads around 619.6 nm. As expected from the low temperature
measurements, the LPLT sample exhibits a large distribution of ZPL central wavelengths
ranging from 610 - 630 nm. Surprisingly, we find a secondary effect on the room temperature
linewidth of single emitters in the LPLT sample. While emitters with a ZPL centered
around 619.6 nm exhibit the same 5 - 6.5 nm linewidth as found in sample NI58, emitters
shifted by more than one nanometer in central ZPL position show a considerably narrower
linewidth of 2 - 3 nm, as it is depicted in Fig. 4.8b). Furthermore, the photon emission into
the PSB for these SnV− centres is reduced. Since the main difference between the samples
is the strongly differing strain and homogeneity within the surrounding diamond lattice,
these effects are most likely the result of different phonon coupling in high strain samples,
which effects the phonon broadening of the ZPL line at room temperature. A previous
study on SiV− centres in nanodiamonds reported similar distributions of ZPL linewidths
and line positions [134]. This is in agreement with our findings, since it is common that
nanodiamonds can exert large amounts of strain on incorporated colour centres [134,147].

4.2.3 Polarisation of single SnV− centres

In the previous sections, we discover that the SnV− centre exhibits the characteristic fine-
structure of G4V centres. It is therefore very likely, that the orientation within the crystal
lattice is in the <111> direction, as it is reported for the SiV− centre [99]. While it is
difficult to measure the orientation directly, we examine the polarisation of the absorption
and emission dipole of single SnV− centres, as it reveals the orientation of the electrical
dipoles within the diamond lattice. The absorption dipole is measured by rotating the
linearly polarised 532 nm excitation light with a HWP and recording the count rate for each
incident polarisation state. For determining the polarisation of the emitted photons, we
rotate the photon polarisation state in the detection path by utilising a HWP before sending
it through a fixed linear polariser. In both measurements, it is necessary to introduce a
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Figure 4.8: Comparison of single emitters spectra in HPHT and LPLT samples:
a) Representative spectra of a single emitter in sample NI58, which was HPHT annealed.
The emitter exhibits a typical room temperature linewidth of about 6 nm centered around
620 nm. In comparison, the spectrum of a single emitter in the LPLT sample SC500_01 is
depicted in b), which has a significantly narrower linewidth of about 2 nm and its centre
wavelength is shifted to 618 nm.

QWP at a fixed position in front and after the dichroic mirror in order to correct for a
phase shift caused by the optics. In Fig. 4.9, the projection into the measurement plane
((001) plane of the diamond sample) of the emission (in green) and absorption (in red)
dipole at room temperature are depicted. The plotted angle is relative to the crystal axes
with the x-axis (y-axis) corresponding to the [010] ([100]) surface edge of the diamond
sample. Both projected dipoles exhibit an angle of about 45° with respect to the surface
edges. This is to be expected for the high symmetry axis of the SnV− centre being aligned
with the <111> direction, which is reported for the SiV− centre [99]. Additional emitters
under investigation reveal the same or a perpendicular pattern, which is a result of the four
possible directions being contained in the <111> group. This is in contrast to the findings
in [132], where the absorption polarisation is almost perpendicular to the <100> axis,
which might be a result of the high strain present in the sample investigated in the study.
However, it is in good agreement with the direct investigation of the inversion symmetric
alignment of the SnV− centre along <111> measured using β− emission channeling of
implanted radioactive Sn isotopes [168]. For the investigated set of emitters, we find
maximum visibilities of 85 % for the emission dipole and 87 % for the excitation dipole. It
is important to note, that the recorded count rate results from the full spectrum, including
the ZPL and the PSB. In order to distinguish the contributions of the constituents of the
full spectrum, we repeat the investigation of the emitted photons, but instead of recording
the count rate, we record the respective spectra. It has to be emphasised that for this
emitter no autocorrelation is recorded due to technical reasons and it has to be suspected
that the spectral contribution results from two emitters. In Fig. 4.10a) a subset of the
measured spectra is plotted, where the polarisation dependence of the ZPL, but also of
a phonon mode at about 50 meV and 110 meV are visible. The polarisation of the full
spectrum, the ZPL and the 50 meV are shown in Fig. 4.10b). While the visibility of the
oscillations is not very high, it becomes clear that the emission dipole of the ZPL and the
phonon mode are exhibiting a relative angle of about 35°. This fact and also the unpolarised
regions of the spectrum are the likely cause for limited visibilities in the emission dipole
when recording the full spectrum of a SnV− centre.
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Figure 4.9: Polarisation of single SnV− centres: a) Visualisation of the polarisation
dipole being projected into the (001) measurement plane of the diamond sample. b)
Exemplary measurement of the absorption (green) and emission (red) dipole for a single
emitter under excitation with linearly polarised laser light at 532 nm. Both dipole axis
overlap within the margin of error induced by the employed HWP and are in agreement
with an alignment along the predicted <111> axis as the high symmetry axis of the SnV−

centre. The purple axes are an indication for the [100] and [010] edges of the diamond
sample.
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Figure 4.10: Polarisation of the full room temperature spectrum: a) Polarisation
dependency of the full spectrum of at least two emitters for three different settings of the
HWP. Two phonon modes at 50 meV and 110 meV as well as the ZPL exhibit a preferential
polarisation dipole axis. b) The intensity of the 50 meV mode and the ZPL is depicted as
a function of the rotation angle of the HWP, yielding oscillations with moderate visibilities
most likely limited by two emitters with orthogonal polarisation of the ZPL being present.
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4.3 Analysis of the phonon sideband and Debye-Waller factor

The SnV− centre is, in contrast to trapped single atoms or ions, strongly influenced by
the surrounding diamond matrix. In particular it is subject to interactions with lattice
vibrations, which impact a key factor in QIP: the spectral purity of the photon emission
of the defect. Therefore, this section addresses an in-depth investigation of the PSB of
single SnV− centres. An exemplary spectrum of the PSB at 30 K is depicted in Fig. 4.11a)
and can be fitted by six lorentzians with peaks shifted relative to the ZPL by 46 meV,
76 meV, 109 meV, 122 meV, 148 meV and 181 meV. The modes at 46 meV and 109 meV
are in agreement with the polarisation dependent modes found at room temperature in sec.
4.2.3. The overall structure of the PSB is in astonishing agreement with the calculated
sideband spectrum by G. Thiering and A. Gali (extracted from [100]), for the case of
exclusively a1g symmetric phonons taking part in the centre-phonon interactions. The
peak positions are also reproduced well for the combined coupling of a1g and eg symmetric
phonons, but there is a significant mismatch between the predicted relative peak height and
the measured data. In order to compare the spectra and the simulation data, we normalise
the calculated dataset to the dominant sideband peak at 660 nm in the measured spectrum.
It is noteworthy that no quasi-local mode, which should be shifted by 29 meV relative to
the ZPL [132], can be distinguished. This so called local-oscillator transition corresponds to
the eigenmotion of the tin-atom and results from a coupling to eu symmetric phonons [250].
For this reason it is symmetry forbidden and the transition rules can only be lessened by the
influence of crystal strain. In conclusion, the abscence of the transition is another strong
indicator for the emitters in the HPHT sample NI58 being situated in a low strain crystal
environment. For SiV− and GeV− centres, the local oscillator mode could be observed in
material with residual strain [175,202].
Apart from the knowledge of the exact phononic modes taking part in the emitter-phonon
coupling, the strength of optical transitions without phonons being involved (i.e. the ZPL)
in relation to the PSB is of great interest. Since only the ZPL transitions can be used
in most QIP protocols, we explore the Debye-Waller (DW) factor, which is defined in
equation 2.6. The value IZPL/PSB describes the emitted intensity into the ZPL respectively
the PSB. As this ratio can be temperature dependent, we investigate it in a temperature
regime ranging from 5 K up to 300 K. We determine the different intensities by fitting
the whole spectra with Voigt profiles. The latter takes into account the spectrometer
response function which is convoluted with the Lorentzian emission profile resulting from
the emitter. The obtained data is shown in Fig. 4.11b) and exhibits a clear increase of the
DW factor with decreasing temperature. We fit the data according to the model derived
in [251], which predicts a theoretical temperature dependence of the DW factor of

DW(T) = exp(−S(1 +
2π2

3

T2

T2
cutoff

)).

S stands for the Huang-Rhys factor, which is a measure of the phonon-emitter interaction
and its value gives the average number of phonons being emitted during an electronic
transition [173]. The temperature Tcutoff denotes an equivalent of the Debye temperature
[252] and yields the cutoff temperature of the subset of phonons that are actually involved in
the interaction between phonons and the SnV− centre. The fit to the data yields a Huang-
Rhys factor of S = 0.57(2), which translates into a DW factor of DW(0 K) = 0.57(1)
corresponding to 57 % of the total photons being emitted into the ZPL. The latter is
furthermore matching closely to the theoretically calculated DWa1g(0 K) = 0.63 in the
case of only a1g symmetric phonons interacting with the SnV− centre [100]. Again, the
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Figure 4.11: PSB and temperature dependence of the Debye-Waller factor: a)
Exemplary spectrum of the PSB of a single emitter at 30 K. The black measurement data
is overlapped with the theoretical spectrum predicted in [100]. The blue curve corresponds
to the case of phonons with a1g symmetry coupling to the SnV− centre. The peak height
as well as the peak positions are remarkedly well reproduced. The green line, taking into
account phonons of both a1g and eg symmetry, also predicts the peak positions accurately
but the peak height matches to a lesser extent. Both theoretical curves are normalised to
the highest sideband peak at about 660 nm. b) Temperature dependency of the Debye-
Waller factor of the same single SnV− centre. For each temperature a spectrum is taken
and the comparison of the fraction of photons emitted into the ZPL to the total number of
photons yields the Debye-Waller factor. The fit to the data is according to the model
derived in [252] and yields a Huang-Rhys factor of S = 0.57(2) and a phonon cutoff
temperature of 680(40) K. Both measurements are carried out using the quasi-resonant
excitation light source emitting at 532 nm.

value for both a1g and eg symmetric phonons contributing to the phonon-centre interaction
of DWa1g+eg(0 K) = 0.41 agrees to a lesser extent with our experimental findings. For the
cutoff temperature, we extract Tcutoff = 680(40) K, corresponding to an averaged effective
phonon frequency of 59(4) meV. The theoretical simulations narrow down the frequency
of the acoustical a1g symmetric phonons to be contained in an interval from 60 meV up to
100 meV, with the lower edge being in agreement with our measured value. On the other
hand, the frequency of eg symmetric phonons is calculated to an exact value of 75.6 meV
exhibiting a significant difference with our experimental evaluation. Due to the three
indicators presented in the course of this section, we conclude that a1g symmetric phonons
are the predominant contributor in phonon-centre interactions for the SnV− centre.

4.4 Excited state spectroscopy

The expectation that the molecular structure of the SnV− centre can be described as the
inversion symmetric D3d point group is supported by the findings in this thesis, several
indirect measurements in literature [113,132,176,242] and a direct measurement [168]. Ac-
cordingly, the electronic structure of the SnV− centre is believed to be closely related to the
ones of the other G4V vacancy centres. While the existence of Eg and Eu symmetric ground
and excited states are evident from the PL measurements in Fig. 4.4 and the magnetic
field dependent Zeeman splittings characterised in sec. 6.2.1 and reported in [176,242], the
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nature of the commonly termed “off-resonant” excitation at around 532 nm is not revealed.
We therefore present PLE measurements on an ensemble of SnV− centres, in which we scan
the excitation radiation retrieved from the supercontinuum laser source at constant power
and a fixed bandwidth of 5 nm over the spectral range from 480 nm up to 595 nm. We
conduct this measurement at room temperature and repeat it at cryogenic temperatures
of 2 K. For each excitation wavelength in the room temperature measurement, we take a
spectrum and extract the number of photons constituting the ZPL via a Voigt fit, which is
depicted in Fig. 4.12a). We find a dominant broad resonance that is fitted accurately by
a Lorentzian and lies centered around 2.348(4) eV (528 nm) with a width of 190(12) meV.
A second resonance lies at 2.12 eV (585 nm) and overlaps well with the most prominent
sideband peak of the mirror image of the PL spectrum of the SnV− centres with respect
to the ZPL.
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Figure 4.12: PLE of higher lying excited states: a) Room temperature measure-
ment: Excitation of an ensemble of SnV− centres resulting from an a2u state in the valence
band leads to a broad resonance (blue shaded) centered at 2.348(4) eV with a FWHM
of 190(12) meV. The peak at 2.12 eV coincides with the prominent sideband peak of the
mirrored (red image) PL spectrum with respect to the ZPL. b) Cryogenic measurement
(1.6 K): The FWHM of the broad resonance narrows down to 120(8) meV as a result
of reduced homogeneous phonon broadening. The resonance remains centered around
2.349(3) eV. The second peak observed in excitation overlaps furthermore with the side-
band peak of the mirrored PL spectrum.

The same two peaks dominate the PLE measurement at 2 K, which is measured in a slightly
different way by simply recording the ZPL count rates in a filter window of 620(10) nm on
an APD for each excitation wavelength (see Fig. 4.12b)). The dominant resonance lies still
centered around 2.349(3) eV but narrows down to a width of 120(8) meV. This narrowing
is a strong indicator of a direct electronic transition being involved which narrows down at
low temperatures upon reduced homogeneous phonon broadening. We attribute it to an
excitation of a higher lying excited state with A2u symmetry upon excitation of an electron
from a broad a2u band. The latter one is a result of an a2u defect level, that is lying within
the valence band of diamond and broadens due to mixing with the diamond band. While
similar results were reported on the SiV− centre with a 400 meV broad resonance at room
temperature [172], that was confirmed independently in our group (see sec. 5.4 below), the
observed narrower width of 190 meV for the SnV− centre points toward the absolute energy
position of the a2u level being closer to the valence band edge. The latter finding agrees
well with the theoretical predictions in [100]. While the excitation is resonant with the
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higher lying excited state, the coherence of this state is massively limited by the mixing
with the diamond band so that no coherent effects of this excitation could be observed
throughout the course of this thesis. Consequently the 532 nm excitation light, which is
usually termed “off-resonant” excitation of the SnV− centre, is labeled “quasi-resonant”
excitation in this thesis.
The peak at 2.12 eV occurs also in the low temperature measurement and overlaps again
with the most dominant sideband peak in the mirrored PL spectrum. This peak results
from excitation of the population within the fine-structure ground states into the higher
lying vibrational ladder of the excited state. As the peak coincides well with the mirrored
PL spectrum, it indicates a similar ground and excited state vibronic structure, due to the
overlap of emission and absorption measurements.
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Chapter 5

Charge cycle of the SnV

Contributions and copyright notice

The experiments conducted in this chapter were carried out under the supervision of C.B.
Two HPHT samples are investigated: NI58 was fabricated as stated in the previous chapter.
The second HPHT sample, BOJO_001, was fabricated employing ion implantation by
Detlef Rogalla (D.R.), J.G. and D.He. at RUBION at the university of Bochum. The
HPHT annealing was implemented by David Hardeman (D.H.) and Pierre-Olivier Colard
(P.-O. C.) under supervision of Matthew Markham (M.M.) at the Element Six Global
Innovation Centre in Oxford, UK. Post-annealing cleaning of the sample was conducted
by P.F.. The optical setup was designed and set up by J.G. and D.He.. J.G. and D.He.
conceived the measurements and the analysis of the data with input from P.F.. J.G.,
D.He., P.F. and C.B. discussed and designed the charge cycle model. The measurement
on the ensemble of SiV− centres was carried out in an optical setup implemented by Anna
Maria Fuchs (A.M.F.) and the experiment and analysis of the data were carried out by J.G.
and A.M.F.. A.G. and Jero Maze (J.M.) contributed valuable discussions and theoretical
insights on the charge cycle of colour centres in diamond.
The main results of this chapter were originally published in [136] and [138] and are repro-
duced with permission according to Attribution 4.0 International (CC BY 4.0).

The chapter is dedicated to revealing and mitigating the charge mechanism leading to
the termination of SnV− centre fluorescence under resonant excitation. In a first step,
the enhancement of fluorescence of an ensemble of SnV− centres, resonantly excited on
the C-transition, under addition of a second lightfield is explored. In the following, we
experimentally study the number of photons contributing to the fluorescence termination
process and the possibility of charge state initialisation. Based on these findings, we derive
a complete charge cycle model of the SnV− centre. The validity of this model for further
G4V centres is explored in the last section by investigating an ensemble of SiV− centres.

5.1 Termination of fluorescence under resonant excitation

Resonant optical excitation is a crucial prerequisite for initialisation, readout and all-
optical coherent control of the SnV− centre. Monitoring of successful resonant excitation
is in the following implemented by recording the emitted photons into the PSB, while
scanning the dye laser across electronic transitions. For single emitters in sample NI58
and BOJO_001, the fluorescence is reproducibly terminated under resonant excitation,
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CHAPTER 5. CHARGE CYCLE OF THE SnV

which is consistent with the findings reported in [114, 176]. An exemplary measurement
is depicted in Fig. 5.1a), where the abrupt termination of fluorescence, when approaching
the resonance maximum, is indicated by the dashed red line. In order to exclude a simple
spectral shift of the resonance line, we perform large spectral scans over several GHz and
find the termination to be permanent. While waiting times without application of laser
radiation are not sufficient to recover the fluorescence even after several hours, introduction
of a laser pulse at 532 nm leads to the retrival of the fluorescence signal. At the same time,
the fluorescence line shifts up to several hundred MHz, as it can be seen in the PLE scan
in Fig. 5.1b), where the 532 nm laser is continuously applied. Similar findings for GeV−

centres are reported in [193].These shifts, which far exceed the lifetime-limited linewidths
of about 25 MHz, render any meaningful application of the SnV− centre in QIP impossible.
We attribute the termination of fluorescence under resonant excitation to an alteration of
the charge state, while the spectral shifts caused by the 532 nm radiation field result most
likely from a changed charge environment. The latter has to result from second-order
Stark effects, as they were reported in [196, 197], since the symmetry of the SnV− centre
is protecting the emitter against the first-order Stark effect. The hypothesis of a charge
transfer being the cause for the termination of fluorescence will be further explored in the
following sections.
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Figure 5.1: Termination of fluorescence of single SnV− centres: a) Exemplary scan
of the excitation laser over the resonance of the C-transition of a single SnV− centre. The
emitter remains bright until charge transfer terminates the fluorescence when approaching
the resonance maximum, which is visible as a sharp drop of the fluorescence. b) Recovery
of the fluorescence can be induced by application of an additional weak light field at 532 nm.
However, this leads to spectral diffusion and spectral jumps, broadening the lifetime limited
linewidth by more than a factor of 20 to 580(10) MHz.

5.2 Electron capture and charge stabilisation

A common technique to mitigate the transfer to a colour centre into its dark state is the
application of an additional laser, oftentimes termed “repump” laser without specification
of the pumping process itself. Due to reasons of availability, the wavelength of the repump
laser is typically chosen to be 532 nm. However, systematic investigations of the underlying
physical processes and the effectiveness of the repumping are rarely conducted. In this
section, we want to reveal the mechanisms leading to the transfer of the SnV− centre into
its dark state and the efficient mitigation of it. We thus conduct an experiment at 1.7 K in
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Figure 5.2: Fluorescence enhancement measurement on ensembles of SnV− cen-
tres: Measurement of the enhancement of fluorescence factor of an ensemble of SnV−

centres in sample a) NI58 and b) BOJO_001. The ensemble is excited resonantly on the
C-transition and a second light field is added. Non-linear enhancement of the fluorescence
is observed and the enhancement factor is shown as green triangles. The normalised direct
excitation probability by the second light field only is plotted in blue. The enhancement
increases strongly for wavelengths (energies) of the second light field shorter (larger) than
520 nm (2.4 eV), which we attribute to a stabilisation of the negative charge state of the
SnV− centre. The peak of the direct excitation probability at 520 nm (2.4 eV) is the same
as found in sec. 4.4 i.e. excitation to the A2u state, while we find an indicator for a higher
lying state at photon energies exceeding 2.8 eV. The origin of the latter is most likely the
parity forbidden transition from state a1g to eg (Fig. 2.4). Since the parity selection rule
is lowered by strain, it is consistent with the finding that the transition is more likely in
sample NI58, which was six times shorter HPHT annealed than sample BOJO_001.

which we continuously excite ensembles of SnV− centres on resonance with the C-transition
in sample NI58 as well as BOJO_001 while systematically varying the wavelength of an
additional laser field that we introduce. The stabilisation radiation is retrieved from the
supercontinuum laser source (see sec. 3.2.1) at a fixed repetition rate of 78 MHz and a
bandwidth of 10 nm. The count rate is monitored on the PSB with a 655(47) nm bandpass
filter. For each wavelength of the second light field, we define the fluorescence enhancement
factor β = CRw

CRwo
as the ratio of the fluorescence count rate CRw with both laser fields

applied (while substracting the count rate caused by the second light field alone) to the
count rate obtained by only shining in the resonant laser radiation (CRwo). In Fig. 5.2,
the result of this measurement for a wavelength (energy) variation of the second light field
in between 420 nm (2.95 eV) and 580 nm (2.15 eV) is depicted for both HPHT samples as
green triangles. While radiation with wavelengths (energies) longer (shorter) than 520 nm
(2.4 eV) does not cause significant changes in the count rate and the fluorescence remains
weak, we observe a fluorescence enhancement for wavelengths (energies) below (above) that
threshold. The enhancement factor reaches even values exceeding 50, strongly indicating
an efficient stabilisation of the negative charge state. The
optimum between maximum fluorescence enhancement and minimised direct excitation
probability (measured by evaluating the count rate upon purely shining in the second light
field, blue dots in Fig. 5.2) lies at 445 nm. Termination of the fluorescence is only observed
when the SnV− centre is in its excited state (see Fig. 5.1), thus the charge stabilisation light
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field should have a minimised direct excitation probability in order to avoid subsequent
termination induced by a second charge stabilisation photon, as will become clear in the
following. We therefore continue by evaluating the charge dynamics of single SnV− centres,
for which we choose 445 nm as the charge initialisation wavelength supplied by the charge
stabilisation laser (see sec. 3.2.1).
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Figure 5.3: Charge transfer of single SnV− centres: a) An exemplary excerpt of the
time trace in an charge transfer experiment. After initialisation of the negative charge
state due to the 445 nm laser pulse, a fluorescence response is created by the laser pulse
resonant with the C-transition until charge transfer occurs and terminates the fluorescence.
b) The lengths of the fluorescence responses are binned for a laser power of 20.7 nW and
plotted in a histogram. The lifetime of the charge state is extracted by the time constant
of the exponential fit and translated into a charge transfer rate by taking the inverse of
the charge lifetime. This rate is evaluated for different resonant laser powers and increases
linearly with power for c) EA27 and d) EA13, indicating a single photon process being
responsible for the charge transfer. The blue data point in c) corresponds to the laser
power that is chosen in the subsequent charge initialisation measurement for EA27, while
the grey data point is the result of a measurement that was aborted slightly earlier than
the others.

Another interesting feature becomes visible in the measurement when evaluating the direct
excitation probability. The latter does not only peak at the excitation to the A2u state
found in sec. 4.4, but we find an additional indication of an even higher lying excited
state at about 2.8 eV. Its origin could be the parity forbidden excitation to the A1g state
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indicated in Fig. 2.5, which is in agreement with the transition being more pronounced in
the higher density ensemble in sample NI58. In this region, lowering of the parity selection
rule by strain will be more prevalent compared to sample BOJO_001 due to the larger
amount of impurities being implanted and the six fold shorter annealing time.
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Figure 5.4: Charge initialisation of single SnV− centres: The negative charge state
of single SnV− centres is initialised by a 445 nm pulse with variable length and is read out
as well as terminated by a subsequent laser pulse resonant with the C-transition. For EA27
in a) (EA13 in b)) the resonant laser pulse is 0.5 s (1 s) long and the power chosen such
that charge transfer occurs with a probability close to unity. For each blue pulse length,
the number of resonant laser pulses creating a fluorescence response is divided by the total
number of pulses used, yielding the charge initialisation efficiency. This efficiency increases
with the initialisation pulse length following a mono-exponential growth law. It saturates
with a time constant of τCI = 780(27) µs (τCI = 657(43) µs) at a value of 91(1) % (97(2) %).

Coming back to the charge processes, in a first step, we measure the number of photons
causing the termination of fluorescence under resonant excitation. Experimentally, we
employ a 445 nm laser pulse to initialise the negative charge state, followed by a long
laser pulse of duration ∆τres resonant with the C-transition. The fluorescence resulting
from this pulse is recorded on the PSB until it is terminated. The power and duration
of the pulse ∆τres is chosen such that charge transfer will occur with a probability close
to unity. This is visible in Fig. 5.3a) in the detailed time trace of such an experiment,
where the charge transfer occurs long before the end of the optical pulse. We conduct
this measurement for two single emitters (EA27 and EA13, autocorrelation measurements
are evaluated in sec. 6.1.1) with slightly different parameters (EA27: 10 ms 445 nm pulse
length, 1 s resonant laser pulse length, about 500 repetitions; EA13: 0.5 ms 445 nm pulse
length, 6 s resonant laser pulse length, about 230 repetitions). We define the charge lifetime
as the time until the fluorescence is terminated under resonant excitation. Thus we can
extract the average τcharge of it as the time constant of a mono-exponential decay fit
to the histogram of duration of fluorescence before termination (see Fig. 5.3b)). This
charge lifetime is measured for different resonant laser powers and we extract the charge
transfer rate, defined as the inverse of the charge lifetime. This rate increases linearly
with the resonant laser power, exhibiting a slope of 1.28(5) Hz/nW (0.8(1) Hz/nW) for
EA27 (EA13). The underlying charge transfer therefore has to result from a single photon
process, when the SnV− centre is in the excited state. The latter must be the case, since
termination of fluorescence occurs only when approaching the resonance maximum (see
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sec. 5.1) and not while the laser is off-resonance. Naively, a two-photon process would be
expected as the first photon excites the SnV− centre and the second photon induces the
charge transfer. However, the lifetime of the excited state is about 7 ns while the charge
lifetime, even for the highest resonant laser power used, exceeds 10 ms. For resonant
excitation laser powers larger than the saturation power, the charge transfer thus starts
from a 50 % steady state population of the excited state and consequently involves only
one photon.
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Figure 5.5: Power dependence of the charge initialisation of a single SnV− centre:
a) Repetition of the charge initialisation measurement on emitter E1NI58 for varying
445 nm laser powers. The charge initialisation process is sped up with higher laser power.
b) From the measurements in a), the charge state initialisation rate is extracted and
plotted against the applied 445 nm laser power. It increases linearly and thus indicates a
single photon process being responsible for the charge state initialisation.

In a second step, we explore the efficiency of charge state initialisation with 445 nm radia-
tion. To this end, an initialisation pulse of variable duration, corresponding to a cw power
of 50 µW (90 µW) for EA27 (EA13), is followed by a subsequent resonant laser pulse that
causes a fluorescence response as well as ensures ionisation with a probability close to unity.
The error of the dark state preparation is given by 1 − exp(−∆τres/τcharge) and is below
10−10 (2 · 10−2) given the following numbers: For EA27, the resonant laser pulse length is
0.5 s and the chosen power of 33 nW corresponds to an ionisation rate of 46 Hz (blue dot in
Fig. 5.3c). For EA13, the pulse length is 1 s and the ionisation rate amounts to 5 Hz. The
initialisation efficiency is defined as the number of fluorescence responses that we observe
divided by the number of pulses send to the emitter. The efficiency of the charge initiali-
sation increases with the duration of the initialisation pulse, as it can be seen in Fig. 5.4.
Following a mono-exponential growth law (1− exp(−t/τCI)) with the charge initialisation
time constant τCI, it saturates at a value of 91(1) % (97(2) %) for EA27 (EA13). In the
case of EA27, 4(1) % missing to unity charge initialisation can be explained by the number
of pulses in which charge transfer occurs on time scales too short to create a detectable
fluorescence response. Spurious charge transfer induced by the blue laser alone is a possible
explanation of the further few percent missing to perfect charge initialisation. This is a
result of the non-zero direct excitation probability, since after excitation a second 445 nm
photon can induce the charge transfer. This is discussed below in detail. We furthermore
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explore the power dependence of τCI and the resulting charge initialisation rate γCI = 1
τCI

on a further emitter, labeled E1NI58. This is done by conducting the same charge initiali-
sation measurement as before, but for different 445 nm laser powers. The result is depicted
in Fig. 5.5 and shows that γCI increases linearly with the charge-initialisation-laser power
(slope 190(8) Hz/µW). This means that also the charge initialisation is based on a single
photon process. Moreover, we demonstrate that the charge initialisation can be efficiently
set within 10 µs at the highest laser power of 605 µW. As we do not see any changes of
saturation in the linear increase of γCI, this time scale could be even further reduced.
It is noteworthy to comment on the time scale over which the charge state of the SnV−

centre is conserved, when it is not subject to a resonant laser. When kept in the dark (no
charge stabilisation, no resonant laser), the charge state maintains up to days until being
subject to resonant excitation. When addressing the SnV− centre resonantly with pulsed
excitation in an ultralow duty cycle (about 0.2 ‰) and a power far below saturation, the
charge state is maintained for more than an hour after being once initialised by the 445 nm
laser. We suspect that ultimately fluorescence termination was induced by the resonant
laser and claim that the charge state stability is mainly limited by the application of
resonant laser light.

-0.4 -0.2 0.0 0.2 0.4
0

2000

4000

6000

8000

10000

12000

14000

16000

18000

In
te

ns
ity

 (c
ts

/s
)

Relative laser frequency (GHz)
-0.4 -0.2 0.0 0.2 0.4

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

In
te

ns
ity

 (c
ts

/s
)

Relative laser frequency (GHz)

-0.4 -0.2 0.0 0.2 0.4

0

2000

4000

In
te

ns
ity

 (c
ts

/s
)

Relative laser frequency (GHz)

a) b)

Figure 5.6: Comparison of charge stabilisation with 445 nm and 532 nm: We scan
a 1 nW resonant laser across the C-transition of emitter E1NI58 and detect the photons
emitted into the PSB. The charge stabilisation laser is applied with a laser power of 10 µW.
a) Using 445 nm laser light for charge stabilisation leads to a stable and bright resonance
transition. b) In comparison, when using 532 nm light, the resonance line is washed-out,
dim and unstable.

We would like to compare our developed charge stabilisation technique with the commonly
used 532 nm light for charge initialisation of colour centres in diamond ( [114,176,192,193,
195], supplemental material [104]), which is shown in Fig. 5.6 for emitter E1NI58. The
utilised charge stabilisation laser power is 10 µW in both cases and the resonant excitation
power is set to 1 nW (saturation power: 2.5 nW). While the 445 nm laser leads to a
stable and bright resonance line, the 532 nm laser somewhat mitigates the fluorescence
termination effect, but the resonance line is unstable, washed-out and dim in a comparable
way as presented in Fig. 5.1b). Thus the 445 nm laser light is far more suitable for charge
stabilisation of the SnV− centre. For use in any future application, proper charge state
initialisation can be induced by employing a 445 nm laser pulse with a power and duration
corresponding to a high initialisation efficiency. The repetition rate with which the charge

111



CHAPTER 5. CHARGE CYCLE OF THE SnV

state needs to be reset then has to be higher than the charge termination rate set by the
laser power and duration of the resonant excitation. In this context, it is worth noting that
for large resonant laser powers (exceeding 100 microwatts, ∼ 105Psat) without application
of the charge stabilisation laser the fluorescence is recovered, however, resulting in similarly
washed-out and dim resonance features as for 532 nm. We suspect that the origin of the
recovery is a two-photon process driving the charge transition of the divacancy, which is
why it occurs only in the high power regime.
As the properties of qubits in the solid state tend to be strongly dependent on the strain
and charge environment in their near vicinity, we would like to emphasise that charge
initialisation in the HPHT samples worked on every emitter investigated. In very few
cases, blinking of the fluorescence was still evident in the case of the charge stabilisation
laser being present, which we attribute to imperfect alignment of the 445 nm radiation.
This alignment is crucial for perfect charge stabilisation and another strong indicator for
the termination of fluorescence as well as the recovery by the initialisation laser being due
to charge effects and not caused by very long-lived metastable quantum states.

5.3 Derivation of the charge cycle of the SnV

This section is dedicated to the development of a charge cycle model of the SnV centre,
which explains the experimental findings in the previous sections. We start with the ter-
mination of the fluorescence under resonant excitation and therefore consider the absolute
position of the energy levels of the SnV centre within the diamond band gap. These val-
ues are extracted from the calculations performed in [100] and depicted in Fig. 5.7. A
charge transfer process due to photo-ionisation by the photons constituting the resonant
excitation can be excluded, since the highest lying energy levels of the SnV− centre are
situated at Eexc = 2.6 eV above the valence band edge. Therefore, the energy to enable
photo-ionisation with a single photon would be required to exceed 2.87 eV, which is the
difference between Egap = 5.47 eV of the diamond band gap and Eexc = 2.6 eV of the high-
est energy levels. Since the energy of a photon resonant with the ZPL of the SnV− centre
is about 2 eV, direct ionisation would require two photons, which is in contrast to our
findings of a single photon induced charge transfer process. Furthermore, such an ionisa-
tion process would transform the negative charge state of the SnV into its neutral state
SnV0. The neutral charge state of the SnV is believed to be optically active, with a ZPL
that is theoretically predicted to be centered at 680(40) nm [222]. However, while exciting
an ensemble of SnV− centres resonantly on the C-transition and thereby actively driving
the charge transfer, no sign of SnV0 centre could be observed in the spectral region from
620− 900 nm, even for integration times exceeding 10 min. Since the ladder of vibrational
states in the excited state of the SnV0 centre is expected to be similar to the SnV− centre as
they share the same structural geometry, its range should cover about 100 nm. Therefore,
the 620 nm laser light should not only induce charge transfer but also excite the SnV0 cen-
tre. Even if this excitation probability is weak, in a dense ensemble it should nevertheless
create a sufficiently strong fluorescence response for detection.
Consequently, the transfer of only one charge leaves only the possibility of transforming
the SnV− centre into its doubly negative charge state SnV2−. For the SnV2− centre, all
electron states are fully occupied with electrons, which prohibits any electronic transitions.
This means that the SnV2− centre is optically inactive and cannot be investigated via
spectroscopic means. Also in electron-spin resonance measurements it is impossible to
trace as its spin sums up to net zero. However, as explained above, our observations only
leave the conclusion that the SnV2− centre is the dark state of the SnV− centre. Our

112



CHAPTER 5. CHARGE CYCLE OF THE SnV

findings agree well with the recently reported experiments on the SiV− centre, in which
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Figure 5.7: Charge cycle of the SnV− centre: I) Excitation of the SnV− centre with a
resonant 2 eV photon. II) A subsequent resonant 2 eV photon transfers a photon from the
valence band to the vacant site in the lower electronic orbital. This transforms the charge
state of the SnV into the doubly negative SnV2− centre. III) The charge transition of the
neutral divacancy in diamond to its negative charge state is driven by a photon with an
energy of 2.4 - 3 eV. This process leaves a hole in the valence band, which diffuses towards
the SnV2− centre where in IV) recombination of an electron of the SnV2− centre and the
hole occurs. This transforms the SnV2− again into the SnV− centre and the charge cycle
is closed.

the authors also identify the SiV2− centre as the dark state of the SiV− centre [137]. The
process of charge conversion from bright to dark state that Gardill et al. propose [137]
is the capture of an electron in the valence band, and in turn release of an electron from
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the centre to the valence band (capture of a hole) leads to recovery of the SiV− centre
fluorescence. While the capture of an electron requires a photon energy larger than 0.6 eV
when the
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Figure 5.8: Fluorescence enhancement measurement on ensembles of SiV− cen-
tres: Measurement of the enhancement of fluorescence factor of an ensemble of SiV−

centres. The ensemble is excited resonantly on the C-transition and a second light field is
added. The enhancement factor is defined as in the case for the SnV− centre measurement.
The normalised excitation probability, measured by the count rate resulting from the sec-
ond light field alone, is plotted in blue. The enhancement increases strongly for energies
of the second light field larger than about 2.4 eV, which we attribute to the same charge
stabilisation mechanism as for the SnV− centre. The peak of the excitation probability at
2.25(1) eV is the result of exciting the a2u defect level lying within the valence band, which
is also reported in [172].

SnV− centre is in the excited state, the subsequent release is only possible if there is a hole
present in the valence band. Such a hole can be created by photo-excitation of another
defect in the vicinity of the SnV centre. This defect can be identified by the fluorescence
enhancement measurements in Fig. 5.2, where the steep rise of the enhancement factor
for energies of the second light field exceeding 2.4 eV as well as the shape of the curve are
in very good agreement with the charge transition of the neutral divacancy in diamond.
This charge transition is theoretically predicted [253] and experimentally confirmed [254]
to lie above a threshold of 2.4 eV and reaching a saturation regime at photon enegies above
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3 eV. It occurs upon the transfer of an electron within the valence band to the neutral
divacancy, thereby leaving a hole in the valence band. This light induced charge transition
is reported to be highly efficient, where unity charge conversion can be reached for photon
energies larger than 3 eV. It is furthermore very likely that the investigated HPHT samples
contain a significant amount of divacancies, as each tin ion creates about 3000 vacancies at
an implantation energy of 700 keV (see Fig. 2.2). These single vacancies become mobile in
the annealing process and as the formation of divacancies is an exothermic reaction [255],
many of them will be transformed into divacancies. This is especially true since the number
of isolated vacancies generated decreases as the vacancy concentration and thus cluster
formation overall increases the heavier the implanted ion is [256]. Long-term annealing
at temperatures around 2100 °C will reduce the amount of divacancies, but within the
time scale used in our sample preparation a significant amount will remain within the
diamond lattice [257]. It is likely that other defects and impurities are also present in a
certain concentration and thus we briefly discuss while we do not take them into account
as candidates for the hole donor. The most simple defect is the single vacancy. While
the majority of defects and impurities in diamond exhibit very low diffusion constants
[257], the neutral single vacancy becomes mobile at temperatures exceeding the activation
temperature of 600- 900 °C [173,258,259]. The negatively charged single vacancies is more
stable, but has been shown to anneal out completely at temperatures above 1900 °C [260].
Under HPHT annealing both charge states are either diffusing to the surface and anneal
out or they form complexes such as the divcacancy in an exothermic reaction. Therefore, it
is very unlikely that neutral single vacancies are still present in significant concentrations in
the investigated samples. The next common defect is the interstitial nitrogen (P1 centre),
which survives HPHT treatment [260]. In the substrate samples used, nitrogen is specified
to be present in concentrations of less than 5 ppb (typically 0.1- 1 ppb). However, their
ionisation energy threshold lies at 1.7 eV [261], which, first of all, is not in agreement
with the enhancement starting at 2.4 eV and furthermore would promote an electron to
the conduction band, while a mobile hole in the valence band is needed for transforming
the defect centre from SnV2− back to SnV−. Boron is another impurity in the diamond
that occurs in small but still significant concentrations (below 1 ppb) in the investigated
samples. However, the absorption of interstitial boron is within a very low energetic range
(0.3-0.4 eV) and thus not in agreement with the observed enhancement measurement. We
therefore conclude that the divacancy is the most likely candidate donating a hole in the
valence band upon excitation with energies exceeding 2.4 eV.
Putting together the considerations discussed above, we propose the following model, de-
picted in Fig. 5.7, of the full charge cycle of SnV centres in diamond:

I A photon resonant to the ZPL at 620 nm (2 eV) excites the SnV− centre to a now
fully occupied eg state.

II Subsequently, another 2 eV photon transforms the SnV− centre into its doubly neg-
ative charge state SnV2− centre by promoting an electron from the valence band to
the empty site in the lower eu orbital. The hole created in this process is captured
by another defect in the vicinity of the SnV centre.

III The charge transition of the neutral divacancy to its negative charge state is induced
upon an inciding photon with a wavelength (energy) shorter (larger) than 520 nm
(2.4 eV). Within this process, a hole is left in the valence band, which diffuses
towards the SnV2− centre.

IV Recombination of an electron within the SnV2− centre’s eg or eu orbitals and the hole
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in the valence band leaves the SnV centre in its singly negative charge state, which
closes the charge cycle.

If a SnV− centre undergoes this charge cycle for the first time, the hole created in step
II must be captured by another defect, else there would be a dynamic equilibrium of the
charge oscillating between the SnV− and SnV2 states and the fluorescence would not be
terminated. After undergoing the full cycle for the second time, the created hole can be
captured by the negative divacancy created in the first cycle. This means from this point
on, the hole can be transferred back and forth between the divacancies in the vicinity and
the SnV− centre, the speed and efficiency of which is dependent on the power and wave-
length of the charge initialisation radiation. For instance, the phenomenon that 532 nm
radiation recovers the fluorescence after electron capture but leads to large spectral shifts,
can be explained by the energy of the light being insufficient for efficient conversion of the
manifold of divacancies surrounding the centre to their negative charge state. The charge
environment will be fluctuating and introduce spectral diffusion due to second-order Stark
effects. In contrast to this, the 445 nm radiation efficiently converts the divacancies to their
negative charge state and will furthermore provide sufficiently high-energetic radiation for
ionisation of most of the common other impurities being present in low concentrations
such as boron and nitrogen. Therefore, the charge environment will be in the same state
after each application of the initialisation laser. The cycle model explains furthermore
the exponential growth law of the charge initialisation with 445 nm pulse length. If the
charge-initialisation-laser would drive a direct transfer of charge to the centre, the effect
would follow a saturation law, as only two electronical levels would be involved. However,
in the present case the 445 nm radiation promotes the charge state of the divacancy from
neutral to negative and the hole state decays exponentially due to the recombination with
the electron from the SnV2− centre. This is similar to the situation of optical pumping
below saturation presented in sec. 2.2.

5.4 Extension of the charge cycle to other G4V centres

The charge cycle model that is derived in the last section should be generally valid for
all G4V centres, since they share the same basic level structure and differ only in the
absolute position within the diamond band gap [100]. It is also consistent with blinking
and spectral jumps reported for SiV− centres and GeV− centres [129, 193]. We therefore
repeat the fluorescence enhancement measurement on a PECVD grown sample containing
ensembles of SiV− centres at a temperature of 3.3 K. We resonantly excite the dense
ensemble of SiV− centres on the C-transition with a cw tunable TiSa laser and add the
second light field retrieved from the super continuum laser source (Fig. 5.8). As expected,
the enhancement of fluorescence follows a very similar shape as for the ensemble of SnV−

centres and increases strongly for photon energies of the second radiation field in excess of
2.4 eV. The region above 2.8 eV cannot be accessed in this experiment due to the employed
optics, since it is conducted in a different optical setup. Comparing the measurement for
SiV− centres and SnV− centres, it is striking that the enhancement factor for SiV− centres
seems to be lower. This is caused by a higher resonant laser power being used, which
we anticipate to be sufficiently high for driving the (0/-) divacancy charge transition in
a two-photon absorption process as mentioned also for the SnV− centre. However, we
reliably observe enhancement factors larger than 10 in the case of lower resonant power
and a 445 nm charge stabilisation laser being applied. In contrast to the SnV− centre, the
fluorescence of the SiV− centre is usually not completely terminated when being resonantly
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excited. Nevertheless, the count rate of single SiV− centres especially in pure crystal
environments such as electronic grade diamond is typically very low and requires a charge
repump laser [36, 104], which is consistent with residing considerable amounts of time in
the SiV2− dark state. A possible reason for the weak but remaining fluorescence is that
the lowest energy state of the SiV2− centre is situated in the valence band [100], where, in
contrast to the case of the SnV centre, a dynamic electron capture and release can occur.
In the same measurement conducted above, we confirm the presence of the higher lying
excited state of the SiV− centre, which was reported in [172] and is a result of excitation
from a defect level with a2u symmetry lying within the valence band. This is the equivalent
for the SiV− centre of the higher lying excited state that we observe for the SnV− centre in
sec. 4.4. In the measurement conducted here, the resonance lies centered around 551(3) nm
(2.25(1) eV) with a FWHM of 69(7) nm (280(30) meV). The central peak position agrees
resonably well with the findings in [172], while the FWHM is narrower due to homogeneous
phonon broadening beeing reduced in the cryogenic regime the measurement in our work
is conducted in. This linewidth reduction by a factor of 1.43 is of similar strength as the
factor 1.58 observed for the SnV− centre in sec. 4.4.
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Chapter 6

Optical and spin coherence of charge
stabilised SnV− centres

Contributions and copyright notice

The experiments conducted in this chapter were carried out under the supervision of C.B..
The same HPHT samples as in the previous chapters are investigated in the same optical
setup. J.G. and D.He. conceived the measurements and the analysis of the data with input
from P.F.. The theoretical model used for simulation of the population dynamics of the
SnV− centre was implemented by J.G. and A.M.F..

The main results of this chapter were originally published in [136] and [138] and are repro-
duced with permission according to Attribution 4.0 International (CC BY 4.0).

Within the first section of this chapter, the optical coherence of charge stabilised SnV− cen-
tres is explored. This includes resonant autocorrelation measurements, revealing the single
photon emission character as well as the decay of coherence visible in Rabi oscillations
between orbital ground and excited states. The polarisation state of the absorption dipole
of the C-transition is investigated by resonant polarisation dependent absorption spec-
troscopy. The optical coherence of this transition is probed by measuring the linewidth of
the transition in a low power regime and compared to the lifetime limit. This measure-
ment is complemented by long term PLE scans, revealing the stability of the resonance
over time with and without electron capture occuring. The section finishes with pulsed
Rabi measurements in between the orbital ground and excited state.

The second section is dedicated to the spin coherence and spin state readout of charge
stabilised SnV− centres. In a first step a magnetic field is applied in order to lift the spin
degeneracy and the Zeeman splitting is extracted in magnetic field dependent PLE and
CPT scans. Building on these results, the influence of decoherence by population decay is
quantified in spin lifetime measurements and the cyclicity of the spin-conserving transitions
is exploited for implementation of a single-shot spin state readout. Finally, the coherence
of the lowest energy ground state spins is probed and quantified using the means of CPT.
All experiments throughout this chapter are conducted at a temperature of 1.7 K, if not
stated elsewise.
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CHAPTER 6. OPTICAL AND SPIN COHERENCE

6.1 Single photon emission, optical coherence and excitation
dipole

6.1.1 Single photon emission and resonant autocorrelation measurements

The main goal of this chapter is to reveal fundamental properties of charge stabilised
SnV− centres such as e.g. optical coherence between ground and excited states and spin
coherence between the spin states of the lowest orbital ground state. A study revealing
these figures of merit can thus only be conducted on isolated single SnV− centres to ensure
that any effects resulting from the investigated centres being situated in an ensemble can
be excluded. The most simple way of proving that the investigated emitter is a single
colour centre, is to excite the SnV− centre and employ autocorrelation measurements of
the stream of emitted photons (see sec. 3.2.4 for details on the employed setup). In this
section, we characterise the single photon emission properties of the different emitters that
contribute to the manifold characterisation methods used within this chapter. Since the
majority of the investigated SnV− centres are investigated in more than one experiment,
we refer to the emitters by the name that occurs in the lab book documentation and data
files. This enables the interested reader to refer to specific datasets, which we value higher
than the small loss in readability that comes along with it.
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Figure 6.1: Autocorrelation measurement under off-resonant excitation of emit-
ter EA4: a) Autocorrelation measurement of the photons of the full spectrum of emitter
EA4 under off-resonant excitation at a wavelength of 595 nm and an excitation power of
1.3 mW. The characteristic signature of a single photon emitter is observed as the anti-
bunching at zero time delay between the two APDs. The raw data value of g(2)(0) = 0.13(2)
demonstrates pure single photon emission as the deviation from zero can be fully explained
by the timing jitter of the APDs. b) The emitted photons exhibit clear bunching which
decays with a time constant of 899(7) ns. The bunching is a result of electron capture and
subsequent charge initialisation.

The photons emitted by emitter EA4 under excitation into the phononic ladder states of
the excited state with a wavelength of 595 nm, retrieved from the dye laser, show clear
antibunching at zero time delay visible as absence of coincidences between the two APDs
used in the HBT setup as is displayed in Fig. 6.1. The raw data can be fitted assuming only
the timing jitter of the APDs and no additional background, yielding g(2)(0) = 0.13(2).
The characteristic bunching, that is a result of the charge dynamics explained in chap. 5
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Figure 6.2: Power dependent resonant autocorrelation measurements: Autocor-
relation of the photons emitted into the PSB by EA27 under resonant excitation (C-
transition) for a) 5 nW, b) 23 nW, c) 50 nW, d) 160 nW. All graphs correspond to raw
data and no background correction is applied. Pure single photon emission is emphasised
by the value of g(2)(0) = 0.06(1) for the measurement presented in a). The oscillations
that are visible in all graphs are the result of Rabi oscillations between ground and ex-
cited state, which are damped by the decay of the coherence induced by the finite excited
state lifetime. e) Typical bunching for the measurement in a), as a result of the charge
stabilisation. The decay time of the bunching for a charge initialisation power of 105 µW
amounts to 99.58(6) µs f) The Rabi frequency extracted from the resonant autocorrelation
measurements obeys the expected linear dependence on the square root of the laser power
with a slope of 19.73(9) 2πMHz/nW0.5.

decays with a time constant of 899(7) ns. The charge initialisation is here resulting from
the driving of the divacancy’s charge transition in a two-photon process, which is possible
below the threshold of 2.4 eV for the 1.3 mW of laser power being used.
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Figure 6.3: Autocorrelation measurement under resonant excitation of EA11 and
EA13: a) Autocorrelation measurement of emitter EA11 under resonant excitation on the
C-transition with a power of 80 nW. Photons emitted into the PSB are correlated and yield
g(2)(0) = 0.08(2) , which is an indicator of pure single photon emission. Rabi oscillations
emphasise the underlying coherent excitation process between ground and excited state.
b) Bunching of the photon emission decays with a time constant of 290.3(2) µs. The
bunching is a result of the charge stabilisation with 60 µW of power. c) and d) depict the
repetition of the measurement for emitter EA13 with a resonant laser power of 100 nW
yielding g(2)(0) = 0.11(4). The time constant of the bunching amounts to 84.04(8) µs for
a charge stabilisation power of 70 µW.

Since emitter EA4 was characterised before the charge stabilisation mechanism was dis-
covered, the autocorrelation measurement had to be conducted using off-resonant or quasi-
resonant excitation. In contrary, the following emitters are characterised using excitation
resonant with the C-transition and correlation of the photons emitted into the PSB is
used to retrive the autocorrelation function. For emitter EA27, we measure the autocor-
relation function for different resonant laser powers, while the charge-initialisation-laser is
constantly applied with a laser power of 105 µW. The lowest power experiment (5 nW,
Fig. 6.2a)), yields g(2)(0) = 0.06(1), which is indicating very pure single photon emission.
The deviation from absolute zero can be explained by the dark counts and the jitter of the
APDs. Also in the case of resonant excitation, the autocorrelation data on larger timescales
depicted in Fig. 6.2e) demonstrates strong bunching of the photon emission. This effect
is again resulting from the electron capture and the subsequent dynamics induced by the
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Figure 6.4: Spectra of single SnV− centres: Low temperature spectra of the fine-
structure of single SnV− centres yield a ground state splitting of a) 819(1) GHz for emit-
ter EA27, b) 813(10) GHz for emitter EA30, c) 820(1) GHz for emitter EA13 and d)
818(1) GHz for emitter EA11.

completion of the charge cycle explained in chapter 5. The time scale of the decay deter-
mined by the applied charge stabilisation laser power is 99.58(6) µs. Compared to emitter
EA4, this is significantly shorter due to the laser power used for charge stabilisation being
two orders of magnitude lower.
As it can be seen in each of the four detailed resonant autocorrelation measurements in Fig.
6.2, the dip resulting from antibunching is surrounded by decaying Rabi oscillations. These
oscillations prove the coherent nature of the resonant excitation process, which are damped
due to the decaying coherence of the excited state due to spontaneous photon emission. As
it is theoretically expected (see sec. 2.2), the frequency of the Rabi oscillations increases
linearly with the square root of the excitation laser power (Fig. 6.2f)). The slope of this
increase amounts to 19.73(9) 2πMHz/nW0.5.
We repeat the resonant autocorrelation measurements for two further emitters, employ-
ing a resonant laser power of 80 nW (100 nW) and a charge stabilisation laser power of
60 µW (70 µW) for EA11 (EA13). The emitted photons show strong antibunching, yield-
ing g(2)(0) = 0.08(2) (g(2)(0) = 0.11(4)), with the disparity from zero being explained
by the dark counts and the jitter of the APDs. The charge stabilisation results also for
these emitters in pronounced bunching of the photons, which decays with a time constant
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of 290.3(2) µs (84.04(8) µs). It has to be emphasised that the values of the laser power
used for the emitters EA11 and EA13 cannot be directly compared to the measurements
conducted on EA27 and EA30 since the optical setup was improved in between the mea-
surement runs. Therefore, the excitation and collection in the experiments with EA27 and
EA30 is about a factor of 5 more efficient. Due to technical reasons, no autocorrelation of
the photons being emitted by emitter EA30 is measured. However, the presence of only
one narrow C-transition in PLE scans and only one dark resonance in CPT scans, which
is demonstrated in the course of this chapter, as well as the geometrical isolation of the
emitter in the sample are clear indicators that also EA30 is a single SnV− centre.

6.1.2 Spectra

As a further highlight of the homogeneity obtained in the HPHT samples, this section
compares the spectra at 1.7 K of the investigated emitters in Fig. 6.4. The ground state
splittings as an indicator for strain imposed on the emitters in sample NI58 are 819(1) GHz
(EA27), 813(10) GHz (EA30), 820(1) GHz (EA13) and 818(1) GHz (EA11). Within the
margin of error, all of these ground state splittings overlap, which is a strong indicator that
the strain within this sample is at least very homogeneously distributed. More likely the
result of the HPHT annealing creates a marginally strained environment, thereby leaving
the SnV− centres for the most part unaffected by crystal strain, which is in agreement
with the findings reported in sec. 4 within this thesis. We therefore suspect that the
unstrained ground state splitting of the SnV− centre is most likely determined by the
average of these splittings amounting to about 818 GHz which is smaller than reported in
literature [113,176].

6.1.3 Excitation polarisation

In sec. 4.2.3, we characterised the absorption polarisation states of single SnV− centre of
the higher lying excited state. This section extends the characterisation to the resonant
absorption dipole on the C-transition. The experiment is performed in a similar way as for
the excitation of the A2u state, the only difference is that the quarter wave plates are no
longer necessary due to utilising improved optics. In a first step, the resonance frequency
is determined in a PLE scan and subsequently the laser is stabilised to it using feedback
from the wavemeter. While keeping the excitation power fixed, we send the excitation laser
through a polariser in order to guarantee a linear polarisation state and rotate this state
employing a HWP. For each position of the HWP, we record the count rate emitted into the
PSB averaged over 10 s. The resulting dipoles for EA27 and EA13 are depicted in Fig. 6.5
and show a linear absorption dipole with high visibilities of 88 %, respectively 93 %. The
visibilities are most likely limited by saturation effects and potentially by contributions of
orthogonal dipoles being collected with the large NA objective. The axes in these graphs
are not aligned to the axes of the sample as in sec. 4.2.3, but as every investigated emitter
in the HPHT samples showed the same resonant absorption polarisation behaviour with
high visibilities and the same or orthogonal direction, we assume the alignment of the
dipole axis to be along the <111> axis.

6.1.4 Lifetime limited linewidth

The majority of protocols in QIP depends on the availability of indistinguishable photons
from different quantum nodes that interfere at a beam splitter. This two-photon interfer-
ence is diminished, as it is explained in sec. 2.3, by spectral diffusion and pure dephasing.
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Figure 6.5: Resonant absorption diople of single SnV− centres: Measurement of
the absorption dipole of emitter a) EA27 and b) EA13 under resonant excitation on the
C-transition. The linear polarisation state of the inciding laser beam is rotated by a HWP
and the count rate emitted into the PSB of the emitter is recorded and averaged over 10 s.
Both emitters exhibit a linear absorption dipole with high visibilities.

Therefore, the first step on the road towards retrieving indistinguishable photons from a
SnV− centre is the measurement of the transition linewidth. For an undisturbed, perfect
system the linewidth is fully determined by the lifetime of the excited state as a cause of
the quantum mechanical uncertainty principle. The spectrum is then called to be Fourier,
lifetime or transform limited with linewidth νFL. For this reason, we measure the lifetime
of the excited state of a EA4 by employing TCSPC. The excitation pulse at 532 nm is
retrieved from the supercontinuum laser source. The excited state decays with a time
constant of τ = 7.61(3) ns, which corresponds to νFL = 1

2πτ = 20.9(1) MHz, see Fig. 6.6a).
Subsequently, we use a resonant excitation power of 200 pW far below saturation, which
is sufficiently low that electron capture does not occur in a single scan even though we
do not apply a charge stabilisation laser. We scan this laser across the resonance of the
C-transition and collect photons being emitted into the PSB. The resulting linewidth is
18(3) MHz, which is agreeing well with the lifetime limited linewidth within the margin
of error. We therefore conclude that SnV− centres with lifetime limited linewidths can
be found in HPHT samples. In [176], the authors report a mean linewidth of 57(17) MHz
across several single centres in a LPLT annealed sample, while the linewidths found in [242]
exceed 200 MHz in a similar sample. In the HPHT samples that are investigated through-
out this thesis, the mean transition linewidth is about 31 MHz and almost no emitter with
a linewidth larger than 35 MHz can be found, with or without charge stabilisation being
applied. This is a further emphasis of the advantageous optical properties of SnV− centres
in a diamond sample subject to HPHT annealing.

6.1.5 Long-term stability of optical resonances

While linewidths of single SnV− centres that are purely lifetime limited are presented in
the previous section, it is important to keep in mind that this is a single-shot experiment.
In any QIP application, the linewidth and line position needs to be stable over the course
of hours and under the influence of a charge stabilisation laser being applied. We therefore
conduct repeated PLE scans across the C-transition of single SnV− centres in sample NI58
and BOJO_001, thereby probing the linewidth and line position for the duration of up to
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Figure 6.6: Lifetime limited linewidth of a single SnV− centre: a) TCSPC of a
single SnV− centre, excited by laser pulses at a wavelength of 532(10) nm retrieved from
the supercontinuum laser source. The lifetime of the excited state amounts to 7.61(3) ns,
corresponding to a lifetime limited linedwidth νFL = 20.9(1) MHz. b) Resonance scan at
an excitation power of 200 pW across the C-transition of the same emitter, while collecting
photons being emitted into the PSB. The linewidth is determined to be 18(3) MHz in
excellent agreement with the Fourier limit.

an hour. It is important to distinguish two cases: The low and the higher power regime,
defined by comparing the excitation power to the saturation power of the emitter. In a
low power regime (P� Psat), electron capture will occur very rarely while the linewidth
is almost not influenced by power broadening and therefore small spectral shifts can be
resolved. This setting is suitable for quantifying the effect of spectral diffusion induced by
the charge stabilisation laser itself. The latter impacts the charge environment, even in
the case of no electron capture of the SnV− centre occuring, by excitation or ionisation
of surrounding defects. These processes could introduce changes in the resonance position
due to second-order Stark shifts [196, 197], see also sec. 2.1.6. In Fig. 6.7a) we measure
the influence of the continuously applied charge stabilisation laser on the central frequency
and linewidth of the C-transition for EA27 over 1 h with an excitation power <500 pW
being a factor of four below the saturation power. The probability of electron capture in
each line scan can be calculated from the time the excitation laser addresses the resonance
within its FWHM, the extrapolation of the electron capture rate towards lower power (Fig.
5.3) and taking into account the lower excited state population at excitation powers below
saturation. It amounts to about 20 % and thus in most of the scans presented in Fig. 6.1.5
no electron capture will occur. The resonance stays remarkedly stable over time, with the
peak position exhibiting a standard deviation as low as 4(2) MHz. The summed spectrum
over the full hour is broadened to 33 MHz in comparison to a lifetime limited linewidth of
νFL = 25 MHz.
In the higher excitation power regime (P ≈ 5Psat), we ensure that electron capture is con-
tinuously occuring in every single scan (more than 99 % probability that electron capture
occurs more than 5 times per scan), while keeping the impact of power broadening as
small as possible. The difference between the two experiments is that for the SnV− centre
undergoing one full charge cycle the equilibrium of nearby charges set by the 445 nm laser
is disturbed. Since the hole that is captured in step IV of the charge cycle can result from
a different divacancy in each turn, the near-scale charge environment can potentially be
changed. We therefore expect larger fluctuations in the resonance position for this setting.

126



CHAPTER 6. OPTICAL AND SPIN COHERENCE

a) b)

c)

Figure 6.7: Long-term stability of the optical resonances of single SnV− centres:
a) Low excitation power (<500 pW) long-term PLE scan on emitter EA27 with a continu-
ously applied charge stabilisation laser. The excitation power is chosen such that electron
capture is highly unlikely to occur during the measurement and the linewidth is almost
not subject to power broadening. The central frequency of the C-transition remains stable
up to a standard deviation of 4(2) MHz throughout one hour. On the right side the com-
parison of the summation of all scans with a width of 33(2) MHz (black) and a Lorentzian
(red) with a width corresponding to νFL = 25 MHz is depicted. b) Repetition of the mea-
surement on EA30 with an excitation power of 10 nW, ensuring electron capture within
every scan, while limiting the effect of power broadening as much as possible. The charge
state is actively stabilised throughout the whole measurement. The standard deviation of
the shifts in the central resonance frequency is 10(2) MHz. On the right side the sum over
all scans with a width of 103(2) MHz (black) is compared to a Lorentzian with a width
corresponding to the power broadened linewidth of a single scan of 88 MHz. The small
oscillatory shifts in the central frequency with a period of about 10 min are introduced by
the air conditioning in the laboratory. c) Repetition of the measurement on EB1 in sample
BOJO_001, using an excitation power of 1 nW and a slow scan rate that makes electron
capture very probable in each scan. The centre frequency remains stable up to a standard
deviation of 6(2) MHz over half an hour and the width of the summed scans is 31(2) MHz
(black curve on the right) in comparison to 25(5) MHz of a Fourier limited Lorentzian (red
curve on the right).

This experiment is conducted on EA30, as EA27 was no longer accessible due to mal-
functioning of the used piezo positioners. As it is displayed in Fig. 6.7b), the resonance
position remains stable up to a standard deviation as low as 10(2) MHz even for the case of
continuous electron and subsequent charge-initialisation-laser induced hole capture over a
full hour with an excitation power of 10 nW. The width of the summed spectrum amounts
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to 103(2) MHz, while the power broadened linewidth of a single scan exhibits a width of
88 MHz. In the long-term graph it is furthermore possible to identify small oscillations in
the central resonance frequency with a period of about 10 min. This timescale matches
the cycle of our air conditioning in the laboratory. We identify the cause of these shifts by
tiny alterations in the position of the blue laser focus on the sample with respect to the
SnV− centre. This effect can be also seen when slightly misaligning one mirror axis of the
445 nm laser path and is most likely caused by a spatial asymmetry in the charge distribu-
tion of the divacancies. In further experiments this effect can be used as a frequeny shift
mechanism with a tuning range of a few tens to hundreds of MHz. This range is limited
by non-perfect charge initialisation for a significantly misaligned charge-initialisation-laser,
resulting in blinking of the fluorescence.
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Figure 6.8: Different excitation power regimes of long-term PLE: We repeat the
measurements conducted on the previous emitters on E1NI58 and highlight the different
excitation power regimes. We choose the power to amount to a) P = Psat

30 , b) P ≈ Psat
and c) P = 7Psat. In all three cases the resonance line stays remarkably stable over time
and the sum over all scans is almost coinciding with the lifetime limited (a) respectively
the average single scan linewidth (b,c).

In Fig. 6.7c) we repeat the experiment for a single emitter in sample BOJO_001 with an
excitation power of 1 nW (≈ Psat) and a slow scan speed, which leads to a probable electron
capture within each scan. The line centre exhibits a standard deviation of 6(2) MHz over
half an hour and the width of the sum over all scans is 31 MHz, slightly broader than the
lifetime limited linewidth of 25(5) MHz. The large error bar is a result of the estimation
of the lifetime from an autocorrelation measurement.
The high and low power measurements in sample NI58 were conducted on two different
emitters, however, most of the SnV− centres exhibit remarkable stable resonance lines. In
Fig. 6.8 the long-term stability of the resonance position of emitter E1NI58 is depicted
for an excitation power far below (factor 30), almost equal to (≈0.8) and above (factor
7) saturation power. Also here we see that the resonance lines are very stable over time.
Concluding from this set of measurements on arbitrary emitters that were not preselected,
we find that the charge initialisation of SnV− centres in HPHT samples is a remarkable
tool in order to obtain long-term stable, (close to) lifetime limited linewidths from single
SnV− centres. These results are in stark contrast to the frequency jumps for not perfectly
charge stabilised SnV− centres observed in [195,197].
Regarding the application in QIP, we can deduce a two-photon HOM interference visibility
from the measurement in Fig. 6.1.5a). We therefore assume that we either take two
photons emitted by the same SnV− centre but with an arbitrary, up to one hour long, time
delay between the excitation times and overlap them at a FBS as described in sec. 2.3.
Alternatively, the same visibility can be achieved taking two photons being emitted by two
SnV− centres that exhibit the same inhomogeneous broadening over time. The two cases
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are equivalent, if the timescale τSD of the spectral diffusion correlation is way smaller than
the time separation of photons which are brought to interference. This is a reasonable
assumption, since charge fluctuations in the diamond lattice are typically very short lived.
Using equation 2.97 with the parameters τr = 6.4 ns, σ0 = 6.7 MHz (corresponds to the
summed scan Voigt linewidth of 33 MHz being deconvoluted into a FWHM of 15.8 MHz
for the Gaussian and 25 MHz for the Lorentzian part), Γ ≈ 0, τAE = 0, τMZI � τSD and
δt ≈ 0, we find a visibility of 89.4 %. This value is also in agreement with the findings
in [231]. We would like to point out that such high visibility TPI is a crucial prerequisite
for entangling two remote SnV− centres and therefore of significant importance in QIP
applications. It is also valid to assume that such two emitters being weakly affected by
spectral diffusion can be identified in the samples as we here have demonstrated the long-
term stability for three arbitrarily chosen SnV− centres.

6.1.6 Pulsed Rabi oscillations

The Rabi oscillations observed in the autocorrelation measurements in sec. 6.1.1 are in-
dicating the coherent excitation process upon addressing the C-transition on resonance.
However, exploitation of this coherence in the experiment is only feasible when using opti-
cal pulses tailored such that a defined rotation on the Bloch sphere is implemented, e.g. a
π-pulse. To this end we apply 100 ns long optical pulses resonant with the C-transition of
emitter EA13 and collect the photons emitted into the PSB. As it can be seen in Fig. 6.9,
Rabi oscillations between the lower orbital ground and excited state are induced by the
optical pulse. We conduct this measurement for five different optical powers ranging from
300 nW up to 901 nW and find, as in the case of the autocorrelation measurements, that
the Rabi frequency increases linearly with the square root of the excitation laser power.
The slope of the increase amounts to 5.5(2) 2πMHz/nW0.5. Even though Rabi oscillations
are induced by the
optical pulses, their several nanoseconds long risetime induced by the used AOM (see sec.
3.2.2) is too slow to prevent significant overlap with the decoherence induced by the decay
of the excited state due to its finite lifetime. Therefore, in order to achieve high fidelity
π-pulses, amplitude modulation of optical pulses with an EOM will be required in future
experiments.

6.2 Spin coherence and spin readout

6.2.1 Zeeman splitting

When applying a magnetic field, the degeneracy of the spin states of the SnV− centre is
lifted, which is described in detail in sec. 2.1.3. The four transitions between orbital states
of the fine-structure split up into sixteen lines, eight of which correspond to SC transitions
between levels of the same spin projection, while the other eight are SF transitions between
states of orthogonal spin state projection. In a purely atomic system, the latter one are
typically dipole forbidden, while for a colour centre like the SiV− centre in diamond even
at moderate magnetic field strengths and relatively small angular deviations between the
symmetry axis of the defect and the magnetic field direction the impact of SF transitions
on the spin dynamics is significant [36] as spin mixing occurs. For the SnV− centre, we find
a somewhat intermediate state between those situations. When only applying a magnetic
field, the charge stabilisation and the resonant excitation laser, the PLE signal decreases
with increasing field strength until it vanishes completely as soon as the SC transitions
no longer overlap. This effect can be explained exemplarily for scanning the laser across
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Figure 6.9: Pulsed Rabi oscillations of emitter EA13: Fluorescence response of emit-
ter EA13 under power dependent pulsed excitation resonant with the C-transition. The
resonant cw laser power is a) 300 nW, b) 450 nW, c) 601 nW, d) 751 nW and e) 901 nW.
f) The Rabi frequency extracted from the individual measurements obeys the expected lin-
ear dependence on the square root of the laser power with a slope of 5.5(2) 2πMHz/nW0.5.
The charge stabilisation laser power amounts to 200 µW for all experiments.

130



CHAPTER 6. OPTICAL AND SPIN COHERENCE

-2 -1 0 1 2

5000

10000

15000

20000

25000

0

100

200

300

400

Relative laser frequency (GHz)

C
ou

nt
 ra

te
 (c

ts
/s

)

Mag
ne

tic
 fie

ld 
(m

T)

Figure 6.10: Photoluminescence excitation scan of Zeeman split SC transitions:
For each applied magnetic field, the laser is scanned across the SC transitions A1 and B2 of
emitter EA27. The applied charge stabilising laser is complemented by a repump laser at
532 nm which mitigates the effect of optical pumping to long-lived orthogonal spin states,
as explained in the main text. The SF transitions cannot be observed due to a very low
photon scattering probability.
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Figure 6.11: CPT and Zeeman splitting of single charge stabilised SnV− centres:
a) The laser carrier frequency is resonant to the SC transition A1 while the frequency of
the EOPM sideband is scanned across the dark resonance of emitter EA30 at a magnetic
field of B = 200 mT. The two peaks correspond to the dressed states introduced by the
laser carrier while the dip at about 3.96 GHz is the dark resonance created by the sideband
being resonant with the SF transition A2. b) The energy splittings extracted from the
PLE and CPT measurements on EA27 and EA11 for different magnetic field strengths
are depicted. For a fixed magnetic field strength of 200 mT the four transitions extracted
for EA30 are inserted. The data is fitted using the model designed in [99], yielding a JT
contribution of 5.1 % to the ground state and 50 % to the excited state splitting.
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one of the SC transitions, e.g. transition A1. After a certain number of excitation and
deexcitation cycles, a single decay event on the weaker SF transition A2 will flip the spin
state. Since the spin state lifetime is on the order of milliseconds (will be explored in
detail in sec. 6.2.2), the population of the SnV− centre will reside for most of the time
in state |2 ↑〉. Consequently, almost no fluorescence can be observed. To overcome this
problem we add a weak quasi-resonant repump laser at 532 nm, which leads to a finite
amount of population in both states |1 ↓〉 and |2 ↑〉 due to optical pumping. Therefore,
the Zeeman splitting of the SC transitions can be observed in PLE scans and is depicted
in Fig. 6.10 for emitter EA27. However, the SF transitions cannot be measured directly,
which we attribute to the fact that as soon as the SnV− centre is excited on one of the SF
transitions, the subsequent decay will be most likely on the corresponding SC transition
and the centre is in a dark state. A reliable way of finding these SF transition is to apply
two laser frequencies in a CPT scheme. We therefore set the laser carrier resonant to the
SC transition A1, scan the sideband generated by the first harmonic of an EOPM across
the SF transition A2 and collect photons emitted into the PSB. A characteristic CPT
signal measured on EA30 is depicted in Fig. 6.11a). The two peaks correspond to the
dressed states introduced by the laser on A1 and probed by the scanned sideband. The
dark resonance at the centre determines the separation of ∆↑↓ = 3.96 GHz between the two
spin ground states at a magnetic field of B = 200 mT and an angle of 54.7° between the
field axis and the symmetry axis of the centre. The shown data is averaged over 10 scans
at a total laser power of 150 nW and a microwave power of −5 dBm amplified by about
32 dBm before being applied to the EOPM. In Fig. 6.11b), the extracted energy splittings
of the SC transitions for EA27 and EA11 and the energy splitting of the SF transition
obtained by CPT of EA27 are depicted. Furthermore, all splittings for EA30 at a fixed
magnetic field strength of B = 200 mT are shown. It is remarkable how well the transition
frequencies of three randomly chosen emitters overlap, another sign of the advantageous
homogeinity within HPHT treated samples. We fit the data using the SiV− centre model
implemented by C. Hepp et al. in [99], which we modify for the parameters of the SnV−

centre. The result is depicted in Fig. 6.11b). From the fit we extract a contribution of
the JT effect of 5.1 % to the ground state splitting, while 94.9 % are introduced by the
SO coupling. For the excited state 50 % of the splitting are due to the JT effect and 50 %
due to spin orbit coupling. The tendency of stronger JT contribution within the excited
state and a lower impact within the ground state agrees with the results reported in [176].
However, the JT contribution observed within this thesis is significantly stronger. It has
to be emphasised, that the simulation cannot distinguish between the JT effect and the
impact of strain induced by the large tin atom itself [99, 100]. Since we are confident
that the diamond lattice itself is predominantly unstrained, we claim that the tin atom
itself will give rise to the dominant strain contribution. This point is strengthend by the
identical Zeeman splittings of three different emitters. On the contrary, in [176] the SnV−

centres are situated in an environment strained by still prevalent implantation damage
and furthermore strain induced by nanofabrication of pillar structures. This strain can
possibly counteract the JT effect or strain induced by the tin atom itself and thereby lead
to different results of JT, respectively strain, contribution in ground and excited state.

6.2.2 Spin lifetime

The total spin coherence is determined by the decay of population between the spin states
as well as effects such as fluctuating magnetic fields that affect only the phase of a coherent
superposition. In order to determine the influence of these effects, we start by measuring
the spin state lifetime T1 for the lowest orbital ground state at a temperature of 1.7 K.
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Figure 6.12: Recovery of thermal spin state population: The initialisation pulse
resonant with the A1 transition initialises the spin state population in state |2 ↑〉 via
optical pumping. The height of the fluorescence response caused by this peak is used for
normalisation to the spin state population in the thermal equilibrium. After exemplary
waiting times of a) τ = 4 ms or b) τ = 20 ms the read pulse (resonant with A1) reads out
the population decayed back into state |1 ↓〉.

This is implemented by firstly applying a laser pulse resonant with the SC transition A1
and thereby initialising the spin state through optical pumping in state |2 ↑〉. After a
waiting time τ a second laser pulse resonant with transition A1 reads out the amount of
population that decayed back to state |1 ↓〉. The pulse sequence ends with a long waiting
time of about 1 s, ensuring the return to a thermal equilibrium spin state population. The
fluorescence response caused by the initialisation laser pulse is used as a normalisation
for the population read out with the read laser pulse, see Fig. 6.12. It corresponds to
a theoretically calculated value of 55.63 % of the total spin population in state |1 ↓〉 for
the given state splitting between |1 ↓〉 and |2 ↑〉, which is experimentally confirmed in sec.
6.2.3. By varying the time delay and fitting the recovery of the read peak height with a
mono-exponential growth law, the T1-time is extracted. In Fig. 6.13 the data obtained
for EA27, EA30 and EA13 is depicted yielding spin lifetimes of T1 = 21(2) ms and T1 =
22(5) ms at a magnetic field of B = 200 mT for EA27 and EA30, respectively. For EA13 the
measurement yields T1 = 15(1) ms at B = 80 mT. The negative charge state is maintained
throughout the course of the experiment by application of a 10 ms charge initialisation
pulse for EA27 and by continuous illumination for EA30 and EA13. These values are in
the same order of magnitude as it is reported in [176].

6.2.3 Cyclicity and single-shot readout

In QIP applications, such as the realisation of a quantum repeater, many experimental
protocols rely on “repetition until success” schemes. This means furthermore that real time
processing of measurement results is necessary in order to quickly adapt to an occuring
protocol error. Therefore, instead of averaging the results over the numerous repetitions
of a measurement sequence and post processing the data, single-shot readout of qubit spin
states is a crucial tool for application of the SnV− centre in QIP. The foundation of this
readout are cycling transitions on which a number of photons large enough to be clearly
distinguishable from the dark count level can be scattered within a reasonably short time
interval (Detailed theoretical description of the scheme is found in sec. 2.2.5). In this
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Figure 6.13: Spin lifetime measurement of single SnV− centres: The recovery of the
fluorescence response peak caused by the read laser pulse is fitted with a mono-exponential
growth law, yielding the spin lifetime of a) T1 = 21(2) ms for EA27, b) T1 = 22(5) ms for
EA30 and c) T1 = 15(1) ms for EA13 at a temperature of 1.7 K. The applied magnetic
field is B = 200 mT for EA27 and EA30, while it is reduced to B = 80 mT for EA13.

section, we experimentally probe the cyclicity of the SC transitions in the presence of a
magnetic field with a moderate field strength of B = 200 mT. The B-field is applied with a
large angle of 54.7° relative to the symmetry axis of the SnV− centre. For the SiV− centre,
such a misalignment of the field angle leads to spin mixing and thereby a reduction of the
cyclicity of the SC transitions [36]. However, owing to the large ground state splitting in
between the orbital branches, spin mixing for the SnV− centre becomes only significant
at much larger magnetic fields as the strength of it decreases with the square of the SO
splitting, see eq. 2.38. In a first step, we probe the strength of the SF transitions via
optical spin state pumping through the excited state, i.e by applying a laser pulse resonant
to the SC transition A1 and recording the decay of the emitted fluorescence as it is shown
in Fig. 6.14. To ensure that spurious excitation of the SnV− centre by residual laser power
leaking through the AOM does not influence the experiment, we detune the laser by about
4 GHz and use the EOPM (−6.6 dBm unamplified microwave power) to bring the second
harmonic sideband into resonance with transition A1. The measurement is conducted for
two different total laser powers (40 nW and 500 nW) and fitted with the theoretical model
described in sec. 2.2. The first free parameter is the ratio between laser power and Rabi
frequency in the low power measurement. Since we know the ratio between the laser powers
in the two experiments, the Rabi frequency in the high power measurement can be directly
determined via the relation ΩHP =

√
Phigh
Plow

ΩLP. The second free parameter is the branching
ratio ηcycling between the strength of the SC and SF transitions, which is introduced in sec.
2.2.5. The result is plotted in Fig. 6.14 and we find a branching ratio of ηcycling = 850(150),
which is significantly larger than ηcycling = 80(5) reported in reference [114]. For the high
power measurement we can easily compare whether the time scale of the exponential decay
is in agreement with the theoretical predictions in sec. 2.2. In this case the pumping time
scale should be almost saturated (compare Fig. 2.15) and we can calculate the branching
ratio by dividing half of the pumping time scale by the lifetime. This yields a branching
ratio of about 900 , which is closely matching the fitted value. Building on this promising
result, we now investigate single shot spin state read-out. To this end, we use a two pulse
laser sequence to first initialise the spin in state |1 ↓〉 by a 200 µs long laser pulse resonant
with the SC transition B2 and subsequently read out the population in |1 ↓〉 by a 200 µs
laser pulse resonant with the SC transition A1. The histogram over 11139 pulse sequences
is depicted in Fig. 6.15a) and we find a spin initialisation efficiency of the first laser pulse
of 98.9(4) % determined by the value of the mono-exponential fit to the fluorescence
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Figure 6.14: Determination of the branching ratio between SC and SF transi-
tions: In order to determine the ratio between the strength of the SC and SF transitions
we detune the laser carrier by about 4 GHz from the A1 transition and use an EOPM to
bring one sideband into resonance with the SC A1 transition. This yields a laser pulse of
200 µs duration, which is long enough to ensure flipping of the spin state. We repeat the
measurement for two different total laser powers of a) 40 nW and b) 500 nW. We fit the
two datasets with the model derived in 2.2 and extract the two free parameters. The first
one is the ratio between laser power and Rabi frequencies, the second one is the branching
ratio amounting to η = 850(150).

decay at the end of the pulse. The ratio of the height of both peaks amounts to 44.0(5) %
which corresponds to the population in state |2 ↑〉 in thermal equilibrium. This value
matches the theoretically expected value of 44.37 % for the given magnetic field splitting
and temperature of 1.7 K. We evaluate the emitted photons per pulse by dividing the
sum over all photons in the histogram by the number of repetitions and find for each read
pulse an average photon number of 1.21 (1.13) without (with) dark count substraction.
As this number surpasses the threshold of 1 photon per pulse in the bright state, from
which on a meaningful state assignment upon readout can be implemented, we evaluate
the readout fidelity according to the definition derived in [68]. The threshold of a state
readout to be assigned as bright state is set to 1 photon. In Fig. 6.15b) for each pulse in the
measurement sequence the number of emitted photons is extracted, binned in a histogram
and translated into a probability distribution through normalisation of the counts by the
total pulse number. In comparison, the probability distribution of an equivalent time
interval (lightly orange shaded area in Fig. 6.15) of the same length as the read pulse
but where no laser is applied is depicted as an estimate of the dark state measurement.
This approach is valid, as the initialisation efficiency is close to perfect and we correct
the readout fidelity by the photons scattered by the remaining population. Following the
protocol described in sec. 2.2.5 we can derive the readout error for the erroneous detection
of the bright state (|1 ↓〉) as dark (|2 ↑〉) to be εB = 0.45 in the case of the detection of one
photon being set as the threshold for detecting a state as bright (see Fig. 6.15b)). This
error is rather large due to the significant number of read out pulses on the bright state that
contain no detected photon. On the other hand, the error for a dark state being detected as
bright amounts only to εD = 0.08, including the scattered photons caused by the remaining
1.1 % of population remaining after the state initialisation. This error is largely limited by
the dark counts of the APDs. From both errors we calculate the average state readout error,
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which is defined as ε = εB+εD
2 , yielding ε = 0.26. The readout fidelity is directly correlated

to this error and yields F = 1− ε = 0.74. This fidelity of 74 % demonstrates the potential
of the strongly cycling SC transitions of the SnV− centre, as it surpasses the 50 % threshold
from which on a meaningful single-shot readout is possible. Achievement of a high fidelity
single-shot readout can be realised by improving the detection efficiency of photons. The
detection efficiency of the current experiment can be derived in the following way: The
1.13 photons per pulse are detected upon emission into the PSB. Correcting this value by
the DW factor yields 1.7 photons per pulse being emitted into the ZPL. Comparing the 1.7
photons to the 850(150) photons that have to be scattered due to the branching ratio until
the spin is flipped yields the overall detection efficieny of the whole setup of 2.0(4) ‰. A
main limiting factor is the low collection efficiency from unstructured bulk diamond due
to total internal reflection in the high refractive index material and the modification of
the dipole emission pattern of an emitter towards the medium with larger photon density
of states. Straightforward means to improve this collection of photons are the use of
photonic elements or optical cavities (for an overview see e.g. [184, 185]) such as optical
antennas [186,187], solid immersion lenses [125,126], nanowires and -pillars [176,188,189]
or photonic crystal cavities [128,190,191,225,262].
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Figure 6.15: Spin initialisation and single-shot readout of a charge stabilised
SnV− centre: a) Histogram of the initialisation and readout sequence consisting of an
initialisation pulse resonant with the SC transition B2 and a read pulse resonant with
the SC transition A1. The pulse sequence is repeated 11139 times and an initialisation
efficiency of 98.9 % into state |1 ↓〉 is reached. For the read pulse, a mean photon number
of 1.21 (1.13) without (with) dark substract is detected within the 200 µs long pulse in-
terval. b) For the read pulse (blue) and a time interval of the same length were no laser
pulse is applied (dark pulse, orange), a histogram of the photon number detected in each
measurement run is extracted. This is translated into a probability distribution through
normalisation by the total pulse number. Taking into account the photons caused by the
non perfect state initialisation, the single-shot readout fidelity amounts to 74 % for the
case of one photon being set as the threshold for a state to be detected as bright.

We can use the measurement of the detection efficiency in the above-mentioned way to
compare the count rate we detect to the maximum possible count rate, which is limited
by the excited state lifetime. Under resonant excitation we measure a saturation count
rate in between 45 - 75 kHz emitted into the PSB, depending on the setup alignment. As
the PSB contributes to 40 % of the photons emitted by the SnV− centre (see sec. 4.3)
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and the used optical filter (655-47 bandpass) transmits 76 % of the total PSB, the count
rate detectable in our setup ranges from 148 kHz to 247 kHz. Correcting this value by the
detection efficiency yields 62 - 145 MHz, which includes all photons emitted whether they
are detected or not. The lifetime of the emitter could not be measured by the usual TCSPC
scheme, as the supercontinuum laser source was not available at this time. However, the
lifetime can be estimated by fitting the decay of the fluorescence at the end of a pulse
generated by the AOM characterised in sec. 3.2.2. We extract a lifetime of τ = 7.5(9) ns,
which is further confirmed by the simulations in the following section. In the case of only
radiative decay channels contributing to the lifetime, it corresponds to a count rate of
133(21) MHz. Within the error bars, this value is in agreement with our experimental
findings. However, the large error bars on this calculation can be easily minimised in
future experiments by conducting a saturation measurement of the optical pumping time
scale and extrapolate it to extract the branching ratio (see sec. 2.2.5). Furthermore,
the lifetime and the saturation count rate need to be measured more precisely and the
collection efficiency needs to be determined independently. The accuracy of the matching
between the theoretical and experimental value for the count rate gives information about
the quantum efficiency of the SnV− centre. For unity quantum efficiency, the values need
to match exactly, while for a quantum efficiency of 80 % as it is reported in [113], there
will be a difference observable.

6.2.4 Spin dephasing time

The experiments in the previous sections demonstrate the potential of charge stabilised
SnV− centres with respect to long-term stable lifetime limited optical transitions, long
spin lifetimes and single-shot spin state readout. However, the spin dephasing time of the
ground state spin qubit remains elusive. This section is dedicated to filling in this gap by
implementing an all optical CPT scheme. The necessary Lambda scheme is constituted by
the SC (SF) transition between the ground state |1 ↓〉 (|2 ↑〉) and the excited state |A ↓〉.
A magnetic field B = 200 mT is applied in an angle of 54.7° with respect to the symmetry
axis of EA30.
Transition B1 is driven by the carrier frequency of our dye laser, whereas the second
light field is generated by the first harmonic of the EOPM and scanned across transition
A1. The count rate emitted into the PSB is recorded and a characteristic CPT signal is
depicted in Fig. 6.16a). The black curve represents the measured data, while the solid
red line is a fit using the theoretical model derived in sec. 2.2. On the high frequency
side, the deviation of the fit from the data is caused by approaching the acceptance edge
at 4 GHz of the microwave amplifier used. This leads to a decrease of the intensity in
the first harmonic sideband and therefore effectively changes the Rabi frequency of the
laser field scanned across transition A1 during the scan. The latter effect is not covered
by our simulation. We nevertheless use this measurement for translating the measured
count rate into excited state |A ↓〉 spin population. In the case of no magnetic field being
applied a count rate of 45 kHz is emitted into the PSB for an excitation power far above
saturation. This value corresponds to the limit of incoherent excitation between ground
and excited state and consequently relates to 50 % of the population. Using this relation
as a starting point, we fit the high power CPT signal in Fig. 6.16a) and retrieve an
exact conversion factor between count rate and excited state population, which we use
for the following measurements. Repetition of the experiment for strongly reduced laser
powers and varying ratio between SC and SF field intensity yields a data set that we fit
simultaneously in order to reduce the free parameters. These are the exact number of
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Figure 6.16: Coherent population trapping of a charge stabilised single SnV−

centre: a) CPT signal of EA30, which is retrieved in a measurement using 300 nW of
total laser power. Fitting the data in black with the theoretical model derived in sec. 2.2
(red solid line) yields the conversion factor between the count rate emitted into the PSB
and the excited state spin population of the SnV− centre. On the high frequency side
of the spectrum, the deviation of the fit from the data is explained by approaching the
acceptance edge of the microwave amplifier. This leads to a decrease of the intensity in
the first harmonic sideband driving transition A1, effectively changing the Rabi frequency
during the measurement. The CPT signals in b), c) and d) for reduced laser powers and
varying ratio between SC and SF field intensity are used to reduce the amount of free
parameters in the simulations. All stated microwave power values relate to the situation
before amplification.

background fluorescence introduced by the charge stabilising laser, the dark counts of the
APD and the ratio between experimental laser power and Rabi frequency in the simulation.
In combination with the lowest power measurement depicted in Fig. 6.17, we eventually
extract the ground state spin dephasing rate γSD = 64(10) kHz. As discussed in sec. 2.2.6,
the dephasing rate corresponds to a spin dephasing time of T∗2 = 5(1) µs for EA30, a value
slightly larger than reported in [114, 176]. This spin dephasing time is significantly longer
than for the SiV− centre (T∗2 ≈ 100 ns) [106] and GeV− centre (T∗2 ≈ 19 ns) [108] at com-
parable temperatures as the SnV− centre benefits from the large ground state splitting,
thereby mitigating decoherence introduced by phonon driven transitions between the two
lowest orbital fine-structure states (see sec. 2.1.4 for details on the decoherence mecha-
nism). Additionally, the HPHT annealing furthermore reduced the amount of impurities
and defects in the vicinity of the SnV− centre, which can induce magnetic noise.
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Figure 6.17: Derivation of the ground state spin dephasing time of a charge
stabilised single SnV− centre: Lowest laser power CPT measurement on emitter EA30.
For a total power of 2.5 nW, 500 repetitions of the sideband scan yield the measurement
data in black. The red solid line represents the fit of the theoretical model to the data.
In addition with the measurements presented in Fig. 6.16, a ground state decoherence
rate of γSD = 64(10) kHz is extracted. This corresponds to a spin dephasing time of T ∗2 =
5(1) µs. The microwave power of −19 dBm used to generate the sideband is the value
before amplification.
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Chapter 7

Two-photon interference of photons
emitted from single SnV− centres

Contributions and copyright notice

The experiments conducted in this chapter were carried out under the supervision of C.B..
J.G., Robert Morsch (R.M., as part of his master thesis) and B.K. designed the setup and
J.G. and R.M. performed the experiments. The temperature stabilisation of the filter lens
was implemented by Tobias Bauer. The analysis of the data was carried out bei J.G. and
R.M., while the TPI simulations were done by B.K., J.G. and R.M..

Within the course of the previous chapter, the promising long-term stability of the optical
transitions of the SnV− centre were investigated. In this chapter, we aim at exploiting this
optical coherence of the emitted photons by characterising the two-photon interference of
subsequently emitted photons of a single SnV− centre. Therefore, the first part of this
chapter is dedicated to the spectral filtering of the photons emitted by the investigated
SnV− centres and the achieved signal to background ratio. Subsequently, the single photon
character of the emission is characterised by pulsed autocorrelation measurements and the
lifetime of the excited state is extracted from TCSPC measurements. In a last characteri-
sation step, we probe the impact of SD by scanning the resonance of the implemented filter
setup across the emitted photons in order to extract the spectral linewidth. Eventually,
we conclude the experiments by measuring the two-photon interference of subsequently
emitted photons resulting from one SnV− centre for two different emitters and evaluate
the impact of spectral diffusion on the TPI visibility for photons being emitted with time
delays up to about 350 ns.

7.1 Characterisation of the emitters

The theoretical foundation of TPI described in sec. 2.3 is based on the precise knowledge
of a set of parameters that are needed to accurately simulate and evaluate acquired mea-
surement data. Therefore, an in-depth characterisation of the single SnV− centres under
investigation is needed. This section is dedicated to revealing these properties starting
with the SBR ratio after filtering of the C-transition and the extinction of the D-transition
by the filter lens. Subsequently, the single photon emission is characterised by conducting
pulsed autocorrelation measurements under the same conditions as in the TPI experiment.
The section concludes by deriving the excited state lifetime and the impact of spectral
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diffusion on time scales of the order of half an hour. All experiments within this section
are conducted on sample BOJO_001.
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Figure 7.1: Comparison of filtered and unfiltered spectra: a) The unfiltered fine-
structure spectrum of emitter EB2 in black is overlapped with the spectrum acquired after
passing the filter lens setup. The filter setup is set resonant with the C-transition and the
emission into the D-line is strongly suppressed (1:993(187)). b) Zoom into the lower part of
the spectrum of emitter EB2. Before filtering, a significant background contribution within
the transmission band of the applied optical bandpass filter is observed. This background
is strongly suppressed by the filter lens and results in a SBR ratio of 43(2). c) and d)
Repetition of the measurements for emitter EB3, resulting in an extinction of the emission
from the D-transition too large to be reliably quantified in this measurement and a SBR
ratio of 217(14).

7.1.1 Signal-to-background ratio

The SBR ratio is an important parameter for the description of the acquired data through-
out the TPI measurements. We probe the SBR by measuring spectra of the emitters EB2
and EB3 at 1.7 K under two conditions: First we measure the spectrum under off-resonant
excitation, revealing a ground state splitting of 820 GHz, which, in the course of this thesis,
is assumed to relate close to the ideal case of an unstrained SnV− centre. Subsequently, we
filter the emission using the filter lens setup described in sec. 3.2.3. In Fig. 7.1a) and c) the
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direct comparison for EB2, respectively EB3, between the filtered and unfiltered spectra is
shown. The effect of the filter lens is clearly visible, as the C-transition strongly dominates
the spectrum after the filter setup. However, the transmission for emitter EB2 is only
about 35 % due to the filter setup being not in its final optimised state. For emitter EB3 a
total transmission of 62 % is measured. We evaluate the extinction of the D-transition by
comparing the counts in the same spectral region before and after filtering and taking into
account the total transmission through the filter setup. For emitter EB2 the extinction
amounts to 1:993(187), while for emitter EB3 the extinction is too large (at least 5000) to
distinguish a contribution of the residual D-transition from the noise of the data set. The
latter is in agreement with the theoretical extinction ratio (about 12000) measured in sec.
3.2.3 of the finalised filter setup, while the mismatch for emitter EB2 results most likely
from imperfect coupling to the filter lens. In Fig. 7.1b) and d) a magnification of the spec-
tra is displayed. For the unfiltered emission a significant background contribution resulting
from fluorescence of defects in the diamond lattice is observed. The edges in the spectrum
of the background emission are a result of the applied bandpass filter (620(10) nm). The
filter lens strongly reduces this background contribution. More precisely, when summing
up the full spectral range of the filtered spectrum in which background emission is observed
before the filter lens, we find a SBR ratio of 43(2) for emitter EB2, respectively 217(14)
for emitter EB3. It is difficult to distinguish between non perfect dark substract of the
spectrometer and real background induced by the optical excitation, which is the reason
why we do not correct for imperfect dark substract and consider these values to be lower
bounds. Even so, a maximum of 2.3 % of the photons contributing to the TPI statistic will
be erroneous and therefore their impact is very limited.

7.1.2 Lifetime

τAE

τr

A2u

Eg

Eu

Pulsed excitation

Figure 7.2: Reduced level
scheme: The excitation pulse
populates the A2u excited
state, which decays into the
Eg excited state (time con-
stant τAE), resulting in a pop-
ulation jitter. The subsequent
radiative ZPL decay (time
constant τr) leaves the emitter
in the Eu ground state.

The exact knowledge of the excited state lifetime is cru-
cial in order to precisely evaluate TPI measurements. We
therefore employ TCSPC and use the same excitation
and filter condition as for the pulsed autocorrelation and
TPI measurements described below. The excitation pulses
are retrieved from the supercontinuum laser source, with
the repetition rate for both emitters being set to about
37 MHz. The excitation wavelength is set to 480(120) nm,
where 120 nm denotes the spectral bandwidth, and the flu-
orescence response is detected by recording the photons
being emitted upon decay via the C-transition, which is
carved out by the filter lens setup (see sec. 3.2.3). The
depicted measurements in Fig. 7.3 suprisingly reveal a ris-
ing edge that cannot be explained by the excitation pulse
width and the APD jitter. For all emitters under investi-
gation in sample NI58, no such rising edge was detected
in TCSPC lifetime determination. While the exact origin
of this rising edge could not be revealed in the course of
this thesis, we attribute it to a population jitter that is in-
duced by the time constant τAE of the decay from the A2u
excited state (see sec. 4.4) into the Eg excited state of the
SnV− centre (Fig. 7.2). The TCSPC measurements thus
need to be fitted by the convolution of this time depen-
dent population of the excited state, the APD jitter and
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Figure 7.3: Lifetime measurement of the investigated single SnV− centres: The
excited state lifetime τr is measured by employing TCSPC. The excitation pulse is retrieved
from the supercontinuum laser source and the photons emitted upon decay via the C-
transition are spectrally carved out using the filter lens setup and detected by APDs. A
significant rising edge as a result of population of the Eg excited state by decay from the
higher excited A2u state with a time constant of τAE is visible. The measurements yield
a) τAE = 1.7(1) ns and τr = 5.0(3) ns for EB2 and b) τAE = 1.09(8) ns and τr = 5.8(2) ns
for EB3.

the exponential decay of the excited state into the ground state. This yields a population
jitter time constant τAE = 1.7(1) ns (τAE = 1.09(8) ns) for emitter EB2 (EB3). The excited
state decay time constant amounts to τr = 5.0(3) ns (τr = 5.8(2) ns).

7.1.3 Pulsed autocorrelation measurement

In order to quantify the single photon emission character of the defects under investigation
and the impact of background from the sample on the TPI measurements, we conduct
pulsed autocorrelation measurements using the same excitation and filter setting as in the
actual TPI measurements and described in the previous section. The first FBS in the
unbalanced MZI (see sec. 3.2.3) is used for generating the same HBT setting in a fibre
based manner as it is described in sec. 3.2.4 for free space application. The fibre outputs of
the FBS are directly connected to the APDs and the resulting autocorrelation measurement
is depicted in Fig. 7.4. As a proof of the single photon nature of the emitted photons, the
peak at zero time delay is discriminated, yielding a value of g(2)(0) = 0.12 (g(2)(0) = 0.09)
for EB2 (EB3) without dark count substraction of the APDs. This value is extracted
from the fit, which takes into account the population jitter and lifetime determined in the
previous section, and the dark count contribution of the ADPs. We calculate the latter
according to the formula

bg = d1 · c2 + d2 · c1 + d1 · d2 (7.1)

derived in appendix C in [230]. The dark count rate of each APD is defined as d1/2 and
the count rate resulting from the emitter on each APD is denoted as c1/2. The only free
parameters of the fit are the amplitude of the neighbouring peaks as well as the amplitude
of the central peak. Taking into account the APD dark count contribution, which can be
also accounted for in the TPI measurements, results in a corrected value of g(2)(0) = 0.01
(g(2)(0) = 0.02). The time overlap of the neighbouring peaks exactly explains the residual
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Figure 7.4: Pulsed autocorrelation measurement: The single photon character of
the photons emitted into the C-transition after filtering them with the filter lens setup is
quantified in an autocorrelation measurement. The excitation and detection settings are
the same as in the subsequently performed TPI experiments. From the fits to the data, we
extract a) g(2)(0) = 0.12 for EB2 and b) g(2)(0) = 0.09 for EB3 without correcting for the
dark counts of the APDs. The correction for the latter yields g(2)(0) = 0.01, respectively
g(2)(0) = 0.02, with the deviation from zero being fully explained by the residual overlap
of the two neighbouring peaks.

deviation from zero. We can therefore conclude that the investigated SnV− centres are
perfect single photon emitters.

7.1.4 Spectral diffusion

The SD of optical transitions is one of the most common sources that limit the visibility
of two-photon interference. It can be quantified by measuring the spectral linewidth of the
emitted photons. In contrast to sec. 6.1.5, where the absorption linewidth is characterised
in PLE scans, we are here interested in the linewidth of the emitted photons decaying
via the C-transition upon quasi-resonant, pulsed excitation. The main difference is that
the charge environment will be influenced by the laser powers in the milliwatt regime
that have to be applied for efficient quasi-resonant excitation. Furthermore, the diamond
material will be heated up by the intense laser pulses. In order to investigate the effect,
we use the temperature tunability of the filter lens (see sec. 3.2.3) and scan the resonance
of the filter lens across the photons decaying via the C-transition. From the recorded
spectrum constituted by transmitted photon counts, we can derive the linewidth in units
of Kelvin. Since the coefficient between temperature and filter lens resonance position
is quantified in sec. 3.2.3, we can directly relate temperature to frequency. We fit the
spectrum using a Voigt fit, where we set the Lorentzian part fixed to the FWHM of the
pure filter lens (354 MHz) and assume the SD to be Gaussian distributed, which is to be
expected for a random stochastic process. Fitting the Gaussian part of the Voigt profile
in Fig. 7.5a) yields a Gaussian SD width of ∆G = 273(15) MHz for EB2 in the case
of an excitation pulse at a wavelength of 532(10) nm retrieved from the supercontinuum
laser source. This linewidth represents the spectral diffusion on the time scale of about
half an hour, with the speed of the scan being limited by the temperature tuning of the
filter lens. Since this linewidth is about a factor of 8.5 larger than the lifetime limit of
32(2) MHz and the excitation wavelength is imperfect for the simultaneous stabilisation of
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the charge state (see chap. 5), we suspect that SD induced by charge fluctuations is one
source of the broadening. Repetition of the measurement with an excitation wavelength
of 460(120) nm, which includes the blue frequencies suitable for the charge stabilisation
reduces the Gaussian linewidth to 238(8) MHz, see Fig. 7.5b). The origin of the remaining
broadening is most likely residual SD originating from the large laser powers applied and
furthermore the heating effect that we introduce by using an average power of 20 mW,
which will be explored further in the following sections. For EB3, we characterise the
emission in Fig. 7.5c) for an excitation wavelength of 480(120) nm and find the Gaussian
linewidth to be 198(9) MHz.

7.2 Two-photon interference

7.2.1 Indistinguishable consecutive photons

The measurement of the indistinguishability of single photons emitted from a SnV− centre
utilises the setup described in sec. 3.2.3. The excitation delay τexc of the pulses created
by the supercontinuum laser source is given by the repetition rate of about 37 MHz and
amounts to about 27 ns. We match the lengths of the fibres within the long and short arm
to compensate for an integer number of the excitation delay. The standard configuration
is compensating for 3τexc, due to the fibre length wrapped around the fibre stretcher.
However, an additional fibre can be added into the short arm in order to overlap photons
separated by 1τexc. For maximum separation, a fibre spool of about 50 m additional fibre
length can be introduced in the long arm, increasing the photon separation to 13τexc.
Since the count rate of emitter EB2 is rather low (about 2 kcts/s at a repetition rate of
37 MHz) due to the filter lens setup being in the non optimised state, we only characterise
photons separated by 3τexc in the lowest loss standard MZI configuration. We use the polar-
isation control to maximise the classical visibility of the MZI in order to set the polarisation
states of the photons interfering at the second FBS in parallel to each other. Furthermore,
the high classical visibilities that we achieve assure that, in addition to the polarisation
mode, also the spatial mode overlap inside the FBS is large. A typical measurement for
this case is analysed in sec. 3.2.3. The supercontinuum laser source excitation wavelength
is set to 480(120) nm in order to minimise the effect of SD as explained in the section above.
In Fig. 7.6a) the result of the TPI and the fit according to the model described in sec. 2.3
is depicted. As expected, the central peak at zero time delay is strongly diminished due
to TPI interference. Furthermore, the reduced peak height of the third neighbouring peak
is in agreement with the photon separation by 3τexc, which is explained in detail in sec.
2.3.3. The fit of the data is performed in the following way: We insert the lifetime and the
population jitter as fixed values, which are measured independently as explained in the
previous sections. Furthermore, we calculate the background according to equation 7.1.
Finally, the repetition rate γrep of the excitation pulses and the known theoretical relative
peak height pattern are kept constant. This leaves only two free and independently fitted
parameters, namely the amplitude of the peaks and the influence of SD and PD. The peak
amplitude is fitted by taking into account a significant number of neighbouring peaks, but
neglecting the central peak. The SD is fitted taking into account only the time interval of
[−τexc, τexc] around the central peak. This procedure is chosen to minimise the influence
of the two free parameters on each other. As it can be seen, the model describes the mea-
surement data accurately. In Fig. 7.6b), we display the comparison of the fit (in red) with
three theoretical cases of interest. In green, the case for distinguishable photons states the
clear difference between this case and what we observe in the experiment. In blue, the
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Figure 7.5: SD upon quasi-resonant, pulsed excitation: The SD of the photons
emitted upon decay via the C-transition is quantified by scanning the filter lens resonance
across the photon spectrum and recording the transmitted photons. The width of the close
to Lorentzian filter lens resonance of 354 MHz is set fixed and the total spectrum of the
transmission is fitted with a Voigt profile, with the Gaussian contribution to the width as a
free parameter describing the random process of SD. a) For EB2 under 532(10) nm pulsed
excitation the SD width amounts to ∆G = 273(15) MHz. b) Excitation with 460(120) nm
reduces the charge noise and thus leads to a decreased width of 238(8) MHz. c) The SD
width in the case of excitation with 480(120) nm amounts to 198(9) MHz. The remaining
broadening is most likely caused by residual SD and heating of the diamond upon the
strong pulsed excitation.
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optimal case in our experiment is displayed, in which the visibility is limited to 75 % due
to the uncertainty in arrival time introduced by the population jitter τAE. The dark grey
line presents the perfect case of a single SnV− centre exhibiting no population jitter and
perfectly indistinguishable photons with 100 % visibility. To the latter case we compare our
measurements and thus extract the value of the visibility that is actually achievable in any
quantum communication protocol. For this, the visibility of the full photon wave package
is the figure of merit that is of interest. In order to retrieve it from our measurement data,
we first fit the data and subsequently integrate over the full fit in a time interval � τr,
including several neighbouring peaks. This ensures to account for 99.99 % of the photon
wavepackage contributing to the TPI. From the integration, we substract the value that we
get from summing up the perfect case (I = 100 %, V = 100 %) over the same time interval,
yielding the area of the remaining peak Arem. The same we do for the distinguishable case
(I = 0 %, V = 0 %) and again substract the integration of the perfect case, which we label
Adist. We can calculate the visibility in accordance to the formula

V = 1− Arem

Adist
, (7.2)

as we expect the area of the peak describing the TPI to be reduced by a factor of 1 − V
compared to the distinguishable case, see sec. 2.3. The equality Adist = (1 − V)Arem
directly leads to equation 7.2. For EB2, we find a visibility of the full photon wave package
of 45.7(6.4)% for a photon separation of 3τexc. In literature, the visibility is oftentimes
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Figure 7.6: TPI of photons emitted by EB2: a) Measurement of the TPI of photons
emitted by EB2 under pulsed, quasi-resonant excitation with a time separation of 3τexc. As
is characteristic, the heights of the peaks at 3τexc time delay are only two third of the ampli-
tude of the other neighbouring peaks. Furthermore, the central peak is strongly diminished
due to TPI. The data (black solid line) is fitted (red solid line) according to the model
described in sec. 2.3. b) Comparison of the fit to the optimal case (grey) of a TPI visibility
of 100 %, the case of the visibility being only limited by the population jitter τAE (blue)
and the case of orthogonal polarisation states (green) of the interfering photons. By com-
parison of the fit to the optimal case, we extract a visibility of V = 45.7(6.4)% for the full
photon wave package. Taking into account the population jitter and the slight mismatch of
the photon arrival time at the FBS yields an indistinguishability of I = 61.2(12.3)% limited
only by SD and/or PD.
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stated for a certain filter window in time including only a fraction of the full photon
wave package contributing to the TPI. This increases the visibility, as it carves out the
interference dip at zero time delay. However, in any quantum communication protocol it
reduces the efficiency as only photons interfering in the defined time window will be taken
into account. Due to the interference relying on two separate photons, this effect scales
quadratically. In Fig. 7.7a) the effective visibility is plotted against the percentage of the
area of the photon wave package that is taken into account. It surpasses 75 % for filtering
only half, respectively 90 % for filtering about twenty percent of the photon wave package.
This comes along with an increased measurement time by a factor of four, respectively 25
(see Fig. 7.7b)). Therefore, depending on the protocol that should be implemented and
its requirements regarding speed and fault tolerance, the filter window can be adjusted to
the desired size.
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Figure 7.7: Visibility and proliferation of measurement time dependence on time
filtering: a) The visibility of TPI can be increased by time filtering around zero time delay
by a certain percentage of the photon wave packages. For EB2, only about 20 % of the
wave package can be taken into account in order to surpass a visibility of 90 %. However,
as depicted in b), time filtering proliferates the measurement time quadratically due to
two photons contributing to the interference. For the beforementioned filtering of one fifth
of the photons, this yields an 25fold increased measurement time.

While the visibility is the figure of merit in any communication protocol, it is also inter-
esting to evaluate how indistinguishable the photons are without avoidable experimental
imperfections that impact the measurements. The first such error source is the compensa-
tion of the excitation delay within the unbalanced MZI, which is imperfect due to variations
of the refractive index for different fibre batches and a finite error bar on the order of 5 mm
in our protocol for cutting and splicing fibers to the correct length. We characterise the
delay mismatch by TCSPC of single photons from a SnV− centre, once for the photons
passing the short and a second time for passing the long arm of the interferometer. The
results are shown in Fig. 7.8 for compensation of a photon separation of 1τexc, 3τexc
and 13τexc. We find a mismatch δt of 263(23) ps, 289(22) ps and 65(25) ps for the three
situations, which impair the visibility slightly (see sec. 2.3).
The second imperfection is the timing jitter induced by the population of the excited state
with the time constant τAE according to sec. 7.1.2. In future experiments, this effect
can be straightforwardly compensated for by using excitation pulses resonant with the C-
transition and TPI of photons being emitted upon decay via the D-transition. The impact
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Figure 7.8: Compensation of excitation delay in the MZI: Measurement of the com-
pensation of the time delay in the unbalanced MZI. Depicted are the photon wave packages
after passing the long arm (black), respectively the short arm (red) for the compensation
of a) 1τexc, b) 3τexc and c) 13τexc. The compensation is exact up to a residual timing
mismatch δt of 263(23) ps, 289(22) ps and 65(25) ps.

of this population jitter on the visibility is discussed in sec. 2.3 and results, in combination
with the timing mismatch and according to equation 2.97, in a visibility reduced by a
factor of

κ(τAE, δt) =
τ2
r exp(− |δt|τr )− τrτAE exp(− |δt|τAE

)

(τ2
r − τ2

AE)
. (7.3)

We define the indistinguishability I as the achievable visibility if no experimental imper-
fections would be present. Thus, we can calculate it as

I =
V

κ(τr, δt)
(7.4)

yielding a value of I = 61.2(12.3)%. The remaining deviation from optimal indistinguisha-
bility is caused either by SD or PD. The impact of the two factors can in principle be
distinguished, as they result in slightly different shapes of the TPI interference pattern.
However, due to the limited statistics obtainable in reasonably long measurement time, the
line shape cannot be unambiguously identified. We therefore fit the measurement taking
only SD into account, as introduction of PD results in an additional free parameter but
does not improve the accuracy of the fit. Furthermore, the measurements on EB3 below
further justify the exclusion of PD. The fit yields a width of σ0 = 25(8) MHz, where we
assume SD to be constant due to the fact that we cannot distinguish its impact with the
visibility being only measured for one photon separation.
Due to the comparably low count rates of emitter EB2 and the corresponding measurement
time of about 9.5 h, the filter setup was further optimised as described in sec. 3.2.3 and a
higher NA objective (MPLN100x, Olympus) was used for the investigations on emitter EB3
afterwards. For this emitter, we find a count rate of about 3.2 kcts/s at a repetition rate of
37 MHz, reducing the measurement duration by about a factor of 2.5 in order to obtain a
similar statistics as for EB2. Furthermore, we repeat the TPI experiment for all three sets
of possible compensation delays that can be inserted into the unbalanced MZI. In Fig. 7.9
the results are depicted in the same fashion as for emitter EB2 above. For a compensation
delay of 1τexc, the visibility for the full photon wavepackage is limited to V = 37.8(4.1)%
corresponding to a SD linewidth of σ0 = 37(7) MHz, while the maximum of visibility that
can be reached with the population jitter τAE for this emitter is 84.2 %. For longer time
separations between the interfering photons, the visibility amounts to V = 34.5(3.3)% and
the SD linewidth to σ0 = 42(6) MHz (3τexc) and V = 33.8(4.6)%, σ0 = 43(10) MHz (13τexc).
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Figure 7.9: TPI of photons emitted by EB3: Measurements of the TPI at a MZI
delay of a) 1τexc, c) 3τexc and e) 13τexc for photons emitted by EB3. In b), d) and
f) the comparison to the same extremal cases of interests as before is depicted, yield-
ing V = 37.8(4.1)%, I= 45.1(4.1)%, V = 34.5(3.3)%, I= 41.2(4.1)% and V = 33.8(4.6)%,
I= 40.2(4.1)%.
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Figure 7.10: Visibility dependence on time filtering: The increase of the visibility
of the TPI with narrower time filtering of the photon wave package contributing to the
interference is depicted for the three delay cases a) 1τexc, b) 3τexc and c) 13τexc. As before,
this comes with the tradeoff of longer integration times in any quantum communication
protocol.

For all three cases, the effect of time filtering on the visibility is depicted in Fig. 7.10,
yielding comparable results as for emitter EB2. All fits are carried out taking only the
effect of SD into account, as it fits the shape of the TPI significantly better than the effect
of PD. In Fig. 7.11 the comparison of the fits for the case of 3τexc is depicted. While
the TPI is fitted well by the SD fit, the effect of PD overestimates the height of the peak
and slightly underestimates the interference dip width. This effect, as illustrated for 3τexc,
occurs for all delay settings and is the reason why all fits are conducted including only the
effect of SD.
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Figure 7.11: Comparison of fitting SD or PD: The dataset (black solid line) of the
TPI retrieved on EB3 with a time delay of 3τexc is fitted once using SD as the free fitting
parameter (red solid line) and a second time taking only PD into account. As it is valid for
all excitation time delays, the fit relying only on PD significantly overestimates the peak
height, while the dip width is slightly underestimated. The fit relying on SD reproduces
the data more accurate.
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Figure 7.12: Visibility and indistinguishability dependence on photon time sep-
aration: Depicted are the visibility (black dots) as well as the indistinguishability (blue
diamonds) of the photons emitted by EB3 against the time separation between the inter-
fering photons. No significant decrease of visibility (indistinguishability) can be observed
up to time delays exceeding 350 ns, which indicates at least two time scales contributing to
the reduction of photon coherence. A rapid decoherence process reduces the visibility (in-
distinguishability) already on times shorter than 27 ns to below 40 % (50 %), corresponding
to a SD linewidth of σ0 = 37(7) MHz. For the underlying spectral diffusion process we ne-
glect any time dependence as this process obviously happens on a time scale τSD � τMZI.
However, a second very slow process, the impact of which we cannot unveal on the time
scales accessible in the TPI experiment, broadens the photon emission line on a minutes
time scale to 198(9) MHz as found in sec. 7.1.4.

For all three settings, we extract the indistinguishabiliy using equation 7.4 as before and
plot it together with the visibility in dependence on the time separation between two pho-
tons in Fig. 7.12. While the photons for a time separation of 13τexc are delayed by more
than 350 ns, no significant impact on the measured visibility respectively the indistinguisha-
bility is observed. This means that two separate effects are limiting the indistinguishability
of the emitted photons: One fast effect that is responsible for the reduction of the indis-
tinguishability I below 50 % even for photons being emitted about 27 ns apart from each
other, corresponding to a spectral diffusion linewidth of about σ0 = 35 MHz. The second
effect has to occur on longer time scales than we can experimentally resolve in the TPI
experiments and will lead to the broadening of the linewidth of the emitted photons to the
measured FWHM linewidth of 198(9) MHz (corresponding to σ0 = 84(4) MHz) by scan-
ning the filter lens in sec. 7.1.4, which takes about half an hour. While PD seems to be

153



CHAPTER 7. TWO PHOTON INTERFERENCE

a valid candidate for the fast process, especially since it occurs due to thermal heating of
the diamond with the laser pulses, we are not confident identifying it as the source of the
reduced visibilities, because, as mentioned above, it reproduces the data sets significantly
worse than taking into accounts only SD. Therefore, we suspect two different processes of
SD to limit the visibility. The fast process seems to occur only for higher laser powers, as
we could not find indication of it in the long-term PLE scans discussed in sec. 6.1.5. It
might be that upon the irradiation with large laser power multi-photon ionisations lead
to a fluctuating charge environment which broaden the resonance by SD and thus lead to
the decrease in visibility. The slower process is most likely due to SD on a slow time scale,
which we could also distinguish for lower charge stabilisation and excitation powers in the
long-term PLE scans, however, the broadening effect is more pronounced in the case of the
quasi-resonant excitation scheme with large laser powers utilised in the TPI experiments.
While we cannot rule out PD as the fast process mechanism due to thermal effects caused
by the laser radiation, the effect of temperature on the TPI visibility can be investigated
in future experiments by using resonant excitation of the SnV− centres, which circumvents
the population jitter τAE as well as heating effects due to the low laser power needed for
π- pulse excitation. Temperature dependent measurement of the visibility will then give
further insight on the decoherence mechanism.

-100 -50 0 50 100
0

20

40

60

80

100

C
oi

nc
id

en
ce

s

Time delay (ns)

 Data
 Fit

-100 -50 0 50 100
0

20

40

60

80

100

120

C
oi

nc
id

en
ce

s

Time delay (ns)

 Data
 Fit

a) b)

Figure 7.13: TPI with distinguishable single photons: The polarisation control in the
long arm of the imbalanced MZI is used to set the polarisation states of the two photons
orthogonal to each other at the second FBS. The resulting interference pattern is depicted
for a) EB2 with a compensation delay of 3τexc and b) EB3 with a compensation delay of
1τexc used. The central peak is clearly observed and undiminished in comparison to the case
of photons with parallel polarisation states. The data is fitted very well by the theoretical
case of vanishing TPI with I = 0 %, V = 0 %. When leaving SD as a free parameter, the fit
yields visibilities that cover I = 0 %, V = 0 % within the margin of error.

7.2.2 Distinguishable consecutive photons

The measurement results above are exhibiting clear indication of TPI, however, proof of the
interference pattern being the result of TPI interference can only be made by comparing
the measurements to the case of the photons being distinguishable. In the imbalanced MZI
used, rendering the photons distinguishable is straightforward. The polarisation control in
the long arm of the interferometer can be used to set the polarisation state of the early
photon orthogonal to the late photon when arriving at the second FBS. This is indicated
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by a strongly reduced visibility of the classical interference fringes when laser light is sent
through the interferometer (see sec. 3.2.3).
We repeat the TPI experiments for both single photon emitters for one delay setting each.
For emitter EB2, the time delay is set to 3τexc, while for emitter EB3 it is only 1τexc.
The results of the measurements are depicted in Fig. 7.13, where a clear central peak is
observed and well fitted by the model with I = 0 %, V = 0 %. However, when leaving SD
as a free parameter, the fit yields visibilities below 5 % with 0 % being covered by the error
bars. Therefore, we conclude that no significant TPI is taking place and we are indeed
measuring the classical pattern of non-interfering, distinguishable single photons. With
this, we are sure to have measured and quantified the TPI of single photons resulting from
SnV− centres in diamond in the previous sections.
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Chapter 8

Summary & Outlook

The first part of this chapter is dedicated to summarise the experimental achievements
demonstrated within this thesis. It is followed by a potential roadmap sketching pathways
to further explore and exploit the applicability of the SnV− centre as a quantum bit.

Summary

During the course of this thesis, we extended the understanding of the SnV− centre sig-
nificantly by thorough spectroscopic investigations, the unravelling of its charge dynamics,
exploration of its superior optical and spin coherence and even implementation of two-
photon interference. These results lay the foundation to utilising the SnV− centre in
future applications and thus the main results are summarised in the following.

Spectroscopy

Within this thesis we explored the promising potential of the SnV− centre in diamond as
a quantum bit for application in QIP. This required a thorough study of its fundamental
properties by spectroscopic means, aiming at fulfilling the first criterion of DiVincenzo of
well characterising a potential qubit system. We found the SnV− centre to be a pure and
bright single photon emitter, the radiative lifetime of which is significantly influenced by
the proximity to the diamond surface due to the change in the density of photonic states.
Investigation of the temperature dependence of the linewidth and line position of the ZPL
resonances revealed a dominant coupling of the SnV− centre to a1g symmetric phonons.
Additionally, we confirmed the importance of mitigation of implantation induced lattice
damage by comparison of SnV− centres’ photoluminescence spectra in samples annealed
at 2100 °C and about 8 GPa, respectively at 1200 °C and in vacuum. Only in the HPHT
annealed samples, SnV− centres with narrow inhomogeneous ZPL distributions were found
and even comparable between different samples, while the ZPLs are spread over several
nanometers in LPLT treated samples. In these HPHT annealed samples, we measured
the polarisation of the photon emission of single SnV− centres, which confirmed the align-
ment of the centres along the <111> crystallographic axis of the diamond host lattice.
Additionally, a characterisation of ground state splittings of several single emitters in a
low-strained sample led to the conclusion that the value for an unstrained single SnV−

centre amounts to ∆g = 818 GHz. A further evaluation of the phononic sideband structure
yielded remarkable overlap with the theoretically predicted spectrum, again confirming
the electron-phonon interactions being dominated by phonons of a1g symmetry. An ad-
ditional indication of this was found by temperature dependent characterisation of the
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Debye-Waller factor. The latter was quantified in our work to amount to 60 % of the total
emitted photons being coherently emitted into the ZPL. We extended the understanding
of the level structure of the SnV− centre even further by spectroscopically investigating
a higher lying excited state, which produced evidence that excitation at a wavelength of
about 530 nm is resonant to an A2u symmetric state broadened by coupling of the electron
orbital to the diamond valence band states.

Charge cycle

After the spectroscopic characterisation of the SnV− centre we started to unveil its charge
dynamics. Under resonant excitation, the fluorescence of single SnV− centres is terminated
permanently, which we could attribute to a charge transfer to the doubly negative dark
charge state SnV2− induced by a single photon process. In a systematic study on the
fluorescence enhancement of a resonantly excited ensemble of SnV− centres when adding
a second light field, we succeeded in determining the optimal wavelength for radiation in-
duced recovery of the desired singly negative charge state SnV−. Again, this was originating
from a single photon process and we could retrieve evidence from the shape of the wave-
length dependent charge stabilisation measurement that the process is based on driving
the charge transition of the neutral divacancy to its negatively charged state. Eventually,
these results enabled us to deduce a full four step charge cycle model of the SnV centre:
First, a photon resonant with its ZPL of about 2 eV excites the SnV− centre. In a second
step, a subsequent 2 eV laser photon promotes an electron from the valence band to the
lowest orbital of the SnV− centre turning it into its optically inactive SnV2− charge state.
The third step consists of the charge transition of the neutral divacancy to its negatively
charged state being induced by a photon with an energy exceeding 2.4 eV and leaving a
hole in the valence band. Eventually, the hole migrates towards the colour centre, where it
recombines with an electron from an orbital of the SnV2− centre and thus closes the charge
cycle by yielding the desired SnV− charge state. This charge cycle is potentially universal
to all G4V centres, which we could undermine by demonstrating a similar fluorescence
enhancement of an ensemble of SiV− centres under resonant excitation in dependence of
the wavelength of a second light field added. Eventually, we exploited this understanding
of the charge dynamics by demonstrating highly efficient (up to 97 %) and rapid (as fast
as 10 µs) charge initialisation of the SnV− centre.
The fundamental understanding of the charge processes enabled us to furthermore explore
the optical coherence of single SnV− centres. We confirmed the charge stabilised centres
to be very pure single photon emitters by autocorrelation measurements on the stream of
emitted photons. The coherent nature of the excitation process in these measurements
was revealed as Rabi-oscillations being damped by the decoherence related to the excited
state’s radiative decay. We furthermore revealed by polarisation spectroscopy that the
optically accessible C-transition exhibits a clear dipole pattern.

Optical and spin coherence

A major finding of this work was providing evidence of resonance linewidths of the SnV−

centre being fully limited by the lifetime of the excited state, which is of utmost importance
in many QIP applications. Moreover, the optical coherence of the resonances of several
SnV− centres was found to be long-term stable up to an hour of measurement when ap-
plying the deduced charge stabilisation. This is an outstanding discovery for emitters
situated in solid state material and a crucial finding for realisation of an efficient optical
photon-qubit interface. In a first step to applicability, we exploited the optical coherence
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by measuring pulsed Rabi-oscillations between an orbital ground and excited state.

Subsequently, we started investigating the spin coherence of single SnV− centres by mea-
suring the Zeeman splittings for varying magnetic field strengths, where we discovered a
remarkable reproducibility for different emitters in the HPHT annealed samples. The latter
is outstanding for colour centres hosted in a solid material, where typically large variations
of strain influence the transition frequencies. We quantified the spin lifetime of the lowest
orbital ground state’s Zeeman split qubit to range between T1 = 15− 22 ms at magnetic
fields of 80−200 mT even though the large angle of 54.7° between magnetic field and sym-
metry axis of the defect centre allowed for spin mixing. In a further step, we explored the
cyclicity of the spin-conserving transitions via optical pumping and unveiled a branching
ratio of ηcycling = 850(150) being one order of magnitude larger than previously reported
in LPLT annealed samples [114]. We exploited this feature by implementing a single-shot
readout scheme as an important tool to measure the spin state in real time processing
protocols. The fidelity of the readout amounted to F = 74 % in a 200 µs readout interval
demonstrating meaningful and fast readout. Additionally, we extracted an initialisation
efficiency of about 99 % within a time window of 200 µs with both these findings leading to
fulfillment of the second and the fifth of DiVincenzo’s criteria. As a further important mea-
sure, implementation of a coherent population trapping scheme enabled us to quantify the
spin dephasing time to be T∗2 = 5(1) µs, which is about a factor of four larger than reported
in previous studies [114,176]. We thus demonstrated an important step towards fulfillment
of the long relevant decoherence times put forth in the third DiVincenzo criterion.

Two-photon interference

In the final part of the thesis, we focussed on a further step towards realising the additional
criterion of an efficient optical photon-qubit interface. Towards this end, we quantified
the two-photon interference of photons retrieved from well characterised and absolutely
pure single photon emitters. We therefore implemented an imbalanced Mach-Zehnder
interferometer delaying emitted photons such as to compensate for the delay between
the optical excitation pulses. This led to a fourth of the photons being overlapped at a
50:50 fibre-based beam splitter and brought to interference. We were able to determine the
characteristic diminished coincidence rate at the output ports of the beam splitter inherent
to partly indistinguishable photons. The extracted visibilities ranged from about 34 % up
to 46 % for the full wavepackage of the photons being brought to interference. These were
partly limited by avoidable technical imperfections as well as a timing jitter induced by the
optical excitation into a higher lying excited state and its subsequent decay. Correcting for
these effects, indistinguishabilities in between 40 % to 61 % were extracted from our fitting
model. The remaining disparity from unity is most likely explained by a fast spectral
diffusion process being introduced by the large amount of laser power necessary in the
non-resonant excitation scheme used. We probed the time scale of the spectral diffusion
by interfering photons delayed by 27 ns up to 351 ns, however, no significant decrease of
the visibilities in this time window could be revealed. In contrast to this, we observed
a significant broadening of the emitted photons linewidth on timescales of about half an
hour, indicating an additional slow spectral diffusion effect. All of these effects should
be avoidable in future experiments by switching to a resonant excitation scheme in which
excitation pulses are carved from a continuous wave laser by an electro-optical amplitude
modulator.
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Conclusion

In conclusion, we have demonstrated the SnV− centre in diamond to be an outstanding
candidate for realisation of a qubit or quantum network node system in future QIP ap-
plications. It excels in terms of emitting highly coherent photons predominantly into its
zero-phonon line over hourlong measurement times. Furthermore, by utilising the charge
cycle scheme derived within this work, its desired negative charge state can be prepared
on demand. The latter enables exploitation of the highly cycling transitions observable
even in magnetic fields exhibiting a large angle with respect to the symmetry axis of the
charge stabilised defect, allowing for efficient spin state initialisation and readout. For the
SnV− centre, long spin dephasing times of the qubit states can be reached at liquid helium
temperatures of about 1.7 K, posing a significant improvement over the SiV− centre as the
currently most heavily researched G4V centre. Additionally, two-photon interference of
photons emitted by SnV− centres was demonstrated and thus photon-mediated entangle-
ment of remote centres can be realised in future experiments. The next steps on the path
towards applicability of the SnV− centre in QIP is sketched in the following outlook.

Outlook

Based on the discoveries made within this thesis, we would like to highlight several path-
ways on improving and extending the performance of the SnV− centre. Within this work,
we demonstrated improved spin dephasing times by optically addressing a charge stabilised
SnV− centre in a coherent population scheme, however, pulsed control of the spin qubit
was complicated by the large difference in transition strengths of spin-flipping (SF) and
spin-conserving (SC) transitions. In a different study, this branching ratio was found to
be smaller by one order of magnitude due to residual strain, thus simplifying coherent
control [114]. Nevertheless, the demonstrated visibilities in Raman-Rabi oscillations and
Ramsey interference experiments were limited. It is furthermore desirable to use unstrained
emitters, as we could demonstrate within our work that their optical and spin properties
are remarkably similar, thereby addressing the need for homogeneous and scalable quan-
tum systems. We therefore conducted simulations on the Raman-Rabi transfer efficiency
reachable using a typical set of parameters determined in this thesis. The schematic of the
transfer is rather simple: It consists of one laser field addressing the SC A1 and another
being applied to the SF A2 transition (see Fig. 8.1a)). Both of them can be off-resonant
by the single-photon detuning ∆ from the excited state, however, they need to be in two-
photon resonance, meaning that they are detuned by the same amount. For the simulation
of the transfer we prepare the qubit in state |2 ↑〉 and apply both laser fields with equal Rabi
frequency. The latter is important as simulations indicate the highest transfer efficiency
for this scenario. In the case of a branching ratio of ηcycling = 850 this means that the laser
power driving the SF transition needs to be almost three orders of magnitude larger than
for driving the SC transition to achieve this aim. While this is not a fundamental problem
it nevertheless complicates the transfer, as the strong laser applied to the SF transition will
scatter photons off-resonantly on the SC transition. This results in a boundary condition
on the Rabi frequency of the SF laser field. While larger Rabi frequencies are desirable as
a fast transfer minimises the effect of dephasing within the ground state qubit, we set the
limit to be such that the SF laser field causes only one percent of the total spin population
to be scattered on the SC transition. The simulated transfer curve in Fig. 8.1a) yields
the optimum for what would be achievable in the parameter regime explored within this
thesis. The branching ratio is set to ηcycling = 850, the qubit splitting to ∆12 ≈ 4 GHz
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Figure 8.1: Raman-Rabi transfer within the spin qubit of a SnV− centre: a)
Simulation of a Raman-Rabi transfer between the spin qubit states of the SnV− centre for
typical parameters obtained in this thesis, specified in the main text. The Rabi-frequency
of the laser field addressing the SF transition has to be kept small in order to avoid off-
resonant photon scattering on the SC transition. Optimising the detuning of both lasers
from resonance yields a CTE of about 79 % at a value of ∆ ≈ 350 MHz. b) The CTE
is simulated for variation of the detuning ∆ and the qubit Zeeman splitting under the
assumption that all parameters are invariant to changes in the magnetic field.

corresponding to a magnetic field of about 200 mT and the spin lifetime, respectively de-
phasing time, to T1 = 20 ms and T∗2 = 5 µs. The detuning corresponding to the optimal
transfer efficiency amounts to ∆ ≈ 350 MHz for the Rabi frequencies at this setting being
limited to ΩSF = ΩSC = 15 MHz. We define the coherent transfer efficiency (CTE) as the
difference between the incoherent limit of 50 % population in each of the states and the first
minimum of the oscillation. In order to quantify it in an intuitive manner, we normalise
the obtained value by the incoherent limit. This definition is motivated by the fact that it
covers the full impact of the decoherence within the transfer time, whereas simply taking
the difference between the starting value of unity and the first minimum underestimates
the effect. The CTE can be understood as the part of the transferred population which
still retains the coherence information encoded in the Rabi oscillation. In the given case,
the CTE amounts to about 79 %, which leaves the possibility for improvement. In Fig.
8.1b), we therefore display the CTE in dependence of the qubit splitting and the detuning
∆ assuming that the parameters for the SnV− centre do not change with the different
magnetic field strengths needed for splitting up the qubit. The latter is a simplification as
spin mixing will impact the branching ratio and the spin lifetime, however, discovering the
full parameter set of the SnV− centre’s spin qubit for varying magnetic fields is subject
to future studies. Nevertheless, the simulation gives an indication that it will be worth to
explore the spin properties of the SnV− centre in the presence of higher magnetic fields,
which potentially have to be aligned to the symmetry axis of the defect in order to min-
imise the effects of spin mixing. On the other hand, spin mixing can potentially reduce the
branching ratio and thus enabling faster and more efficient Raman-Rabi transfer, however,
it will be hampering the qubit intialisation and single-shot readout as well as potentially
reducing the spin coherence.
Having realised highly efficient Raman-Rabi transfer enables the coherent rotation of pop-
ulation from one to the other qubit state. However, the full control over the realisable
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qubit superpositions requires control over the phase between the two states too. This can
be done by means of Raman-Ramsey interference, which is straightforward to implement
after having acquired the tool set given by the Raman-Rabi transfer. The whole sequence
consists of two subsequent Raman-Rabi π

2−pulses separated by a variable time delay τ .
Within the waiting time in between the pulses, the qubit states acquire a relative phase
to each other as their absolute frequencies differ in energy by the Zeeman splitting. Thus,
controlling the pulse separation precisely is equivalent to setting the desired phase relation
between the two qubit states.
This full control over the single qubit space can then be exploited in order to decouple the
spin states from their environment. In the most simple way, this is realised by application
of a π−pulse in the middle of the Raman-Ramsey sequence and thus realising a Hahn-Echo
measurement. The inversion of the population in the middle of the sequence leads to a
rephasing in the case that the influential factor in the environment causing a dephasing
remained constant over this time. Varying the delay and recording the populations of
the spin states at the end of the sequence yields a first indication of realisable quantum
memory times. Moreover, this sequence as well as other more complex decoupling schemes
are ideally suited to reveal coupling of the electron spin to the magnetic field induced by
nuclear spins in the proximity of the colour centre due to collapses observable in the echo
signal [263]. This coupling can be exploited by careful timing of the echo sequences and
enables the transfer of information to a nuclear spin [264], which can be either incorporated
in a nearby 13C or even the impurity atom of the SnV− centre itself when choosing a tin
isotope carrying a nuclear momentum. These nuclear spins are typically very long-lived
and thus perfect candidates for a quantum memory [90]. Furthermore, several of these
neighbouring quantum memorys can be set up as a register, enabling multimode operation
mediated by a single SnV− centre. The latter has been demonstrated by utilising the NV−

centre [90], however, no nuclear register has so far been implemented by means of a G4V
centre as communication medium.
A further tool being required in QIP is the possibility of generating spin-photon entangle-
ment. A suitable scheme for realising the entanglement with the SnV− centre is adapted
from reference [265] and depicted in Fig. 8.2. The spin qubit is firstly prepared in a
coherent 50:50 superposition by a Raman-Rabi π2−pulse, reading

ψinit =
|1 ↓〉+ |2 ↑〉√

2
.

Subsequently, an optical π−pulse on the A1 transition is applied so that in the case of the
qubit being in state |1 ↓〉 a photon with linear polarisation, here assumed to be horizontal,
will be generated by the following decay on the C-transition. The sequence evolves, which
is labelled path A in Fig. 8.2, by the photon being routed to an optical path in which its
polarisation is rotated by 90° into the vertical state. Meanwhile, a Raman-Rabi π−pulse
inverts the population of the spin qubit and the subsequently applied π−pulse on the A1
transition will therefore be off-resonant with any dipole-allowed transition and thus no
further photon is generated. In the case that the qubit remained in state |2 ↑〉 in the
beginning of the sequence, no photon is generated in the first step. After application of
the Raman-Rabi π−pulse, the π−pulse resonant with the A1 transition will now lead to
an excitation and the generated horizontally polarised photon is routed to a second optical
pathway. Its pathlength is shorter compared to the photon travelling in path A by exactly
the amount of time needed for realisation of the Raman-Rabi π−pulse. Thus, the photons
will arrive at the same time at a polarising beam splitter where they are overlapped. As
both pathways are taken with the same likelihood, this results in the spin-photon entangled
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state

ΨSP =
|1 ↓〉 |H〉+ |2 ↑〉 |V〉

2

where detecting a photon being horizontally polarised in the output of the PBS means that
the spin qubit is in state |1 ↓〉, while a vertically polarised photon corresponds to the spin
state |2 ↑〉. However, there are certain difficulties to circumvent in this scheme.
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Figure 8.2: Scheme for realising spin-photon entanglement with a SnV− centre:
After preparation of the SnV− centre’s spin qubit in a coherent 50:50 superposition, an
optical π−pulse resonant with the SC transition A1 is applied. If the qubit is read-out in
state |1 ↓〉, a horizontally polarised photon is emitted and switched to a optical pathway
were the polarisation state is rotated to be vertical. Subsequently, the qubit states are
inverted by a Raman-Rabi π−pulse and an additional π−pulse resonant with A1 is applied,
which is now off-resonant and thus will not scatter a photon. For the case that the qubit
was in state |2 ↑〉 at the beginning of the sequence, it will end up in state |1 ↓〉 at the end
and thus the resonant pulse on A1 will produce a photon which is routed to a different
pathway. The pathlenghts of both photons are matched so that they arrive simultaneously
at a polarising beam splitter, where they are overlapped. The procedure generates spin-
photon entanglement between the polarisation state of the photon and the qubit state of
the SnV− centre. The figure is adapted for application to the SnV− centre with permission
from reference [265].

First of all, it is difficult to separate the π−pulse resonant with the A1 transition from
the emitted single photon as their frequencies are the same. There are several possibilities
to overcome this problem, for example using an ultrashort excitation pulse, way shorter
than the excited state lifetime, and gating the detectors measuring the photons in order to
exclude laser photons. A second possibility is to use crossed polarisers in the excitation and
the detection pathway, however, this means losing a significant amount of emitted single
photons. A similar approach relies on application of the π−pulse to the SF transition A2
instead of A1, since the decay will most likely occur on the SC transition A1. In this case
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the photon can be spectrally separated from the laser photons. However, unfortunately
the large laser power required for a short π−rotation on transition A2 is significantly larger
than for the SC transitions and potentially leads to off-resonant scattering effects. A more
elegant approach is replacing the π−pulse on the A1 transition with a two-photon based
π−pulse with a laser operating around 1240 nm. In this case, excitation and detection
can be separated by means of standard optical filters. A further difficulty apart from the
detection is the fast routing of the photons in path A and B to their respective optical
pathways, which is challening but can be achieved using fast acousto- or electro-optical
modulators.
By overcoming these difficulties, successful realisation of spin-photon entanglement will
enable photon-mediated remote entanglement between distant SnV− centres and thus the
realisation of two-qubit gates as a basic requirement in quantum computing and quantum
communication.
The scheme of implementing spin-photon entanglement can be extended even further for
the generation of photonic cluster states. The basic principle is described in references
[266, 267] and is simply based on the repetition of the spin-photon entanglement scheme
described above. In that way, subsequently emitted photons will be entangled with each
other, forming a cluster state. The size of this one-dimensional cluster state is ultimately
only limited by the spin coherence time of the qubit. However, an efficient realisation of
the protocol relies on photon extraction with close to unity collection efficiency. Even more
restricting, the photons have to decay predominantly on the C transition instead of decays
into the higher orbital ground state or even the phononic sideband. It is thus a crucial
requirement having the SnV− centre situated in a cavity which enhances solely the decay via
transition C. This is a further boundary condition as it means that the cavity linewidth has
to be significantly narrower than the ground state splitting of about 820 GHz. In addition
to the narrow linewidth, the coupling needs to be strong enough so that the decay via
transition A1 is ensured. These demands pose significant challenges for the fabrication
of nanophotonic devices, however, their successful realisation would enable many more
improvements such as enhancing the single-shot readout speed and fidelity significantly.
Even more fascinating, by additional application of quantum frequency conversion [268,269]
even hybrid entanglement with different quantum network nodes such as 40Ca+ ions could
be realised.
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