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If we will but exert the spirit of determination,
if we will but manfully maintain belief in our own works,

we can adjust our governments and industries to our ideals.

— Preface of Electrical World, Volume 79, 1922





A B S T R A C T

deutsch Die Endlichkeit fossiler Energieträger und deren Einfluss
auf das globale Klima erzwingen eine Transformation des Energie-
und Stromsystems – eine Umgestaltung, die getrieben ist durch neue
Technologien, veränderte Zielstellungen der Akteure und politische
Rahmenbedingungen, die als Bebauungsplan zu verstehen sind. Ein
etabliertes Mittel zur Findung der Rahmenbedingungen sowie der Bew-
ertung von Strategien zur Erreichung individueller Ziele ist die Nutzung
von Modellen und deren Simulation. Genau wie die Systeme selbst
müssen die Modelle und Methoden angepasst werden, um die Realität
hinreichend genau abzubilden.

Auf diese Forschungsfrage zahlt diese Arbeit mit zwei aufeinander
aufbauenden Schwerpunkten ein. Zunächst wird, ausgehend von einer
holistischen Beschreibung des Energie- und Stromsystems, ein Überblick
zum Forschungsstand von Modellierungsansätzen und Herausforderun-
gen gegeben. Im zweiten Teil wird das Framework moces entworfen und
implementiert. Basierend auf Modelica erlaubt es eine holistische Sim-
ulation des Stromsystems auf Basis der Modellierung des individuellen
Verhaltens der einzelnen Akteure sowie der physikalischen Systeme, auf
die sie einwirken.

moces wird genutzt, um ein deutsches Stromsystem zu simulieren,
das mit Speichern modifiziert wurde, die dem Ziel folgen, Strom
möglichst lokal zu verbrauchen. Das erstellte Modell erlaubt, u.a., den
Einfluss auf die Netzlast und -stabilität, den Strommarkt sowie die indi-
viduellen Erträge der Akteure zu bewerten.
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english The finiteness of fossil fuels and their impact on the global
climate call for a transformation of the energy system, in particular the
power system. This transformation is driven by new technologies, chang-
ing objectives of the actors involved and conditions by political frame-
works. A classic means of designing such conditions as well as evalu-
ating strategies for achieving individual objectives is the use of models
and their simulation. Just like the systems themselves, the models and
the underlying methods are in a state of change, and their applicability
must be questioned. As a result, there is a need for new methods and
tools for modeling and simulating complex energy systems to represent
reality with sufficient accuracy.

The present thesis addresses this gap. First, based on a holistic de-
scription of the energy and power system, an overview of the current
state of research of modeling approaches and their shortcomings is given.
Second, the framework moces is designed and implemented. Based on
Modelica, it allows a holistic simulation of the power system based
on the modeling of the individual behavior of each actor as well as the
physical systems they act on.

Finally, moces is applied to simulate the German power system ex-
tended by storage systems that pursue the goal to use energy as locally
as possible. The model allows, i.a., to evaluate the grid load and stability,
the electricity market and the yields of the actors.
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1
I N T R O D U C T I O N

1.1 the transformation of the energy system

The finite nature of fossil fuels and their unacceptable adverse effects
on the global climate require a transformation of the energy system

into one beyond fossil fuels. Fortunately, this transformation has already
begun. It is based on new technologies, political objectives and, last but
not least, a changing awareness of all the actors involved.

From the author’s point of view, the transformation is driven, respec-
tively made possible, by the following four key aspects:

a. energy conversion and storage technologies (ecst). The tech-
nological foundation of an energy system beyond fossil fuels
are technologies such as photovoltaic (pv) systems, wind power
plants, energy storage systems and entities that link different en-
ergy carriers with each other, such as power-to-gas plants. Wind
and pv systems are especially fundamental as they can provide
enough electrical energy to supply the overall demand.

However, those technologies bring a new complexity to the sys-
tem that must be mastered. A critical aspect that increases the
complexity is their dependency on the supply of renewable en-
ergy carriers. Wind and pv systems, for example, depend on the
time variable and the quantity of wind and solar radiation respec-
tively. Thus, their output is predictable, but their controllability is
restricted to the limitation of the power output.

Storage systems are the key technology to buffer the non-uniform
feed-in of renewable power plants and thus enable the reduction
of the capacity of conventional power plants. However, new chal-
lenges arise in determining an optimal operation strategy and op-
timal design parameters.

b. information and communications technology (ict). Regard-
ing information technology, the foundation of the transformation
of the energy system are cheap, fast, reliable, bi-directional and
secure data connections to the individual entities, equipped with
data-collecting sensors and technical facilities that are capable of in-
fluencing the energy consumption and production at entity level.
They make concepts such as demand response possible. These
technologies evolve passive loads into flexible and active compo-

1
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nents of the energy system. They offer a more cost-effective opera-
tion of the distribution and the local networks, and they can be a
cost-effective alternative to expanding the grid.

c. decentralized energy systems (dess) are not restricted to a de-
centralized energy production anymore. They instead reflect a gen-
eral desire to balance the generation and consumption of energy as
locally as possible, up to the goal to be as self-sufficient as possible
from the actual system. This goal is an excellent example for the
fact that private end customers, in particular, have targets other
than the most cost-effective supply of energy, and that these ad-
justed targets lead to a change in the overall energy system.

d. market design and regulatory framework. The structure of a
liberalized energy system, as well as its operation and further de-
velopment, is the result of parties within a market that interact
with each other in order to achieve their own goals. To simplify
matters, we will assume that the result of the interaction is the
optimal solution for the given system.

The energy system is strongly regulated by the legislator. Possi-
ble interactions are very limited and influenced by the regulatory
framework.

The legislature cannot only restrict action, it also has the possibility
of providing incentives for activities through taxes and subsidies.
For example, it can internalize external costs such as air pollution
and therefore shift the behavior of the involved parties.

The first three aspects are often referred to with the three buzzwords
decarbonization, digitalization, and decentralization, respectively. These de-
velopments come hand in hand with a changing view of the energy

system and its primary task. Until a few years ago, this task could be
defined as follows:

Provide the required final energy to the consumer of energy
within the different demand sectors.

and is now transforming into:

Provide an energy service or energy-related service to the
consumer.

This redefinition detaches itself from the view that the consumers
should merely be satisfied with the supply of energy. It targets to ad-
dress the consumers’ actual needs. Note that, for the intrinsic demand,
solutions may exist that are only partially based on the provision of en-
ergy. Let us take the example of the provisioning of petrol for motorists
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here. It is not the motorist himself or herself who needs the gasoline.
The gasoline is used to cover a demand for mobility that could also be
covered by other solutions, such as by an electric car or train. In case of
the actual need of the driver not being mobility, but reaching the work-
place, then this demand could also be satisfied by suitable technologies
for teleworking for example.

1.2 modeling and simulation as a key technology

Depending on the perspective on the changing energy system, two fun-
damental questions arise. From the perspective of a stakeholder who
is a part of the changing system, the primary concern is: “How to in-
teract with the system in the most profitable way?” (i) From an energy
policy or academic point of view, the question is: “How to design the
system optimally?” (ii) Both questions are looking for an optimal solu-
tion - solutions that cannot be found in a straightforward way due to
the complexity of the system. In the general case, it is therefore neces-
sary to restrict oneself to weighing different options for action against
each other. The underlying questions are then: “How is my performance
when I behave in this or that way?” (iii) and “What is the performance
of the system like when I design it this or that way?” (iv), respectively.

Whenever we are confronted with such kinds of questions, we use
models of the not yet existing system to get answers, or at least insights,
as we are not capable of running experiments on the real system. More-
over, we use those answers as a basis for our decisions in the real world.
The required type of model depends on the kind of question. For an-
swering the questions (i) and (ii) optimization models are required.
For the questions (iii) and (iv), a simulation model is needed.

Modeling means abstraction. The result of the modeling process is a
model that is an abstract representation of the real world. If we have
done everything correctly, it is valid within a defined context which is
derived from the question we would like to answer. Cellier [1] calls this
context experimental frame and refers to a concept by Zeigler [2]. The
experimental frame defines a set of experiments for which the model is
known to be valid. Zeigler consistently requires that the description of
the frame is an elementary part of a model and that it can only be used
if the question to be answered, an experiment, is within this frame.

Unfortunately, we cannot prove the validity of a model of a system still
to be designed. We have to trust that the modeler has chosen a proper
level of abstraction. We have to assume that his knowledge of the real
system is sufficient to describe its behavior in the context of a specific
question. If we understand the system as a set of interacting actors, we
must trust that no interaction has been mistakenly neglected in the mod-
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eling process. We must believe that the so-called system boundary has
been set correctly.

Considering the changes mentioned in Section 1.1, it should be noted
that precisely these system boundaries are undergoing dramatic changes
as the level of interaction between the individual actors is increasing sig-
nificantly. This dynamic shift is confronted with modeling and simula-
tion approaches in the field of energy system analysis, which have been
developed for decades to answer specific questions. For instance, the
first version of the markal model family [3] was established in the early
1980s to determine cost-minimal energy system designs. This ultimately
casts doubt on the validity of the models. Pfenninger et al. describe this
challenge as follows:

[One recommendation] is to rethink whether current methods are
appropriate for twenty-first century challenges. [...] The danger is
that proven and established methods gain primacy because of their
familiarity. Many of the large models used today have existed since
before [...] the advent of many of the large-scale changes in the en-
ergy sector underway in the early twenty-first century. Both the
challenges and the tools available to deal with them are being trans-
formed at an accelerating pace, and energy modelers must be careful
not to be left behind. (Pfenninger et al. [4])

1.3 main contribution

1.3.1 What this Thesis is About

The main contribution of the thesis is the development of a modeling
framework, called modeling of complex energy systems (moces), al-
lowing a simulative investigation of an energy system and especially
its core, the power system. The framework is developed as a Model-
ica library. It uses an approach that allows to extend Modelica-based
simulation models with an agent-based simulation environment but en-
sures the consistency with the modelica language specification (mls).
Models developed with moces can therefore be processed with any mod-
elica ide.

The framework spans over the seven conceptual domains of the
power system defined by the national institute of standards and

technology (nist) [5]: Markets, Operations, Service Provider, Transmission,
Distribution, Customer, and Generation. It enables the simulation of the
interaction and behavior of the various entities within and between the
different domains. This interaction is based either on a physical coupling
or on communication.

moces realizes the modeling of energy systems with a three layer
approach. The physical layer, modeled in pure Modelica, representing
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the physical coupling, the business process layer, modeled with an
agent-based approach, serving the interaction based on communication,
and the information layer providing a consistent environment to the
entities.

The modeling approach is not restricted to a specific modeling depth,
neither spatial nor temporal nor in the modeling depth of the entities

themselves. However, in the time domain, we focus on a simulation time
span of up to one year, in the spatial domain, on models spanning na-
tions with a geographical resolution slightly larger than the nuts-3-level.
The modeling depth is restricted to effects with time-constants larger
than 10 s.

Models developed with moces have a static structure that does not
change during simulation. However, dynamic changes in the structure
can be represented to a limited extent by using models that can switch
between several predefined structures.

A unique characteristic of moces is the explicit modeling of the bal-
ance management process (bmp), which is the core process ensuring
the balance between production and consumption within liberalized en-
ergy markets.

For this main contribution, the following six aspects will be discussed
in detail:

holistic description of the energy system (Chapter 2) In the
introduction, we already pointed out that the validity of an energy sys-
tem model depends on the correct level of abstraction and that the cho-
sen abstraction level has to be reconsidered in light of the transformation
of the energy system. Motivated by that, Chapter 2 contributes a holistic
description of the energy system, and in particular the power system.
It elaborates the core principles on which the reliability of the system is
based and which can be assumed to continue to be its backbone in the
future. The focus on the power system results from the expectation that
it will be the backbone of the energy system beyond fossil fuels.

The holistic description of the energy system is based on the nist

conceptual model, the entso-e role model and the description of the
bmp as provided in related documents by the european network of

transmission system operators (entso-e).
Finally, given the holistic description of the energy system, we will

derive the challenges for an energy system modeling and simula-
tion framework (esmsf) that is capable of representing the current
and upcoming characteristics of the power system. These challenges are
summed up by Pfenninger et al. [4] with the key phrases: resolving details
in time and space, uncertainty and transparency, complexity and optimization
across scales and capturing the human dimension.
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evaluation of existing modeling methods and tools

(Chapter 1.5 and 3) The holistic description and the challenges that have
been worked out in Chapter 2 serve to evaluate existing methods and
modeling approaches. We consider two different established modeling
approaches. The optimization model approach and the simulative

approach. Both methods are used in different contexts (experimental

frames) to answer a wide variety of questions but differ in their pur-
pose. The optimization model approach uses optimization models

to determine an optimal configuration of a system. The simulative ap-
proach uses simulation models and is limited to forecast the behavior
of a system.

We will not attempt a more detailed grouping of the different model-
ing approaches and models in this thesis. This grouping overview would
not be useful, as most models are developed for a specific application
and are therefore hardly comparable.1 We therefore concentrate on de-
scribing some classical modeling approaches using the example of estab-
lished models. These established models are evaluated in the context of
this thesis. We work out their advantages and disadvantages concerning
the identified challenges.

description of moces (Chapter 4) The third aspect is the descrip-
tion of the framework moces and the decisions that led to the chosen
design, both based on the holistic description and the evaluation of existing
approaches. The result is the already mentioned design of moces, which
follows the simulative approach and is built on top of the modeling
language Modelica.

description of the procedure for developing a model in-
stance in moces (Chapter 4.5) As moces is a modeling framework,
an additional step is required to build a concrete model instance for a
given context. A context could be, for example, Model the German power
system to investigate the increasing share of renewable energy systems. An ab-
stract procedure will be developed and described for this step.

exemplary application of moces (Chapter 5; running example
in Chapter 4) We contribute a concrete application of moces and the
aforementioned procedure for the example of the following context: Mod-
eling the German power system to investigate the effect of decentralized flexibil-
ity management. The resulting model instance is based on the elmod-de

2

1 This fact has been indirectly substantiated by numerous review papers which limit
themselves to a pure listing and description of the models, cf. [6], [7].

2 open source electricity model for germany
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model provided by the diw
3 and data provided by the dwd

4, entso-e5

and the four German tsos
6. The chapter gives an insight into the depth

of detail of moces and discusses the insights gained by the simulation.

related topics (Chapter 3.3.3) Further important aspects are
touched upon in this thesis but are not discussed in detail. One such
example is the challenge of handling large Modelica models. We will
show that this problem does not originate in the modeling language
Modelica itself but in the way models are processed by standard mod-
elica ides. Furthermore, we will point to some promising approaches
for improving model processing.

1.3.2 What this Thesis is not About

Even though the goal of moces, and thus the present thesis, is to develop
a framework that allows the holistic modeling and simulation of the
power system, it is indispensable for a clear scope to set boundaries for
the aspects of the system that are taken into account. In the following,
we will mention these aspects and justify the choices and restrictions
that have been made.

a. ict-dependent monitoring, control, and protection systems:
ict technologies, one of the key aspects that contribute to the
transformation of the energy system, have a particular impact on
how grid operators run the transmission grids and distribution

grids. In this context, operation refers to the three primary respon-
sibilities of a grid operator: monitoring, control, and protection, and
related sub-responsibilities such as (local) voltage control or wide-
area damping control. The use of ict-based systems to perform the
associated tasks leads to several challenges. The following ones are
named by Mueller et al. [8], for example:

Effect of latencies, packet loss or failure to the control applica-
tion.

Impact of cybersecurity threats on the reliability of the power

system.

Choice of ict infrastructure to fulfill the requirements.

Those challenges refer to fundamental issues which have been dis-
cussed generally or in other specific contexts since decades. They

3 deutsches institut für wirtschaftsforschung (german institute for economic

research)
4 deutscher wetterdienst (german meteorological office)
5 european network of transmission system operators

6 transmission service operator
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are subject of research activities, such as hybrid systems, time de-
lay systems, and networked control systems.

One of the main methods used to solve the aforementioned chal-
lenges is modeling and simulation. In this case, detailed modeling
of the grid and the communication network is required. Therefore,
a typical methodology is to use a co-simulation approach interlink-
ing a network simulator, such as ns-37 with a grid simulator, such
as PSLF8. An overview of different approaches is given in Mueller
et al. [8].

For a clear and manageable scope, the present thesis does not deal
with the questions in relation to ict technologies mentioned above.
moces-based models can therefore not be used to answer research
questions in this area. We are convinced that, in order to address
those challenges, no holistic modeling and simulation of the energy
or power system is required. Instead in-depth modeling and simu-
lation of the specific sub-parts can be used, assuming fixed bound-
ary conditions and scenarios. Those boundary conditions and sce-
narios in turn may be derived from more holistic models and/or
based on worst-case considerations.

b. structural changes and long-term considerations: The struc-
ture of the systems considered in moces is assumed to be static and
defined. It is therefore not suitable for investigating long-term de-
velopments over years or decades as it is possible with models like
leap

9 or markal
10.

c. investigation of real systems: The focus of this thesis is on the
development of a modeling framework that allows studies of the
power system, not on an examination of an existing system, such
as the German one, in the context of a concrete research question.
Accordingly, this thesis does not contain reliable recommendations
for the development of the German energy system. The findings
presented in Chapter 5 have to be understood in this context.

1.4 definition of key terms

In the following section, we will introduce central terms and define how
they are used in this thesis. We do so because there exist very different
interpretations of the respective terms.

7 See https://www.nsnam.org/ (last accessed: 3 June 2021).
8 Commercial power system analysis software provided by General Electric.
9 long-range energy alternatives planning system

10 market allocation

https://www.nsnam.org/
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1.4.1 Energy System

From a traditional perspective, the term energy system is defined as:

process chain [...] from the extraction of primary energy to the use
of final energy to supply services and goods., (Pfenninger et al. [4])

A recent definition states the following:

[...] a system primarily designed to supply energy-services to end-
users., (Wikipedia.org [9])

Both definitions imply that an energy system spans across nations,
even continents. The first definition is characterized by an image of the
energy system in which the demand for energy is met by a complex
process, starting with the extraction of fossil fuels followed by several
conversion and transport processes. The second definition focuses on
the final state of this transformation chain and removes the mandatory
reference to primary energy and fossil fuels.

Both definitions suggest that the ultimate goal of an energy system is
to provide energy services. This is an interesting aspect, as considera-
tions of energy systems often end with the examination of the useful

energy or even final energy required by the different energy demand

sectors. At first glance, this distinction seems to be hairsplitting. How-
ever, it leads to a shift in the system boundary of the energy system

and an immense increase in complexity.
This increase in complexity can be observed in the resulting different

main use cases of the energy system. Either it is “to provide natural gas
to a domestic house”, or it is “to provide heat to the house”, or even “to pro-
vide thermal comfort to the residents of the house”. Looking at the second
use case from a service provider perspective, the possibilities to fulfill
the demand increase dramatically compared to the first case, in which
the provider is limited to specific energy carrier. In the third case, the
provider could also offer warm clothes to the residents –to give a some-
what stupid example–, or provide better heat insulation –to provide a
better example–.

This example shows that some energy services can also be replaced
by alternative solutions, which are not anymore restricted to deliver
energy. Especially these alternative technologies no longer fit into the
process-oriented first-named definition. We, therefore, prefer the second
definition, which detaches itself from this restriction and does not imply
a concrete design.

Unfortunately, the term Hybrid Energy System is highly unrelated to
the term energy system as it is mainly used to describe stand-alone
systems that include some des. We will not use this term later on.
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1.4.2 Power System

Based on the definition of the energy system given in the previous sub-
section, we define the power system as the subset of all elements of the
energy system that are directly linked to the energy carrier electric-
ity. This linkage is explicitly not limited to the technical units directly
connected to the grid. It implicitly includes all actors whose behavior
influences those technical units. It also includes a set of rules that re-
strict or prescribe the interaction between the actors. In particular, it
involves the processes that ensure the balance between production and
consumption of electrical energy and the electricity market.

1.4.3 Smart Grid

The term smart grid is not uniformly defined. Following the office of

electricity delivery and energy reliability (oe), it

[...] generally refers to a class of technology people are using to
bring utility electricity delivery systems into the 21st century, us-
ing computer-based remote control and automation. (Energy.gov
[10])

This definition reflects the American view on its transport and distri-
bution network, which has suffered from a lack of investment in recent
decades that have resulted in increased failure rates.

In the European, and especially in the German, community, the term
smart grid is used in a broader sense. The bdew

11 gives the following
definition:

Ein Smart Grid ist ein Energienetzwerk, das das Verbrauchs- und
Einspeiseverhalten aller Marktteilnehmer, die mit ihm verbunden
sind, integriert. Es sichert ein ökonomischeffizientes, nachhaltiges
Versorgungssystem mit niedrigen Verlusten und hoher Verfüg-
barkeit.

A smart grid is an energy grid that integrates the consump-
tion and feed-in behavior of all market participants connected to
it. It ensures an economically efficient, sustainable supply system
with low losses and high availability.

This definition reflects the view of the German energy industry, which
sees the power system as the backbone and driver of the so-called En-
ergiewende that addresses the entire energy system. However, this defi-
nition is rather a general objective for the energy system, and it remains

11 bundesverband der energie- und wasserwirtschaft (german association of en-
ergy and water industries)
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unclear how exactly the energy grid differs from the energy system and
its status quo.

We will therefore use the term smart grid as defined by the oe to
encompass the evolvement of the grid.

1.4.4 Energy Sector

The use of the term energy sector varies widely. Typically, it is used
in combination with a list of sectors that are to represent the entire or at
least the core of the energy system. Hardly any definition is coherent in
itself. In the German context, the following three sectors are mentioned
in particular: electricity, heat, and transport, e.g., by Quasching [11, p. 8].
Lund et al. [12] add the sectors cooling, industry and buildings. These
definitions of the sectors are unfortunate, as transport is an energy de-
mand sector, electricity is an energy carrier, heat is either a carrier or
a useful energy demand, industry is again an energy demand sector,
and energy consumed by buildings belongs to several energy demand

sectors.
A more consistent definition of the term energy sectors is used in the

context of classical energy system models, such as markal. Here, the
energy sectors, often referred to as energy demand sectors, describe
different non-overlapping consumer groups. In Germany, typically the
following four sectors are given: household, industry, transport, and
commerce trade and services.

In general, it can be noted that the term sector is used to cut out
and name a certain, context-dependent part of the energy system. We
will use the term energy sector to encompass all entities directly con-
nected to a specific energy carrier such as electricity –to remain con-
stant with the fuzzy usage of the term.

1.5 primer on modeling , simulation, and optimization

As system, model, simulation and optimization and their related no-
tions are essential terms within this thesis, we would like to make some
introductory remarks on them to clarify how they are used.

The term system can be defined in a number of ways. Even within
our context, one might refer to different definitions, depending on the
view on the energy system one is considering. The definition that fits
best with respect to how the energy system is understood in this work,
and that at the same time also characterizes how we approach the topic
of modeling the energy system is the following:

a regularly interacting or interdependent group of items forming a
unified whole. (Merriam-Webster.com [13])
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Let us consider this definition from a high-level perspective and accept
that there are no completely isolated items. We then have to conclude
that there is no boundary of the system that divides the system from the
rest, and that there are not various systems; there is only one system –the
universe. Such a conclusion might be astonishing, given the definition
of a system by Brian Gaines: “A system is what is distinguished as a
system” (cited from Cellier [1]). Cellier provides an interpretation of this
statement and accompanying explanations as follows:

Whenever we decide to cut out a piece of the universe [...] we define
a new ‘system’. A system is characterized by the fact that we can
say what belongs to it and what does not, and by the fact, that we
can specify how it interacts with its environment. (Cellier [1])

This contradictory statement sheds some light on how scientists and
engineers deal with the complexity of systems. They cut an infinitely
small piece out of the universe, by defining the system boundary, and
by specifying how the system interacts with its environment beyond that
boundary, typically by defining inputs and outputs. Moreover, with the
help of this small piece, they try to understand the behavior of this piece
and how it interacts with the surrounding –that is what scientists do.
If they conclude that they have understood its behavior, they start to
design small pieces and put them in a dedicated place of the universe to
influence it –that is what engineers do.

The potential pitfall is obvious. If one cuts a system, one will loose in-
teractions and characteristics. In the best case, one knows exactly where
to cut and how to avoid loosing relevant interaction and properties, but
in general this cannot be guaranteed.

What scientists and engineers actually do when they cut the world
into pieces, is to transfer a part of the system into a representation which
is manageable, a model. They model a part of the system to investigate
it and they use a model to design a part of the system. This approach
can work perfectly, but it can also fail dramatically if the part which
is designed based on a model is interacting with the rest of a system
through inter-dependencies not considered in the model.

For all that, we will use the term system as it is defined by Cellier, a
definition from which it follows that each model is a system. This defi-
nition allows us to use the terms system design, system analysis or system
theory as they are typically used in an engineering context. Nevertheless,
we emphasize that there are one or typically several transformation steps
required between the designed system and the system which is put into
the real world and vise versa.

We should internalize this finding when we sum up the goal of all
research effort dedicated to energy systems: to design an optimal energy
system, or at least to transform the current one in a better performing
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Figure 1: Photograph of a physical grid model (in the background) and mea-
surement equipment (in the foreground) as used during the 90s at the
Chair of Energy Supply at Saarland University.[15]

one. We should also internalize that we need a model for the system
that includes all necessary dependencies, otherwise we will fail.

The term model is not restricted to mathematical models. It also in-
cludes other types of models. Aside the mathematical, there are three
more types of models [14]:

Physical models: a physical object that mimics an excerpt of the
behavior of the system, e.g., a model of a wind turbine blade used
for aerodynamic tests or a model of the electric grid as shown in
Figure 1.

Mental models: a representation of the external world and its be-
havior that we as humans develop during our lifetime. Be it to
catch a ball that is coming towards us or to make decisions about
our future professional life.

Verbal models: a more concrete statement about the behavior of
the system, e.g., the efficiency of a pv-plant descends by 0.5% per
degree centigrade.

In this thesis, the term model is used as synonym for a mathematical
model, as mathematical concepts are used to describe the component
parts of the model and their interaction. More precisely, we will mostly
use dynamic, nonlinear, and implicit models. Accordingly, we can as-
sume that a direct (mathematical) analysis of the models will fail, due
to their complexity, and that we will not be able to find a closed formed
solution. Therefore, we need another method to extract the dynamic be-
havior of the model for a set of inputs, we will use simulation.
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Before looking into the method simulation, we will first have a look
at the different quality levels of models. Roughly speaking, the quality level
is a quantity for how suitable the model is for system design purposes.
Models that can be used for design purposes have a special characteristic.
They can be combined to build a system and one can assume that it is a
valid representation of the system one is designing.

To give an example: Mathematical models for electronic circuits have
a very high quality level. We can combine models for the individual
components, such as a resistor or capacitor, to build a model of a novel
system never built before. In this case, we can safely assume that the
model is a valid representation of the system.

At the other side of the spectrum, there are mathematical models
which cannot be used for design purposes at all. In the last decade, en-
gineers suspiciously eyed computer scientists: they have had enormous
success in modeling complex systems with generic methods, such as
deep neural networks, computing power, oodles of data and often with-
out any knowledge of the modeled system at all. The crucial point for
our context is that such models can be used to predict the behavior of
an existing system, but they cannot be used for system design. Usually,
they do not even attempt to provide a realistic model of the individual
components of the system and their interplay, but instead merely model,
more or less directly, the complex relation between input and output
of the system. For example, consider a machine translation model that
has been trained to translate German sentences into English sentences. It
can be used to predict a translation for a new German sentence that has
never been seen before by the model. However, despite such a model po-
tentially being inspired by how the human brain works, it does usually
not model how humans translate sentences and does not refer to human
language processing. It cannot be modified to translate into a language
that does not exist yet.

Figure 2: Spectrum of Modeling and Simulation, adapted from Cellier [1].

This spectrum of modeling and simulation was introduced by Karplus
[16] at the end of the 70s. Cellier took it as the basis for his version of
the spectrum in the 90s, which is shown in Figure 2. He used the terms
white and black box to indicate how well the respective systems are under-
stood and how adequately the internal structure of the model represents
the internal structure of the system. We notice that the models for the
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energy system span from the right end almost to the left end of the
spectrum.

simulation is a method to determine the dynamic behavior of a
model given a defined environment. This definition is highly related to
the term experiment. However, experiment typically indicates that a phys-
ical model rather than a mathematical model is used. Therefore, the term
computer experiment is sometimes used as a synonym for simulation. In
general, the outcome of a single simulation performed by a simulator

is the prediction of the behavior of the model, typically in two dimen-
sions: time and space.

The concepts described so far and their logical sequence, also known
as modeling and simulation (ms)-chain, are illustrated in Figure 3

(gray blocks). If ms is used to find the optimal design of a system or
to optimize the model of a system, the ms-chain is extended by an op-
timization loop and embraced by an outer loop representing the actual
modification of the system, e.g., a new version of an internal combustion
engine or a modified power system.

As Figure 3 shows, there are two possible pathways of the optimiza-
tion loop: in the inner loop only parameters of the model are changed,
while in the outer loop also the structure of the model is modified. How-
ever, a clear distinction between these two modifications is rarely possi-
ble. If one considers, e.g., the RC circuit given in Figure 6, the distinction
seems clear. The modification of a parameter would be the adjustment
of the capacitance, the modification of the structure would be the addi-
tion of another electrical component, e.g. an inductance. Often, however,
a model can be created that represents several structures implicitly and
also includes a parameter allowing to change the structure. In the exam-
ple of the RC circuit, this would be a switch which deactivates parts of
the circuit.

The loops refer to a method called simulation-based optimization. In
this context, the question how to tune the parameters or redesign the
entire system in a systematic way arises. Depending on the complexity
of the model, different methods can be used. Barton and Meckesheimer
[18] formulate the optimization problem as:

min
p∈Ω

g (p1, p2, . . . , pn) (1.1)

with each pi being one of the design parameters p and Ω the set of
possible values for p. g (·) is the response function of the simulation.
Typically, the response function is a user-defined function h (·) based
on measured system performances f (p), such as the mean of a specific
value. In general, g = h ( f (·)) is not known and its value has to be ob-
tained by performing a simulation run. If the model includes stochastic
elements, a sufficient number of simulation runs is required. Depend-
ing on the characteristic of g (·) and Ω, different optimization strategies
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Figure 3: modeling and simulation chain and its relation to different options
to find an optimal system design, extended version of the original in
Cellier and Kofman [17].

can be performed [18], including random search, meta-heuristics, and
gradient-based strategies.

One strategy that can be applied to optimization problems if Ω as
well as g (·) is continuous is to use a metamodel. A metamodel is an
approximation of g(·), typically deterministic and cheap to calculate,
e.g., a simple regression model that is linear in its model parameters β

as given by Kleijnen [19] as:

g̃ (p) = β0 + (β1p1 + . . . + βn pn) (1.2a)
+ (β1,2p1p2 + β1,3p1p3 + . . . + βn−1,n pn−1pn) (1.2b)

+
(

β1,1p2
1 + . . . + βn,n p2

n

)
(1.2c)

g (p) = g̃ (p) + e (1.3)

The main idea of metamodel-based optimization is to find an appro-
priate approximation function g̃ (·) for g (·) that minimizes the error e
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and use this function instead of the original one to determine the opti-
mal design parameters p. The non-trivial challenge is thus to determine
and validate an appropriate function g̃ (·). The optimization methods
that can afterwards be applied to g̃ (·) to determine the optimal design
parameters p are again dependent on the form of g̃ (·).

Using a metamodel that is linear in its model parameters, such as the
model given in Equation (1.2), allows an easy fitting of the model. If the
model is also linear in its design parameter p, such as the one in Equation
(1.2) without the quadratic terms in (1.2b) and (1.2c), efficient optimiza-
tion algorithms like the simplex method can be used to determine the
optimal design parameters.

This special class of models is also known as optimization models.
Compared with the models considered before, their primary focus is not
to determine a time-dependent behavior, but to be helpful in a decision
problem. These types of models, especially linear optimization mod-
els, are the backbone in the area of energy system models. Contrary to
the metamodel, they are typically not built as a simplified version of a
complex model. Scientists build the optimization model in a direct way
for the considered system and restrict themselves to the chosen class of
optimization problem, such as the aforementioned linear optimization

model. This alternative approach to design an optimal system is also de-
picted in Figure 3. Contrary to models as defined so far, optimization

models do not necessarily describe the temporal and spatially resolved
behavioral of the modeled system in an explicit way. Typically, these
two dimensions, space and time, exist only at a very abstract level set by
the modeler. To distinguish between models that require a simulator

to be interpreted and optimization models, we strive to use the terms
simulation model and optimization model in a consequent manner.

At first glance optimization models and simulation models seem
to be highly separated from each other, but mixtures of both are also
possible and common. simulation models can include optimization

models, and optimization models can include simulation models.

1.6 primer on acausal modeling

Looking at a system, it is intuitive to see it as a system of systems, or,
alternatively as elements that are linked together by connecting their
initial interfaces to the environment and thus forming a new system, cf.
Figure 4.

In the year 1961, Paynter and Briggs [20] called the process leading to
the described view of systems reticulation12, not modeling. Reticulation
addresses the decomposition of a larger system into interconnected ele-
ments, and thus also the composition of elements to a larger system, and

12 Reti is Latin for (fish) net [20].
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emphasizes the perspective that a system is a network of interconnected
elements

In the simplest case, the individual sub-systems have dedicated inputs
and outputs and, if several are linked, the causal direction between
them is defined. Thus, it is determined which sub-system issues the cause
and which one consumes it and reacts to it with an effect.

Since causality thus ultimately indicates which variables depend on
which variables and determines a calculation sequence, knowledge of
the causal direction is helpful in modeling and in many cases even
indispensable. Unfortunately, in some cases the causal direction is not
known. For example, if we consider an electrical resistance, there are no
inputs or outputs, and the causal direction is unclear —Is it the voltage
drop that causes a current flow, or is it the the current flow which causes
the voltage drop? The causal direction is no inherent property of the re-
sistance and it is not even a property of the mathematical model we
typically use, Ohm’s Law. However, as we will see, if we look at the re-
sistance as an element embedded in a complete circuit, we can determine
the causal direction.

(a) Causal direction not known (b) Causal direction partially known

Figure 4: Abstract depiction of a system of systems connected by energy bonds
represented by bond graphs, adapted from Paynter and Briggs [20].

Interfaces of physical systems, such as an electric pin or a mechanical
flange, are therefore designed in a different way, based on two funda-
mental aspects of physical systems named by Paynter and Briggs [20].
The first aspect is concerned with the types of linkages. Linkages of phys-
ical systems can be described by so-called energy bonds [20]. An energy
bond represents a linkage between two elements, whose causal direc-
tion is not yet known. To describe this type of linkage, two variables
are needed, one representing an effort and the other one representing a
flow. An abstract example of a system description using energy bonds
is shown in Figure 4a. As the name suggests, an energy bond represents
the transfer of energy between systems, which can be calculated based
on the two variables: effort and flow. If the causal direction is known, re-
spectively added to the representation of the bond, as partially done in
Figure 4b, the energy bond is equivalent to a bilateral signal flow, cf. the
notation given in Figure 5.
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Figure 5: Notation for bond graphs, adapted from Paynter and Briggs [20].

The second aspect recognized by the authors is the finding that a sys-
tem whose model includes energy bonds without specified causal direc-
tion cannot be fully analyzed in contrast to a system with known causal
structure and must therefore be transformed into a network only includ-
ing signal flow linkages. Paynter and Briggs do not give a detailed de-
scription of what is meant by fully analyzed, but we can assume that they
allude to analog simulation and the first approaches of digital computer-
based simulation as presented, e.g., in Åström et al. [21].

In the late 1990s, the terms causal and acausal models were introduced
to distinguish between models in which the causal direction is deter-
mined or not yet determined, respectively. In particular, the terms are
used in conjunction with modeling tools that support either only signal
flow linkages, such as simulink, or signal flows and energy bonds link-
ages, such as OpenModelica. As Janschek [22] states, the terms causal
and acausal are common but misleading as causality is defined differently
in system theory13 and typically all physical systems are causal. Janschek
[22] therefore recommends to distinguish between models with determi-
nate or indeterminate causal structure. We would even suggest to use the
term not yet known instead of indeterminate, because the model typically
implies a causal structure that is not yet known to the modeler.

From the modeler’s point of view, a modeling tool that supports energy
bonds has great advantages. One can model the system without knowl-
edge of the causal structure and can also maintain the structure. In ad-
dition, individual elements of the overall model can be reused in other
models. This is possible even if the causal structure of the new model
differs fundamentally from that of the original model.

13 In system theory, a system is called causal if, at any point in time, the output of the
system is only effected by the evolution of the input up to this point in time. Otherwise
it is called acausal.
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(g) RC circuit connected to ideal
current source transformed
into signal flow diagram.

Figure 6: RC circuits in different model representations.
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We will provide a simple example to clarify the differences between
the two modeling approaches by walking through Figure 6 which shows
RC circuits in different model representations. In Figure 6a, the RC cir-
cuit is connected to an ideal voltage source, in Figure 6b it is connected
to an ideal current source. The models maintain the structure of the cir-
cuit. Figure 6c shows the same systems, but in a not yet simplified bond
graph. Please note that the half arrow tips do not define the energy flow
direction but only a reference direction. Simplifying the bond graph and
determining the causal direction

14 results in the graphs given in Fig-
ure 6d and 6e. We would like to draw attention to the causalities of
resistance. While in 6d a voltage drop causes a current flow, in 6e a cur-
rent flow causes the voltage drop. The different directions of causality
are particularly evident in the signal flow diagrams given in Figure 6f
and 6g, which can be derived from the respective bond graphs. While
systems depicted in this way have little or no relation to the structure of
the system, as represented in 6a and 6b respectively, their further analy-
sis with simulation is straightforward, as already stated by Paynter and
Briggs [20].

14 A precise description of how causality can be determined is dispensed with.
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F R O M T H E T R A N S F O R M AT I O N O F T H E E N E R G Y
S Y S T E M T O T H E C H A L L E N G E S R E G A R D I N G
M O D E L L I N G A N D S I M U L AT I O N

The introduction briefly outlined the fundamental changes in the en-
ergy system, often summed up with the three keywords Decarbonization,
Digitalization, and Decentralization. In the Sections 2.1 and 2.2, we will
systematically examine these fundamental changes. Section 2.1 starts
with a high-level description of the energy system and sums up the ex-
pected transformation of it within the next decades which are required
to achieve the climate action targets. We elaborate that one subsystem,
the power system, is playing a key role in transforming the energy

system. Therefore, we will describe the current state of this part of the
system in more detail in Section 2.2. The Subsections 2.2.7 and 2.2.8 de-
scribe in detail the most important actors in the electricity system, their
roles and the processes used to ensure a stable energy supply.

Based on an overview of the challenges of the evolution of the power

system in Section 2.3, we will derive the challenges for an esmsf capa-
ble of performing reliable statements about the performance of a future
energy system in Section 2.4.

2.1 transformation of the energy system

2.1.1 Overview on the Current State

Figure 7 shows the German energy system in 1995, given as a Sankey di-
agram. The representation is ideal for describing the German energy and
climate action targets and the necessary transformation of the energy
system to fulfill them. The illustration is consistent with pre-renewable
energy systems in which the demand for energy is met by a complex
process, starting with the extraction of fossil fuels followed by several
conversion and transport processes. If the abstract representation of the
system is linked to real technical units, the following can be noted:

Different energy carriers are converted into each other via technical
units, often accompanied by a loss of energy. This conversion is typically
only possible in one direction. Apart from power plants that produce
electricity, we can assume that higher demand for a specific energy car-
rier is accompanied with a need to expand the conversion units that
supply this energy carrier. This consideration arises from the fact that
all energy carriers, except electricity, can be stored to the extent that

23
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Figure 8: Selected changes for energy quantities given in Figure 7 between 1995

and 2018. Data for 1995 and 2018 is taken from AG Energiebilanzen
[24] and differ minimally from those in Figure 7.
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allows for a continuous and high utilization rate of the conversion units
even if demand is dynamic.

The energy flows of the different energy carriers require a trans-
port infrastructure, usually tailored to the respective energy carriers.
The expenditure for this infrastructure can hardly be deduced from the
amount of energy it transports due to different costs for different carriers.
Even for a specific energy source, the infrastructure does not necessarily
scale with the amount of energy. Especially in the case of electricity, the
transport distance and the maximum generation level have a decisive
influence.

The four demand sectors each group a large number of different
technical units, which in turn convert an energy carrier into useful

energy. Except for the transport sector, cf. Fig 8c, all demand sectors

are connected to the various energy carriers.

2.1.2 Climate Targets

The action targets for Germany and the year 2050 can be summed up as
follows [25]:

Reduction of greenhouse gas emissions by 80–95% compared with
1990

1,

Increase of the share of renewable energies in gross final energy
consumption to 60% (at least 80% for gross electricity production)
compared with 1990,

Reduction of primary energy consumption by 50% compared with
2008.

Looking at the system in 1995, cf. Figure 7, which is based mainly on
fossil fuels, and the slightly less fossil fuel-dominated system of 2018, cf.
Fig 8, this target seems at least ambitious.

2.1.3 Challenges

Achieving the goals named in the previous section can only be made
by drastically reducing the use of lignite, hard coal, petroleum and, ulti-
mately, natural gas. If one accepts that savings in final energy consump-
tion are limited2, a shift towards renewable electricity or renewable fuels

1 In addition to the energy system, agriculture also contributes to not negligible emis-
sions. To achieve this goal, therefore, not only changes in the energy system are neces-
sary.

2 In demand sector transport, there has been no reduction in final energy consump-
tion since 1995. Demand in the industry sector is even increasing by 3%. Private house-
holds −13%, commerce, trade, and services −10%.
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is inescapable. If we look at this conversion from the perspective of the
individual consumption sectors and use the very abstract presentation
in the Figures 7, the transformation appears to be feasible for the de-
mand sectors industry, household, and trade, commercial, and services.
They are already linked to all energy sectors and shifting to other en-
ergy carriers ‘only’ requires a different weighing of the possible paths
through the energy system. A greater emphasis on the electricity path
therefore inevitably raises the question of the impact of this weighting
on the infrastructure of the energy sector electricity. In particular, if
one considers the relatively low proportion of energy that flows via the
energy carrier electricity to the demand sectors. In combination with
the supply-dependent, and therefore fluctuate character of pv and wind
power plants, a multitude of questions arise. Especially as the average
supply is not evenly distributed geographically. There is instead an im-
balance between load centers and regions with high supply. In this con-
text, two partially opposing developments can be observed: a solution
at European level, closely linked to the goal of a nation-wide overlay

grid, or a solution in which the primary premise is a local balance be-
tween production and consumption. In both pathways the energy car-
rier electricity is the backbone of the transformation of the energy sys-
tem.

The transport sector has a crucial role to play in meeting climate ac-
tion targets, but there is hardly any significant improvement. Looking
at the energy flows in Figure 7, the dominance of the energy carrier

oil is evident. This dominance has not changed in the last 20 years, and
the forecast for this demand sector is negative concerning achieving
the action targets, cf. 8c. There are basically two pathways to overcome
the dominance of fossil fuels. The first one is based on renewable syn-
thetic fuels that substitute fossil fuels. Here, it is possible to have sub-
stitutions that do not require any changes of the combustion engines,
such as biodiesel, or substitutions that need certain but no fundamental
changes in the design of the combustion engines and related systems,
such as hydrogen.

The second pathway is the substitution of the combustion engines by
electric motors and the resulting electrification of the transport sector.
Both paths, with certain limitations, are already technically possible to-
day, but play a minor role in the existing system. Mainly due to higher
costs or due to limited service quality, e.g., regarding range (electric cars)
or coverage of stations. Especially with the second option, the impor-
tance of the electrical sector increases. But many of the synthetic fuels
are also based on hydrogen produced by electrolysis.

Looking at the given diagrams of the energy system, the novelty of
the so-called Sektorenkopplung3 appears to be questionable at first glance.

3 German for coupling of energy sectors.
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With the exception of the demand sector transport, all demand sec-
tors are linked to all energy sectors. Even the electrification of the
transport sector is ‘only’ the integration of a new process chain into the
energy system. The same holds for technologies named with terms such
as Power-to-Heat, Power-to-Ammonia, or Power-to-Gas. The sector cou-
pling is ultimately the electrification of the energy system in which the
efficiency losses of the conversion processes from and to the carrier elec-
tricity can be accepted since the volatile generation of electricity from
renewable energy plants has no influence on the emission of greenhouse
gases and has no marginal costs.

Beside that electrification of the energy system, the Sektorenkopplung
also leads to a more dynamic system in which the paths are traversed
depending on the current situation.

2.2 transformation of the power system

2.2.1 Intrinsic Characteristics

The power system has some intrinsic characteristics that we would like
to start with as they are essential to understand the key figures in Sec-
tion 2.2.2 and the further explanations in this section.

electricity can hardly be stored : The supply and consumption
of electrical power must be balanced at all points in time. The sys-
tem itself has no significant inherent storage capacity. The only
inherent storage capacities are the rotating masses of the syn-
chronous generators connected to the grid. Their capacity is so
small that even a slight deviation of just a few percentages between
production and consumption would cause the system to collapse
in a matter of seconds4. Therefore, the balance must be ensured,
among others by the use of continuous controllers that regulate
the output of conventional power plants. The lack of storage ca-
pacity within the power system is closely tied to the fundamental
difficulty of storing electrical energy. Therefore, electrical energy
storage systems have played and still play only a minor role.

thermal power plants are sluggish : The time constants of ther-
mal power plants are about two orders of magnitude larger than
the system time constant of the electrical grid, respectively the tur-
boset mentioned above. 5 The start-up of power plants from zero

4 A typical acceleration time constant of a synchronous generator is 10 sec. It is defined
as the time required to accelerate the turboset of the power plant from nominal speed
to standstill with nominal torque. In an approximate way, it can therefore be stated
that the energy stored in the grid is sufficient to supply it for 10 sec.

5 This statement is based on the typical maximum load gradients of conventional power
plants in partial load operation.
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Figure 9: Electricity production and consumption in TWh in Germany for the
year 2015; data is taken from [26].

production takes up to several hours depending on the initial state.
The ratio of these two time constants determines that the power

system cannot be operated purely reactively with respect to the
current situation. The planning of the production requires a cer-
tain lead time.

electricity is a commodity : Electricity is traded on markets. It is
produced because a customer is willing to pay a fixed price for
an agreed amount of energy, provided at a specified time. Trading
volumes and rates result from the interaction of a large number of
players at marketplaces. Some of the players are not even capable
of consuming or producing electricity themselves.

2.2.2 Key Figures

In order to provide an insight into the German power system, we would
like to take a more detailed look at the electricity path of the energy

system shown in Figure 7. To that end, Figure 9 presents the overall
production and consumption of electrical energy for the year 2015. It
shows the individual energy carriers used to generate electricity on
the left side, and the breakdown into the different demand sectors on
the right side. According to Federal Ministry for Economic Affairs and
Energy (BMWi) [26] and as shown in Figure 9, in 2015 about 30 % of
the electricity production was generated from renewable energy sources
(Wind, Hydro, Biomass and PV). This share was 3.4 % in 1990, 6.25 % in
2000 and 16.51 % in 2010.

Due to the dynamic consumption and as electricity is difficult to store
at a large scale, the production capacity of all power plants must be con-
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Raw data Corrected data

Energy carrier Full-load hours % Full-load hours % Used avail. factor

Hard Coal 3537.6 40.4 3879.0 44.2 91.2

Lignite 6623.6 75.6 6950.2 79.3 95.3

Oil 2474.9 28.3 2591.5 29.6 95.5

Natural Gas 2286.1 26.1 2203.2 37.7 70

Nuclear 8081.9 92.3 8462.7 96.6 95.5

Wind 1778.7 20.3 1872.3 21.3 95

PV 984.1 11.2 1000.4 11.5 98

Hydro 2412.7 27.5 6031.8 68.7 40

Biomass 5264.6 60.1 6729.0 76.8 90

Table 1: full-load hours for different types of power plants using the given
energy carriers in Germany for the year 2015. The corrected data
columns provide the full-load hours for available power plants, where
available means not in planned or unplanned outage due to mainte-
nance or other reasons. The percentage numbers ( f ull−load−hours

yearinhours ) are
just a different representation of the full-load hours. The data is
taken from [26], availability factors are taken from [27]. Please notice
that availability factors found in the literature differ.

sidered separately. An interesting measure for this are the full-load

hours of the different types of power plants. This measure, which de-
scribes the degree of utilization in conventional power plants, indicates
how many GW nominal capacity are used to generate 1 GW h of electric-
ity. As we can infer from Table 1, the full-load hours differ very much for
the different energy carriers, and the described factor ranges from about
9 (PV) to about 1.1 (Nuclear). The high factor for variable renewable

energy source (vre)-based power plants is a logical consequence of
the dependence on wind and radiation. For conventional power plants,
however, the factor is also high for some energy carriers, indicating a
certain overcapacity. In general, there is much more capacity available
than would be necessary with a constant load. The reasons for this are
manifold. The two most important aspects are, on the one hand, the
dynamic load which cannot be influenced, and, on the other hand, the
problem that pv and wind power plants do not provide secured capacity
and, therefore, have to be backed by conventional power plants.

The latter aspect is illustrated in Figure 10. It shows the distribution of
electricity from vre-based generation as a share of the total load. While
on average 35 % of the load is covered by renewable energy, the gener-
ation falls below 10 % in about 0.67 % of the considered period, or 58 h
per year. On the other side of the distribution, there are 10 hours a year
in which more than 90 % of the load is covered by renewable energy.
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Figure 10: Relative frequency of the share of electricity from renewable sources
for each quarter hour in the year 2016; data provided by the bun-
desnetzagentur (german federal network agency) (bnetza),
[28]

Due to the interconnected grid of continental Europe, taking the ratio
between the German load and the German generation is not quite cor-
rect, since there are periods in which electricity is exported from the
German grid as well as periods in which electricity is imported. There-
fore, Figure 10 also shows the distribution as a share of the production.
Once can observe that that share is lower on average, and it never rises
above 80 %. Electricity from vre-based power plants thus does not nec-
essarily replace electricity from German conventional power plants, but
it is also exported abroad.

The presented variable generation from vres is, together with the
price-inelastic demand and the marginal costs of the different conven-
tional power plants, the decisive factor for the pricing of electricity at
the wholesale market. The distribution of the prices at the epex spot

se spot market for the German market zone is given in Figure 11. It is a
cumulative representation which displays the portion of the hours of the
year 2015 for which the price is above the respective x-axis value. The
chosen representation allows to include the full-load hours for the
individual types of conventional power plants, given in Table 1 (cor-
rected values), as horizontal lines into the diagram and to derive a rough
estimation of the lower price limits of the offers placed at the market as
the crossing points of the introduced horizontal lines with the accumu-
lated frequency curve. This estimation is based on the assumption that a
conventional power plant produces energy only if the market price
is above its marginal costs. A comparison of these values with the re-
spective marginal costs, provided as vertical lines, shows a mismatch,
especially for lignite and gas. This means that lignite-fired power plants
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Figure 11: Distribution of the prices for electricity at the european power ex-
change se (epex spot se) day-ahead spot market for Germany and
2015, data is taken from German Federal Network Agency [28], data
for marginal costs (vertical lines) is taken from Energiewende [29].

produce less often than expected from the price distribution, while gas-
fired power plants produce more often. In other words, gas-fired power
plants produce electricity even when they are not in-the-money, i.e. the
cost of the fuel is higher than the income from the electricity sold.

It thus becomes clear that it is not only the prices at the wholesale
market that decide on the use of the power plants, but that there are
other influencing factors as well. In the case of the gas-fired power plants,
one reason is that many plants do not operate purely driven by the
electricity market, as they are used for heat supply in district heating
networks or deliver industrial customers directly.

In any case, it would be misleading to consider prices on the whole-
sale market alone, as these are only one, relatively small, price compo-
nent of the cost of electricity from the consumers’ perspective. Figure
12 therefore shows the end-user prices for electricity and the different
price components. For our purpose, the exact numbers are irrelevant;
we are mostly interested in the proportions of the categories. The de-
cisive factor for the end-user prices is the high proportion of grid fees,
taxes and apportionments, which are distributed differently to end cus-
tomers of different types due to legal regulations. The high proportion
of grid usage costs can be explained by the fact that in Germany the
costs of operating and building the electricity grid are passed on solely
to the users of electricity. The shown price components are static but
some differ from place to place, or from grid provider to grid provider.
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Figure 12: End-user prices for electricity in Germany, and their composition
without value added tax (vat). Unless otherwise stated, the val-
ues are arithmetic means. Large industry refers to an end-user with
a yearly demand of 24 GW h, mid-size industry to an end-user with a
yearly demand of 50 MW h, household to an end-user with a demand
between 2500 kW h and 5000 kW h. The values for large industry min.
are theoretical values for an end-user who meets all conditions for a
possible reduction of the respective fees, levies and apportionments.
The values for household min. and household max. represent the maxi-
mum price fluctuations due to regional differences in prices for grid
usage costs. The values shown here only occur very occasionally.
Nevertheless, grid usage fees differ strongly from region to region.
Concession levy differs from rural areas (low) to metropolitan area
(high). Data is taken from [30] and refers to 2017.
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2.2.3 Different Perspectives of the Power System

The power system can be observed from different angles. We will briefly
refer to two prominent perspectives, each of which has a different focus.

2.2.3.1 System Actor Perspective

A typical perspective of the power system is based on the physical struc-
ture as given in Figure 13. As it focuses on the technical systems (system

actors) directly connected to the grid, we will refer to this perspective
as the system actor perspective. The most typical traditional actors are
shown in the figure: conventional power plants connected to the high
voltage grid, large and mid-size industries in the high and medium volt-
age levels and small consumers in the lower voltage level.

The core of this description is the hierarchical structure of the grid as
given by the different voltage levels and their tasks related to trans-
portation and distribution. It is based on the traditional perspective that
electrical energy is produced by conventional power plants connected
to the transmission grid, transported by the transmission grid and
the distribution grid to the consumer where the electrical energy is
utilized. As shown in Figure 13, the different voltage levels are inter-
connected by substations transforming the voltage levels.

In a certain way, this picture also reflects the view that the primary
task of the system is to meet an uninfluenceable demand for energy
through large generation plants. In particular, the distribution grid, is
understood as a passive, static and mostly non-intelligent system.

Besides the above-mentioned traditional system actors, the figure
also shows dess, mainly utilizing vres that are mostly connected to the
grid at lower voltage levels. This high number of installations on lower
levels leads to an increased reversal of the current flow direction in the
transformers which interconnect the different voltage levels.

2.2.3.2 Business Actor Perspective

The technical structure-driven description of the power system lacks
the crucial aspect that the time-dependent behavior of the system is not
only affected by the system actors, but also by business actors that
are somehow connected to the system actors and interact with other
business actors within business processes and at markets. This aspect
is especially essential for liberalized power systems. Some of the actors

are not even indirectly connected to the grid, such as banks trading on
electricity markets.

To view the power system from a business actor perspective, the rep-
resentation of the system as a value chain is suitable; Figure 14 provides
a typical visualization. The value chain shown is based on the classic
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Figure 14: Value chain of the electricity power industry, adapted from Crastan
[32] and modified.

view of a power system as a process that starts with the generation
of electricity and ends with consumption. On the one hand, the chain
therefore shows the technically required activities, which are already
addressed by the system actor perspective: generation, transport, dis-
tribution, and consumption. On the other hand, two additional activities
are incorporated: wholesaling and the end-costumer sales. Those are the
activities that take place in a completely liberalized systems within a free
market. As the two activities transport and distribution are carried out
by natural monopolists in liberalized systems, they must be regulated.

2.2.4 Organizing the System

The division of the overall system into an open market on the one hand
and regulated monopolies on the other hand leads to a strong depen-
dence of the players in the free market on the monopolists. For example,
for the fulfillment of transactions, they depend on the monopolists pro-
viding the network infrastructure.

A graphical representation of the fully liberalized system is given in
Table 2 in the rightmost column. It is important to note that, in a fully lib-
eralized system, despite being able to choose his supplier freely, the end
customer is typically bound to precisely one supplier over an extended
period of time. For comparison, a monopoly is represented in the left-
most column. The center shows an intermediate stage between the two
system versions. Although it has a wholesale market for electricity, there
is only a single buyer, which in turn supplies energy to end customers.
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The successful organization of such a liberalized system, which leads
to competition as well as high security of supply, is based on the follow-
ing cornerstones, according to Crastan [33, p. 110]:

a. A functional market for electricity (wholesale) producers. This re-
quires a sufficiently high number of producers (horizontal unbund-
ling), the avoidance of oligopolistic conditions and the prevention
of cross-subsidies. To avoid any discrimination regarding the grid
usage, an unbundling of production, transportation and distribu-
tion is required (vertical unbundling).

b. A functional market for the end-consumers of electrical energy.
This means that consumers are free to choose their suppliers and
have incentives to do so. It must, therefore, be possible to conduct
commercial transactions between producers, intermediaries, and
consumers.

c. The operation of the grid, including the responsibility for a stable
operation of the grid, remains as a natural monopoly, which must
be regulated by the government. Network operators are compen-
sated for their services and must guarantee free grid access.

A system that follows the cornerstones mentioned above typically al-
lows market participants to carry out trading transactions without con-
sidering the current or upcoming grid status. Accordingly, there is a
separation between the two areas grid and market, and the respective
value chains, which span the path between electricity production and
consumption as shown in Figure 14.

In the authors’ opinion, the activity system operation cannot be clearly
assigned to one of the categories. While the responsibility is given to
a monopolist or a group of regional monopolists, the services needed
to fulfill the obligations, e.g., control reserve, are provided by market
participants.

The dependence of trading operations on the existence of sufficient
grid capacity and technical feasibility is abstracted by appropriate mech-
anisms, which are derived from the actual local6 system configuration,
fundamental technical restrictions, and political guidelines. These mech-
anisms, which limit all possible options for market players to the techni-
cally feasible ones and allow for implementation by network operators,
are summarized under the term market rules. These define the differ-
ent roles, their rights and obligations (cf. responsibility, 2.2.6) as well as
the processes required to orchestrate the overall system and are the sum
of all acts, ordinances, and provisions on a legal or contractual basis.

6 In this context, local refers to the national framework.



38 transformation and challenges

M
onopoly

Single
B

uyer
Fully

Liberalized
m

onoplies
ateach

level
m

arketfor
producers

m
arketateach

level

Structure
Pro.

Pro.
Pro.

Pro.

Transm
ission

D
is.

D
is.

C
on.

C
on.

C
on.

C
on.

Pro.
Pro.

Pro.
Pro.Tra./

Single
Buyer

D
is.

D
is.

C
on.

C
on.

C
on.

C
on.

Pro.
Pro.

Pro.
Pro.W

M
.

W
M

.

Sal.
Sal.

C
on.

C
on.

C
on.

C
on.

Pro.
Production

Tra.
Transm

ission

D
is.

D
istribution

C
on.

C
onsum

ption

W
M

.
W

holesale
M

arket

Sal.
Sales

M
onopoly

M
arketType

unilateral
unilateral

m
ultilateral

M
arket

for
Producers

no
yes

yes
M

arket
for

R
esellers

no
no

yes
M

arket
for

End
C

ustom
ers

no
no

yes
N

eeded
Level

of
U

nbundling
no

unbundling
needed

horizontal
unbundling

at
producer

level
fullunbundling

Table
2:Fully

liberalized
p
o

w
e
r

s
y
s
t
e
m

com
pared

w
ith

a
m

onopoly,adapted
from

C
rastan

[
3
2].



2.2 transformation of the power system 39

In the German context, the enwg
7 defines the legal framework for

the energy system. Its content is further specified in a large number of
ordinances8, such as the stromnzv

9. These regulations, in turn, are sup-
plemented by provisions of the bnetza

10. It defines, for example, the
balancing group contract which regulates the contractual relationships
between balance responsible parties (brps) and tsos, and related
automated processes. These definitions are typically set up within the
framework via a procedure involving the stakeholders concerned. Be-
sides the enwg, further acts are addressing different energy-related sub-
jects, such as the eeg

11 and its related ordinances.
The German market rules lead to a business actor perspective, in

which the geographical relationship between production and consump-
tion has no effect on the advantage of trading transactions. The market

rules thus seek to design the electricity system into a perfect market

for the market participants.
Within Germany, there is only one price zone, and there are no restric-

tions regarding transfer capacities, as they (again) exist at the borders
with neighboring countries. This independence of the generation of elec-
trical energy from the proximity to electrical loads does not only exist
in trading transactions, but also in investment decisions for power gen-
eration plants. However, this does not imply that investment decisions
are made independently of their geographical location. This applies in
particular to power plants using vre, as their supply heavily depends
on the location. This design has been facilitated by a transmission grid
with high transport capacities and a historically grown distribution of
the power plants, where the local availability of fuels was accompanied
by regions with high loads. A prominent example is the lignite-fired and
coal-fired power plants near the load centers of the Ruhr region.

2.2.4.1 Building Blocks of the Organization

In addition to the organizational principles and the legal framework pre-
sented so far, there are a handful of technical building blocks that enable
the implementation of the processes and the interaction of market par-
ticipants.

batch-based pattern Basically, the orchestration of the business

actors uses a batch-based pattern. This means that the time-variable be-

7 energiewirtschaftsgesetz (german energy industry act)
8 The official website of the bundesministerium für wirtschaft und energie (german

federal ministry for economic affairs and energy) (bmwi) list 18 ordinances http

s://www.bmwi.de/Redaktion/DE/Publikationen/Energie/gesetzeskarte.html (last
accessed: 3 June 2021).

9 stromnetzzugangsverordnung (german electricity grid access ordinance)
10 bundesnetzagentur (german federal network agency)
11 erneuerbare-energien-gesetz (german renewable energy sources act)

https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/gesetzeskarte.html
https://www.bmwi.de/Redaktion/DE/Publikationen/Energie/gesetzeskarte.html
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havior of the actors for a longer period, typically one day, is coordinated
at once and not for each individual time period.

fixed time interval The shortest time interval of the time pe-
riod used for the organization is 15 min12. The orchestration is therefore
based on energy quantities. If power values are selected for description,
they represent average power values for a given period of time and thus
also describe energy quantities. In most cases, the behavior of an actor

within a quarter of an hour is not evaluated. This time interval is also
known as imbalance settlement period. The beginning of the time
periods are harmonized with the beginning of every 1/4 hour.

schedules The time-variable behavior is mapped using so-called
schedules. A schedule describes the planned or actual behavior of an
actor, and it is defined as “a reference set of values representing the gen-
eration, consumption or exchange of electricity for a given time period”
([34]). In its core, it is a time-series with fixed time steps. In addition, it
holds a set of meta information, especially regarding network topologi-
cal localization but also concerning transaction time, related business
type, receiver and sender of the schedule, and further information. The
point in time to which an individual element of the schedule refers is
also called time of delivery. A schedule typically covers a time period

with an interval of 24 h. From a market perspective, a schedule specifies
a transaction between two market participants. Due to the central role,
the format of the schedules is subject to (international) standardization.
The format currently used in the German context, cf. [35], is based on
the version 2.3 of the entso-e scheduling system (ess) [36]. Schedules
are mainly used for the description of mean active power values and
active energy quantities, but can also be used for other quantities such
as reactive energy. In a slightly modified version, e.g., they are also used
for weather forecasts.

lead times The forth building block of the organization is the defini-
tion of lead times which oblige market players to make their decisions
regarding their behavior for a particular point in time up at the latest at
an earlier point in time specified by the market rules. This point in time
is also known as gate closure time (gct). The resulting lead time en-
ables the evaluation of the actions from the point of view of the system
operators and the utilization of conventional power plants. More pre-
cisely, the gct defines the latest possible transaction time in relation
to the time period covered by the schedule. Due to batch-based plan-
ning, the lead differs for the individual time of deliveries. In addition,

12 To the authors’ best knowledge, there are no market rules using shorter time inter-
vals.
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the lead time depends on the action of the business actor. Some activi-
ties, such as international energy trading, have longer lead times, while
others, such as trading within a market zone, have shorter lead times.

For the description of time periods in relation to a time of delivery

t0 at a day d0, the terms day-ahead, intraday, and day-after have become es-
tablished. Their end times define the respective gcts. We will introduce
the terms briefly, as they will be used later. In the German context, they
are defined in [35]:

day-ahead previous month to d0−1 d at 14:30,

intraday from d0−1 d at 18:00 to t0−15 min ... 120 min13, depending
on the action of the business actor,

day-after from d0+1 d at 00:00 to d0 + 1 d at 16:00.

The terms are also used with respect to different markets of the elec-
tricity exchange, where they describe slightly different periods of time,
cf. 2.2.9.

2.2.5 Nist Conceptual Model

Surprisingly little scientific work focuses on a holistic description of the
power system and therefore we will draw on work developed by US
and European institutes for standards. The central goal of the nist was
not the holistic description of the power system but “[...] to coordinate
development of a framework that includes protocols and model stan-
dards for information management to achieve interoperability of Smart
Grid devices and systems [...]” [37]. Fortunately, this goal required the
development of an abstract but holistic description of the power system,
which is known as nist conceptual model. This model has been taken
up and extended by the European standardization institutions. Some
of these enhancements have been incorporated into the further develop-
ment of the nist model.

An overview to the nist conceptual model is shown in Figure 15. It
is published as part of nist’s “Framework and Roadmap for Smart Grid
Interoperability Standards” whose first version [37] was released in 2010.
The third version of the model [5] was published in 2014. This conceptual
view of the power system is somehow detached from the actual physical
implementation of the system and even from the logical structure. At the
core of this view is the question of the actors, and applications needed to
satisfy the demand for energy services and energy-related services.

13 According to [35], intraday ends at d0 24:00. From the view of the authors this is mis-
leading, since different gcts apply for the individual hours of the day. The definition
has therefore been adjusted.
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Figure 5-1. Interaction of Roles in Different Smart Grid Domains 
through Secure Communication 

5.3.2. Description of Smart Grid Architecture Model (SGAM) 

The SGAM utilizes several information and communications technology (ICT) architecture
standards. Any mention of commercial products within this NIST document is for information 
only; it does not imply recommendation or endorsement by NIST. References to specific 
standards are given to provide additional documentation. 

The SGAM is an evolving framework, and NIST is working through the SGIP’s Smart Grid 
Architecture Committee (SGAC) to align this effort with the European Union Smart Grid-
Coordination Group (SG-CG), the International Electrotechnical Commission (IEC) TC57 
WG19 (IEC 62357), and IEC TC8 WG5 and 6 (Use cases).

128 

Figure 15: nist nist conceptual model, taken from [5].

However, as Figure 15 and Figure 16 indicate, this conceptual view is
heavily inspired by the current design of the power system.

The nist divided the overall system into seven so-called conceptual

domains which are listed in Table 3. Following the formulation of the
nist, the domains encompass actors and applications14.

The different domains and the different actors within one domain are
connected by associations enabled through defined interfaces. These as-
sociations represent logical connections that are either electrical connec-
tions or communication connections. And it is obvious that only a certain
part of the actors have an electrical interface and thus a direct connec-
tion to the electrical network. In this context, the term actor is used very
abstractly. An actor can be a person, a device, a software program or
an organization. The decisive factor is the ability to make decisions and
to interact with other actors via an interface. The term Applications is
also used in a very abstract manner. It refers to tasks that are performed
by one or a collaboration of several actors within a domain.

14 We decided to use the original definition from the first version [37] and not the updated
version three [5], where the new version uses the terms roles and Services that have
been added to the concept. The term role seems to have been introduced here due to
harmonization with the SGAM Framework. However, the descriptions and illustrations
of the individual domains have only been adapted half-heartedly to the new terms. In
the author’s opinion, the original definition is more consistent, using the deliberately
abstract term actor, which covers everything that interacts with other actors and the
environment, rather than the term role, which describes a typical, expected and, in the
context of the power system, often defined behavior.
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Customer Domain 
 
The customer is ultimately the stakeholder that the entire grid was created to support. This is the 
domain where electricity is consumed (see Fig. B-2). Actors in the Customer Domain enable 
customers to manage their energy usage and generation. Some actors also provide control and 
information flow between the Customer domain and the other domains. The boundaries of the 
Customer domain are typically considered to be the utility meter and the energy services 
interface (ESI). The ESI provides a secure interface for utility-to-customer interactions. The ESI 
in turn can act as a bridge to facility-based systems, such as a building automation system (BAS) 
or a customer’s premise management system. (For further discussion of the utility meter and the 
ESI, see Section 3.6 in Framework 2.0.190) 
 

 
Figure B-2. Overview of the Customer Domain 

 
The Customer domain is usually segmented into sub-domains for home, commercial/building, 
and industrial. The energy needs of these sub-domains are typically set at less than 20 kW of 
demand for a residence, 20-200 kW for commercial buildings, and over 200kW for industrial. 
Each sub-domain has multiple actors and applications, which may also be present in the other 
sub-domains. Each sub-domain has a meter actor and an ESI, which may reside in the meter, in a 
premise-management system, or outside the premises, or at an end-device. The ESI is the 
primary service interface to the Customer domain. The ESI may communicate with other 

190 See http://nist.gov/smartgrid/upload/NIST_Framework_Release_2-0_corr.pdf  
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Figure 16: Customer domain of the nist conceptual model, taken from [5].

The following paragraphs outline the different domains and are based
on [37] and present a “near-term view” of the power system.

customers The customer is the core of the power system around
whose need for energy services the entire system has been built. As
the Figure 16 shows, the domain has further sub-domains, which are
related to the four demand sectors, respectively to those electric sub-
sectors. The domain also includes des such as residential pv plants. The
domain is connected to almost all other domains. Electrically to the dis-
tribution, communication-based to all domains expect the transmission
domain. Two interfaces are given as the boundaries of the domain, the
meter at the grid connection point and an energy service interface

(esi). While the first interface, even though its functionality has been
very limited, is a standard for decades, the second interface is not yet
common. It has the objective to enable an actor-consumer interaction
that includes a bridge to the customers’ energy management system

(ems). Typical, future-oriented applications, are home automation and
residential storage systems.

markets In the market domain, assets related to the power system

are traded. From a classical perspective, the primary asset traded on the
market is active power, either as a standardized product at the electricity
stock exchange or over the counter (otc). Markets have a systemically
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Domain Description Example Application

Customer End-user of electricity. The
domain is further divided
into the sub-domains commer-
cial, residential, and industrial.
Also includes des and local
storage systems.

Micro-generation

Markets Providers or participants in en-
ergy markets.

Trading

Service Providers Providers of services to cus-
tomers such as billing or in-
stallation, but also service not
yet known.

Home Management

Operations Managers enabling smooth op-
eration of the power system,
includes application such as
monitoring.

Network calculation

Generations Generators of electricity. In-
cludes conventional power
plants, such as coal or nuclear,
as well as des. High overlap
with costumer domain in the
area of des.

Protect against black and
brownouts

Transmission Carriers of electricity over
long distances.

Measurement and control of
grid state

Distribution Distributors of electricity from
and to the costumer.

Substation control

Table 3: Domains of the nist conceptual model and their description, taken
and slightly modified from [5].

important role in the electricity system; they balance supply and de-
mand. A dysfunctional market leads to blackouts15 a non-optimal mar-
ket design to an inefficient matching of demand and supply. The domain
is interlinked with all domains via communication flows, especially to
the Operation and Transmission domain. Current markets are widely lim-
ited to active power and operating reserve; both traded at wholesale
markets designed for bulk generation. Future markets will take more ac-
count of the large number of, mainly volatile, des and the actors of the
customer domain. Changes are also expected for the tradable products,
e.g., there will be products for flexibility and the locality of the asset
will be a more important aspect. Typical applications in the domain are
market management and operation as well as retailing and aggregation.

15 Such as the famous California energy crises.
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service providers The service domain encompasses all actors

that provide services to actors of other domains. [37] misses a defi-
nition of the term service, but the description of the domain suggests
that it is understood as a functionality governed by an actor provided
through a well-defined interface. In the nist conceptual model, the
interface is restricted to the communication connections. Services may
offer established standard functionalities such as billing and customer
management. However, the service domain is understood as the domain
in which new actors may pop in to provide innovative services not yet
known, but which are expected to make the electricity system more effi-
cient. The key challenge named by [37] is to develop an ecosystem that
enables new actors to participate in the system easily but also secures
the high standards of the power system regarding safety, security and
reliability. Applications, respectively Services in this domain are: account
management and billing as well as building and Home management.

operations The Operation domain comprises the actors that are
responsible for the operation of the power system. Typically, many appli-
cations in this domain are performed by a regulated utility, e.g., by the
tso having a natural monopoly. Applications are network monitoring,
network control or fault management. The operation domain is heavily
interlinked with the transmission, market and generation domain, but
only via communication interfaces. It is expected that several of the ap-
plications are moving into the service or market domain, but that the
core applications remain in the operation domain.

generation Actors in the generation domain produce electrical en-
ergy. In the past, the domain was dominated by conventional bulk gen-
eration connected to the transmission grid. But, as the importance and
number of des have risen sharply, they now play an essential role. As
a consequence, the domain is now also interlinked electrically to the
domains customer and distribution, where most of the des are located.
Communication to the other domains is assumed to be critical. Mainly
as it provides information on the variable sources wind and solar and
allows the operation and market domain to handle insufficient supply.

transmission The transmission domain encompasses all actors

enabling transport of energy over a long distance. It is electrically linked
with the generation and distribution domain and on a communication-
based linkage also with the operation and market domain. A transmis-
sion grid is typically operated by one tso whose main task is to maintain
the stability of the grid. The domain focuses on physical actors such as
substation meters and power quality monitors that allow to control and
operate the transmission from the operation domain.
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distribution The distribution domain links the customer domain
with the transmission domain electrically. Historically, especially the
lower voltage grid levels of the distribution grids were designed as a pas-
sive system mainly without measurement equipment and not equipped
with systems capable to influence the state of the system. The enormous
increase of des connected to the distribution adds new requirements to
the distribution domain. It is expected that ict-based ‘smart’ systems
enable cost-effective alternatives.

2.2.6 EU Modification and Mapping to Role Model

The nist conceptual model was adopted and slightly modified by
the three European standardization organizations european committee

for standardization (cen), european committee for electrotechni-
cal standardization (cenelec), and european telecommunications

standards institute (etsi) within their reports fulfilling the Smart Grid
Mandate M/490 [38]. This mandate was given to the three organizations
by the European Commission in order to support the European smart

grid development. The result is described in [39]. To distinguish the
European model from the nist model, we refer to it as the european

conceptual model. For the European version, the nist conceptual

model has been harmonized with the entso-e role model [40], which
is a terminology that was defined by the entso-e to enable a dialogue
between market participants of different countries by defining atomic
roles. This procedure was motivated by the need to describe business
processes independently from the parties and actors that represent
them, as different parties assume different sets of roles in different na-
tional contexts.

The EU flexibility concept [41] was also incorporated into the design
of the european conceptual model. The flexibility concept is also an
output of the Smart Grid Mandate M/490 and addresses the challenge
to manage distributed flexible supply and demand, and to integrate
these elements into the electricity market and the framework for bal-
ancing supply and demand. flexibility in this context is defined as “the
changes in consumption/injection of electrical power from/to the power
system from their current/normal patterns in response to certain signals,
either voluntarily or mandatory.” ([41])

Due to the alignment with the entso-e role model, the european

conceptual model groups so-called roles rather than actors. The re-
lation between the terms is given in Figure 17. As we will use these terms
to describe the core processes of the power system, a short introduction
to the terms and their relations, adapted from [39], is provided in the
following.
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Responsibility Role Party

Actor

▶ defines

◀ is described by

▼ is performed by ▲ performs task in

▶ is assumed by
◀ assumes

▶ represents

◀ contains

Figure 17: The terms role, actor, responsibility, and party, and their relations
according to [39].

a role represents the intended external behavior of a party. A role

cannot be shared between several parties and should be atomic.
Examples are brp, consumer or weather analyzer.

a party is a legal entity, either a natural person or an organization.
Examples are Tennet or Henri Oliveres.

an actor represents a party. It performs tasks in one or typically a
multitude of different roles. An actor is an aggregation of a busi-
ness actor and a system actor. We define a business actor as an
actor that participates in a business process, such as a customer,
a trader or a trading system, whereas a system actor engages in
a physical process, such as a transmission line or a household

energy management system (hems).

a responsibility defines the responsibility or external behavior of a
role. Examples are “control the grid frequency”, “maintain the
meters” or “consume energy”.

The mapping of the roles defined by the entso-e role model to the
domains of the european conceptual model is given in Figure 18. The
domains are grouped slightly differently than in the nist conceptual

model. Transmission and distribution are not represented as dedicated
domains, as the dominating part of the nist domains transmission and
distribution is only one actor, the tso respectively the distribution

system operator (dso). The domain grid users subsumes the nist do-
mains generation and customer.

The domains markets and energy services are almost congruent with
the respective nist domains. However, both are further subdivided into
sub-domains related to the three aspects energy market, grid capacity,
and flexibility market. Contrary to all other roles, the roles within the
domains operation and grid users are linked with physical assets of the
power system.
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2.2.7 Core Roles and Domains

operation

System Operations
System Operator
Control Area Operator
Control Block Operator
Coordination Center Operator
Imbalance Settlement Responsible

Metering Operation
Meter Administrator
Meter Operator
Metering Point Administrator
Metered Data Aggregator
Metered Data Collector
Metered Data Responsible

Grid Operations
Grid Operator
Grid Access Provider

energy services

Energy Trade
Balance Supplier
Reconcilation Accountable
Trader

Grid Capacity Trade
Capacity Trader
Interconnection Trade Responsible

Flexibility Trade
Balancing Responsibility

Balance Responsible Party
Consumption Responsible Party
Production Responsible Party
Trade Responsible Party
Scheduling Coordinator
Resources Provider

Other Services
Energy Service Company

grid users

Production, Storage and Consumption
Party Connected to the Grid
Consumer
Producer

markets

Flexibility Market
Reserve Allocator
Merit Order Responsible

Grid Capacity Market
Capacity Coordinator
Transmission Capacity Allocator
Nomination Validator

Energy Market
Market Information Aggregator
Market Operator

conceptual domain

Subdomain
Role

facilitates and
coordinates trade by ▶

transport power from and to ▶

provides energy
services to ▼

trade via ▲
facilitates and
coordinates trade in ▲

Figure 18: Overview of the domains of the european conceptual model and
the mapping of the roles of the entso-e role model to the respec-
tive domains. roles given in red are discussed in detail. The figure
is based on [39].

The goal of moces is to model and simulate the interactions between
the different actors in their roles within processes. In the following, we
will therefore introduce the crucial roles involved in the most important
process, the bmp, cf. Section 2.2.8. Figure 18 highlights these roles in red.
We describe them based on the definition of the entso-e role model

[42] and establish a reference to the German market design based on
the information given by the bdew in [43]. In addition to the core roles,
we will also describe the core domains. In the context of the entso-e
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Figure 19: Condensed version of the entso-e role model given in [42], visu-
alizing the relations between core roles (stick figures) and domains
(boxed).

role model, a domain is an “abstract objects used [...] necessary for the
management of various processes, resources or areas.” [42]. The relation
between the core roles and domains is visualized in Figure 19.

2.2.7.1 Core Roles

party connected to the grid (pcg) : A party that consumes or
supplies electricity at an Accounting Point. Typically it has the type
of a Producer or Consumer. It has a relation with exactly one Bal-
ance Supplier, the form of which is defined with a contract. Even a
residential consumer is a pcg. Here, the contract typically specifies
consumption-independent and fixed prices per energy quantity. In
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addition, relations to a multitude of different Energy Service Compa-
nies are possible.16

balance supplier : “A party that markets the difference between ac-
tual metered energy consumption and the energy bought with firm
energy contracts by the pcg.” [42]. A typical supplier is a vendor
who has a supply contract with an end customer. It is contracted
with a brp whose Balance Group is assigned the energy consumed
at the Accounting point. In the German context, the roles balance

supplier and brp are mostly assumed by the same party.

balance responsible party (brp): A party that is responsible for
balancing its balance groups. It is therefore responsible for en-
suring that the feed-in and consumption of all Accounting points
assigned to the balance groups sum up to zero at each point
in time. The brp has a central role in the energy market as it is
responsible for forecasting the demand of all Consumers and the
feed-in of all Producers assigned to its Balance Group. It is the only
role that “allows a party to nominate energy at the wholesale mar-
ket” ([42]). Thus, if a customer is to be supplied with electricity,
parties with the roles brp, balance supplier and trader are typi-
cally involved. Usually, parties, therefore, assume all three roles.
Transactions, and accordingly trades, are possible between bal-
ance groups within the same market balance area as well as be-
tween balance groups belonging to different market areas. How-
ever, network physical conditions can restrict these transactions.

trader : A party selling or buying energy, mostly at the wholesale
level. It is contracted with a brp that allows the trader to use its
balance group. Similar to the role balance supplier, the role
Trader is typically performed by one actor together with the roles
brp and balance supplier.

imbalance settlement responsible : The party responsible for
the settlement of the difference between planed and actual quanti-
ties of the brp within a Market Balance Area. The Imbalance Settlement
Responsible is not responsible for invoicing, but the same party may
perform the responsibility for invoicing.

system operator : The party that is responsible for a stable power

system. That includes the organization of the physical balance in

16 The n:1 relation between the party connected to the grid and the balance supplier

is expected to develop into an n:n relation in the near future. This development can for
example be observed in the resolution BK-17-046 [44] of the German Federal Network
Agency. The corresponding decision introduces the role Aggregator as an additional
party directly linked to the party connected to the grid and its energy consumption.
The Aggregator can be understood as a special form of a Balance Supplier.
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cooperation with the brps. It is the central role in the bmp as it
has to assess the expected state of the grid based on the informa-
tion given by the brps and knowledge of the grid structure. If re-
quired, it intervenes in the behavior of loads and generators, cf.
redispatch.

market operator : A party that operates a power exchange for all
parties allowed to place bids and offers at the electricity market,
mainly the brps, and determines the prices resulting from bids
and offers. Usually, there is only one Market Operator for a Market
Balance Area.

energy service company : A party that provides energy-related
services. In the definition given by the entso-e role model, the
user group of the services is restricted to pcgs. This restriction,
however, contradicts the basic idea of services. In reference to the
services of a conceptual domain, cf. Section 2.2.5, we understand
a Service Company as a party that provides a service through a
well-defined interface to any other actors to support those activ-
ities. Energy Service Companies are expected to adopt roles in the
future that are currently not yet known.

2.2.7.2 Core Domains

accounting point : An accounting point for energy under the finan-
cial responsibility of precisely one brp and belonging to a Balance
Supplier and a pcg. The Accounting Point is a particular type of a
Metering Point that represents the asset meter that measures or cal-
culates energy flows. The Accounting Points can be interpreted as
the inputs and outputs of the Balance Group.

balance group : An account under the responsibility of one brp; it be-
longs to exactly one Market Balance Area. It sums the power flows of
the linked Accounting Points. Apart from the relation to the Account-
ing Points, that have a dedicated physical placement, and the as-
signment to a Market Balance Area, balance groups abstract away
from the grid topology.

market balance area : A geographic area with common market
rules and a single price for imbalances. In addition, the ability to
meter the feed-in, consumption, and exchange with other areas
is required. Market Balance Areas typically span larger regions. In
Germany, for example, there are four zones, which are congruent
with the territories of the four tsos. In most cases, these four areas
behave like a single area.
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2.2.8 Core Processes: the Balance Management Process

The respective local market rules include a large number of defined pro-
cesses for organizing the power system. In the German context, the
details of these processes are determined by decisions of the Decision
Chamber 6 of the Federal Network Agency. The decisions are results of
procedures involving the actors concerned.

An overview of the processes of the German system can be found in
a policy paper of the bdew, published in the context of further devel-
oping the existing processes [45, p. 29]. The majority of those processes
address “real-world problems” arising from the heterogeneity of the ac-
tors involved and their IT-systems. However, many of these processes
are not expected to have any significant impact on the efficiency of the
entire system. Examples are the concrete design of business processes for
supplying end customers with energy, and associated processes such as
cancellations or supplier changes, both defined by the gpke

17. Other pro-
cesses in turn describe the procedure regarding the exchange of power
generation data, e.g., the mpes

18, which concretely specifies which quan-
tities must be measured in which resolution and to which roles these
measured values must be made available in which way. This process
is an example of solving problems that indeed occur within a real sys-
tem. However, the problems would not occur in a model of the system
that is used to analyze the system, as the provisioning of the required
and correctly measured values in a defined format to the actors can be
guaranteed within a simulation without any problems.

Accordingly, and with reference to the focus of the modeling frame-
work moces (cf. Section 1.3.1), we will restrict ourselves to the descrip-
tion of those processes and their design which have a concrete impact
on the performance of the power system. These are all the sub-processes
that are directly linked to a process called bmp, whose design in turn is
linked with the design of the electricity markets.

The balance management process (bmp) is the core process that en-
ables a liberalized energy market and thus an open market. At the same
time, its design must enable a reliable power supply. Although the na-
tional arrangements differ in detail, the process is always based on the
fundamental idea that each individual market participant is obliged to
balance its balance group at all times which results in a balanced sys-
tem. At all times normally refers to the amount of energy within time
slices of 15 min length. Deviations are punished financially, with penal-
ties calculated in such a way that it is unfavorable for the actor to ac-

17 geschäftsprozesse zur kundenbelieferung mit elektrizität (business process for

supplying customers with electricity)
18 marktprozesse für erzeugende marktlokationen (strom) (business process for

accounting points producing electrical energy)
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Figure 20: Main phases of the bmp as use case diagrams. Figure is based on
[46].

cept this punishment instead of ensuring a quarter hour performance
balance by other means. Using the batch-based process pattern, cf. Sec-
tion 2.2.4.1, the process steps within the bmp typically cover longer time

periods; usually, the processed time period starts at 00:00 each day and
covers 24 h.

The overall context of the bmp is given by the use case diagrams shown
in Figure 20. In the following, we will give a detailed description of the
three sub-processes: planning, operation and settle imbalance. The de-
scription is based on the respective documents developed by the entso-
e, [46], [47] and [48], and the particular German configuration, described
in [35], [49], and [50]. These national configurations are based on the leg-
islative regulations given by stromnzv.

Basically, all three use cases shown in Figure 20 run continuously and
in parallel. In relation to a specific time of delivery tdel, however, the
three consecutive phases are correlated. The planning phase ends at the
latest at the time of delivery, the operation takes place at exactly this
point in time, and the settlement phase begins at the earliest after this
point in time.

Section 2.2.4 already discussed that the design of the market rules

has an impact on the performance of the overall system. After hav-
ing introduced the bmp, we will now give some concrete examples for
that. Weißbach [51] shows that the typical one-hour trading products
with constant output lead to an increased demand for balancing power.
Borggrefe and Neuhoff [52] underline the importance of intraday mar-
kets with short lead times to optimally integrate wind energy into the
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overall system. A decisive aspect there is the negative correlation of the
forecast quality with the forecast horizon. At the same time, however,
Borggrefe and Neuhoff [52] point out that shortened lead times can also
lead to problems, since only a few conventional generation units are
technically capable of reacting sufficiently quickly to the desired perfor-
mance changes. Markets with short lead times therefore exclude slug-
gish generation units and their flexibility in terms of power generation.

Additionally, when new concepts in the area of local energy system

and demand response are developed, they must be harmonized and
compatible with the bmp and the essential characteristics of an liberal-
ized energy market. However, this condition is often neglected when de-
veloping and presenting new concepts. For example, in the study by Eid
et al. [53], four concepts are introduced, but none of them is directly com-
patible with the bmp. For three of the presented concepts, the authors at
least assume that they are fundamentally compatible with the basic prin-
ciples of the liberalized energy system. Nevertheless, they would require
the definition of new roles and the modification of existing roles.

2.2.8.1 Planning

In the Planning Phase, the expected energy production and consumption
are planned by means of quarter-hour schedules. This phase refers to
interactions on the markets, but also to the network-physical assessment
of the planned production by the system operators (sops), which are
responsible for the stability of the grid. The covered time periods are
Day-Ahead and Intraday.

In the following description, we will restrict ourselves to the interac-
tions of the brp with the sop, assuming only one market balance area.
The processes required to conduct trading transactions across market

balance areas and their transfer capacity restrictions are not described
here, as we will not model them in the later applications of moces in
Chapter 4 and 5. For the same reason, we also omit a description of the
processes related to transmission capacity rights.

A detailed, yet simplified representation of the planning phase from
the brp perspective is given in Figure 21. It is a based on the overview
diagram given in [46] and is extended by the author to underline aspects
not in the scope of [46]; these are those aspects that relate to the internal
activities of the brp. We further assume the typical configuration where
one actor performs the roles brp, balance supplier, and Trader.

The core of the process in Figure 21 is the transmission of the sched-
ules from the brp to the sop that has to be done before gct of the
time period Day-Ahead, cf. upper part of the blue fragment in Figure
21. Before the sop accepts the schedules, it checks their validity con-
cerning three aspects: their inner coherence independently from other
schedules; the existence of a complementary schedule matching this
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Figure 21: Sequence diagram of the planning phase of the bmp. The diagram is
based on [46] and extended in relation to the actor-dependent behav-
ior given in the two upper fragments.
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schedule; and the compatibility of the totality of all schedules with the
market rules. The transmission of all schedules to the sop enables the
network-physical assessment of the totality of all actions of the brps by
the sop. This step is essential as the brps are not capable of including
grid transfer restrictions into their decisions. However, if the sop finds
that the totality of all transactions may lead to an unacceptable network
condition, this conclusion does not necessarily lead to the rejection of
schedules. The schedules can still be confirmed, and the sop will carry
out actions in a separate process to counteract grid congestion19.

As indicated in the sequence diagram (Figure 21), the brps are al-
lowed to update their schedules after the gct of the Day-Ahead period
within the Intraday period, cf. bottom gray fragment. This opportunity
for updates is particularly significant for vres, as it allows to update
the schedules based on improved feed-in forecasts, whose quality-level
increases with shorter time spans between transaction time and time

of delivery.
The party-dependent activities of a brp, given in the gray fragments

of the sequence diagram, differ depending on the strategy of the brp

and the type of the pcgs associated with it. The activities in the figure
are prototypical but not necessary, and they can vary from party to
party. If the associated pcgs are of the type of a vre-based producer,
the most important activity is the elaboration of a feed-in forecast for
all pcgs associated to the balance group. For this purpose, the brp

typically communicates with one or more service providers who provide
weather or feed-in forecasts. These forecasts form the basis for the bids
on the day-ahead market of the electricity market. If the assets are not
controllable, the brp is forced to place “sell at any price” bids on the
trading exchange. This obligation arises from the due diligence of the
brp for an equalized balance group. The brp thus has to accept the
case of paying money for selling electrical energy; according to [30], in
2016, 62.3% of all offers at the epex spot se day-ahead market were
price-insensitive. The lead time of the day-ahead market is up to 36 h.
Typically, the brp therefore uses the continuous intraday market, that has
much shorter lead times, to react to changing feed-in forecasts. Energy
is procured when the original forecast for the day-ahead market was
too high, and energy is sold when the forecast was too low. All in all,
for pcgs of the type vre-based producer, the brp has relatively little
scope of action. The actions are mainly a reaction to the forecasts of the
uninfluenceable behavior of its associated feed-in systems.

The options for actions are often also similarly limited if the associ-
ated pcgs are of type consumer. In the typical constellation where the
connected assets cannot be controlled and the consumer is contracted
with a fixed-price tariff, the brp can neither intervene in the load nor is

19 See the process defined by the bnetza for redispatch, cf. BK-11-098 [54].
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it able to provide financial incentives for changing behavior. In this case,
the planning activities are therefore limited to the best possible forecast-
ing of the loads and cost-optimal procurement of energy to equalize the
balance group. Ultimately, however, the brp must accept any price in
order to meet the demand for electrical energy.

Thus, the interaction of the brp with the pcg, or associated asset, de-
picted in the upper gray fragment of Figure 21 often does not occur in
reality. However, if it does take place during the daily planning proce-
dure, it can improve the behavior of the brp. For example, if the pcg is
of the type of a vre-based production unit, data exchanges of the actual
feed-in values of the previous day can positively influence the quality of
the forecasts, and thus ultimately also the yield of the marketing at the
power exchanges. If the pcg is of the type of a conventional power

plant, and, thus, it is possible to control its power output, the main task
of the brp is to determine optimal bids to be placed at the day-ahead
market. Finding an optimal decision then typically requires the applica-
tion of optimization problems or similar methods, especially if technical
restrictions, such as ramping limits, add constraints to the bidding strat-
egy. An approach addressing a set of pcgs that are either conventional
power plants or hydro storage units is presented by Nowak et al. [55].
This contribution also shows that the problems to be solved are similar
to the traditional unit commitment problem (ucp), cf. Section 3.2.3.1.
The complexity of the task to be handled by the brp is reduced by the
concrete design of the markets and the products tradable there. This ap-
plies in particular to conventional power plants and their technical
restrictions, which are reflected in order types such as block orders and
linked blocks, cf. [56] and Section 2.2.9.

2.2.8.2 Operation

In the Operation Phase, the brps have to ensure that their schedules are
correctly implemented and the sop takes care of unavoidable deviations
between production and consumption. A schematic description of this
phase, taking place at time of delivery, is given in Figure 22.

The extent to which the brp can actually intervene in the load or pro-
duction behavior of its associated pcgs heavily depends on the type of
the pcg. It lies between the two following extremes: Small ‘loads’, such
as a pcg of the type household, usually do not provide any type of in-
terface that would enable the brp to affect their behavior. In fact, even
knowledge about the actual behavior is very limited for this setup: typi-
cally, it is nothing more than the annual consumption and the category
of the load, such as household or office building. The other extreme is
a pcg of the type of a controllable generator or load that is capable of
following a dynamic trajectory provided by the brp in real-time. Typ-
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Figure 22: Schematic overview of the operation phase of the bmp, emphasizing
the connection to the schedules which are the results of the plan-
ning phase, and the mechanisms controlled by the sop to ensure the
grid balance by activating control power.

ically, measured values of the actual behavior are also available in this
setup.

The brp i in Figure 22 shows another setup, for the balance group of
a brp. In this configuration, one part of the pcgs, represented by the con-
ventional power plant, can be controlled, another part, represented by
the solar plant, makes its actual behavior available to the brp. These char-
acteristics are represented by the signal flows. Since the brp is responsi-
ble for the sum of the deviations of all its associated pcgs –represented
by the bottom diagram on the right side–, and not for each individual
pcg, the brp can levelize its entire balance group by controlling only
a subgroup of all its assets. In addition, the length of the imbalance

settlement period of 15 min facilitates to recoup the balance group,
since intra-quarter-hour deviations are not taken into account. In Figure
22, this possibility is represented by the additional set-point (∆ps,a) for
the conventional power plant, which is derived from the difference
between the nominated schedules and the actual values .

Deviations from the planned schedules of the individual pcgs can
offset each other within a balance group or across all pcgs connected
to the grid. However, deviations are inevitable due to erroneous load
and production forecasts and unplanned power plant outages, and they
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are also systematic due to 1-h-schedules with constant power traded on
market places which do not fit the ramp-like load curve of all consumer;
see Weissbach and Welfonder [57] or Hirth and Ziegenhagen [58] for a
detailed discussion.

To level these deviations, the sop is obliged to allocate controllable idle
power capacity in reserve, known as operating reserve, and to imple-
ment a balancing system that compensates the deviations continuously
by utilizing the reserves. In Germany, the reserved capacity is about 6%
of the annual peak load.

The technical design of the system that maintains the balance is also
sketched in Figure 22, cf. the sop and its connections (in purple). It is
based on the advantageous characteristic of an amplifying current

(ac) system with synchronous generators in which the grid frequency,
cf. f in Figure 22, is a direct measure of the balance of production and
consumption and can be measured at any point of the grid.

The rotating masses of the generators, which rotate in a fixed ratio
with the grid frequency, thus represent inertial masses which are decel-
erated when the load is larger than the generation and accelerated when
the generation is larger than the load. In simplified terms, the balancing
system is a closed control loop in which the nominal frequency is the
set-point value and the actual grid frequency f is the process variable.
The control variable determined centrally by the sop is distributed to
the individual reserved capacities acting as actuators (pc,1, pc,2). To pro-
vide the required power as effectively as possible, different classes of
available power have been defined that complement each other: primary,
secondary and tertiary control power. While primary control power must be
available immediately, the accepted latency for the others is significantly
higher, in the range of seconds to minutes. The tertiary control reserve
must be available over a longer period, in case of doubt permanently.

In the liberalized energy market, the sop is obliged to procure the
needed reserve from a market, which is known as control reserve market,
where related products such as primary, secondary and tertiary control
reserve are traded. On this market, the providers of the named products
place offers with self-chosen prices. The sop, who is the single buyer at
this market, is obliged to choose the offers with the lowest prices, see
Section 2.2.9.2.

2.2.8.3 Settle Imbalance

The final phase, called Settle Imbalance, ensures that the costs incurred by
the sop are distributed among the brps that originally caused them. It
takes place after the time of delivery in the day-after time period. On
overview can be found in Figure 23.

The central role in this process is the imbalance settlement respon-
sible (isr) that is responsible for the orchestration of the following three
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Figure 23: Sequence diagram of the settlement phase of the bmp. ISR: Imbalance
Settlement Responsible, MDA: Metered Data Aggregator

basic activities of this phase: The first activity is the processing of all brp

schedules by the sop and their forwarding to the isr. In addition, the sop

also determines its expenditures for balancing the grid and provides this
data to the isr as well. The second activity is the determination of the cur-
rent metered values for each brp and the respective accounting points.
Despite being shown after one another in Figure 23, the chronology of
these two activities does not play a role. Based on the data determined in
the two first activities, the isr identifies the imbalances for each brp and
determines the respective imbalance fees. These will be charged to the
brp.20 The specific calculation rules are subject to local market rules. In
Germany, they are defined by the decision BK-12-24 [59] of the bnetza

and the related documents provided by the four German tsos [50].

2.2.9 Core Markets

Table 4 provides an overview of the existing energy markets at the whole-
sale level. More precisely, it is an overview of the German energy market,

20 For simplification, we ignore the role of the billing agent and assign its responsibility
to the isr.
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which is typical for the European context, but does not have a general
capacity market. The market is divided into the energy-only market

(Section 2.2.9.1) and the market for operating reserve (Section 2.2.9.2).
An impression of the market volumes of the different energy markets
for the German market zone can be gained as well from Table 4.

Volume ∅ Price Comment

[TWh] [€/MWh]

Future Markets

eex Future Market 1466 Only Phelix future contracts traded at
eex

eex otc-Clearing 1367 Only Phelix otc-Clearing provided by
eex. Overall volume is much higher,
roughly 5000 TWh.

Spot Markets

epex spot se Day-Ahead 235 28.98 Mean value of Phelix Day Base

epex spot se Intraday 41

Operating Reserve

Capacity 73.25 2.70 Market volume is approximated by the
sum of the mean values of the tendered
capacities for primary, secondary, and
tertiary reserve multiplied with the time

period of one year. The mean value is
the quotient of the total costs for reserv-
ing primary, secondary, and tertiary re-
serve, and the trading volume. Mean
values for the individual types of oper-
ating reserve differ significantly.

Working 2.1 96.19 The mean value is the quotient of the
total costs for balancing energy

1) and
the activated secondary and tertiary op-
erating reserve. Mean values for the in-
dividual types of operating reserve dif-
fer significantly.

Table 4: Overview of the market volumes for electricity for the year 2016. Data
is taken from [30], value for 1) is based on information provided by
bnetza (http://tiny.cc/bnetza_ba_energy_2016 (last accessed: 3

June 2021)).

2.2.9.1 Energy-Only Market

In general, the energy market distinguishes between otc trading and
trading with standardized products on electricity exchanges. At the otc

http://tiny.cc/bnetza_ba_energy_2016
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market, products, that are typically not standardized, are traded directly
between two parties. In contrast, standardized products are traded on
the electricity exchange anonymously and without credit and counter-
party risk.

It is therefore not possible to provide an overview of otc trading and
its volumes, as related data is not published. In the following, we will
thus limit ourselves to a description of the different markets and prod-
ucts on the power exchanges. A detailed description of the products of
the spot market is given in [56], more information on the contracts at the
future market can be found in [60].

future market : The primary purpose of products traded at the fu-
ture market is to hedge against price-related risks. Therefore, the
contracts typically do not involve a physical fulfillment and are
purely financial products. The high market volumes in Table 4

must be put into perspective against this background.

spot market : Contracts at the spot market usually include a physical
fulfillment, meaning that electricity is actually delivered. The place
of delivery is limited to the four German tsos, which form one
market area.

day-ahead market : It is organized as a double-sided blind auc-
tion that takes place at 12:00 pm daily. Based on the individual
bids and offers of the participants, the market is cleared, re-
sulting in an own market-clearing price for every single hour
of the day but unique for all market participants and indepen-
dent from their own bids and offers. The day-ahead market
allows complex orders, giving the participants the possibility
of interlinking the execution of orders for different hours of
the day with so-called block orders. This type of order enables
the placing of offers for specific hours that are only executed
when all the individual orders are in-the-money. This is par-
ticularly important for the marketing of electricity from con-
ventional power plants with ramping limits and high start-up
costs.

intraday auction : The intraday auction market is complemen-
tary to the day-ahead market. It is also organized as a double-
sided blind auction that takes place after the clearing of the
day-ahead market. In contrast to the day-ahead market, or-
ders refer to a quarter-hour. The time interval covered by
the contracts is therefore equal to the typical time interval

of the schedules. Block-orders are not allowed. The intraday
auction is tailored for market participants faced with signifi-
cant intra-hour ramps, e.g. participants marketing renewable
energy.
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intraday continuous : The continuous intraday market is or-
ganized through an open order book where bids and offers
are continuously matched. The order book provides informa-
tion regarding the details of the last trade: price, quantity, and
time, as well as a list of all buy and sell limit orders. The min-
imum time interval covered by contracts is 15 min, block or-
ders are possible. Traders can place different types of orders
at the market to influence the execution of them, such as “fill-
or-kill” orders that are either entirely executed immediately
or canceled.

2.2.9.2 Operating Reserve

The market volume of the operating reserve market is relatively small
compared to the one of the spot market. In addition, the high value
given for the market volume of operating reserve capacity given in Table 4

(73.25 GW h) is not directly comparable with the market volume of the
day-ahead market that represents an energy amount to be fulfilled and
not only reserved, as in the case of operating reserve. The market for op-
erating reserve is designed as a single buyer market, in which the four
German tsos act as joint buyers in their role as sops. All products re-
quire a physical fulfillment. The participation in the market is limited
to actors that have proven that their technical units are capable of per-
forming the required service level given in [49, Annex D].

The design of the market follows the regulations of the bnetza as de-
fined in BK-10-097 [61], BK-10-098 [62], and BK-10-099 [63] for the three
types of operating reserve, primary, secondary, and tertiary, respectively.
All markets are designed as a pay-as-bid auction; meaning that market
participants get their own price if their offer is accepted. The individual
products of the different types of operating reserve differ in the effective
direction of the provided power and the covered time periods. Effec-
tive direction means that either additional power is feed into the grid
(positive control power), or consumed from the grid (negative control
power).The different types of operating reserve are:

primary control is the power that is provided instantaneously by
power plants as a function of a deviation from the nominal fre-
quency of the grid. There is only one product for primary control,
and it has symmetric effective direction, meaning that positive and
negative primary control power cannot be offered individually. Ac-
cepted providers for primary control energy are paid by their in-
dividual bid and independently of the actually requested energy,
which is not paid extra. The product is tendered weekly with a
lead time of about six days.
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secondary control is the power that has to be provided within sec-
onds on request of the sop. The four related products differ in the
effective direction and the time period covered. The products are
tendered weekly with a lead time of about five days. Accepted
providers are paid for the provisioning of the power, even if no
power is requested, and for the actually requested energy.

tertiary control is the power that has to be provided within min-
utes on request of the sop. The overall twelve different products
differ in the effective direction and the time period covered. Just
like with the secondary control, providers are paid for the provi-
sioning and the requested energy. The products are tendered on
each weekday with a lead time of one day, respectively two or
three for the weekend.

further products were introduced in the younger past. We do not
describe them here due to their limited importance.

2.3 challenges in transforming the power system

So what are the crucial challenges in further developing the power sys-
tem such that it fits the requirements of an energy system beyond fossil
fuels? We would like to approach this question from two directions. In
Section 2.3.1, we will discuss it against the background of the objective
of an energy system based on renewable energies. We will additionally
focus here on the possible and probably necessary introduction of com-
ponents putting a value to locality into the system. In Section 2.3.2, we
will discuss additional aspects that have motivated the development of
moces (cf. Chapter 4).

2.3.1 Fundamental Challenges in Moving to a VRE-based System

The fundamental challenge in the further development of the power sys-
tem is simply formulated. It is the transformation into a system in which
energy-related needs of consumers are satisfied without the use of con-
ventional energy sources. On the one hand, this requires a reduction
in energy demand, and on the other hand, the development of a system
with which the remaining energy demand can be covered on the basis of
vre-based power plants. We have to emphasize the term transformation
as it is impossible to redesign and implement the system from scratch.
It must be assumed that the cornerstones of the system described in the
previous chapter and the coordinating processes and markets will be re-
tained in principle and merely developed further in evolutionary terms,
on the one hand due to the long operating life of the existing assets, on
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the other hand due to the anchoring of fundamental mechanisms and
responsibilities in laws and ordinances.

The German think tank Agora Energiewende outlines the core chal-
lenges with the following three questions Energiewende [64]:

a. How do we synchronize supply and demand?

b. How do we minimize costs?

c. How do we implement the energy transition in a European Con-
text?

The third question already focuses on the possible solution of a
strongly developed European interconnected grid in combination with
a European single market for electricity. This solution is mainly based
on the effect that the feed-in from renewable energies becomes more
even and reliable when the system expands geographically. The ques-
tion which percentage of the load can be covered by vre-based power
plants has still not been conclusively clarified. The dwd [65] has analyzed
weather data from Europe for the years 1995 to 2015 and formulated a
capacity factor. This factor is defined as the quotient of the feed-in at a
selected point in time and the nominal power of the installed wind and
pv systems. Considering the area of Germany and assuming a uniform
distribution of the installed onshore and offshore wind plants as well as
pv plants, the dwd expects two events per year where the capacity factor
falls below 0.1 for 48 h. If extending the considered area to Europe the
number of expected events reduces to 0.2 per year. However, by defining
the factor 0.1 as the critical threshold, it also follows that the installed
power required for a purely vre-based power system is approximately
ten times the network load.

Without the availability of large scale storage systems, fossil fuel based
conventional power plants or power plants using biomass must
therefore reserved in order to maintain supply security even in the event
of large-area calms combined with low irradiation values.

While the dwd limited itself to the analysis of weather data, Schaber
analyses the idea of an European grid in more detail. In her doctoral thesis,
[66], she deals with the question to what extent a so-called supergrid can
help with the integration or vre-based plants and related questions such
as: What percentage reduction in the capacity of conventional power
plants can be achieved without reducing the reliability of supply? What
is the effect to the overproduction? What is the effect of different divi-
sions between pv systems and wind power plants? What is the optimal
layout for the grid extension? Using a linear optimization model based
on the the urban research toolbox: energy systems (urbs) framework
she suggest to extend the European grid capacities heavily to enable



66 transformation and challenges

an higher share of vre without increasing overproduction. Overproduc-
tion is energy theoretically produced by vre-based power plants but not
usable due to grid limitations. The proposed cost-optimal network ex-
pansions are enormous and are in the order of magnitude of doubling
the current capacity of the transport network. The solution proposed
by Schaber [66] goes in a similar direction to the promising technical
idea of supplying Europe via renewable power plants in North Africa. A
solution as discussed e.g. by the Desertec consortium in mid-2000. Un-
fortunately, the designed systems not only supply people with energy
but also require power lines that are built in other people’s backyards,
such as Corsica, and the construction of generation plants in states that
have proved politically unstable or even completely failed in recent years,
such as Libya. This human and political dimension is often deliberately
ignored in technically oriented studies, since they have not yet been suf-
ficiently understood and are very difficult to model; in the spectrum of
modeling and simulation given by the Figure 2, it is at the left edge.

The experience gained in planning new transmission lines from the
north of Germany to the south21 in terms of acceptance is given here
as an example. Continued criticism from the citizens concerned has led
to a change in planning principles. The high voltage direct current

(hcdc) line should now mainly be laid underground as cables. Accord-
ing to tso estimates, the associated cost increases have a factor of three22.
Without going into these problems further, we would like to summarize
them with a quote:

No matter how brilliant the technology or perfect the scheme,
changes in the energy system and energy usage can only come to
fruition with the acceptance and participation of the public. (Cohen
et al. [67])

It is perhaps precisely this experience in the implementation of large-
scale projects that fuels the idea of a decentralized organized power

system, in which generation and consumption are primarily balanced
locally. Partially, as noted by [68], with a doctrinal point of view that
puts the locality’s characteristics above everything else.

21 See website of project suedlink: https://www.tennet.eu/our-grid/onshore-project
s-germany/suedlink/ (last accessed: 3 June 2021).

22 Unfortunately, the author is not aware of any study that investigates whether, under the
changed framework conditions, the planned grid reinforcement is at all advantageous
compared to alternative measures. The network development plan 2022 (See https:

//www.netzentwicklungsplan.de/de/netzentwicklungsplaene/netzentwickl

ungsplan-2022 (last accessed: 3 June 2021).), which justifies the measure, does not
provide any information on this either. Specifically, no alternatives are discussed at all
in the publicly accessible documents, but only the demand for grid extension is derived
from the expected grid load. However, the author expressly points out that he has not
conducted an exhaustive literature search on this topic

https://www.tennet.eu/our-grid/onshore-projects-germany/suedlink/
https://www.tennet.eu/our-grid/onshore-projects-germany/suedlink/
https://www.netzentwicklungsplan.de/de/netzentwicklungsplaene/netzentwicklungsplan-2022
https://www.netzentwicklungsplan.de/de/netzentwicklungsplaene/netzentwicklungsplan-2022
https://www.netzentwicklungsplan.de/de/netzentwicklungsplaene/netzentwicklungsplan-2022
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A decentralized system only seems at first glance to contradict the pre-
viously discussed approaches of a strong European interconnected grid.
Both ideas can complement each other in a meaningful way. For instance,
Schaber [66] also showed in her investigations that a local coupling of
the electricity system with the heating sector can reduce the required
network expansion.

With regard to Germany, however, it is largely unclear how this mu-
tual complementation should be structured. A consistent development
plan prescribed by politics is missing, which is reflected in the regula-
tions; to put it in the words of the the think tank Agora Energiewende:
“The present regulation regarding decentralization is a big mess” ([68]).
This is extremely critical, since a possible redistribution of costs, see e.g.
Figure 12, and the possible incentives which the legislator can offer by
reorganizing the respective guidelines gives the legislator enormous lee-
way. This scope is all the greater when one considers that costs, such as
subsidies for renewable energies, which are passed on to the end cus-
tomers of electricity via the EEG apportionments, could in principle also
be passed on to other parties, such as to all parties utilizing any energy
carrier.

A very striking example of policy failure is the retention of a market
design that is known not to be suitable for systems with a high propor-
tion of renewable generation. This problem is known in the literature
as the missing money problem Joskow [69]. In summary, it is the problem
that the yields achievable on the energy-only market are not sufficient
to stimulate investments in required generation or storage capacity.

To explain the problem, a simple comparison of the distribution of
prices on the energy market, c.f. Figure 11, with the levelized costs

of electricity (lcoes) is sufficient. Following [70] the lcoe for lignite-
based power plants, which is the type of conventional power plant with
the lowest lcoe, is between 45.9 €MW−1h−1 and 79.8 €MW−1h−1. As Fig-
ure 11 shows, even these prices are hardly reached on the market. Gas-
fired power plants, which are located at the upper end of the merit

order and therefore have fewer full load hours, are particularly affected
by this problem23

Accordingly, a more or less significant decline in the generation capac-
ity of conventional power plants is expected in the next decades. The Ger-
man “Netzentwicklungsplan”24 expects a decrease in the generation of
conventional power plants from 100 GW in 2019 to 57.7 , 61.2 or 62.0 GW
in 2035 depending on the assumption for the further development of
the power system, especially the progressing of the des [71]. The fore-

23 Fraunhofer ISE [70] also shows that the lcoe of vre-based power plants are com-
petitive compared to conventional power plants. This applies in particular to wind
onshore systems, 39.9− 82.3 €MW−1h−1, and ground-mounted pv systems, 37.1−
67.7 €MW−1h−1.

24 German for grid development plan.
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cast for future electricity consumption is also subject to a number of
assumptions, particularly with regard to the expected electrification of
the transport sector. The named “Netzentwicklungsplan" expect a rela-
tive small increase between 1 % and 8 % for the year 2030 compared with
the year 2014.

The Market design has a second fundamental problem, which leads
us back to the aspect of decentralization. Typically, no value is given to
dencentrality, specifically the distance between producer and consumer.
An exception, which again does not seem advantageous from an energy
policy perspective, is the funding of own consumption through exemp-
tion from charges for self-consumed electricity. Individuals are therefore
encouraged not to buy electricity from the market but to produce it them-
selves. In some cases, it is even worthwhile storing the electricity locally.
The locally installed systems pursue their own goals and there are no
mechanisms in place to ensure that the sum of all decisions taken by the
individual systems leads to an efficient overall system. Especially with
local storage systems, it is very easy to develop scenarios in which the
pursuit of one’s own goals does not lead to an overall optimum of the
system under today’s conditions.

The restructuring of a legal framework therefore appears to be abso-
lutely necessary. A transformation that gives the decentral elements the
value they possess. To describe this challenge in more detail, we draw on
six theses formulated by Energiewende [68] given here in a summarized
form.

de-centralty is not a value on its own. Supra-regional power sys-
tems have a fundamental efficiency advantage over local systems.
This applies in particular to systems with a high proportion of
vre-based power plants under the assumption of sufficient grid
capacity. If decentralisation is given a value, it must be justified,
for example by avoiding the expansion of the grid, by economic
preferences of consumers or on the basis of political will.

completely new system for fees, levies and network charges. Re-
gionally different are mainly the network charges of the more than
800 distribution grid operators in Germany, ranging between 3.1
ct/kWh and 13.6 ct/kWh for residential customers in 2017. How-
ever, these differences do not provide any meaningful incentives,
as network charges are paid solely by consumers. The high net-
work charges in Schleswig-Holstein are an example of this. This is
mainly due to the large number of wind turbines connected to the
distribution grid. Absurdly, grid charges thus correlate positively
with a high density of renewable energies and thus contradict the
establishment of energy-intensive companies.
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introduction of three clearly defined levels that structure
the electricity market. The lowest level describes local systems in
which electricity is exchanged without using the public grid. The
second spans larger regions with a certain spatial context. The au-
thors explicitly point out that the size of these regions is still to
be determined, but assume a dimension of about 20 to 40 regions
in Germany. The last level represents the supra-regional level that
links the regions together. The transport network will be used for
the exchange between the regions. Different prices are to be ex-
pected in the individual regions due to limited transport capaci-
ties.

the regional power markets are a key element. They enable re-
gional preferences of customers to be served and allow the mar-
ket to respect network restrictions. They are explicitly not isolated
from each other but reflect different price zones as they already
exist in other systems.

fees and apportioments should be related to the three levels. Fees
and subsidies should be related to the three defined levels. For
example, vat could be eliminated for the lowest level and the elec-
tricity tax could be structured according to the levels.

causer-related grid frees are needed. This should be done in two
aspects. Through their own generation, prosumer reduce the fees
they pay, which are solely based on the amount of electricity they
purchase. Likewise, they continue to use the insurance function
of the public grid to the full extent at the expense of those who
are rolled over to the constant costs of maintaining the grid. In
addition to this problem, the principle of leveled electricity trans-
port costs should also be reconsidered. In the previous design of
the system, the transport costs are determined independently of
the geographical relationship between producer and consumer and
the actual transport costs incurred. In view of the objective of cre-
ating a nationwide energy market in Germany, the basically low
transport costs and the existing structure of the system, in which
load centers coincided with power plant locations, this regulation
was logical at the time of its establishment at the beginning of the
2000s. However, this definition ignores the potentially high grid
expansion costs caused by a drifting apart of the load and gener-
ation centers. A possible new regulation could create additional
incentives for the construction of generation plants close to con-
sumption.
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2.3.2 Further Challenges

Several other concrete problems have motivated this thesis and the de-
velopment of moces. Most of these aspects –and the problems associated
with them– are details that arise from the concrete design of the system.
The aspects presented in the following make no claim to completeness.

the missing interface to the small entities As shown in
Figure 13, virtually all consumers are connected to the medium and low
voltage grid. The vast majority of them without power measurement and
without an interface to influence the behavior of the loads. The picture
is similar to the feed-in systems. The energy quantities of the individual
consumers or producers are small, but in their sum, they have a certain
share in total consumption and generation. As explained in Section 2.2.8,
although these loads are taken into account in the load and generation
balancing processes, their behavior must be considered for granted due
to a lack of ability to interact with the systems.

Technically speaking, the necessary interface for exerting influence
would be relatively easy to implement. Under the given conditions, how-
ever, such systems often do not pay off for the end customer. Let us take
the shift in electricity consumption for hot water production as an exam-
ple. These are about 1000 kWh per person and year. Even if an balance

supplier halves the procurement given in Figure 12 due to a possible
load shift, there is only a saving potential of roughly 30€ with which the
interface would have to be financed. This potential is particularly low
because all other elements of the end customer price are fixed.

If small loads and producers are to be more closely involved in the
process of synchronizing demand and supply, then the necessary tech-
nical systems must be very inexpensive, and the other elements of the
retail price must be more dynamic.

The lack of an interface for small consumer and their poor integration
into the processes described in Paragraph 2.2.8 using standard load

profiles is linked to further detail problems in the better integration and
necessary dynamization of small loads. An example is the relationship
between pcg and balance supplier, which is limited to a 1:n relation
as given in Figure 19. This means that the pcg has an exclusive supply
contract with exactly one supplier. The contract stipulates, that the bal-
ance supplier is financially responsible for the consumption and the
differences between the forecasted and actual load. A problem arises if
the pcg is contracted with a third party influencing its load behavior. In
this case the balance supplier is responsible for a deviation from the
forecasted behavior caused by a third party.

In the German context, this problem already occurs with larger loads
providing control power, whose call-off is not coordinated by the bal-
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ance supplier, but by a third party, which offers the flexibility bundled
as balancing power. Unfortunately, in the BK-17-046 [44] administrative
procedure, that addresses this problem, a process was developed that is
specially tailored to the specific use case without fundamentally rethink-
ing the relationship between pcg, the balance supplier and set of third
parties. The basic idea of the process is that substitute measurement val-
ues are created for the supplier, which represent the load behavior of the
pcg as if no intervention had taken place on the part of the third party.

Similar constellations are also emerging for household customers.
These are made possible by existing interfaces to individual household
appliances, which allow the individual load to be shifted. Typical exam-
ples are networked white goods and heat pumps. The question of how
to deal with this influence and in what form the information about an
influence by a third party must be communicated is largely unanswered
to the author’s knowledge.

tso in particular are somewhat skeptical about this development, as
they fear that the resulting, significantly more dynamic, system will be
more difficult to manage. They attribute a certain disruptive character
to these developments, which call into question the foundations of the
electricity system. Ben Voorhorst president of entso-e expressed this
skepticism with the question “What will be the Uber moment for us?”25.

homogeneous product and ideal market The previous sec-
tion on the need for a local component in the power system shows the
need to rethink some of the building blocks in organizing the power
system. One of these specifications is the handling of electricity as a
homogeneous product, which is mainly characterized within a market
zone only by the time of delivery. Technically, this assumption is cor-
rect. Electricity supplied via the public grid does not differ from supplier
to supplier. It is perfectly replaceable. The technical quality level, e.g. in
terms of availability, depends on the network operator and cannot be
influenced by the suppliers.

From the point of view of the customer buying electricity, however,
this is no longer correct. He assesses the product electricity also on the
basis of its origin, which has two dimensions: the primary energy source
used to produce electricity and the geographical location of electricity
production. For consumers within the demand sector household, this
is shown in [72]. These two attributes can be supplemented by a third
attribute for electricity, which describes the quality level of the power in
terms of availability. This level would describe how likely it is that the
energy purchased is actually available at the time of delivery. None
of these attributes can be ‘attached’ directly to the electricity as electri-

25 See https://www.euractiv.com/section/energy/news/power-grid-operators-expe

ct-their-uber-moment/ (last accessed: 3 June 2021).

https://www.euractiv.com/section/energy/news/power-grid-operators-expect-their-uber-moment/
https://www.euractiv.com/section/energy/news/power-grid-operators-expect-their-uber-moment/
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cal energy is not a packet routed through the grid, including the sender
address, destination address and additional labels but if wanted the in-
formation can be processed supplementing IT-systems.

In principle, even under the current regulatory framework, the prop-
erties described can be rewarded by the customer and specific products
already exist to meet the customer’s wishes. There are green electricity
tariffs and an increasing number of tariffs offering regionally produced
electricity. However, the characteristics have no effect at all on the taxes
and duties summarized in Figure 12.

The third possible attribute, the availability, additionally requires the
possibility of actively intervening in electricity consumption, as the tech-
nical quality level is not affected. A technical system must therefore guar-
antee that the ‘conditional energy’ is actually consumed only when it is
available. This new type of electricity product would be interesting for
electricity storage and electric motor vehicles, which could easily deal
with a possible interruption of energy supply.

As Bagemihl et al. [73] show, the usefulness of this product lies in
the fact that it could use grid capacity, which has been kept free for
safety reasons, but which could be used for conditional energy if it can
be guaranteed that the load can be switched off without any problems
immediately. In concrete terms, the authors propose not to include the
‘conditional energy’ in the n-1 security assessment, as n-1 security is
by definition not essential for conditional loads. The author does not pro-
vide reliable data for the potentials of this approach, but in an example
in the context of a dso the grid capacity is almost doubled. The authors
of [73] also provide a first approach for an system architecture and a
possible process for the interaction of the different actors involved. The
study of is a good example that a modification of the processes shown in
Section 2.2.8 can have a decisive influence on the efficiency of the overall
system.

the fail of dividing actors into producers and consumers

pcgs are subdivided into consumer and producers, cf. Figure 19. This
classification was self-evident in the classic power system and could be
carried out without any problem. Numerous rights and obligations of
the actors are linked to this classifications assuming that a pcg is either
one or the other and does not provide for a different type of pcg.

A third class of actors, those main characteristic is to consume and
produce electricity is typically not foreseen, especially not in the regu-
lation. Storage systems in particular require special handling from the
regulatory point of view.
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2.4 challenges regarding modeling and simulation

For decades, modeling and simulation has been one of the essential
methods for making design decisions regarding the structure and opera-
tion of the power system on a sound basis. A large number of different
kind of models are used. The types of models range from those that ex-
amine specific aspects of the system in detail to those that attempt to
model the system as a whole. Due to the focus of moces, we want to
concentrate on the latter.

However, the evolution of the power system described in the previous
section not only changes the system to be modeled but also results in
challenges concerning modeling and simulation itself as the models have
to change themselves to reflect aspects not considered before.

We, therefore, describe these challenges in the following Section.
Based on Heard et al. [74], we take a very critical review in Section 2.4.1
on the use of models and simulations in the context of power systems. In
the subsequent Section 2.4.2, we present the key challenges in more con-
crete terms. This Section focuses on characteristics of the future power
system that needs to be considered more closely and is based on Pfen-
ninger et al. [4]. In Section 2.4.3 we would like to discuss some so-called
non-functional challenges such as open models and data availability. Fi-
nally, we end with a graphical illustration of possibly required model
features in Section 2.5.

2.4.1 Are all Models Wrong?

The question about the correctness of models is answered by George E.
P. Box in the mid 1970 with his famous quote26:

All models are wrong, some are useful.

The challenges that arise from this for the creation of models are sum-
marized by him as follows:

Since all models are wrong the scientist must be alert to what is
importantly wrong. It is inappropriate to be concerned about mice
when there are tigers abroad. (George E. P. Box [75])

This quotation relates the concept of the experimental frame intro-
duced in Section 1.2 as it defines the set of experiments for which the
model is useful. But what if there is no agreement about what experi-
mental frame is needed to answer certain questions? What if it is not
clear which detail can and which cannot be abstracted in the modeling

26 George E.P. Box was a statistician. His statements therefore originally refer to statistical
models. However, the statements can also be transferred to other types of models.
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process? What if there is no consensus on which aspect is a mouse and
which is a tiger?

It seems farcical, but there is widespread disagreement in the scien-
tific community on these aspects for models addressing the power sys-
tem. Heard et al. [74] draw a very gloomy picture in the article “Burden
of proof: A comprehensive review of the feasibility of 100% renewable-
electricity system” published in the relatively high-ranked journal Re-
newable and Sustainable Energy Reviews. The authors investigate the feasi-
bility of 24 studies which evaluate the question whether a power system

solely driven by vre-based power plants is viable or not. The studies
were selected according to several parameters, such as to consider larger
geographic regions like nations. The summarized result of the study is
alarming. On a scale from 0 up to 7, the best performing study has a
rating of 4; four studies have a rating of 0.

To evaluate the studies, the authors define four criteria which are used
to score the different studies.

a. The electricity demand must be projected realistically. According
to the authors, a scenario assuming a reduction in demand of elec-
tricity is unrealistic.

b. The coverage of demand must be considered time-resolved. Sel-
dom weather events such as long periods of calm spanning larger
regions should be examined. The full score for this criterion re-
quires a resolution of five minutes; a time resolution of half an
hour gives two out of three points.

c. The used model must cover the transmission grid and its restriction
concerning capacity.

d. Ancillary services required to ensure power quality have to be in-
cluded in the consideration. The authors notably name frequency
control and voltage control.

The last two criteria were met by the fewest models. Only one model
considers a temporal resolution of 5 minutes.

The actually frightening fact is not even this destructive evaluation, it
is the answer to the article in [76]. The authors claim that the criteria
of [74] used to evaluate the feasibility are heavily overrated, and other
criteria not named are much more critical regarding the feasibility of a
model. To put it less bluntly, the authors of [76] say that the evaluation
is wrong.

We are not in a position to evaluate the differences of opinion. Some
of Brown et al. [76]’s objections seem reasonable. For example, the state-
ment that frequency maintenance is a secondary problem that, if no
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smarter methods are found, can be solved at acceptable costs with con-
ventional technology. Other statements are less convincing and remain
on a narrative level. For example, the back of the napkin estimate that is
used to refute the criterion regarding rare weather phenomena. Accord-
ing to this calculation, the peak load could be covered by gas turbines at
reasonable costs in case of doubt. The estimation is based on the invest-
ment and operation costs for the power plant solely but neglect cost for
the infrastructure.

Ultimately, the dispute between the two research groups shows a fun-
damental problem which is also the most significant challenge. There
is no solid foundation, no established methodology that can be used to
derive the experimental frame needed to answer specific questions.

This lack of foundation means that every modeler has to decide for
himself which aspect have to be modeled in detail and which ones can be
abstracted to what extent. To sum it up with a quote that complements
Box’s statements from the beginning of that Chapter:

Modelers must also make sure to avoid the trap of modeling what
is easily quantifiable rather than what are the essential driving vari-
ables of the system. (Pfenninger et al. [4])

2.4.2 Main Challenges

The following overview of the basic challenges in modeling power sys-
tem is motivated by the listing of Pfenninger et al. [4] and extended by
own investigations.

2.4.2.1 Resolving Details in Space and Time

The challenge Resolving Details in Space and Time is mainly driven by the
increasing and high number of vre, that are unevenly distributed and
whose dynamic behavior depends on the actual boundary conditions at
the locations of the vre.

The feed-in of individual pv and wind power plants is highly dynamic.
Primarily, the feed-in power of pv plants can drop to a fraction of the
output within seconds due to the passing of clouds. Wind turbines have
lower maximum load gradients compared to the dynamics of pv plants,
but they are also relatively high. However, if considering the aggregated
feed-in values of ensembles of vre-based power plants the high ramp
rates are smoothed out due to a low correlation factor for the changes of
the power output. Analyzing feed-in values of wind power plants, Ernst
[77] has shown that the correlation factor for the changes within five
minutes is almost zero if the distance between the wind power plants is
above several kilometers
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This statistical smoothing effect allows to model and simulate nation-
wide power systems with a relatively coarse temporal resolution of
15 min or even 1 h without losing accuracy if investigating the cost for
the entire power system as shown by Deane et al. [78]. Their investiga-
tion considering the Irish power system shows that the estimated total
generation costs differ by only 1 % depending on either using a 5 min
or 60 min resolution. However, the investigation also shows that other
simulation results such as the estimated number of start-ups of power
plants used to balance production and consumption heavily depend on
the chosen temporal resolution.

To put the named temporal resolutions into relation, we have to men-
tion, that classic energy models used to consider the long-term evolution
of energy systems and power systems as described in Section 3.2.1 are
using much coarser resolution in time.

2.4.2.2 Handling Uncertainties

Pfenninger et al. follow Kiureghian and Ditlevsen [79] who distinguish
between two different types of uncertainties: epistemic and aleatory un-
certainty. The first one addresses uncertainties due to a lack of knowl-
edge or consciously chosen simplifications, such as using a linear model
for an aspect known to be non-linear. The second one addresses uncer-
tainties that are an intrinsically characteristic of the modeled system,
such as the diced number if the system to be modeled is a dice. The
first type of uncertainty is a fundamental problem. As a result, findings
from energy models are often fundamentally questioned as exemplarily
discussed in 2.4.1. Significant uncertainties such as the behavior of the
humans affected by the power systems and in turn affecting the power

system have hardly been understood so far.
Aleatory uncertainties can be included into the models, but typically

lead to an escalation of the model complexity. Abrell and Kunz [80], e.g.,
developed a stochastic model to analyze the effect of uncertain wind
generation to the power system with particular focus on the resulting
dispatch of the power plants. Although the authors use methods to re-
duce the number of scenarios, they end up with a simulation time more
than ten times as high as compared with a model that does not include
forecast uncertainty.

2.4.2.3 Complexity and Optimization across scales

The challenge Optimize Across Scales is heavily interlinked with the chal-
lenge Resolving Details in Space and Time. It addresses the requirement to
include phenomena of lower scale into the actual scale of the model [4].

A typical example in the context of energy system models is the inte-
gration of the (hourly) plant and storage dispatch into models address-
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ing the optimal plant and grid investment planning. A similar challenge
is posed by the integral modeling and simulation of the distribution
network and the transport network against the background of a more
actively operated distribution network. Palmintier et al. [81] publish a
proof of concept (poc) in which the Northern California grid with
more than 1.4 million nodes was simulated for one day with the help
of high-performance computers. However, the run time of the simula-
tion was about half a day. This is a period of time for which the model
is not suitable for many applications. Again, the correct choice of ab-
straction level depending on the application of the model is the primary
challenge.

2.4.2.4 Human Dimension

The human behavior is the major source for uncertainties. In addition,
as stated by Pfenninger et al. [4], the influence of the so-called human
dimension is often neglected, especially when examining the long-term
development of the energy system. This is a fundamental problem be-
cause political will and public acceptance have a large, if not the decisive,
influence on the further development of the system.

The influence of the the human dimension is not limited to the long-
term development of the energy system; it plays an important role, es-
pecially in concepts for the dynamization of consumption. How users
react to dynamic prices, for example, is still an object of investigation in
empirical studies. Klaassen et al. [82] stated, that the relatively few stud-
ies show no uniform picture. Following to the authors, among others
things, due to different appliance available at the households.

Even if scientific research such as [83] examines the role of the user
in future energy scenarios, the behavior of the users and their reaction
to new technologies is hardly understood so far and leads, according to
Pfenninger et al. [4], to the tendency to neglect these important aspects
in modeling.

Systems that are characterized by a strong interaction between hu-
mans and technical systems are also known as socio-technical system.
Due to the characteristic of the system described so far it is therefore
not surprising that the energy system is listed as a prime example of
socio-technical system, e.g. in Dam et al. [84] and Dam [85]. For the
development of moces we will therefore use some of the concepts for
modeling these systems.

2.4.3 Non-Functional Challenges

There are many other challenges in the development of models which
we would like to outline briefly due to their importance and relevance
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for this work. Despite being essential aspects, we will not discuss them
in detail, as this has already been done elsewhere. We would like to
point the interested reader to Pfenninger et al. [86] and Pfenninger et al.
[87], which discuss these topics comprehensively.

availability of data The creation and validation of models re-
quire a wide variety of data. Power plant lists, historical feed-in time
series, installed capacity of renewable energy plants, weather data, and
market prices are just a few examples. There have only recently been in-
creased efforts to make these kinds of data available openly. Examples of
this are the smard data platform27 hosted by the bnetza, that is available
since mid-2017 and provides market data for Germany, and the SciGrid
project28 that offers an open-source model of the European transmission
grid29.

open models For a long time, models that form the basis for state-
ments and recommendations were understood as treasures to be hidden
by the institutions that created them. Accordingly, they were usually not
made available to the community, not even for research purposes. The
fact that the corresponding projects and developments were often sup-
ported with public funds is also a questionable aspect of this story. The
insight that such a treasure can multiply miraculously when given to the
public has only recently come to light. A positive example in this context
is the oemof modeling framework30.

2.5 summary

In this chapter, we have provided a holistic description of the energy
and power system, and elaborated the challenges for their ms. Some
partial aspects, such as the bmp or the provision of control power, have
been discussed in more detail whenever they were relevant for the un-
derstanding of the present work.

We will conclude and summarize the chapter with a graphical repre-
sentation of the different aspects of the energy and power system, shown
in Figure 24. This kind of representation is adopted from Schaber [66],
Wiese [88] and Haller [89]. The individual aspects are called features
here, as the representation was created against the background of the
development of a model that represents or neglects certain aspects. A
feature thus stands for a sufficiently exact modeling of an aspect.

27 See https://www.smard.de/home (last accessed: 3 June 2021).
28 See http://scigrid.de, (last accessed: 3 June 2021).
29 We list SciGrid as a positive example in the open data category rather than in the open

model category, since the main contribution of SciGrid is the extensive data set of the
network model.

30 See https://oemof.org/ (last accessed: 3 June 2021).

https://www.smard.de/home
http://scigrid.de
https://oemof.org/


2.5 summary 79

The location of the features, based on the two chosen dimensions (tem-
poral and spatial resolution), and their range thus illustrate once again
the multitude of different but interlinked aspects and the different scales
on which they occur. The graph also serves as a bridge to the next chap-
ter, which will discuss the different approaches to ‘implement’ the fea-
tures in models.
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3
M O D E L I N G A N D S I M U L AT I O N A P P R O A C H E S

In the previous chapter, we addressed the transformation of the energy

system and the power system and the resulting challenges to model and
simulate the systems. In this chapter, we will give an overview of the dif-
ferent approaches, models and tools that strive to meet these challenges.
In contrast to the rather abstract view so far, we will describe concrete
questions and the models that are used to answer them in detail in this
chapter.

The chapter is organized as follows. In Section 3.1 we elaborate the
difference between two approaches that are often mixed-up, optimiza-
tion and simulation, and the difficulties to group existing models. In
Chapter 3.2 we will introduce several models with a focus on their ex-
perimental frame and the methodological framework used.

As moces uses Modelica and its equation- and component-based mod-
eling approach, Section 3.3 includes a short primer of Modelica, and a
critical examination of its suitability for the modeling and simulation of
complex energy systems. Section 3.4 outlines the main characteristics of
the agent-based modeling and simulation approach, which moces uses in
addition to the equation-based modeling approach.

3.1 types of models

3.1.1 Types of Models by Method: Optimization vs. Simulation

The different types of models used for the analysis of energy and power
systems can be distinguished based on whether either the optimization

model approach or the simulative approach is applied; they have
been introduced in Section 1.5 (p. 15 ff.). Both approaches are widely
used, but they differ substantially. We will outline this difference and
the associated advantages and disadvantages in the following.

The optimization model approach requires that the entire system is
described as an optimization problem which can be solved by a suitable
algorithm. The main drawback of this approach is the rigidity of the
mathematical formulation, as the expressivity of the model is limited to
the chosen class of optimization problems, such as linear programming,
mixed integer linear programming or non-linear programming. In gen-
eral, there is a trade-off between good performance and high expressiv-
ity. The main benefit of the optimization model approach is that the
formulation of the optimization problem includes the optimization goal

81
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and therefore gives a direct answer to the question of how the system
should be operated or designed based on the boundaries given in the
problem formulation.

The simulative approach does not include an optimization goal in-
trinsically, but it brings the freedom to use highly expressive models and
even to mix different modeling approaches. Besides, it is possible to pro-
cess individual parts of a model by different kinds of simulators that are
linked in a co-simulation approach.

Both approaches are basically used for any kind of model feature, i.e.,
in any region spanned by the temporal and spatial dimensions of Figure
24. In the field of power system models, however, models following the
optimization model approach tend to address large regions with a
relatively low spatial and temporal resolution.

A useful separation of the two approaches is given in Pfenninger et al.
[4], where the distinction is based on the respective purpose. The pur-
pose of the simulative approach is to forecast the behavior of the mod-
eled systems. In contrast, the primary goal of the optimization model

approach is to make normative statements. How the underlying model-
ing and simulation processes differ for the two approaches was already
shown in Figure 3.

Lund et al. [90] discuss the two different approaches in detail. Con-
cerning energy models, the authors argue that the advantages of the
simulation approach outweigh the optimization approach. The main rea-
son for this recommendation is that a simulation-based approach typi-
cally analyzes different scenarios against each other, whose fundamen-
tals can by given by politicians. Compared to that, optimization-based
approaches tend to determine one optimal solution, losing alternative so-
lutions in the optimization process, and thus only provide that one solu-
tion to politicians without showing alternative pathways.

The two approaches do not necessarily exclude each other. Hybrid
forms are possible and common. There are both simulation models that
include optimization models and optimization models that include sim-
ulation models, cf. Lund et al. [90].

3.1.2 Types of Models by Purpose: Model Families

In order to provide an overview of the multitude of models, it seems suit-
able to classify them according to their application or usage, to thereby
assign them to model families, and to describe these families.

However, this endeavor proves to be difficult for several reasons. One
reason is the sheer number of very specific models due to the tendency
of developing models for particular applications. Another reason is the
questionable procedure of developing models behind closed doors, and
to not disclose and share them even if they have been used to make
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political decisions. In the overview paper [4], the authors mention no
less than ten articles which try to give an overview of the different ap-
proaches and models, some with a relatively broad focus, others with a
focus on a specific application area such as energy market modeling.

The challenge of model classification is also mentioned within all
overview contributions given in the following. As a result, the clusters
chosen by the respective authors differ considerably and are mainly in-
fluenced by the selection of the considered models. Jebaraj and Iniyan
[7], who focus on models and tools for national or supra-national energy
systems, introduce the following grouping: “energy planning models”,
“energy supply-demand modes”, “forecasting models”, “optimization
models”, “models based on neural networks” and “emission reduction
models”.

Connolly et al. [6] use the following six tool types, which do not ex-
clude each other, to classify the different tools: “simulation”, “scenario
tool”, “equilibrium tool”, “top down-tool”, “bottom-up tool”, “operation
optimization tool”. Their work provides a very comprehensive overview;
the models and tools are not limited to a specific focus. The list thus
includes tools for supra-national consideration as well as tools for mod-
eling buildings and their hvac

1 systems.
[91], who focus on tools for urban development, distinguish between

“scenario models”, “operational models”, and “long-term planning mod-
els”.

Schaber [66] classifies the models based on their temporal scope in
analogy to the model features given in Figure 24. Therefore, she dis-
tinguishes between models that focus on long-term development, those
used for operational decisions and those that lie in between, named hy-
brid models.

Connolly et al. [6] additionally point out that even a common language
to unambiguously describe the functionalities of the models and tools
is missing. Wiese et al. [92] argue that there is also a lack of methods
to evaluate models against their suitability for a specific purpose, cf.
Section 2.4.1 (p. 74 ff.). The authors therefore develop the first approach
to an evaluation concept.

Despite these difficulties, we attempt a high-level grouping in the next
section.

3.2 classic model families

Confronted with the high number of approaches and methods, and their
non-uniform classification into model families, we have opted for the fol-
lowing procedure to provide an overview. Based on a high-level group-
ing performed by Pfenninger et al. [4], we will outline four different

1 heating, ventilation, and air conditioning
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model families with a clear separation between optimization and simu-
lation. We entitle these families as classic, as prominent representatives
have existed for years or even decades.

3.2.1 Energy System Optimization Models

Energy system optimization models are used since the 1970s to address
macroeconomic and ecological questions regarding the entire energy

system. Typically, they support national long-term strategic energy plan-
ning [4] and the design of the respective energy policy to control the
development of the system. In this context, the energy system is under-
stood as a process, which begins with the extraction of primary energy
and ends with serving energy to fulfill the demands of different demand

sectors, such as building, transport or industry. Therefore, this model
type intrinsically includes different energy carriers, focuses on a na-
tional, international or even global geographical level, and handles time
spans up to several decades. To enable this global perspective, a high
degree of abstraction is needed, and typically an optimization model,
mostly linear, with appropriate solvers is used. The primary purpose of
this model class is to answer the question of how to build the energy
system.

3.2.1.1 Long Term Planning, Example: markal

The initial market allocation (markal) model was the result of
joint work of seventeen nations and two international agencies, namely
the Brookhaven National Laboratory and the Kernforschungsanlage2 Jülich.
markal is not a concrete model for a specific nation, it is a modeling
paradigm that provides a standardized approach to model the energy

system of a nation. Since the modeling process results in a linear opti-
mization model, it is often referred to as a model generator. The devel-
opment process started in 1976. In 1980, models for countries such as
Belgium, Ireland, and Norway existed, and first results were published
[3]. Under the backdrop of the oil crisis of the 1970s, one particular goal
of the markal model was to help to plan an energy system that de-
pends less on oil imports. Therefore, one requirement was to be capable
of evaluating the attractiveness of existing and new technologies to ful-
fill future demands. Besides, it should also show the sensitivity of the
system regarding changing targets and imported energy. From a mod-
eling perspective, markal is a multi-period linear-programming model
that uses an externally generated price-inelastic projection of the useful

energy demand of the different sectors to determine the best design of
the system under the constraint that the demand is met in every single

2 German for Nuclear Research Center
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Figure 25: energy system model as used by markal, adapted from [93].

time slice. Time slices represent regular periods such as 08:00 – 20:00 in
the winter of the first observation year. The use of such time slices leads
to a very rough abstraction of the temporal behavior. Nevertheless, even
this kind of time handling allows to take into account the dynamic load
during the day and its seasonal dependence to a limited extend, and to
model the daily shift of energy when utilizing storage systems.

As it is typical for energy system optimization models, markal uses
a process-based approach to model the energy system. Figure 25 shows
an aggregated flow chart, as used by markal to represent the entire en-
ergy system. Unfolding the aggregated flow chart for a concrete system
results in different paths that satisfy the demand, cf. Figure 7. It is impor-
tant to note that in such a model the amount of useful energy needed
by a specific sector is fixed, while the way through the system is not. For
example, the useful energy required for residential space heat is fixed,
but it can be provided by different utilization devices which use various
forms of final energy, such as electricity, oil, natural gas or a mixture of
several kinds.

To use the markal model for a specific nation, the modeler has to
define the reference energy system, that includes all possible paths from
the sources to the demands. Also, he or she has to set the nation-specific
technical and economic parameters of the individual processes and en-
ergy carriers, such as the efficiency of a process, the different transport
costs and the investment costs. Based on this information, the optimiza-
tion model provides the best energy system.

The initial version of markal had a very coarse resolution in space
and time. It did not consider regional aspects at all and used not more
than 54 time slices to model a typical time horizon of 45 years. markal

has been continuously developed and expanded in the last decades in
the context of the energy technology systems analysis program (et-
sap) under the patronage of the international energy agency (iea).
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Following information available on the project website3, the model is still
supported and has a user group of more than 70 institutions in 37 coun-
tries. Seebregts et al. [94] give a comprehensive overview of the develop-
ments over the years. The first extensions were related to an inclusion
of a macroeconomic growth model that supersedes the price-inelastic
exogenously given useful energy demand. Later, it was extended to
handle several interconnected regions.

the integrated markal-efom system (times)4 is the official succes-
sor of markal. times uses the same modeling paradigm as markal but
enables more flexibility regarding the definition of time slices. They are
no longer fixed in length for the complete modeling duration, e.g., the
first few years can be described in more detail than the rest of the overall
period. times further allows modeling time slice-dependent parameters
and expands the capability to model storage systems. In markal, only
daily storage of electricity could be modeled [95].

The open source energy modelling system (osemosys)5 should also
be mentioned in the context of markal and times. It shares the main
principles and can be used for similar purposes. However, it is designed
as an open source tool enabling a fast learning curve and can therefore
be used easily for educational purposes as well.

The main advantage of the named models is their holistic perspective
on the energy system including the emissions of the considered system.
As the output of the models is the least-cost energy system under given
restrictions, the models can be used to identify cost-effective responses
to limits on emissions and to evaluate the effect of regulations, taxes,
and subsidies6.

The main drawback of both approaches is their coarse resolution in
space and time, which makes a correct assessment of the influence of lo-
cal and time-dependent renewable energy plants on the overall system
difficult to impossible. Overcoming this main drawback is one of the pri-
mary challenges named by Pfenninger et al. [4] and described in Section
2.4.2.1. However, this problem is intrinsic, as the scale of the resulting
optimization problems inevitably increases with higher resolutions.

3.2.2 Energy System Simulation Models

Energy system simulation models are highly related to energy system
optimization models (cf. Section 3.2.1). Following [4], energy system sim-

3 See http://iea-etsap.org/index.php/etsap-tools/model-generators/markal (last
accessed: 3 June 2021).

4 See http://iea-etsap.org/index.php/etsap-tools/model-generators/times (last
accessed: 3 June 2021).

5 See http://www.osemosys.org/ (last accessed: 3 June 2021).
6 See https://iea-etsap.org/index.php/etsap-tools/model-generators/markal (last

accessed: 3 June 2021).

http://iea-etsap.org/index.php/etsap-tools/model-generators/markal
http://iea-etsap.org/index.php/etsap-tools/model-generators/times
http://www.osemosys.org/
https://iea-etsap.org/index.php/etsap-tools/model-generators/markal
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ulation models are somewhat younger; first models were developed in
the late 1980s. They also focus on the long-term evolution of national
or international energy systems and therefore intrinsically include the
different energy carriers as well as the various demand sectors. Fur-
thermore, they also use similar spatial and temporal resolutions and are
also mainly used in the political decision-making process, but, compared
to energy system optimization models, they answer a different question.
The primary purpose of the class of energy system simulation models
is to answer the question of how the system will evolve given different
scenarios. For this purpose, the model describes the system’s behavior
by the interaction between various subsystems that represent separate
supply and demand sectors, sometimes also referred to as agents or
modules. The interaction between the agents is mostly modeled by their
participation in markets. This approach brings great liberties in describ-
ing the behavior of individual agents, that can also include decisions on
investment.

3.2.2.1 Long-Term Planning, Example: primes

The price-induced market equilibrium system (primes) model was
developed by the National Technical University of Athens in the mid-1990s
and is still maintained by the same university, respectively its E3MLab.
The primes model simulates the European energy system and is used
to forecast its evolution; e.g., it was heavily used in the EU Reference
Scenario 2016 that provides a possible pathway for the energy system

up to the year 2050 under the assumption that the action targets for
2020 regarding greenhouse gases and renewable energy sources will be
reached. Despite this central role and ongoing criticism, e.g., by [87],
the model code is closed source. However, the lab provides a model
description [96], which we refer to in the following.

primes uses a modular structure in which each module, called agent,
represents the behavior of a type of energy consumer or producer, such
as the households of a specific nation. The different modules are linked
to each other via markets, for which an integration algorithm determines
a market equilibrium or a state in which all markets are in equilibrium
simultaneously. Concretely, it determines an equilibrium by finding a
price for each energy carrier such that the demand meets the supply;
the equilibrium is static for each model time step that covers 5 years. The
spatial resolution of primes is limited to nations.

The core element of primes are individual agents that try to minimize
their costs or maximize their revenues. Agents who consume energy are
modeled as price takers who perform a minimization based on a sophis-
ticated projection of the energy demand. The demand for useful energy,
such as low-temperature heat in the industrial sector, is modeled by an
individual consideration of nine sectors, such as building material pro-
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duction, and a total of 24 sub-sectors, like cement, ceramics or glass. To
meet this demand as cost-effectively as possible, the respective agent can
not only use various technologies with different needs of final energy; it
can also invest in energy efficiency measures. This agent-based model-
ing leads to a characterization of primes as a model with microeconomic
foundations.

For the model part that reflects the power system, the modular struc-
ture allows for a higher temporal resolution than the otherwise used
five years. According to the authors, primes uses a “very detailed model
for electricity generation, trade and supply and for steam generation
and distribution” (E3MLab [96], p. 113). However, this statement of de-
tailed modeling must be put into proportion. The electrical grid and its
restrictions are mapped, but only with one node per country. The sim-
ulation of the system is not carried out for every single hour, but on
the basis of selected type days; the demand for electricity is modeled as
price-independent. Following the documentation of primes, the system
is simulated by formulating a unit commitment problem; we will further
explain this type of modeling in Section 3.2.3.1.

The typical use case of the model can be described best with the input
and output variables of a model run. We list the most typical ones in the
following:

Inputs
Development of gross domestic
product and economic growth per
sector
Development of world prices of
fossil fuels
Taxes and subsidies
Climate action targets
Characteristics of future technolo-
gies
Potentials for renewable energy

source (res)

Outputs
Detailed energy balances for dif-
ferent energy carriers

Demand projections for useful

energy

Investment in different sectors
CO2 and further greenhouse gas
emissions
Energy flows between European
countries and between Europe
and other states

When considering the input variables, it becomes clear that they them-
selves are in reality dependent on the energy system, even though they
are assumed to be fixed. Assumptions made for the inputs and thus also
for the results of the models are therefore subject to uncertainties. The
model developers therefore describe the ability of their model with the
term projection rather than with the term forecasting to underline the pur-
pose of the model, which is to project the long-term development of the
energy sector based on assumptions for the economic evolution. To be
able to model interactions with the economy, primes can be used in a
closed-loop simulation along with the GEM-E3 model7.

7 See https://ec.europa.eu/jrc/en/gem-e3/model (last accessed: 3 June 2021) for an
overview.

https://ec.europa.eu/jrc/en/gem-e3/model
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Like its US counterpart nems
8, primes is one of the most complex

models in the field of energy system analysis. However, this complexity
also means that the models, even if they are under the public domain
like nems, are hardly used outside the institutes that develop them; a
broad discussion of the assumptions underlying the models is therefore
difficult up to impossible.

3.2.3 Power System Optimization Models

Power system optimization models focus on the electricity system and
largely ignore other energy carriers. Typically, their modeling granu-
larity regarding spatial resolution, temporal resolution, and modeling
depth is significantly higher compared with energy system models.

Based on the optimization goal, the model family can be further di-
vided into two sub-families: models used to optimize the operation of
a system under the assumption that the structure of the system is fixed,
and models used to find the optimal structure or an optimal develop-
ment of an existing structure. In the last decade, a third group of models
came into the focus of the research community: the so-called hybrid mod-
els are placed between the two aforementioned families. These models
have the same purpose as those models that determine an optimal struc-
ture, but they also describe the daily optimization to correctly reflect the
effect of vre-based power plants on the optimal structure of the power

system.

3.2.3.1 Operation Models, Example: Unit Commitment Problem

In the period before the liberalization of the energy market, operation
models were used to operate the system optimally. Optimal in this con-
text typically meant to serve the required load as cost-effectively as pos-
sible. The result of the optimization was the decision which conventional
power plants produce electricity at which times.

Operation models are among the oldest models in the field of power

system modeling. Already in 1943, Steinberg and Smith [97] published a
summary of related work. Some of the named contributions go back to
the 1920s, e.g.,Davison [98]. Even if the task to solve remained the same
for several decades, the methods used changed over the decades. Linear
and non-linear optimization problems have formed the methodological
foundation since the 60s at the latest. According to Wood et al. [99],
great progress was made in the area during the decade between 1985

and 1995; improved methods and more powerful computers made it
possible to integrate line losses and capacity limits into the formulation
of optimization problems.

8 national energy modeling system
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Following Wood et al. [99], the family of operation models can be fur-
ther divided into the following subgroups: Unit Commitment Models, Eco-
nomic Dispatch Models and Optimal Power Flow Models.9 Unit Commitment
Models address the so-called ucp:

Given that there are a number of subsets of the complete set of Ngen.
generating units that would satisfy the expected demand, which
of these subsets should be used in order to provide the minimum
operating cost? (Wood et al. [99])

Economic Dispatch Models differ from Unit Commitment Models in that
the subset of active generating units is fixed, but the optimal operating
points of the individual power plants still have to be determined. From
a traditional perspective, both model types do not include a model of
the electric grid. In contrast, Optimal Power Flow Models typically link
an Economic Dispatch Model with a model of the grid that also includes
losses. They can also be regarded as a generalization and extension of
the Economic Dispatch Models.

In a fully liberalized power system, cf. Table 2, the classic ucp no
longer exists due to the lack of a central planning authority, but it is
still a central issue in a slightly modified form. E.g., in the US ‘stan-
dard’ market design, it is used to determine cost-optimal schedules from
bids taking into account grid restrictions. In this context, it is known as
security-constrained unit commitment (scuc). In addition, the ucp

is used by generation companies to determine an optimal use of their
power plant fleet.

Nevertheless, we formally introduce the ucp, as it is often used to
model the electricity market and, therefore, the operation frequency of
different types of power plants and the resulting electricity costs. An
example for this usage is the primes model, cf. Section 3.2.2.1; another
case is the urbs-EU model, cf. Section 3.2.3.2.

To give an insight into the depth of modeling, we present a short
primer on the ucp, as given by Carrion and Arroyo [100]. In a general
form, ucp is described by:

min ∑
t∈T

∑
j∈J

cp
j [t]︸︷︷︸

prod. costs

+ cu
j [t]︸︷︷︸

startup costs

+ cd
j [t]︸︷︷︸

shutdown costs

(3.1)

9 Unfortunately, Wood et al.’s nomenclature is not universal; in particular, the term Unit
Commitment Problem is often used as an umbrella term for different types of operation
models.
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subject to

∑
j∈J

pj[t] = D[t], ∀t ∈ T (3.2a)

∑
j∈J

pj[t] ≥ D[t] + R[t], ∀t ∈ T (3.2b)

pj[t] ∈ Πj[t], ∀j ∈ J , ∀t ∈ T (3.2c)

with the following variables (constants respectively input variables are
marked with ’fixed’):

J set of all conventional power plants,
T considered time span,

cp
j [ t ] production costs of unit j in time period t,

cu
j [ t ] startup costs of unit j in time period t,

cd
j [ t ] shutdown costs of unit j in time period t,

p j [ t ] power output of unit j in time period t,
D [ t ] load demand in time period t (fixed),
p j [ t ] maximum available power of unit j in time period t,
R [ t ] spinning reserve required in time period t (fixed),

Π j [ t ] region of feasible production of unit j in time period t.

The constraints given by the Equations 3.2 represent the condition of
balancing production with consumption (Eqn. 3.2a), to provide spinning
reserve (Eqn. 3.2b), and to operate the individual plants in a feasible re-
gion (Eqn. 3.2c); Equation 3.2c is a shortened representation of operation
constraints of the individual plants, such as generation limits, ramping
limits, and limited up and down times leading to an inclusion of binary
decision variables into the ucp. The time period covered by T typically
spans one day; a standard value for the time period t is 1 h or 15 min.

In this general representation, the ucp is a hard to solve non-linear
mixed integer problem. Carrion and Arroyo [100] therefore reformulate
it as a linear objective function, which is more efficient to solve. A piece-
wise linear function is used for the production costs cp

j , which are gener-
ally assumed to be quadratic as a function of the power output; a mixed-
integer linear formulation is used for the startup costs cu

j to approximate

the off-time dependent startup cost; and, the shutdown costs cd
j are de-

scribed with a constant value Cj for each shutdown event, formulated
by means of a binary variable vj[t] representing the state (on/off) of the
power plant:

cd
j [t] ≥ Cj

(
vj[t− 1]− vj[t]

)
, ∀j ∈ J , ∀t ∈ T (3.3a)

cd
j [t] ≥ 0, ∀j ∈ J , ∀ t ∈ T (3.3b)
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In their work, Carrion and Arroyo use a formulation for the con-
straints (Eqn. 3.2) which, apart from the binary variables vj, does not
require any additional binary variables, and thus leads to a mixed in-
teger linear programming (milp) formulation that can be solved ef-
ficiently without neglecting the basic properties of conventional power
plants.

The formulation of the ucp as milp is sufficiently efficient in terms of
computation time for the primary use-case of the ucp; the calculation
times are in the range of minutes. However, if a ucp is used to model the
daily power plant operation within a holistic model of the power system

considering time intervals of years, a linear form of the ucp without
binary decision variables has to be used to keep the complexity of the
holistic model at an acceptable level. However, this limitation inevitably
requires neglecting state-dependent startup and shutdown costs as well
as simplifying technical restrictions such as state-dependent load gradi-
ents or minimal downtimes and uptimes.

An example of this is the formulation used by the urbs-eu model,
which is presented in the next section. The model neglects the terms cu

j [t]
and cd

j [t] of Eqn. 3.1, and the operation constraints 3.2c are simplified to
a constant ramping limit and a constant lower and upper operation limit.

3.2.3.2 Hybrid Models, Example: urbs-eu

Hybrid models of the power system combine the characteristics of oper-
ation models as presented in the previous section with long-term plan-
ning models. Their primary application is similar to that of the long-
term energy system optimization models, cf. Section 3.2.1, but the focus
is on the electricity sector solely. Hybrid models are an answer to the
challenge of resolving details in space and time, cf. Section 2.4.2.1, as they
include the daily operation patterns influenced by the increasing share
of vre-based power plants into the long-term consideration to improve
the quality of the latter.

The main advantage of the hybrid models is their level of detail regard-
ing temporal and spatial resolution, and their modeling depth, allowing
an in-depth insight into the optimized system, such as into the electric-
ity price for a particular time step. The term high resolution must be seen
in relation here. The models typically use time steps of one hour and
the number of individually modeled regions is often below 100. If techni-
cal constraints of individual plants are modeled, they are modeled in a
simplified way.

The main problem is the size of the optimization problem that scales
with the number of time steps and regions. In combination with the long
time periods of typically 50 years, the size of the models quickly reach
a size hard to be solved even with high-performance systems. Several
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different approaches, cf. Cao et al. [101], to improve the performance of
solvers or to reduce the size of the system without loosing accuracy exist,
but no approach is capable of addressing the intrinsic problem.

The urban research toolbox: energy systems (urbs)-eu model was
developed by Schaber [66] in her doctoral thesis to investigate the im-
pact of vre-based power plants to the grid on a European level and to
make reliable statements about optimal pathways to ingrate them. The
primary focus is on the effect of a European overlay grid and how it
should be designed. For her work, Schaber uses the urbs model gener-
ator. Following the author, the method urbs was introduced in 2004 for
the analysis of urban energy systems and later on applied to several re-
search questions, especially in the area of power systems; Dorfner [102]
further developed the method in his doctoral thesis. The urbs model
generators and associated tools are available as open source implemen-
tations10, whereas the models themselves, such as urbs-eu, are typically
closed source.

urbs-eu is a linear optimization model with the optimization goal to
minimize the total cost, which is defined as the sum of investment costs,
fixed operation costs, and variable costs. For an overview, we list the
inputs and outputs based on Schaber [66]:

Inputs
Techno-economic parameters
(costs, fuel, prices, efficiencies)
Load and renewable supply pro-
files (per model region and time
step)
Existing infrastructure (per model
region)
Limits to infrastructure exten-
sions (potential political circum-
stances)

Outputs
Power plant dispatch and addi-
tions
Grid capacity usage and exten-
sion
Storage dispatch and extension
Energy price and total costs
Emission per region and source

To give an insight into the modeling depth of urbs-eu, we outline
the characteristics of the model. It models the European power system

by means of 83 nodes, interconnected by transmission lines. Each node
represents a region, and its generation and load. 50 of the nodes are on-
shore regions, 33 are offshore regions. The individual power plants are
assigned to the respective next node and aggregated per technology and
fuel. The hourly load values of the individual nodes are inelastic regard-
ing the energy prices and are given as time series; a similar approach is
used for the feed-in characteristic of vre-based power plants. Hydro stor-
age is included into the model. For each node, an energy balance guar-
antees that the consumption of the node is covered at all times by the
generation at the node, or by energy flows through the lines connected
to it. The capacity of the edges interconnecting the nodes represents the

10 See https://github.com/tum-ens/urbs (last accessed: 3 June 2021).

https://github.com/tum-ens/urbs
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individual transmission lines. If the edges connect different countries,
the data for transmission capacity is taken from entso-e that publishes
the net transfer capacitys (ntcs). For edges representing lines within
one country, data is obtained from publicly available grid data.

The modeling depth is typical for linear optimization models. Con-
ventional power plants are described with the following set of equation:

pj[t] = ηj · pfuel
j [t] (3.4a)

pj[t] ≤ aj · cj[t] (3.4b)
|pj[t]− pj[t− 1]| ≤ τj · cj[t] (3.4c)

Cmin.
j ≤ cj[t] ≤ Cmax.

j (3.4d)

with the following variables (constants respectively input variables are
marked with ’fixed’):

J set of all power plants,
p j [ t ] power output of unit j in time period t,

n j efficiency factor of unit j (fixed),
p fuel

j [ t ] fuel consumption of unit j in time period t,
a j availability factor of unit j (fixed),

c j [ t ] utilized capacity of unit j it time period t,
τj ramping restriction of unit j (fixed),

Cmin./max.
j operation limits of unit j (fixed).

pj[t] therefore represents the electrical energy produced by a specific
type of power plant, such as a combined cycle gas turbine (ccgt), at
a specific node within a given time interval t spanning one hour.

If a vre-based power plant is represented by the given set of equations,
Eqn. 3.4c is substituted by:

pj[t] = c f j[t] · aj[t] · cj[t] (3.5)

with c f j[t] being the time-dependent capacity factor for vre obtained
from weather data.

Due to the reduced modeling depth of the technical restrictions, cf.
ucp in Section 3.2.3.1, the model tends to overestimate the flexibility
of conventional power plants –a problem that is also mentioned by the
authors themselves. For example, the model allows a sluggish power
plant, such as a nuclear power station, to be shut down for one hour,
which is not feasible in reality.

The power flow between the nodes is “modeled as a transport prob-
lem, neglecting the nature of the AC load flow” (Schaber [66]). Specifi-
cally, Kirchhoff’s first law is used to formulate that all power flows into
one node sum up to zero. Transmission losses are assumed to be linear
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with the utilization of the line. This choice is based on findings from
Ahlhaus and Stursberg [103], according to which the model errors due
to this simplification can be accepted for the purpose of the model.

As typical for linear optimization problems, the energy market is not
modeled explicitly. The dispatch of the power plants strictly follows the
optimization function that determines the cost-optimal power produc-
tion for each individual hour. Possible forecast errors with regard to the
load and feed-in of vres are not taken into account.

Although the urbs-eu model is used to make statements on an opti-
mal pathway for the power system and includes investment decisions
regarding grid extension and conventional power plants, only a tem-
poral scope of one year is chosen. The investment costs are therefore
integrated into the problem via their annuity. The respective annuity is
determined using the weighted average cost of capital (wacc) ap-
proach; a technology-related depreciation period and a discount rate are
assumed. In order to further reduce the number of time steps, the entire
year is simulated with time slices to reduce the number of considered
‘steps’ to 1008.

Models of the type of hybrid models are in particular focus of further
development, and the boundaries between power system optimization
models and energy system optimization models are becoming increas-
ingly blurred. For example, Schaber [66] develops a urbs-based model
specifically for Germany that also includes the hydrogen as well as the
heat sector to allow the investigation of research questions regarding sec-
tor coupling. Gils et al. [104], who use a renewable energy mix (remix)-
based11 model, called Remix-OptiMo, put a special focus on the exten-
sion of the power system with storage capacities.

3.2.4 Power System Simulation Models

The group of power system simulation models subsumes a large num-
ber of models with different purposes. Some of the models focus on the
power system in a holistic manner, e.g. the commercial tool plexos

12,
bringing them close to energy system simulation models (cf. Section
3.2.2). However, most of the models address specific aspects of the
power system. From this group, we would like to outline two model
types: agent-based energy market models, cf. Section 3.2.4.1, and ordi-
nary grid simulation models, cf. Section 3.2.4.2.

11 remix is a closed-source modeling framework maintained by the deutsches zentrum

für luft- und raumfahrt (german aerospace center) (dlr), see https://www.dlr.

de/tt/en/desktopdefault.aspx/tabid-2885/4422_read-12423/ (last accessed: 3 June
2021) and Scholz [105]

12 See https://energyexemplar.com/software/plexos-desktop-edition/ (last accessed:
3 June 2021).

https://www.dlr.de/tt/en/desktopdefault.aspx/tabid-2885/4422_read-12423/
https://www.dlr.de/tt/en/desktopdefault.aspx/tabid-2885/4422_read-12423/
https://energyexemplar.com/software/plexos-desktop-edition/
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3.2.4.1 Energy Market Model, Example: Agent-based Modeling

The liberalization of the energy markets in the late 1990s and 2000s led to
the question of how the energy markets should be designed [106]. This
question was and is mainly addressed with a method that was in focus
at the same time, namely agent-based modeling and simulation. As moces

itself also uses an agent-based modeling and simulation approach, we
will explain this method in more detail in Section 3.4. Overviews of the
research activities in the context of power systems are given by Weidlich
and Veit [107], Guerci et al. [106], and Ringler et al. [108]. While Weidlich
and Veit and Guerci et al. focus on agent-based modeling for the interac-
tion at the wholesale electricity markets, Ringler et al. have a somewhat
broader focus, also addressing agent-based modeling and simulation for
prosumer behavior and decentralized structures.

agent-based modeling of electricity systems (ames) is an open-
source implementation of a U.S. style wholesale market. The primary
focus of the tool is to allow the investigation of the “complex interplay
among structural conditions, market protocols, and learning behaviors
in relation to short-term and longer-term market performance” (Sun and
Tesfatsion [109]). The initial version of ames was published in 2007 [109],
and the tool is still maintained by the Iowa State University.13 Regarding
the modeling of the wholesale market, in its core, ames solves a ucp.
Generators and loads act as agents on the market, and the modeler can
define a static or self-learning strategy for the agents.

Based on ames, Veit et al. [110] investigate the German wholesale mar-
ket. Their focus is on the effect of the increasing share of wind power
plants and the corresponding limitations regarding the grid, especially
regarding the capacity of the transmission lines connecting the individ-
ual zones of the four German tsos. A total of six different zones are
considered, and the connections to foreign markets are included in a
simplified way assuming a fixed exogenous price.

Conventional power plants, hydroelectric power plants, wind power
plants, and loads are modeled as agents interacting at the wholesale
market. Only the agents representing the conventional power plants im-
plement a self-learning bidding strategy, all other agents are using a
predetermined and static bidding strategy. The loads, for example, are
assumed to be price-insensitive and thus follow a “buy at any price”
strategy.

For the learning strategy of the conventional power plants, Veit et al.
use a common approach based on the reinforcement learning model
developed by Erev and Roth [111]. The basic idea is that the individual
agents learn an optimal strategy based on their experience in the past.

13 See http://www2.econ.iastate.edu/tesfatsi/AMESMarketHome.htm (last accessed: 3

June 2021).

http://www2.econ.iastate.edu/tesfatsi/AMESMarketHome.htm
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In this specific case, the individual agent j learns to select the best offer
curve n from a set of |N | = 16 predefined offer curves. The elements
within the set of offer curves range from a curve that represents the set-
point dependent marginal costs in a linear way to a curve four times
as high. This offer curves resemble the production costs cp

j [t] of the ucp,
cf. Section 3.2.3.1.

In the initial round t = 0, the propensities qj,n[t] to select one specific
offer curve k out of the set N are equal for all possible offer curves
(qj,n[0] = qj,n+1[0] = . . . = qj,|N |[0]). In each round t, the propensities
of the offer curves are updated depending on the profit prfj,k[t] earned
with the selected offer curve in this round:

qj,n[t + 1] = (1− ϕ) · qj,n[t] + rj,n, (3.6a)

rj,n =

(1− ε) · prfj,k[t] if k = n
ε
|J|−1 · qj,n[t] if k ̸= n

. (3.6b)

These propensities are used to determine the probabilities to choose
an offer curve:

pj,n[t] =
eqj,n[t]/c

∑n∈N eqj,n[t]/c
. (3.7)

The individual parameters ϕ([0, 1]), ε([0, 1]), and c((0, ∞)) represent spe-
cific aspects of the learning strategy. ϕ reduces the importance of expe-
rience in the past. ε was introduced by Erev and Roth [111] as experi-
mentation parameter to update the selected as well as similar strategies.
In the present modification (Eqn. 3.6), all strategies are assumed to be
equally dissimilar; the parameter therefore loses its meaning in this case.
c effects the speed of convergence.

The authors use the developed and parameterized model to inves-
tigate a total of eight different scenarios. They combine the following
three factors: grid capacity limitations vs. no limitation, high vs. low
wind power feed-in, and strategic vs. no strategic behavior. No strate-
gic behavior means that the agents representing the conventional power
plants place an offer with their marginal costs. The results are hardly
surprising and qualitatively consistent with expectations: a higher share
of wind power reduces wholesale market prices, and the restrictions on
transmission capacity lead to different prices in the respective zones.

The third finding is that if agents representing conventional power
plants follow a strategic behavior, the market prices for energy increase
and social welfare decreases. Ultimately, this last insight shows that the
agent-based approach is suitable for describing the actual behavior of
actors in the energy market. They learn to exploit their market power,
which in this case is based in particular on the fact that the demand
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is inflexible in terms of price. Absurdly, this modeling of market power,
which is actually correct, would lead to a false statement about the actual
real-world development of electricity prices. This is because such a be-
havior learned by the agents is classified as abusive due to their market
power by the antitrust authorities and is, therefore, not accepted.14

Agent-based modeling and simulation is repeatedly mentioned as a
key idea for correctly mapping not only the complexity of the electricity
market but also that of the entire electricity system, e.g. by Pfenninger
et al. [4] or Dam [85]. emcas

15 and GridLab-D16 are examples of tools
using an agent-based approach.

3.2.4.2 Grid Simulation, Example: Power Flow Calculation

All modeling approaches presented so far have largely simplified the
grid itself and the machines connected to it; dynamic phenomena, such
as machine dynamics, have not been taken into account. Moreover, a
single variable, representing the active power, has usually been used to
model the behavior of a machine as a function of time. Grid simulation
tools, also referred to as power system analysis tools, focus on these top-
ics at the expense of neglecting other characteristics of the power system,
such as the energy market or the user behavior. In a grid simulation tool,
such characteristics are external and are represented in the parameters
of the boundary nodes, such as a PQ bus used to model a simple load.
With reference to the spectrum of modeling and simulation, cf. Figure 2,
it can be noted that grid simulation models are placed on the right edge
of the spectrum; the systems are very well understood and the models
are suitable for design purposes.

An overview of the different dynamic processes in the network is
given in Figure 26. It shows a multitude of different phenomena on dif-
ferent time scales. Transient processes in the grid itself, shown in red in
the figure, have the smallest time constants. These are electromagnetic
transients and traveling waves which are triggered, e.g., by switching on
an electric motor. The time constants of the dynamics of the machines
connected to the network, shown in blue in the illustration, are substan-
tially larger. Significant for the dynamics of the machines are in particu-
lar the electromechanical transients of the turbine-generator group and
the dynamics caused by the used controllers.

14 The German Federal Cartel Office classifies the financial withholding of capacity as
abusive behavior, cf. [112, p.22].

15 emcas, short for Electricity Market Complex Adaptive System, see https://ceeesa.es.

anl.gov/projects/emcas.html (last accessed: 3 June 2021) and Conzelmann et al. [113],
was developed by the Argonne National Laboratory but it is not supported anymore.

16 GridLab-D is maintained by the U.S. Department of Energy, see https://www.gridlabd

.org/ (last accessed: 3 June 2021) and Chassin et al. [114].

https://ceeesa.es.anl.gov/projects/emcas.html
https://ceeesa.es.anl.gov/projects/emcas.html
https://www.gridlabd.org/
https://www.gridlabd.org/


3.2 classic model families 99

10−6 10−3 100 104

Lightning Transients

Switching Transients

Stator Transients

Electromechanical
Transients

Control Dynamics

Thermal Transients

Power Flow

PD
E

O
rd

in
ar

y
D

iff
er

en
ti

al
Eq

n.

A
lg

eb
ra

ic
Eq

n.

time constants [s]

Figure 26: Dynamic phenomena in grids and controlled machines, Figure
adapted from Andersson [115, p. 81] and Marenbach et al. [116, p.
386].

For most investigations, it is not necessary to consider the electromag-
netic processes and, therefore, a static model of the grid using algebraic
equations solely is used. This static analysis of the grid is known under
the term power flow analysis or load flow study and is a basic functionality
of grid calculation tools such as as pandapower

17. Since moces allows
for the modeling of the grid by a static model, we will briefly introduce
the power flow model, based on the formulation by Andersson [115].
The power flow model considers the grid as a set of nodes n ∈ N , also
called buses, connected by branches bn1,n2 ∈ B; these branches represent
the lines. Each node n is associated with four variables:

Un voltage magnitude at node n,
θn voltage angle of node n,
Pn active power feed into node n,

Qn reactive power feed into node n.

Depending on the type of node, two of the four variables are known. If
P and Q are given, we speak of a PQ bus, if P and U are given, of a PU
bus. Which type is used, depends on the technical system described by
the bus: PQ buses are used to model loads, PU buses for generators.

17 pandapower is an open-source power system analysis tool maintained by Fraunhofer
IEE and the University of Kassel, see https://pandapower.readthedocs.io (last ac-
cessed: 3 June 2021).

https://pandapower.readthedocs.io
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The load flow model is obtained by formulating the node equations,
according to which all power flows into the node n through connected
branches (Pn,m, Qn,m) and injected at the node (Pn, Qn) sum up to zero:

Pn = ∑
m∈Mn

Pn,m (Un, Um, θn, θm) , (3.8a)

Qn = ∑
m∈Mn

Qn,m (Un, Um, θn, θm) . (3.8b)

with Mn being the set of all nodes connected to the n-th node by a
branch.

Unfortunately, the functions Pn,m(·), Qn,m(·) have a non-linear form;
even for simple network elements like transmission lines modeled with
a π-model and neglecting power losses, we get [115, p. 21]:

Pn,m = Pm,n = −bn,mUnUm sin (θn − θm) , (3.9a)
Qn,m = −U2

n(bn,m + bsh
n,m) + UnUmbkm cos (θn − θm) , (3.9b)

Qm,n = −U2
m(bn,m + bsh

n,m) + UnUmbkm cos (θn − θm) (3.9c)

with bn,m and bsh
n,m representing the series respectively the shunt sus-

ceptance of the transmission line. Like the ucp, this non-linearity has
brought generations of scientists into wage and bread by developing
methods to formulate and solve the systems of equations as efficiently as
possible. A further discussion should be dispensed with, but we would
like to summarize that ultimately there is a non-linear system of alge-
braic equations of the following form:

0 = f1 (y1, m1, p1) , (3.10)

with:

y1 vector of unknown variables,
m1 vector of given variables,
p1 vector of parameter.

If a synchronous generator is part of the model and is described as a PU
bus, its active power P as well as its voltage magnitude U is part of the
known variables m.

When the stability of the network is to be investigated, static modeling
of the system is no longer sufficient. Following a definition of the ieee,
the term stability is to be understood as follows:

[...] stability is the ability of an electric power system, for a
given initial operating condition, to regain a state of oper-
ating equilibrium after being subjected to a physical distur-
bance, [...] so that practically the entire system remains intact.
(Andersson [115])
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It is, thus, an umbrella term for several different effects; Andersson [115]
distinguishes between rotor-angular, frequency, and voltage stability. Fre-
quency stability addresses the task to maintain a grid-wide balance be-
tween active power fed into the grid and consumed power. We have
already discussed this task from the perspective of the responsible role

(cf. Section 2.2.7.1, p. 50), the market processes, (cf. Section 2.2.8.2, p. 57),
and the related markets (cf. Section 2.2.9.2, p. 63) in Chapter 2. Since
moces supports the modeling of frequency stability, we will introduce
its mathematical formulation.

Modeling the frequency dynamic requires the inclusion of the dy-
namic electromechanical phenomena taking place in the synchronous
machine of the conventional power plants and the turbine. Their be-
havior can be described using a set of differential algebraic equations
with the swing equation in its core, [115, p. 104]:

ωm J
d2θm

dt2 = Pm − Pe, (3.11)

with:

ωm mechanical angular velocity,
J inertia of the machine,

θm mechanical angle of rotor,
Pm mechanical power on the rotor of the machine,
Pe electrical power on the rotor of the machine.

Together with a set of equations describing the generator machine, the
equations finally form a differential algebraic equation (dae) . Com-
bined with the equations describing the grid, Eqn. 3.10, both sets of equa-
tions form a system of equations that needs to be solved in order to de-
scribe the dynamic behavior of the grid. Although general approaches
exist to directly process the resulting system of equations, cf. Section
3.3.1, corresponding tools use optimized simulation techniques. In prin-
ciple, the two systems of equations are considered separately. In a cycli-
cal approach, first, a solution for 3.10 is determined, and then used as a
fixed solution for the equations describing the dynamic of the grid, e.g.
Equation 3.11, and so forth.18

3.3 modelica , a candidate for a modeling language for

energy and power systems

The term modeling language is not precisely defined and describes any
type of artificial language that allows information about a system to be

18 See https://www.slideshare.net/luigivanfretti/wanted-open-ms-standards-and

-technologies-for-the-smart-grid-introducing-rapid-and-ipsl-oss-tools-for-

power-system-model-simulation-and-model-validation-from-the-fp7-itesla-p

roject (last accessed: 3 June 2021) for a short introduction.

https://www.slideshare.net/luigivanfretti/wanted-open-ms-standards-and-technologies-for-the-smart-grid-introducing-rapid-and-ipsl-oss-tools-for-power-system-model-simulation-and-model-validation-from-the-fp7-itesla-project
https://www.slideshare.net/luigivanfretti/wanted-open-ms-standards-and-technologies-for-the-smart-grid-introducing-rapid-and-ipsl-oss-tools-for-power-system-model-simulation-and-model-validation-from-the-fp7-itesla-project
https://www.slideshare.net/luigivanfretti/wanted-open-ms-standards-and-technologies-for-the-smart-grid-introducing-rapid-and-ipsl-oss-tools-for-power-system-model-simulation-and-model-validation-from-the-fp7-itesla-project
https://www.slideshare.net/luigivanfretti/wanted-open-ms-standards-and-technologies-for-the-smart-grid-introducing-rapid-and-ipsl-oss-tools-for-power-system-model-simulation-and-model-validation-from-the-fp7-itesla-project
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expressed in a structured manner [117]. We would like to narrow down
the term considerably:

A modeling language is an artificial, human- and machine-readable
language with which the dynamic behavior of a system can be un-
ambiguously described. It is only a modeling language if at least
one interpreter (simulator) exists that can determine the behavior
solely from the –potentially automatically transformed– model.

Quite annoyingly, there is no such thing as the one holistic modeling

language that is widely used by the community for the modeling of
energy and power systems. All of the tools and frameworks mentioned
in the previous Section 3.2 use different modeling languages.

Modelica is a frequently discussed candidate for such a holistic mod-
eling language [e.g. 118, 119]. We use it for moces to enable a straight-
forward modeling and simulation of power systems. In this section, we
therefore outline its main principles (Sections 3.3.1 and 3.3.2), discuss
challenges (Section 3.3.3) but finally justify the choice (Section 3.3.4) and
provide an overview over related work (Section 3.3.5).

3.3.1 Modelica Language Elements

Modelica is a declarative modeling language for complex systems,
maintained by the Modelica Association.19 It follows an acausal modeling
approach, cf. Section 1.6 for further information. The modelica lan-
guage specification (mls) [120] defines its syntax, that can be used to
describe models in a component-oriented manner. To briefly and com-
pactly describe Modelica, we refer to the abstract of the mls:20

Modelica is a freely available, object-oriented language for modeling
of large, complex, and heterogeneous systems. It is suited for multi-
domain modeling, for example, mechatronic models in robotics, au-
tomotive and aerospace applications involving mechanical, electri-
cal, hydraulic control and state machine subsystems, process ori-
ented applications and generation and distribution of electric power.
Models in Modelica are mathematically described by differential, al-
gebraic and discrete equations. No particular variable needs to be
solved for manually. A Modelica tool will have enough information
to decide that automatically. Modelica is designed such that avail-
able, specialized algorithms can be utilized to enable efficient han-
dling of large models having more than one hundred thousand equa-
tions. Modelica is suited and used for hardware-in-the-loop simu-
lations and for embedded control systems. (Modelica Association
[120])

19 See https://modelica.org (last accessed: 3 June 2021) for further information.
20 Doing so is inspired by Liu [121].

https://modelica.org
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Figure 27: Modelica diagram representing an RC circuit.

For a detailed description of Modelica, please refer to the language
specification [120], or to Fritzson [14]. Here, we dispense with a detailed
description of Modelica, and instead illustrate the basic language con-
structs with an example. For this, we refer back to the RC circuit with
ideal current source already introduced in Section 1.6, Figure 6b, which
is extended by a signal source controlling the ideal current source. The
corresponding Modelica diagram is shown in Figure 27, and listing 3.1
provides the corresponding Modelica code.

As can be seen from the code lines 27–32, the Capacitor is described in
a straightforward way by a differential equation, i = C du

dt
21, as a function

of the voltage drop u over the capacitor, the current of the element i
and the time-invariant value for C, declared as known a priori by the
keyword parameter. The variables as well as basic algebraic equations
are inherited from the base class OnePort, cf. lines 8-17, by the keyword
extends. This base class, from which the model Resistor also inherits,
is marked with the keyword partial. It indicates that the model is not
balanced and, therefore, cannot be instantiated. In Modelica, a model

has to be balanced, meaning that the number of equations has to be
equal to the number of unknowns.

The partial model OnePort includes two instances of an electrical Pin
which represent the interface of the model. The definition of the Pin, cf.
lines 3–6, uses the keyword connector which refers to a fundamental
concept in Modelica. connectors describe interfaces of models and do
not impose a causal direction. They thus allow a linkage between mod-
els introduced as powerbonds in Section 1.6. Accordingly, a connector is
typically described by an effort variable (cf. line 4) and a flow variable
(cf. line 5). To declare a variable as flow variable, the corresponding key-
word is used.

21 In the code, we use v for the electric potential because the modelica standard library

(msl), from which the used base models were taken, does this.
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1 package ModelicaExample

2 import SI = Modelica.SIunits;

3 connector Pin "Pin of an electrical component"

4 SI.Voltage v "Potential at the pin";

5 flow SI.Current i "Current flowing into the pin";

6 end Pin;

7

8 partial model OnePort "Component with two el. pins p and n"

9 SI.Voltage v "Voltage drop between the two pins (= p.v - n.v)";

10 SI.Current i "Current flowing from pin p to pin n";

11 Pin p;

12 Pin n;

13 equation

14 v = p.v - n.v;

15 0 = p.i + n.i;

16 i = p.i;

17 end OnePort;

18

19 model Resistor "Electrical resistor"

20 extends OnePort;

21 SI.Resistance R_actual "Actual resistance";

22 equation

23 R_actual = R_func(time);

24 v = R_actual*i;

25 end Resistor;

26

27 model Capacitor "Ideal linear electrical capacitor"

28 extends OnePort(v(start=0));

29 parameter SI.Capacitance C=1 "Capacitance";

30 equation

31 i = C*der(v);

32 end Capacitor;

33

34 model RC "Model of RC circuit"

35 Ground ground;

36 Resistor resistor;

37 SignalCurrent signalCurrent;

38 Capacitor capacitor;

39 Modelica.Blocks.Sources.Step step;

40 equation

41 connect(ground.p, capacitor.n);

42 connect(resistor.n, capacitor.p);

43 connect(resistor.p, signalCurrent.n);

44 connect(signalCurrent.p, ground.p);

45 connect(step.y, signalCurrent.i);

46 end RC;

47

48 function R_func "Algorithm to determine R"

49 input Real x;

50 output Real y;

51 algorithm

52 y := 0;

53 if (x > 0.5) then
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54 y:= y+1;

55 else

56 y:=x;

57 end if;

58 end R_func;

59

60 block Step "Generate step signal of type Real"

61 extends Modelica.Blocks.Interfaces.SignalSource;

62 equation

63 when time > 0.5 then

64 y = 0.5;

65 end when;

66 end Step;

67 end ModelicaExample;

Listing 3.1: Modelica code of the RC circuit. Model of ground and
signalCurrent are not shown.

The lines 34–46 put everything together and describe the overall
model of the RC circuit. In its first part (lines 35-39), the models that
make up the RC circuit are instantiated; in the second part, the equation

part, the model instances are linked by connect statements referring to
their connectors. A connect statement is syntactic sugar and is later ex-
panded to a set of equations based on the information given by the
connectors. In general: potentials are equated, flow quantities sum up
to zero.

As indicated by the keyword equation, the single statements of the
models are equations and no assignments as known from ordinary pro-
gramming languages. The ordering of the equations is thus irrelevant.
In contrast to that stand algorithms that can also be used to describe
the behavior of models. For this purpose, the corresponding code block
must be marked with the keyword algorithm, see lines 51–57 for an ex-
ample. In the present typical application case, the algorithm is part of
a function with defined input and output variables. If the function is
part of a model, cf. line 23, it must be ensured that it is a mathematical
function, also referred to as a pure function. impure functions can
only be used under special restrictions, cf. discussion in Section 4.4.7.

The last language element we want to point out is the when element,
cf. line 63. It is one of the language elements that enable the model-
ing of hybrid systems. The when-statement triggers an event when the
condition associated with it, time > 0.5 in this case, becomes true. The
equations associated with the when-statement, y = 0.5 in this case, apply
only at the point in time associated with the event, cf. Section 4.4.7 for
a more detailed discussion. time is a built-in variable which is treated as
an input variable. It represents the simulation time.
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Sorted and Optimized Equations
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modelica transformation process (mtp)

Figure 28: Overview of the standard modelica modeling and simulation

process (mmsp) and its core, the mtp, used to transform Modelica

source code into an executable that is capable of performing a simu-
lation of the model. Figure is adapted from Fritzson [14].

3.3.2 Classic Modelica Modeling and Simulation Process

In the previous chapters, we have described Modelica as a possibility
to formulate models of complex systems. As Modelica is a declarative
language, the specification does not have to specify how these models

should be handled by a simulator to determine the time-dependent
behavior of the model rather to translate the model into a simulator.
However, Modelica has been developed with the aim of fully automat-
ing this step. The sub-steps of the classic procedure, with its core named
mtp, are given in Figure 28 which fits into the general modeling and
simulation chain given in Figure 3. The ability to perform a translation
of a model into a simulator is the main functionality of modelica ides;
a dissimilar performance in the translation of large complex models is
the main difference between different modelica ides.

The following description of the steps of the mtp is based on Frenkel
[122], Cellier and Kofman [17], and Braun et al. [123].
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1 . flattening : The first step of the mtp is the translation of the
highly hierarchical Modelica model into the so-called flat Modelica

model. This step includes expanding the inheritances, replacing the con-
nect equations, and mapping when-clauses into equations. Further on,
some simple optimization steps such as removing of alias variables may
be performed. An excerpt of the flat Modelica model of the RC circuit,
cf. Figure 27, is given in the following listing 3.2:

1 model ModelicaExample.RC

2 parameter Modelica.SIunits.Capacitance capacitor.C = 1 "Capacitance";

3 [..]

4 Modelica.SIunits.Current capacitor.n.i "Current flowing into the pin";

5 [..]

6 // Component step

7 // class Modelica.Blocks.Sources.Step

8 equation

9 step.y = step.offset+(if time < step.startTime then 0 else step.height);

10 [..]

11 equation

12 capacitor.n.i+ground.p.i+signalCurrent.p.i = 0.0;

13 ground.p.v = capacitor.n.v;

14 [..]

15 end ModelicaExample.RC;

Listing 3.2: Excerpt of a flat model Modelica model.

Flattening does not involve any critical step concerning scalability. It
should be noted that information on the hierarchical structure of the
model, which may be useful for the translation process, is partially lost
after this step.

2 . causalization : The output of the flattening step is a hybrid dif-
ferential algebraic equation (hdae) system, cf. Appendix A.1 for the
full Modelica hdae formulation. An hdae system can be formulated as
a set of dae systems, each representing a mode of the hybrid system,
and conditions that trigger switching between the modes (Mao and Pet-
zold [124]). This characteristic allows us to neglect the hybrid part in
the following, and the result of the flattening step is, therefore, a dae in
implicit form:

f (ẋ, x, y, t) = 0, (3.12a)
x(t0) = x0 (3.12b)

with the vector of dynamic variables x to which the differential opera-
tor is applied and the vector of algebraic variables y. The final goal of
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the causalization step is to transform the dae in implicit form into an
ordinary differential equation (ode) in explicit form:

ẋ∗ = f̂ (x∗, t) , (3.13a)
x∗(t0) = x0

∗ (3.13b)

and to find a way to calculate f̂(·) efficiently. Please notice that x∗ rep-
resents the state variable and may differ from x. A model formulated in
state-space form, cf. Eqn. 3.13, allows using ode solvers, also known as
integration algorithms, to perform a simulation of the model.

2a . sorting To formulate the ode system, the equations of the dae

must be sorted. The aim is to transform the system into the block lower

triangular (blt) form. Ideally, ẋ∗ can then be determined by a sequence
of assignments without involving any numerical solver.

To outline the blt sorting, we introduce the structure incidence matrix
S = si,j ∈ {0, 1}m×m, with m being the number of unknowns or equa-
tions. The matrix represents the structure of the equation system by
listing the equations as rows and the unknown variables v := [ẋ, y] as
columns. If the j-th variable vj appears in the i-th equation fi, si,j = 1,
otherwise si,j = 0:

S =



v1 v2 . . . vm

f1 0 ⊻ 1 0 ⊻ 1 . . . 0 ⊻ 1
f2 0 ⊻ 1 0 ⊻ 1 . . . 0 ⊻ 1
...

...
... . . . ...

fm 0 ⊻ 1 0 ⊻ 1 . . . 0 ⊻ 1

. (3.14)

Ideally, by permuting rows and columns, an incidence matrix S∗ is ob-
tained which has the form of a lower triangular matrix:

S∗ =


1 0 . . . 0

0 ⊻ 1 . . . . . . ...
... . . . . . . 0

0 ⊻ 1 . . . 0 ⊻ 1 1

 . (3.15)

Calculating the unknown variables v is straightforward in this case, as
we have made the equations causal by sorting them horizontally and
have brought them into an executable sequence by sorting them verti-
cally [17, p. 259].
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A common approach to perform the permutation is to apply Tarjan’s
algorithm [125] which uses a bipartite graph G to represent the structure
incidence matrix:

G = (F ,V , E) , (3.16a)
F = { f1, f2, . . . , fm} , (3.16b)
V = {v1, v2, . . . , vm} , (3.16c)
E ⊆ (F × V) . (3.16d)

E is the set of edges representing the connections between the functions
and the variables. Fortunately, the algorithm developed by Tarjan is effi-
cient, and its complexity grows in the worst case linearly with the prod-
uct of edges and vertices: O(|V| · |E |), [17, p. 259]. Following Frenkel
[122, p. 33], heuristics reduce the complexity mostly to O(|V|+ |E |). The
memory requirement is quoted by Frenkel [122, p. 33] with 2|V|+ |E |.

Unfortunately, not all daes can be transformed into the shape of a
lower triangular matrix. In this case, further modifications are either re-
quired for performance reasons or even mandatory to perform a simu-
lation at all. Tearing and relaxation are examples for the first group, index
reduction for the latter.

2b . tearing and relaxation Depending on the structure of the
modeled system and the used mathematical formulation, the blt sorting,
respectively Tarjan’s algorithm, might end with an incidence matrix with
a block lower triangular form:

S† =



v1 v2... . . . v...m−1 vm

f1 1 0 . . . 0 0
f2... 0 ⊻ 1 A∗ . . . 0 0
...

...
... . . . ...

...
f...m−1 0 ⊻ 1 0 ⊻ 1 . . . A† 0
fm 0 ⊻ 1 0 ⊻ 1 . . . 0 ⊻ 1 1


, (3.17)

with

A∗, A† =

0 ⊻ 1 . . . 0 ⊻ 1
... . . . ...

0 ⊻ 1 . . . 0 ⊻ 1

 . (3.18)

Consequently, the unknown variables can no longer be determined eas-
ily, as the blocks A∗ and A† represent strongly linked components
known as algebraic loops. Without further modification, A∗ and A† rep-
resent linear or non-linear subsystems of equations which can in princi-
ple be solved numerically using appropriate methods, such as Newton’s
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method; this must then be done in each integration step. It is therefore
desirable to symbolically optimize the subsystems to improve the sim-
ulation performance. Methods that can be used for this are known as
tearing and relaxation.

The basic idea of tearing is to reduce the number of equations which
have to be handled by Newton’s method by making an assumption
about one or several variables, named tearing variables. The relaxation
algorithm can be applied to linear systems solely but is capable of solv-
ing the problem with an elimination process. For a description of both
methods, please refer to Cellier and Kofman [17]. The crucial point here
is that tearing and relaxation are hard problems. According to Cellier
and Kofman [17], the computational effort to find an optimal tearing
variable grows exponentially with the number of equations forming the
algebraic loop.

2c . index reduction Index reduction is mandatory if the dae un-
der consideration is a higher-index dae that, therefore, contains struc-
tural singularities. In this case, Tarjan’s algorithm fails and indicates the
existence of a higher-index system. The algorithm mainly used for in-
dex reduction is that of Pantelides [126]. Again, for an introduction see
Cellier and Kofman [17].

3 . code generation In the code generation process, the model is
converted into source code, that can be compiled by a standard compiler
and linked with an available ode or dae solver, usually with an im-
plementation of a differential algebraic system solver (dassl). All
modelica ides known to the author use C as output language.

4 . compilation Standard C compilers are used to generate the sim-
ulator.

5 . simulation The exact sequence of the simulation depends on
the simulator as well as the selected solver and its features. A high-
level representation of the sequence is given later in Figure 51, which
also includes the not yet discussed treatment of events.

For the simplest case, a model in state-space form and a solver,
respectively a simulator using an explicit integration algorithm, we
would like to sketch the interaction between solver and model based
on Cellier and Kofman [17, p. 320]. This interaction can be found in the
steps marked in blue in Figure 51.

(1) Use the state-space model, cf. Eqn. 3.13, to compute ẋ∗(t1) out of
the known state variables x∗(t1) for the point in time t1,
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Figure 29: Modelica translation time for models of different sizes.

(2) use an integration algorithm to compute the state variables for
t2 = t1 + ∆t out of the known state variables and their known
derivatives for t1. If using a simple Euler Forward, this is just:
x∗(t2) = x∗(t1) + ∆tẋ∗(t1),

(3) proceed with (1) until end time is reached.

3.3.3 Performance Problems and Alternative Processes

The classic mtp (Section 3.3.2) is sufficiently efficient for many purposes.
However, studies by Frenkel et al. [127] have also shown that the trans-
lation time increases significantly more than linearly with the number
of equations. Figure 29b gives exemplary values determined by Frenkel
et al. [127] for a flat model; Figure 29a shows own results based on a
test suite for large models provided by Casella [128]. The values are to
be understood as a rough guideline since the required translation time
depends heavily on the structure of the model.

Frenkel et al.’s investigations have also shown that the translation fails
above a certain model size in the various modelica ides which imple-
ment the classic mtp. The commercial modelica ide Dymola turned out
to be the best performing ide among the options compared: Dymola

22,
OpenModelica

23, SimulationX24 and JModelica
25. For Dymola (ver-

22 Commercial ide by Dassault Systems, see https://www.3ds.com/de/produkte-und-

services/catia/produkte/dymola/ (last accessed: 3 June 2021).
23 Open Source ide, see https://openmodelica.org/ (last accessed: 3 June 2021).
24 Commercial ide by esi, see https://www.simulationx.com/ (last accessed: 3 June

2021).
25 Commercial ide by modelon, which used to be open source, see https://jmodelica.

org (last accessed: 3 June 2021).

https://www.3ds.com/de/produkte-und-services/catia/produkte/dymola/
https://www.3ds.com/de/produkte-und-services/catia/produkte/dymola/
https://openmodelica.org/
https://www.simulationx.com/
https://jmodelica.org
https://jmodelica.org
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sion 7.4), the empirically determined limit is about 160,000 equations.
Our own investigations with newer versions of Dymola show a slightly
higher limit.

In summary, it must be noted that current modelica ides have signif-
icant performance issues when facing large-scale systems. Those issues
were also recognized by Palensky et al. [129]. In a benchmark between
Modelica and GridLAB-D using a certain kind of large-scale energy

system model, the GridLAB-D implementation outperforms the Mod-
elica implementation by far.

For performance, two different aspects can be considered, which are
ultimately interlinked. Besides the already discussed aspect of the trans-
lation of the model, there is also the performance of the solver itself,
or rather its suitability for the respective problem. The two aspects are
linked, amongst others, via the different capabilities of solvers to han-
dle daes in implicit formulation directly, making transformation steps
unnecessary.

In general, it is doubtful whether the classic mtp in conjunction with
a multipurpose solver such as dassl is optimal for large systems and
their characteristics. One characteristic of large systems is their sparse
structure, as individual elements of the system are only linked to neigh-
boring elements directly. The structure incidence matrix S, cf. Eqn. 3.14,
has only relatively few entries set to 1.

However, at the current point in time and to the best of the author’s
knowledge, none of the major modelica ides natively offer alternatives
to the standard process, and surprisingly little research can be found
that is dealing with alternative strategies. Even Frenkel [122] that deals
with a compiler back-end for large Modelica models does not call into
question the general structure of the mtp.

There seems to be only one commercial tool in the broader context of
the Modelica language that uses a different approach. The concept of
the IDA Simulation Environment

26, presented in a very early stage
of development in Sahlin and Grozman [130], is to pre-compile the in-
dividual sub-models rather than to optimize the complete model before
compilation. The authors name several benefits like reduced compilation
time, simpler usage of tailored methods for special components, and eas-
ier integration of external tools for the handling of specialized compo-
nents. As the purpose of this simulation environment is mainly building
simulation, finite element analysis tools are mentioned specifically for
the latter. The main drawback of the approach is a poor handling of
high-index systems or to handle such systems at all.27 Although the
IDA Simulation Environment has been expanded into a powerful tool

26 See https://www.equa.se/en/ida-ice (last accessed: 3 June 2021)
27 Unfortunately, Sahlin and Grozman [130] remain somewhat vague at this point.

https://www.equa.se/en/ida-ice


3.3 modelica modeling language 113

for building simulation, the proposed concept was rather ignored by the
Modelica community.

Casella [128] discusses several challenges and promising methods to
tackle large-scale systems, such as Zimmer [131] who suggests using the
hierarchic structure of the Modelica models rather than destroying it
to speed up the translation. Reference is also made to work on multi-rate
solvers. This type of solver strives to efficiently solve systems where
parts have a faster dynamics than other parts by using multiple integra-
tion step sizes which adapt to the particular dynamics.

Against the background of large electrical power supply networks,
Braun et al. [123] discuss possible alternatives to the established mmsp.
A decisive role in their considerations is played by solvers that can
handle implicit dae directly and provide optimized methods for models
having a sparse structure. When using this type of solver, the complete
causalization step or sub-steps such as tearing can be dispensed with.
Braun et al. [123] show that the use of sparse solvers is advantageous
for most of the systems considered in their investigation. In some cases,
the required simulation time is reduced by a factor of 60. The results
of the study were inconsistent concerning the advantage of the causal-
ization step which, however, was always performed without the tearing
step. For some models, the causalization step is advantageous regard-
ing simulation time, for others, it is not. Casella et al. [132] and Braun
et al. [123] also show that an alternative mmsp can handle models that
could not be processed by the established process, as the classic mtp fails.
The models under investigation include a nonlinear model of the Euro-
pean grid describing its electromechanical behavior with up to 600,000

equations representing hundreds of generators and thousands of trans-
mission lines – simulation task that could previously only be performed
by specialized simulation tools, cf. Section 3.2.4.2. Casella et al. [132]
and Braun et al. [123] however make no statement about how much the
changed processing influences the translation time.

For the presented approaches of [132] and [123], OpenModelica is
used since only an open-source implementation allows the necessary
changes to the mmsp without the help of the vendor of the ide. Un-
fortunately, the presented novel approaches are work in progress and
far from productive, as the whole OpenModelica implementation is
basically not optimized for the use of sparse solvers –which is typical for
Modelica implementations. This applies in particular to the flattening
part, the code generation and how hybrid models are treated by dae

sparse solvers. Especially the last point is problematic for the use in the
context of this work, because our models will be of this type.

For the present work, three findings can be derived from the problems
described and the latest research results:
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Current modelica ides are unsuitable for the handling of large
models. Therefore, when creating models for moces that are to be
used for modeling large systems, care must be taken to ensure that
the modeling depth is as simple as possible, but sufficient for the
purpose.

The performance problem is not an intrinsic problem of the Mod-
elica language itself, and there are promising approaches being
developed to process large models efficiently.

moces builds on the conviction that these alternative process
chains will be available soon, making Modelica and moces a suit-
able way to model and simulate large systems.

3.3.4 Reasons for Using Modelica

The decision to choose Modelica as the base for the development of
moces was made at an early stage of the project based on the following
considerations:

In the field of energy system modeling, there is a lack of alterna-
tive modeling languages.

Modelica is designed as multi-purpose modeling language that
is not limited to a specific domain. The capability to handle hybrid

models is proven.

The object-oriented approach of Modelica enables the modeling
of systems out of existing models available in model libraries.

Modelica allows to focus on the modeling, as modelica ides such
as Dymola or OpenModelica translate the models into a simula-
tor automatically.

modelica ides additionally provide non-functional simulation
functionalities, such as a graphical user interface, model manage-
ment, and simulation result management.

In recent years, Modelica has moved into the focus of several re-
search activities in the context of the energy system and the power

system. We will discuss them in the next Section 3.3.5.

3.3.5 Modelica-based Modeling of Energy and Power Systems

Modelica’s ability to be used across domains means that it can be ap-
plied to many different aspects of the energy and power system. In the
following we would like to present a few exemplary projects and re-
search areas.
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large-scale energy systems To the author’s best knowledge,
there are no Modelica-based models for a large-scale energy system.
An exception in the broader sense is the Modelica implementation of
the Club of Rome’s world3 model [133]. world3 models the ecosystem
of the earth including non-renewable resources and air pollution, and
was the foundation for the famous report The limits to growth [134] pub-
lished in 1972. This work is worth mentioning here because the world3

model was originally written in dynamo, which can be considered a
precursor of modelica [133].

district energy systems A large number of libraries exist for
modeling of district energy systems and dynamic building simulation.
In both areas, the IBPSA Project 1

28 has succeeded in developing stan-
dard models in cooperation with several research institutions and mak-
ing them publicly available.29 The project offers mathematical models
formulated in Modelica for individual components for which there is
a consensus on the physical effects which must be described and which
can be neglected. These models are also used to automatically generate
models of larger districts on the basis of data models and corresponding
toolchains, see Thorade et al. [135].

transient-ee In the area of regional energy systems, the Transient-
EE project of the Technical University of Hamburg-Harburg and its succes-
sor project ResiliEntEE should be mentioned.30 As part of the project,
the energy system of the city of Hamburg was modeled as a Modelica

model. The focus of the model is on the joint modeling and simulation
of conventional power plants, res-based power plants, the electric-
ity grid, the gas grid, central and local hot water distribution networks,
as well as large and small consumers of energy. The research question
addressed by the project is summarized as follows:

The aim of the project was to identify innovative and reliable ways
of efficiently integrating renewable energies into an existing energy
supply structure in order to maximize the energy self-sufficiency of
the energy system. (Hamburg-Harburg [136])

The granularity of the model developed for Hamburg varies. Individual
and relatively detailed models represent the conventional power plants;
the models take into account, e.g., electromechanical transient phenom-
ena. The dependency between the electricity sector and the heating sec-
tor is described by models of combined heat and power (chp) plants

28 See https://ibpsa.github.io/project1/index.html (last accessed: 3 June 2021).
29 See https://github.com/ibpsa/modelica-ibpsa (last accessed: 3 June 2021).
30 See https://www.tuhh.de/transient-ee/ (last accessed: 3 June 2021) for a project

description and links to further information.

https://ibpsa.github.io/project1/index.html
https://github.com/ibpsa/modelica-ibpsa
https://www.tuhh.de/transient-ee/
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linking the two sectors. The demand side, on the other hand, is only
modeled with a single time series with 15 min resolution. The electricity
grid is not modeled at all. The modeling granularity of the gas network
is similarly diverse.

In comparison to moces, taking a look at the integration of the pro-
cesses to maintain the balance between production and consumption,
the bmp described in Section 2.2.8, should be interesting. These processes
are mostly not modeled in TransientEE. Against the background of
a preferably self-sufficient energy system, a classic unit commitment

problem, cf. Section 3.2.3.1, is solved to cover the expected load as cost-
optimal as possible with the Hamburg power plants and to derive a
schedule for the individual power plants.

The model of Hamburg also includes an Economic Dispatch Model and
a model for the control power. However, as described in Dubucq and
Ackermann [137], the ucp is not part of the Modelica model but is
solved offline before the Modelica-based model is simulated; the results
of the ucp are, therefore, provided to the simulation as fixed, table-based
schedules.

itesla The iTesla Power System Library
31 is a part of the iTesla

project32. The project description summarizes the goal of the project
with “improving network operations with a new security assessment
tool”. The library enables the dynamic simulation of transmission grids
and the connected machines; this kind of model was outlined in Section
3.2.4.2. Modelica was chosen in this context as it allows for an unam-
biguous and component-oriented description of individual components,
and the models can therefore be used to generate models of large sys-
tems automatically.

common information model Modelica is also discussed as a
possible extension of the IEC 61970, known as common information

model (cim). The cim is intended for the information exchange between
tso and the respective networks but misses the aspect to unambiguously
describe the dynamic behavior of the network elements. Gómez et al.
[138] provide a poc that shows how modelica can be used to fill this
gap.

3.4 agent-based modeling and simulation

Before providing a primer on agent-based modeling and simulation,
we would like to clarify the perspective of the research community re-

31 See https://github.com/itesla/ipsl (last accessed: 3 June 2021).
32 Project website is not yet available, but https://github.com/itesla/ipsl/wiki/Publ

ications (last accessed: 3 June 2021) gives a list of publications.

https://github.com/itesla/ipsl
https://github.com/itesla/ipsl/wiki/Publications
https://github.com/itesla/ipsl/wiki/Publications
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garding the characteristics of a system and its model, which in turn
is also called a system

33. Unlike equation-based modeling, described in
the previous Section 3.3, agent-based modeling does not attempt to cre-
ate a white box model with a high quality level. Instead, it is assumed
that the complexity of the system to be described and in particular the
interaction between its elements is complex and partially unknown.

[139] give a detailed discussion on this aspect and use a definition of
a system by W. Ross Ashby as starting point:

A system is a set of variables sufficiently isolated to stay discussable
while we discuss it.

We want to restrict ourselves to the aspect that this definition reflects
a very critical perspective regarding the validity of a self-made model

of a system for an experiment. In fact, this perspective is much more
critical than what is common in the field of power system modeling.
For many aspects in the power system, reliance on models is certainly
justified, such as for grid simulation, cf. Section 3.2.4.2. For other aspects,
a more critical perspective seems appropriate and should be applied, cf.
the discussion in Section 2.4.1.

3.4.1 Modeling

Agent-based modeling is based on the simple idea of modeling the be-
havior of individual entities –the agents– solely in relation to their en-
vironment and to observe the consequences if a multitude of agents, col-
lectively representing the overall system, interact with each other. This
bottom-up approach is based on the assumption that, in contrast to the
complex behavior of the entire system, the behavior and the goals of
the individual entities can be described very well. Figure 30 gives an
overview of the concept and the building blocks described in the follow-
ing.

agent The agent as a concept has a set of characteristics; following
Nikolic and Kasmire [139], agents are:

1. encapsulated, as they are uniquely identifiable and have a well-
defined boundary and interface;

2. situated in a given environment, as they are sensing the environ-
ment and can stimulate the environment through actuators;

3. flexible regarding the target achievement, as they respond to
changes and act with anticipation;

33 Cf. the discussion of model vs. system within the community in Section 1.5.
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Figure 30: Overview of an agent-based model, inspired by Nikolic and Kasmire
[139] and modified. Typically a large number of agents are used in
an agent-based model.

4. autonomous, as they have full control over their internal state

and their behavior;

5. goal-driven, as they strive to meet an objective.

state The state of the agent is represented by a set of variables. They
hold information about the agent at one point in time. It is essential
to distinguish between the local state and the internal state of an
agent. As already mentioned, the internal state of an agent can only
be changed by the agent itself. Contrary to that, the local state is influ-
enced by other agents and the environment. It describes how an agent
‘sees’ the environment, respectively which part of the system it perceives.
This view of the world is the basis on which the agents’ decisions are
made.

goal Agents pursue goals. A goal can be a simple task such as to
monitor the environment or a complex one such as to maximize the
profit of a power plant.

action An action is an atomic activity of an agent that cannot be
interrupted. An action may change the internal and local state of the
agent acting and the local state of other agents. Examples for actions
in the context of power systems are “sending an offer to the day-ahead
market” or “adapting the schedule for the next day” or anything else
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depending on the context of the model. An action can also be generic,
such as “deciding what to do given the current state.” According to [139,
p. 57], actions can also act on the internal state of other agents. We
expressly object to this possibility, as in our opinion it contradicts the
autonomy of an agent.

rules Rules “describe how states are translated to actions or new
states” (Nikolic and Kasmire [139]). The term rule is to be considered
abstractly here; a rule can be a set of simple decision rules in the form of
if-then-else structures. However, rules can be much more complex and
do not have to be deterministic. Rules can also be dynamic, meaning they
can be changed or adjusted by the agent during its lifetime by learning
from previous decisions.

Following the basic idea of agent-based modeling, there are no restric-
tions in formulating the rules. The following types of rules are therefore
to be understood as options that can be combined. The list is inspired
by Nikolic and Kasmire [139] and extended.

a. Rules based on decision rules can have the form of simple if-then-
else structures. However, the decisions can be based on complex
calculations of the agent, such as solving an optimization problem.
Solving an optimization problem to make a decision is intensively
used within moces, cf. Section 4.4.9.1.

b. Machine learning methods, such as artificial neural networks

(anns), can be used to deduce a decision without explicitly encod-
ing rules. However, such methods typically come at the cost of a
learning phase requiring data of the fitness of the decisions made
in the past. This data is generated only during the lifetime of the
agent, which in turn means that learning must take place during
the simulation, and usually agents do not make advantageous de-
cisions at the beginning of the simulation. In moces, this option is
also used, but to a limited extent. In Section 5.4.5, we will further-
more show that a slightly modified formulation leads to advanta-
geous decisions at the beginning of the simulation, respectively the
agent’s lifetime.

c. Rules based on Petri nets can be interpreted as a variant of the
decision rules. Contrary to them, Petri nets come with a methodol-
ogy for straightforward modeling of cyclic and parallel processes
which are typical in the area of power systems, cf. the bmp in Sec-
tion 2.2.8. As we will present in Section 4.4.9, moces primarily uses
this type of rule. If other types of rules are used, they are included
in the rules based on Petri nets.
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adaptation Adaptation is the ability to change decisions by evalu-
ating the decisions made and thus to make better decisions in the future;
adaptation can be an important characteristic of an agent. A widely used
method to describe this property is the approach presented by Erev and
Roth [111], which is briefly described in the context of energy market
simulation in Section 3.2.4.1.

3.4.2 Simulation

So far, we have not yet made any statement about the order of the agents’
actions, i.e. how they are scheduled, which is required to perform a sim-
ulation. For that purpose, we introduce the notion of an event. In this
thesis, an event indicates that something happens at a particular point
in time. Under certain circumstances, this point in time may be in the
future, meaning that the occurrence of the event is known in advance.
Typically, however, an event occurs spontaneously but nevertheless due
to a reason or by chance. An event triggers one or more actions. A spe-
cific event occurs exactly once, but multiple events can, and typically
do, share the same reason as well as the resulting actions.

Agent-based modeling and simulation frameworks do not share a
common methodology for translating a model into a simulator. In de-
tail, they differ in how to handle the simulation time and how to sched-
ule the actions of the individual agents, or rather the events triggering
corresponding actions (Grimm and Railsback [140]). Therefore, if not
using an existing framework, decisions have to be made regarding the
design of the simulator and its core, named scheduler. Those design
decisions for the simulator are typically coordinated with the design
decisions regarding modeling since the various options are differently
well suited for different types of models.

Grimm and Railsback [140] mention three interlinked design decisions
to be made. We will provide them in an adapted version: how to repre-
sent time; how to map actions to events and generate events; and how
to schedule events and their associated actions that take place at the
same time.

handling of time A simple and widespread approach to model
time is the assumption of discrete time steps, named ticks, with a fixed
length. Accordingly, time proceeds in chunks and temporal dependen-
cies within a single step are lost.

Another approach is to model time to be continuous, and the actions
of the agents are performed at any point in time as triggered by the
related event. With this approach, time proceeds from event to event.
As the length of the steps between events can be infinitely small, it is
considered to be continuous.
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mapping actions to events and generating events It is the
modeler’s task to determine the different actions that can be performed
by an agent, and it is a design decision how granular these actions are
supposed to be. It is also up to the modeler to map these actions to
events. One approach is to merge all possible operations of an agent
into exactly one generic activity. This approach can be combined with
stipulating that an event can trigger exactly one action. Basically, all
other conceivable decisions are possible; and, it depends on the modeled
system and the chosen handling of time which design decision is the
most preferable, see Grimm and Railsback [140] for a discussion.

Up to now we have not yet discussed how to process events and
where the events originate from. To outline the processing of events,
we can metaphorically arrange them at a timeline, as given in Figure
31. Events arranged orthogonally to the timeline represent events at the
same point in time but with a defined order of execution. For simulation,
if we use a continuous time model, we slide through the timeline with
the executor and process the events in the given order; or, we jump from
time step to time step if we use a discrete time model.

Adding the events to the timeline and handling the processing is the
“dirty little secret of agent-based modelling” according to Dam et al. [84],
as typically a central controller is used for that purpose. In the simplest
case, the scheduler just adds one event for every agent to each tick, cf.
Figure 31a.

The dynamic scheduling approach is an alternative where events

can be placed at any point in time on the timeline, cf. Figure 31b, if a
continuous model of time is used.34 According to Grimm and Railsback
[140], this kind of scheduling works particularly well when the agents
themselves, rather than a central scheduler, place their individual events
onto the timeline. The approach is notably suitable if agents idle most
of the time but sometimes perform several consecutive actions within a
short time span.

An exemplary implementation of the dynamic scheduling approach
is provided by Colin Sheppard35 as an extension for NetLogo

36.

handling of concurrent events Depending on how time is
handled, events that occur at the same time may be a bigger or smaller
challenge. The is not only a theoretical problem; as shown, e.g., by Rux-
ton [141], the ordering can have a significant impact on the simulation
result.

34 Dynamic scheduling can also be used in combination with fixed time steps. We will
not discuss this further, as moces uses a continuous representation of time.

35 See https://github.com/colinsheppard/Dynamic-Scheduler-Extension (last ac-
cessed: 3 June 2021) for the implementation and a short description.

36 NetLogo is a multi-agent modeling framework, see https://ccl.northwestern.edu

/netlogo/ (last accessed: 3 June 2021) for details.

https://github.com/colinsheppard/Dynamic-Scheduler-Extension
https://ccl.northwestern.edu/netlogo/
https://ccl.northwestern.edu/netlogo/
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time
(a) Discrete time model.

time
(b) Continuous time model in combination with dynamic schedul-

ing.

Figure 31: Different possibilities for the handling of events (red arrows). The
blue box shows the executor (solid marks the current position) slid-
ing through the time (black line). Inspired by Grimm and Railsback
[140] but significantly modified.

If a discrete representation of time is used, it is common that a large
number of events have to be processed at the same time step, as a time
span is squeezed to a single time step. One possible approach is to define
a sequence, respectively a method how to order the events. For example,
the execution can be random, follow a predefined hierarchy or any other
ordering method.

If a continuous representation of time is used, concurrent events are
far less frequent. With this kind of modeling of time, it is also feasible
to argue away a simultaneity and to assume that two events basically
cannot occur at the same time. However, from a practical viewpoint,
we will have to tackle events occurring at the same point in time, as
many entities typically have the same cyclic behavior, e.g., an action that
reoccurs every 15 minutes. In the end, we face a similar problem as with
the discrete representation of time and have to define a method how to
order concurrent events.

Alternatively to such asynchronous approaches that give a sequence to
the events, events can be processed in parallel. In simplified terms, this
synchronous procedure fixes the local state of the individual agents,
and all agents execute their actions on the basis of this state as if it were
not influenced by the other agents. If using a synchronous approach, the
question arises as to how conflicts can be resolved with shared resources,
such as two agents requesting the same packet of energy.
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3.4.3 Modelica and Agent-Based Simulation

There are already a few approaches to perform agent-based simulation
with modelica. However, none of them have been widely adopted, have
been developed beyond a poc status, or have been seriously discussed
as an extension of the mls. For the sake of completeness, some of the
work should be mentioned here nevertheless.

The basic idea in Sanz et al. [142] is to represent the individual agents
as messages that are processed via a flowchart. The behavior can, there-
fore, be described by the design of this flowchart. For implementation,
the authors propose the introduction of new modelica language el-
ements allowing interaction between messages and models. Unfortu-
nately, the description here remains on a narrative level. It is therefore
not entirely clear to the reader how the introduced language elements
were implemented using existing modelica language constructs, such
as external function interfaces, and whether these are ultimately syntac-
tic sugar or profound changes. As an example of application, Sanz et al.
[142] use the lotka–volterra equations, in which the prey (sheep) is
described as an agent while the predator (wolf) is described by continu-
ous equations.

The work in Constantin et al. [143] follows a co-simulation approach
using the Java-based Jade Framework37. For the coupling of the two
simulators, the Jade functionality allowing communication via TCP/IP
sockets is used. The interaction between the simulators is performed at
discrete time steps defined by modelica and is set to 5 min in the ap-
plication example. Unfortunately, a detailed discussion of the coupling
of Jade and Dymola does not take place. In the application example,
a temperature control strategy in an office room is determined by the
agent. The temperature control itself as well as the thermal modeling of
the room is done in modelica.

Although entitled A Modelica library for the agent-based control of building
energy systems, Bünning et al. [144] describe only very vaguely how the
presented library performs agent-based ms in modelica. The authors
only provide references to the modelica StateGraph library38, which
is used to describe the behavior of the agents as state machines, and
to the foundation of intelligent physical agents (fipa)39, which
is used as a standard, along with the UDP/IP stack provided by the
ModelicaDeviceDriver40 library.

37 See https://jade.tilab.com/ (last accessed: 3 June 2021) for further information.
38 This library is part of the msl.
39 See http://www.fipa.org/ (last accessed: 3 June 2021) for an introduction.
40 A free library maintained by the dlr for hardware-in-the-loop simulation, see https:

//github.com/modelica-3rdparty/Modelica_DeviceDrivers (last accessed: 3 June
2021) for details.

https://jade.tilab.com/
http://www.fipa.org/
https://github.com/modelica-3rdparty/Modelica_DeviceDrivers
https://github.com/modelica-3rdparty/Modelica_DeviceDrivers
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3.5 summary

Chapter 3 set the foundation for the design of the moces ms framework
that follows in the next chapter. For this purpose, the state of research
was elaborated from two perspectives.

Sections 3.1 and 3.2 have focused on typical questions in the context
of energy system analysis and showed which kind of models are used in
each case. This broad overview has shown that for many tasks special-
ized but proprietary models and tools have been developed. However, a
holistic modeling language to bridge different models, as required to in-
vestigate the interaction between different aspects of the energy system
such as the grid and the market, is missing.

Sections 3.3 and 3.4 have described the two modeling approaches used
by moces respectively: the equation- and component-based modeling
based on Modelica and agent-based modeling. The modeling lan-
guage modelica plays a special role here, since it is a candidate to fill
the described gap of a holistic modeling language for energy and power

systems.
The next chapter will show how linking the two modeling approaches

can be achieved in a meaningful way, and within the limitations of the
modelica language specification of Modelica.



4
M O C E S

This chapter is dedicated to moces, a novel framework for the modeling

of complex energy systems developed in this thesis.
We call moces a framework as it is not a ready-to-use model for a con-

crete scenario, but a skeleton including base models that can be used to
investigate a concrete scenario, meaning to model a system, run the sim-
ulation and interpret the results. The framework additionally involves
a modeling concept that is also developed in this thesis, which is basically
independent of the modeling language used; therefore, this work also
refers to the concept moces in the relevant sections.

Accordingly, this chapter develops the concept, describes the design
guidelines of moces and outlines the implementation of the framework,
which uses the modeling language Modelica and an extension devel-
oped in C++. The chapter is an extended version of the short descrip-
tions of moces already given in Exel et al. [145] and Exel and Frey [146].

We will start with the presentation of the main ideas of moces in Sec-
tion 4.1. It provides a high-level overview that serves as an orientation
for the following sections and the more detailed descriptions therein.
Section 4.2 presents a non-formal ontology of the concepts of moces. It
defines the main entities and their relation, and thus serves as a corner-
stone for the modeling of complex systems and to describe the modeling
approach.

Section 4.3 describes how the main ideas of moces can be imple-
mented in Modelica using a simple example. For this purpose, a pro-
totype of that example is developed in pure Modelica. The experience
made with the prototype, in particular a series of performance tests,
lead to the decision to develop parts of moces in C++. However, it will
be done in a way that is consistent with the mls.

Section 4.4 is concerned with the final implementation of moces. We
focus primarily on the justification of design decisions, and on imple-
mentation details ensuring that the developed extension in C++ con-
forms to the mls and performs well. In Section 4.5 we introduce a proce-
dure model describing the modeling and simulation process that should
be applied when moces is used to analyze a concrete scenario –such as
done in the subsequent Chapter 5.
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4.1 guiding idea

The detailed description of the power system in Chapter 2 has revealed
two main characteristics of the entire system. First, the power system is a
complex technical system with a vast number of technical units; second,
the technical units are owned by different parties pursuing their goals
by interacting with each other and performing actions on their assets.
Two additional aspects are essential: the behavior of many technical sys-
tems heavily depends on the environment, especially the weather; and,
the interaction between the individual parties is restricted and partially
prescribed by the market rules.

In Chapter 3 we have presented two modeling approaches, each
of which is suitable for representing one of the two characteristics:
the component- and equation-based modeling approach allowing a
structure-preserving modeling of technical systems, and the agent-based
modeling approach enabling to model the interaction between agents

pursuing their goals with a high degree of freedom concerning the mod-
eling of the decision making process. Both modeling approaches share
the characteristics that the individual elements have a well-defined inter-
face and allow structure-preserving modeling.

The core idea of moces is two combine both worlds for an adequate
modeling of the power system. A model formulated as a hdae in Mod-
elica, cf. Section 3.3.2 and Appendix A.1, is composed with an agent,
as described in Section 3.4. We call this combination a moces entity

(ment), with the parts called Physical Node and Business Node respec-
tively. A visual representation of this core idea is given in Figure 32, that
also shows a third crucial element, the Adapter interfacing both parts.

The figure additionally shows the element Environment which can af-
fect the Physical Node and the Business Node. Crucially, unlike the connec-
tions between ments, this is necessarily a unidirectional influence, as the
ments do no influence the Environment. A typical example for an aspect
that is represented in this part of moces is the weather.

moces follows the paradigm of component-based modeling, cf. Sec-
tion 3.3.1, and thus allows modeling of a complex system by instantiat-
ing models and connecting them.

Figure 33 shows an additional representation of moces. It is obtained
by representing the two main aspects of the power system as different
layers, the physical layer and the business process layer, and adding
a third level, the information layer, which represents the environment.
This illustration also shows the role of the adapter, which enables a

connection between the two lower levels by linking the two parts of a
ment. As indicated by the axes x1, x2 and t in the figure, the physical

layer and the information layer span a geographical space in which
the individual nodes are placed. In the business process layer, this
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Figure 32: Basic structure of a ment and its relation to other elements of moces.

positioning is only represented implicitly by the link to the Physical Node.
Only a temporal axis exists in this layer.

Note that the Figures 32 and 33 introduce a color concept which will
be used in the following whenever possible and helpful. Blue refers to
all elements in the business process layer, red to the physical layer,
and green to the information layer.

4.2 ontology

The ontology presented in this section is used as a cornerstone for the
modeling framework moces. The approach to use an ontology as the
basis for the definition of a framework is adapted from Dam [85] who
developed an ontology for socio-technical systems. We share the cen-
tral idea that the overall system can be viewed as a set of Nodes inter-
connected by a set of Edges , and we adopt certain parts of that ontol-
ogy. However, the ontology developed here differs fundamentally from
Dam’s. We will discuss the differences later in this section (cf. p. 131).

Figure 34 provides an overview of the entities of the ontology and
their relationships to each other. A moces model consists of precisely
one Environment, one System Node and a set of predefined nodes, called
Ments , connected by a set of Edges . Edges are either of type Physical Edge
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Figure 33: Layer architecture of moces

or Business Edge. Physical Edges are fixed for a given model, as are the
Ments ; Business Edges can change.

The Ment is the main building block of moces. A Ment consists of a
Physical Node, a Business Node, and a distinctive element, called
Adapter , interfacing both parts. The Physical Node and the Business

Node of one Ment share a set of static parameters, but do not share a
common state. However, the Business Node can define rules when to
exchange which information. These rules are given to the Adapter

and can be modified during the simulation by the Business Node.
The Physical Node reports its complete state or a subset thereof. A
Ment only has two mandatory attributes: a unique identifier and an
account balance. However, it typically has other optional attributes
such as a GPS position. To align with the terms party and actor

as given in Section 2.2.6, one can consider a Ment as a party with
a small number of associated actors.

The Physical Node represents a physical element. It has a state rep-
resented by a set of continuous and/or discrete state variables.
It is therefore not restricted to represent continuous systems;
it can also represent hybrid systems. A Physical Node, respec-
tively the linked Business Node, is capable of influencing its
state, but cannot fully control it. Its state is also influenced
by the nodes directly or indirectly connected to it. A Physical

Node is only allowed to have Physical Interfaces .
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Figure 34: Fragment of the ontology used by moces

The Business Node represents “a [...] Node [...] capable of mak-
ing decisions about [exactly one] Physical Node” (Dam [85]). A
Business Node is an agent as defined in Section 3.4. Therefore,
it also has a state, but, in contrast to the state of the Phys-

ical Node, this state is only influenced by the Business Node

itself. This state is called internal state. The Business Node

additionally has a local state, which consists of the reported
state of the linked Physical Node and fragmentary information
about other Business Nodes .

The System Node is a particular type of Ment that exists exactly
once per model. All other Ments a linked to the System Node

by Business Edges and Physical Edges and have to provide in-
formation to it.

One or several Roles are assumed and performed by a Ment.

The Adapter is the only element allowed to link the Physical Node of a
Ment with its Business Node and thus enables an information ex-
change between the two nodes. The design of the Adapter is in-
spired by the general structure of a hybrid system as given by
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Lunze, cited after Janschek [22, p. 140]. The Adapter holds a set of
discrete-time variables, subdivided into a set of variables used to ob-
serve the state variables or any other variables of the Physical Node

and a set of variables used to inject values into the Physical Node.
These injected values should be limited to control variables that af-
fect the physical system and its state variables. Besides, the Adapter

holds a set of parameterizable event conditions that trigger syn-
chronization of the variables of the Physical Node with variables
of the Business Node. The Adapter can, therefore, be interpreted as
a kind of sensor-actuator system whose sampling-rate is dynamic
and driven by conditions.

A Meter is a special type of Adapter dedicated to meter a Physical

Interface and to report the values to the Business Node at pre-
defined points in time. The action of reporting is not allowed
to trigger an action by the Business Node.

A Business Node Observer is the equivalent to the Meter but reports
values from the Business Node to the Physical Node.

The Environment represents the world outside the Ments that is not in-
fluenced by the Ments ; however, the Environment heavily influences
the Ments . The relation to the Ments is therefore restricted to Sig-

nal Edges , whose respective tail is the Environment. The Environment

includes a wall clock that is accessible by all Ments , and it has a
kind of global information system (gis) offering information on
weather data based on time and geographic position.

An Interface is a point for interaction. It is either of type Physical Interface

or of type Business Interface.

The Physical Interface defines a point for physical interaction. A
Physical Interface has a specified type which defines the char-
acteristics of the interface. A primitive interface is a pair con-
sisting of a flow and an effort, cf. Section 1.6 (p. 17 ff.). More
complex interfaces can be defined by a set of primitive inter-
faces.

The Signal Interface is a particular type of a Physical Interface that
either represents the source or sink of a signal.

The Business Interface defines a point for interaction between Busi-

ness Nodes . As Business Nodes interact by means of Messages , it
has the characteristic of a message-consuming endpoint. Mes-

sages are used to enable information exchange between Busi-

ness Nodes . A Message consists of a set of meta information,
such as a sender identifier, a receiver identifier, and type of
message, as well as, the payload of the message whose struc-
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ture is specified by the type of message. It is up to the recipient
to respond to a message or not.

An Edge indicates a possible interaction between two or more Ments .

A Physical Edge represents a direct physical relationship between
two or more Physical Nodes , respectively their Physical Inter-

faces . A Physical Edge has no orientation and is only allowed
between Interfaces of the same type. A Physical Edge has no fur-
ther properties. The only information provided by a Physical

Edge is the linking of two or more Physical Nodes . Physical Edges
are static. However, please note that this limitation does not
restrict the model to structure-invariant systems, as a Physical

Node can represent a hybrid system, such as a switch, which
can result in a structure-variant system.

A Signal Edge is a special type of Physical Edge. In contrast to the
Physical Edge, it has a defined causal direction.

A Business Edge represents a relationship between Business Nodes .
A Business Edge is an abstract concept indicating that two Busi-

ness Nodes know each other and interact in some way. The
relationships represented by Business Edges are dynamic dur-
ing the simulation. According to the concept of an agent, the
direct influence of a Business Node on another Business Node

through a Business Edge is limited to the modification of the
other node’s local state, or rather to adding information to
that local state.

The described elements can be mapped to the three layers of moces

(cf. Figure 33) in a straightforward way. The Physical Nodes with the
Physical Interfaces connected by Physical Edges are placed in the plane
of the physical layer. Accordingly, the Business Nodes and the Business

Edges lie in the plane of the business process layer. The Environment is
located in the information layer. A Ment spans the business process

layer and the physical layer by using Adapters .

relation to dam’s ontology As stated before, even though the
given ontology is inspired by Dam [85], it differs in several crucial as-
pects. According to Dam [85], a Node is either of type Physical Node or
Business Node. As nodes of different types cannot be directly linked with
the defined edges, they are linked by a third class of edges, Ownership
Edges , that represent the ownership relations of the network. This dis-
tinction is made to allow “that social and technical aspects of the system
can be modeled independently of each other” (Dam [85]). We disagree
with this decision. In general, both aspects should be modeled together.
Consequently, we postulate that a Node, in our case a Ment, is always
both, a Physical Node and a Business Node.
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In Dam [85], Physical Edges represent the infrastructure needed to con-
nect nodes, such as power cables, or they represent the physical flow,
such as the power flow. Dam therefore models Physical Edges as non-
symmetric, which means they have a fixed source and sink, and thus a
specified causal direction

1; and, they connect exactly two Nodes .
We expressly disagree with this kind of modeling in two aspects. We

postulate that an Edge represents nothing more than the connection of
Nodes and has no predefined causal direction. As discussed in Section
1.6, if two or more Physical Systems are connected, the causal structure
is not yet known at the modeling stage if we use a structure-preserving
modeling approach. Furthermore, in our opinion, a Physical Edge should
not represent any parts of the infrastructure, as there is nothing that
discerns a pipe from a Physical Node.

4.3 motivating example and performance assessment

As noted earlier, we have chosen not to implement the concept described
in Figure 32 in Modelica solely, but to describe the business process

layer and the information layer as extensions in C++, and to link
them to the Modelica models via a suitable synchronization mecha-
nism. This decision was based on the author’s experience in modeling
with Modelica, cf. [147, 148, 149, 150], and on the knowledge gained
from a poc implemented in pure Modelica. This poc is presented in the
following as a motivating example and outlines the developed synchro-
nization mechanism as well as its advantages compared to an alternative
synchronization mechanism.

The example is intentionally not located in the domain of the energy

system to underline the generality of the approach and to keep the sys-
tem as simple as possible.

4.3.1 System Description

The considered system, see Figure 35, consists of a ball placed in a grav-
ity field and a set of movable boards trying to prevent the ball from
falling below the ground level.

The ball moves at a constant speed in the direction that is perpen-
dicular to the falling direction. There is no air friction, and a possible
collision of the ball with a board is assumed to be an ideal elastic colli-
sion. The individual boards have a respective radius of action, in which
they are responsible for preventing the falling of the ball below the level

1 Dam [85] does not discuss this aspect in detail. It is not definitive from his explanations
whether his ontology defines a fixed causal direction or only a convention for the sign
of the flow direction. From formulations such as “the Node the flow is originating
from,” however, we deduce that Dam assumes a defined causal direction.
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of the boards. More precisely, it is not the boards alone that prevent the
ball from falling, but rather an external entity for each board that deter-
mines a set point for its position, which the board follows with a certain
dynamic.

x

y

v=const

xboard

borderrborderl

Figure 35: Overview of the example system.

We will use the following notation. x, y is the horizontal, respectively
vertical position of the ball. xboard

i is the horizontal position of the i-th
board with the width wboard. The radius of action of the i-th board is
bounded by borderl

i on the left side and by borderr
i on the right side. The

dynamics of the ball in the horizontal direction are given by ẋ = v, where
v is constant. The dynamics in the vertical direction are described as
follows: if y ∈ {y ̸= 0}, then ÿ = −g, where g is constant, if y ∈ {y = 0},
then y+ = −y−. x(t = 0) = xstart and y(t = 0) = ystart are positive
numbers. We postulate that each board follows a board specific set point
xboard

s (t) with the following dynamics2:

ẋboard =

(
xboard

s − xboard)
k

, with k≪ 1. (4.1)

In terms of moces’ notions, we have described the Physical Nodes –
the ball and the boards– and the Environment –the gravity field– so far.
Besides, the Physical Nodes are each linked to a respective Business Node

that perform actions on the Physical Node; together they form a Ment. If
wanted, we can formulate the Role of the Ment as: “A party responsible
for keeping the ball above the ground.”

The Business Node of a board can decide where and how to move the
board by setting xboard

s . To do so, it has to observe the state of the ball and

2 For the sake of simplicity we neglect the index i from now on.
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Figure 36: State machine of the Business Node performing actions on the linked
Physical Node representing the board.

the board; and, the Adapter has to handle the synchronization of the in-
formation. As described in the previous section, it is the Business Node’s
task to define the rules specifying when an exchange of information
takes place. A simple procedure would be a time-discrete observation
of the variables x and xboard, and an injection of xboard

s . In this case, the
necessary sampling rate must be adjusted to the dynamics of the ball to
prevent it from falling. Such rules may be formulated in moces, but are
not recommended as we will later see in Section 4.3.4 when investigating
the performance.

Instead, consider the following preferred strategy: When the ball en-
ters the region of responsibility of the i-th board, the board should ob-
serve the state of the ball once and inject parameters of a trajectory for
xboard

s that leads the board to the expected point where the ball hits the
ground at the expected hit time. We use a trajectory with the following
polynomial form and the parameters a and b:

xboard
s = a · (t− t1)

3 + b · (t− t1)
2 + xboard(t1) (4.2)

allowing us to set the speed of the board to 0 at the beginning and end
of the movement; t1 is the point in time of observation. Note, that the pa-
rameters a and b are not constant, but change their value at discrete time
steps only. With reference to the mls, we call these variables discrete-
time variables.

We will discuss this idea in more detail by using the state machine
given in Figure 36 describing the behavior of the Business Node of the
i-th board. Each state involves an entry function f (·) that calculates:

the values for a and b as set points of the trajectory, and,
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discrete-time variables modifying the rules when to perform the
next action on the Physical Node.

As given by the state machine, the node is in the sleep state until the
ball enters the radius of action of the board. If the ball enters the radius,
the state changes to the observe state. If the position of the ball in the
x-direction is larger than xboard + wboard 3

8 , the board should move to the
expected point where the ball crosses y = 0. If the ball leaves the radius
of action, the Business Node enters the final state. As the entry functions
of the states sleep and observe stop the movement of the board, both
functions set a = 0, b = 0. The entry function of the move to expected

hit point state is determined in such a way that the following applies:

xboard
s (t1) = xboard(t1), (4.3a)

ẋboard
s (t1) = 0, (4.3b)

xboard
s (t2) = x̂(t2), (4.3c)

ẋboard
s (t2) = 0. (4.3d)

So far, we did not discuss how the Business Node determines the hit time
t2 and the expected position of the ball in the x-direction x̂(t2). For this
purpose, the Business Node uses the observed state of the ball and certain
knowledge of the system. Precisely it observes the variables x, y, ẋ, ẏ; and,
it knows how to calculate the trajectory of a falling ball.

To define the behavior of the Business Node and its actions on the Phys-

ical Node in a more formal way, we introduce the following notation:

X.B
〈[

minfo,+
BN→PN, mcond,+

BN→PN

]
:= f (vBN←PN)

〉 cur. state→next state
⟳

v∗BN←PN◦>mcond,−
BN→PN

X.P ⟨vBN←PN⟩ (4.4)

which has to be read as follows: X.P is the Physical Node represented
by a set a variables v := [ẋ x y m− m+ p]⊺3. vBN←PN is the correspond-
ing subset of variables which are observed by the Business Node X.B. If
any of the event conditions v∗BN←PN ◦> mcond,−

BN→PN becomes true, X.B. is
performing an action; ◦> is defined as an element-wise relational opera-
tor. The action, notated with f(·), is performed on a dedicated subset of
the variables of X.P, namely minfo,+

BN→PN, and the discrete-time variables

used by the event conditions mcond,+
BN→PN. The plus or minus sign at the

variables refers to the right or left limit value of the respective variable,
which typically changes if the Business Node is performing an action. We
emphasize that this action may, and typically does, evolve depending on
the state of the Business Node.

3 The naming of the variables follows the notation of Modelica given in Appendix A.1.
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Applying the notation to the bouncing ball example leads to the fol-
lowing for each board:

X.B
〈
[a+, b+, x+c , t+c ] := f

(
t, x, ẋ, y, ẏ, xboard)〉 cur. state→next state

⟳ t > t−c
x > x−c


X.P ⟨·⟩ . (4.5)

We can also use the notation to describe the transition from one state
into the subsequent state together with the action performed by the entry
function. For the transition from the initial to the sleep state we obtain:

X.B
〈[

a+, b+, x+c , t+c
]

:= [0, 0, borderl, ∞]
〉 initial→sleep

⟳ t > 0
x > −∞


X.P ⟨·⟩ . (4.6)

For the transition from the sleep state to observe state the following
applies4:

X.B

〈[
a+, b+, x+c , t+c

]
:=

[0, 0, xb. + wb. 3
8 , ∞] if x < borderr

[0, 0, borderr, ∞] else

〉

sleep→observe
⟳ t > ∞

x > borderl


X.P ⟨·⟩ . (4.7)

The values for x+c and t+c determined by Eqn. 4.6 now appear as the
new event conditions in Eqn. 4.7. If entering the observe state, the ac-
tion on X.P depends on the relation between x and the right border
(borderr). Thus, the Business Node determines by the triggered action
which transition fires next; in the example, the transition to the move

state (x < borderr) or to the final state (x ≤ borderr). If the move state is
selected as the next state, we get:

X.B
〈[

a+, b+, x+c , t+c
]

:= [a1, b1, ∞, t]
〉
observe→move

⟳ t > ∞
x > xboard + wboard 3

8


X.P ⟨·⟩ . (4.8)

4 xb. is just a short form of xboard.
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If the final state is the next state, the following applies:

X.B
〈[

a+, b+, x+c , t+c
]

:= [0, 0, ∞, ∞]
〉

observe→final
⟳ t > ∞

x > borderr


X.P ⟨·⟩ . (4.9)

By setting the event conditions to infinite, which thus never become
true, the Business Node deactivates itself.

If the move state is selected as next state instead by Eqn. 4.7, the board
starts moving if the ball’s x-position is greater than xboard + wboard 3

8 .5

The transition from the move to the observe state is similar to Eqn. 4.7
but differs in the event conditions:

X.B

〈[
a+, b+, x+c , t+c

]
:=

[0, 0, xb. + wb. 3
8 , ∞] if x < borderr

[0, 0, borderr, ∞] else

〉

move→observe
⟳ t > tc

x > ∞


X.P ⟨·⟩ . (4.10)

Contrary to the transition from the sleep to the observe state, the input
function of the observe state is not triggered by the ball entering the
area of responsibility, but by the point in time tc being exceeded. This
time is the expected moment of collision of the board with the ball.

4.3.2 Modelica Implementation

Implementing the boards and ball dynamics in Modelica is straightfor-
ward. The core of the implementation is described by the code fragment
given in Listing 4.16.

Lines 5–7 implement Equation 4.2. Lines 9–15 show the implementa-
tion for Equation 4.5. The action of the Business Node on the Physical

Node is represented by the function ActionOnBoard that is included in
a when block and determines the discrete-time variables a and b for

5 The decision not to use exactly xboard + wboard 3
8 , i.e. the right border of the board, is

due to having a safety margin. However, this is not relevant for the example.
6 See Appendix A.2 for the full vectorized source code. The naming of the variables

differs slightly, as the code snippets in this section have been adapted for better read-
ability.
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Figure 37: Behavior of the first board and the ball.

the trajectory. The conditions for activating the when block are also re-
turned by the function call; the event conditions align with Equation
4.5. The usage of the when language element shown in lines 9 to 15 thus
implements an Adapter as it describes how and which information is
exchanged between both nodes.

The pre operator returns the left limit of a variable at a time instant.
It thus allows to model the change of the Business Node’s state and the
event conditions as given by the when block in Listing 4.1.

Lines 19 to 35 of Listing 4.1 outline the ActionOnBoard function and
thus the Business Node and its behavior. In principle, the function im-
plements the Equations 4.6 to 4.10 which are selected depending on the
state.7

A simulation of the model MotivatingExample results in the behav-
ior that is depicted in Figure 37. This diagram shows the behavior of the
first board only which moves a total of three times before the ball leaves
its area of responsibility.8 Figure 38 shows in detail how the parameters
a and b of the trajectory change over time. It also depicts the resulting
trajectory for the board xboard

s . Figure 39 illustrates the behavior of the

7 As can be seen in the code fragment, the function has more inputs and outputs than
shown in Equation 4.5. We will discuss the reason for this in the next section.

8 As can be seen in the diagram , the board partially leaves its area of responsibility that
ends at x = 10. This is just a technicality which could be prevented by limiting xboard

s
to boarderr which has been omitted in this example.
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Figure 38: Behavior of the board (xboard) in relation to the given trajectory
(xboard

s ) and its parameters a, b.

first four boards. It demonstrates how the individual boards switch to
the observe mode when the ball enters their area of responsibility and
how they switch to the final state when it leaves it again. The graph
thus shows how the boards, one by one, ensure that the ball does not
fall below y = 0.

4.3.3 Discussion

The implementation of the motivating example illustrates important
properties of how moces is capable to link equation-based and agent-
based modeling, and thus allows for a holistic ms of the power system.

With the ActionOnBoard function giving the conditions for triggering
the next action, we have found a way to implement a dynamic schedul-
ing approach in Modelica where the individual Ments , or rather the
Business Nodes , specify the event conditions. Those are either of type
time event or state event. In reference to the different layers of moces,
this means that the Business Node part of a Ment can react to changes in
the physical layer. However, it has to specify the expected change; this
also means that the Business Node cannot perform any further action if
the expected event does not occur. It is therefore in the responsibility
of the Business Node to avoid its deadlocking due to event conditions

that never become true. For this, one can use the possibility to formulate
several event conditions; each one triggers an action of the Business

Node.
When comparing Equation 4.5 with the function call in lines 11-12 of

Listing 4.1, there are some differences concerning the input and output
parameters. This is because the behavior of the Business Node is imple-
mented using a pure function, ActionOnBoard, due to the limitations
for algorithms in pure Modelica. As a workaround, the state of the Busi-
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ness Node agent_state_next and static parameters such as borderl and
borderr are added to the Physical Node and given to the function as input
at each call. This limitation in modeling the behavior of Business Nodes is
a decisive reason not to describe their behavior in Modelica but using
C++ for moces.

moces makes intensive use of the possibility to describe time-
continuous trajectories by discrete-time variables as shown with xs,
the set point for the board determined by the Business Node, cf. Equation
4.2 and lines 5-7 in Listing 4.1.

Note that the motivating example does not reflect all elements of mo-
ces introduced in Section 4.2; e.g., no interaction between Business Nodes

takes place.

4.3.4 Alternative Approach and Performance Assessment

The modeling approach outlined with the motivating example in this
Section 4.3 and in particular the design of the Adapter , cf. Listing 4.1,
was developed against the background of creating a high-performance
solution. Performance here refers to the wall time required to simulate
large systems.

To adumbrate the performance gain of the presented approach (dy-
namic scheduler), we compare it with an implementation that uses an
Adapter implementing a synchronization at discrete time steps with fixed
step size. We will refer to this as fixed time step scheduler. The code frag-
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Figure 40: Behavior of board and ball for the fixed time step scheduling approach.
Behavior is given for different values of ∆t. If ∆t is set to 1.5 s, the
board misses the ball as the gap between the board’s x position and
the ball’s x position is not covered by the board’s width, see the
position marked with “Board misses ball”.

ment implementing this type of Adapter with a fixed step size delta_t

is given in Listing 4.2.
The strategy used in Listing 4.2 differs from the previous one in List-

ing 4.1 in that the strategy of the Business Node is to set the board’s set
point xboard

s to the current value of the ball, cf. line 7. The resulting be-
havior of the board is shown in Figure 40. In this approach, the behavior
of the system depends on the fixed step size of the scheduler. Parametric
settings of the step size for which the Business Node fails to prevent the
ball from falling are easily conceivable as Figure 40 shows.

Table 5 provides the results of a performance test comparing both ap-
proaches in combination with different solvers. To investigate different
sizes of systems, we scale the number of boards; the parameter ∆t is set
to 0.1 s for all experiments. For details see the source code of the models
given in the Appendix A.2, cf. Listing A.2 and Listing A.3.
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The key metric for the performance of the solver is the ratio between
the duration of the experiment (expected simulation time), which in-
creases linearly with the number of boards, and the run time the sim-
ulation (wall time). This metric thus indicates how many seconds of
simulation time per second of ‘real time’ are simulated by the simula-
tor.

The absolute numbers given in the table are not of interest here, as
they heavily depend on the parameter settings of the model, e.g. for k
or xstart, the performance of the machine running the simulation and
further configurations such as which variables are stored. We therefore
want to focus on the relation of the obtained values. The absolute values
of the wall time should be understood as a rough estimate for a stan-
dard machine. For the performance test, the solvers dassl, livermore

solver for ordinary differential equations (lsodar) and cvode
9

were compared. dassl and lsodar were selected because they are the
default solvers of Dymola and performed well in Liu et al.’s studies
[151]. The solver cvode is included as the implementation comes with a
version optimized for sparse systems, which is automatically selected by
Dymola based on the structure of the system. We derive the following
findings from the results of the performance test.

The dynamic scheduling approach outperforms the fixed time step
scheduling approach for all investigated solvers and all numbers
of boards.

The sparse version of cvode is selected by Dymola for systems
with 100 or more boards. However, the solver fails to simulate the
model if the number of boards is above 100. The reason for this can-
not be determined with certainty, but the error messages suggest
that there is a problem with the event handling.

lsodar seems to be the best-performing solver for large-scale sys-
tems including high numbers of events; however, it also fails to
simulate the system with 500 boards. Again, it seems to be a prob-
lem of the event handling.

dassl is the only solver capable of simulating the system with 500

boards. Besides, it is the only solver that can handle the fixed time
step scheduling approach for larger systems; however, its perfor-
mance is lower compared to lsodar.

The conditions time > tc are processed by the solvers not as a time

event but as a state event.

9 Implementation of variable-coefficient ode solver (vode) in C.
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Table 5: Performance test comparing the dynamic scheduling approach (DS)
with the fixed time step scheduling (FS) approach. All simulations are
performed in Dymola 2018 64bit using Visual C++ 2015 Express Edi-
tion (14.0) and standard configurations for solvers.
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10.00 200.00 dassl DS 0.14 1408.45 315.00 0.00

FS 1.04 192.31 146.00 2053.00

lsodar DS 0.19 1025.64 315.00 0.00

FS 0.72 277.01 146.00 2066.00

cvode DS 0.08 2500.00 315.00 0.00

FS 0.30 664.45 146.00 2050.00

100.00 2000.00 dassl DS 6.23 321.03 3031.00 0.00

FS 21.40 93.46 1526.00 20 046.00

lsodar DS 6.48 308.64 3073.00 0.00

FS 14.90 134.23 1578.00 20 047.00

cvode DS 7.28 274.73 3966.00 0.00

FS fails fails fails fails

200.00 4000.00 dassl DS 26.70 149.81 6099.00 0.00

FS 115.00 34.78 3084.00 40 059.00

lsodar DS 21.40 186.92 6153.00 0.00

FS fails fails fails fails

cvode DS fails fails fails fails

FS fails fails fails fails

300.00 6000.00 dassl DS 70.50 85.11 9160.00 0.00

FS 581.00 10.33 4618.00 60 065.00

lsodar DS 49.70 120.72 9241.00 0.00

FS fails fails fails fails

cvode DS fails fails fails fails

FS fails fails fails fails

400.00 8000.00 dassl DS 157.00 50.96 12 227.00 0.00

FS 923.00 8.67 6166.00 80 058.00

lsodar DS 95.80 83.51 12 343.00 0.00

FS fails fails fails fails

cvode DS fails fails fails fails

FS fails fails fails fails

500.00 10 000.00 dassl DS 296.00 33.78 15 313.00 0.00

FS 1840.00 5.43 7706.00 100 059.00

lsodar DS fails fails fails fails

FS fails fails fails fails

cvode DS fails fails fails fails

FS fails fails fails fails
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1 model MotivatingExample

2 [...] // nonrelevant code is excluded to enhance readability

3 equation

4 // board trajectory

5 x_s_board = a*(time-t_last_event)^3

6 + b*(time-t_last_event)^2

7 + x_board_last_event;

8 [...]

9 when {(time > pre(t_c)), (x > pre(x_c))} then

10 agent_state = pre(agent_state_next);

11 (t_c, agent_state_next, x_c, a, b) = ActionOnBoard(

12 x, y, v_x, v_y, x_board, time, pre(agent_state_next), b_l, b_r);

13 x_board_last_event = x_board;

14 t_last_event = time;

15 end when;

16 [...]

17 end MotivatingExample;

18

19 function ActionOnBoard

20 input Real x "x position of ball";

21 input Real y "y position of ball";

22 input Integer state "state";

23 [...] // further input variables

24 output Real t_c "event condition 1";

25 output Real x_c "event condition 2";

26 output Real a "parameter of set point of trajectory";

27 output Real b "parameter of set point of trajectory";

28 output Integer next_state "next state";

29 algorithm

30 if state == 0 then

31 [...] // state-depended behavior

32 elseif [...]

33 [...]

34 end if;

35 end ActionOnBoard;

Listing 4.1: Modelica implementation of the motivating example.

1 model MotivatingExampleAlternative

2 parameter Real delta_t;

3 [...]

4 equation

5 [...]

6 when (sample(0, delta_t)) then

7 x_s_board = ActionOnBoardAlt(x, x_board, b_l, b_r);

8 end when;

9 [...]

10 end MotivatingExampleAlternative;

Listing 4.2: Code Fragment for Adapter using fixed time steps.
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4.4 implementation details

As described in the previous section, in theory it would be possible to
represent the concepts of moces as described in Sections 4.1 and 4.2
in Modelica solely. However, this is not commended, as Modelica is
designed to model systems that can be described by ordinary daes and
modelica ides using solvers which have been optimized for daes have
serious issues to handle large models with many events as described in
Section 3.3.3.

moces thus uses dae-based models under the usage of the model-
ing language Modelica only for the physical layer. For the business

process layer, it employs an agent-based modeling approach as pre-
sented in Section 3.4 implemented from scratch in C++. The informa-
tion layer is also implemented in C++, and it makes use of a relational
database.

4.4.1 Extending a Modelica Model by an Agent

moces supplements the Modelica model that realizes the Physical Node

with a C++ class that implements the Business Node. This fundamental
structure is given in Figure 41.

Ment

Physical Node Business Node

Modelica Model C++ Class

Figure 41: Basic implementation structure of a ment.

One design decision of moces is to keep the inheritance structures of
the Modelica models and the C++ classes in parallel. This is sketched
in Figure 42. As a result, every Modelica model that represents the
Physical Node part of a type of ment is linked to exactly one C++ class
representing the Business Node part of that ment. Another design deci-
sion, also shown in Figure 42, is that there are three levels of hierarchy.
The models and classes of the two upper levels are abstract. On the up-
permost level there is exactly one abstract base model and class. The
abstract models of the second level describe different types of ments

and serve to simplify the implementation of concrete types of ments
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PN-MEP

Partial Model I Partial Model II

Model I Model II Model III

BN-MEP

Abstract Class I Abstract Class II

Class I Class II Class III

Figure 42: Parallel class structure of the Modelica models and the C++ classes
used by moces. PN-MEP and BN-MEP are abbreviations for Physical
Node - Moces Entity Partial and Business Node - Moces Entity Partial
respectively.

Init(...)

id

Synch(vBN←PN)

[mBN→PN]

Delete(...)

pn:Model I bn:Class I

loop

[t = tend]

seq

[t = 0]

[0 < t < tend]

Figure 43: Fundamental interactions between Physical Node (pn:Model I) and
Business Node (bn:Class I) during simulation (0 < t < tend), its initial-
ization phase (t = 0), and termination phase (t = tend). The notation
of the variables in the simulation phase aligns with the notation in-
troduced in Section 4.3.

that share certain characteristics, e.g., the characteristics of a consumer
or producer of electrical energy.

To link precisely one instance of each class to the corresponding Mod-
elica model instance, moces implements a concept similar to the exter-
nal objects language feature of Modelica, see mls [120, p. 175]: objects
with internal memory are dynamically initialized during the initializa-
tion phase of the simulation by a function call. During simulation, func-
tions can be used to communicate with these objects. At the end of the
simulation, the objects are destroyed. The basic idea and the resulting
interactions are given in Figure 43.
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1 // BNE_businessnodeexample.h

2 class BNE_BusinessNodeExample {

3 public:

4 BNE_BusinessNodeExample(int init_parameter); // constructor

5 ~BNE_BusinessNodeExample(); // destructor

6 void Synch(double v_0, double& m_in, double& m_c); // synchr. (Adapter)

7 private:

8 int local_state;

9 }

Listing 4.3: Pattern used to implement a Business Node in C++.

From the Modelica perspective, an external object is opaque as the
inner structure is not known. This is basically a very helpful character-
istic, as the complexity of the Business Node does not enlarge the model
to be handled by the mtp and has therefore no adverse influence on the
required translation time;

Since Modelica does not provide a direct interface for C++, its C inter-
face must be used. In the context of Modelica, functions implemented
in C and called by a Modelica model are named external functions, cf.
mls [120, p. 165]. External functions are thus external routines invoked
by the model.

A short code example best describes the implementation pattern used
by moces to extend a Modelica model by an agent. For illustrative
purposes, we limit ourselves to a minimum number of exemplary vari-
ables. An agent respectively a Business Node is declared in C++ by the
pattern given in Listing 4.3.

The C wrapper that is invoked by the Modelica model as an external
function is declared and implemented as specified in Listing 4.4. The
C wrapper introduces a handle (id) for every object. Since the C inter-
face of Modelica does not offer the possibility to exchange a handle in
the form of a pointer or similar, the position within the storing vector
bne_vec is used as the handle instead.

The three functions declared by the C wrapper can be used by the
Physical Node to implement the interactions with the Business Node visu-
alized in Figure 43. This is shown in the code fragment given in Listing
4.5. The functions BNE_Init and BNE_Delete are not explicitly listed; they
follow the same pattern as BNE_SYNC.
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1 // mocesinterface.h

2 extern "C" {

3 int BNE_Init(int init_parameter);

4 void BNE_Delete(int id);

5 void BNE_Synch(int id, double v_0, double* m_in, double* m_c);

6 }

7

8 // mocesinterface.c

9 // vector holding references to Business Nodes

10 std::vector<BNE_BusinessNodeExample*> bne_vec;

11

12 int BNE_Init(int init_parameter) {

13 bne_vec.push_back(new BNE_BusinessNodeExample(init_parameter));

14 return(bne_vec.size() - 1);

15 };

16 void BNE_Delete(int id) {

17 BNE_BusinessNodeExample* ptr = bnv_vec.at(id);

18 delete ptr;

19 };

20 void BNE_Synch(int id, double v_0, double* m_in, double* m_c) {

21 bne_vec.at(id)->Synch(v_0, m_in, m_c);

22 };

Listing 4.4: C wrapper used along with C++ pattern of Business Node, cf. Listing
4.3.
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1 package Example

2 [...]

3 function BNE_Synch

4 input Integer id "unique id of BN/Ment";

5 input Real v_0 "variable given to BN/Ment";

6 output Real m_in "variable given to PN/Ment";

7 output Real m_c "event condition given to PN/Ment";

8 external "C" BNE_Synch(id, v_0, m_in, m_c);

9 end BNE_Synch;

10

11 model PhysicalNodeExample

12 parameter Integer init_parameter=42;

13 discrete Integer id "id of BN/Ment";

14 discrete Real m_in;

15 discrete Real m_c(start = 0.5);

16 Real v_0;

17

18 equation

19 when initial() then

20 id = BNE_Init(init_parameter);

21 end when;

22 v_0 = der(cos(time));

23 when (pre(m_c) > v_0) then

24 (m_in, m_c) = BNE_Synch(id, v_0);

25 end when;

26 when terminal() then

27 BNE_Delete(id);

28 end when;

29 end PhysicalNodeExample;

30 end Example;

Listing 4.5: Modelica pattern used to implement the interaction with a Business

Node.
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4.4.2 The Abstract Base Class MEP

Except for the Ment System, all Ments , meaning Business Nodes and Phys-

ical Nodes , are derived from the abstract base class respectively partial
model MEP. This base class defines certain basic parameters and imple-
ments the Adapter and the Business Interface that enables communication
between Business Nodes . The simplified class diagram is shown in Figure
44. The PN-MEP inherits the Adapter that will be discussed in detail in
Section 4.4.7.

The virtual method PutIntoInbox(...) implements the Business Inter-

face. It is in the responsibility of the class extending the base class how
to handle arriving messages, but typically they are merely put on a mes-
sage deque and processed independently. While the Synch(...) method
implements the generic Adapter of the BN-MEP, the two other methods
(Observe(...), LogMeasurement(...)) are related to specialized types
of Adapters: the Business Node Observer and the Meter . The parameters of
the specialized Adapters (log_id, ob_id) are used as handles to enable
the observation respectively metering of various variables.

4.4.3 Handling of Time- and Position-Dependent Data

The handling of time and time- and position-dependent data is part of
the information layer of moces, cf. Figure 33. Before going into details

MEP

PN-MEP

unique_identifier: String

account_balance: Real

Adapter

n_d_in: parameter Integer

d_in: array<Real>

n_d_out: parameter Integer

d_out: array<Real>

n_d_c: parameter Integer

d_c: array<Real>

d_c: array<Real>

id: Integer

≪interface≫
BusinessInterface

+ PutIntoInbox(:Message)

BN-MEP

inbox: deque<Message>

type_of_entity: enum

+ Synch(...)

+ Observe(ob_id: int)

+ LogMeasurement(log_id: int)

Figure 44: Simplified class diagram of the abstract base class MEP showing the
most important attributes and methods.
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of the implementation in Sections 4.4.4 and 4.4.5, we will first provide
some basic background considerations.

time We would like to discuss how time is handled in moces and
emphasize the importance of a plain concept.

As we know, “time is the indefinite continued progress of existence
and events that occur in apparently irreversible succession from the past
through the present to the future” (Cited after [152]). Mankind invented
devices to measure this progress, we call them clocks, and defined stan-
dards for time intervals and systems to synchronize the clocks such
as the coordinated universal time (utc). While definitions of time in-
tervals are required to agree on a duration of time, synchronized clocks
are required to agree on a specific point in time.

Further on, we will use the terms wall clock and wall time if we
refer to this true time, whose progress we cannot bias. For the time that
is valid inside a model, we use the terms simulation clock and simu-
lation time. From an observer’s perspective, the progress of the sim-
ulation time does not have to progress continuously; typically it is
squeezed or expanded. In most cases, the simulation clock is initial-
ized at the beginning of the simulation run with zero, and the simula-
tion time proceeds continuously from the models perspective.

Things get a bit complicated if the model’s behavior depends on a
point in time of the wall clock, such as a model of the sun position,
or on a characteristic of this point in time, e.g., that it is a Sunday or
Christmas Eve.

Since models in the field of energy systems often have this type of
dependency, the simulation time used in moces always has a defined
relation to the wall time. Technically, this is done by anchoring the sim-
ulation time tsim to an arbitrary calendar date and providing an inter-
face to it that is accessible by all ments. In other words, a moces model
always includes a model of the wall clock. The individual Business

Nodes can, in turn, introduce further simulation clocks in reference to
this clock if needed.

time- and position-dependent data The behavior of many
ments depends on ambient conditions that are present at their locations;
e.g., the power output of a pv plant mainly depends on the solar irra-
diation. To allow an easy modeling of such ments and to include the
impact of these relations in the simulation, moces offers a minimalistic,
database-based global information system (gis). It enables an easy ac-
cess to weather and other data from within every model by just using
the geographic location and point in time. This approach also ensures
that the boundary conditions are consistent and easily exchangeable for
all models.
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In general terms, the interface provided by the information layer of
moces can be formulated as follows:

v = f (vid, plat, plong, pmosl, t∗); (4.11)

the interface for values depending on the time solely has the following
formulation:

v = f (vid, t∗), (4.12)

with:

v id unique identifier for value of interest,
t∗ time of interest,

p lat latitude,
p long longitude,
pmosl meters above sea level.

Both interfaces are implemented by a component that exists exactly
once in each moces model. From the model’s perspective and depending
on the relation between the current simulation time tsim and t∗, the
values provided are either current values (t∗ = tsim), lie in the future
(t∗ > tsim) or in the past (t∗ < tsim).

Access to values of the future should be prohibited, as these values
are not yet known. However, we decide to allow Business Nodes to access
values from the past and future to enable an easier modeling of Ments

looking into the future. An example is given in Section 5.4.4 which de-
scribes a model providing forecasts to other Ments . It is therefore the
responsibility of the modeler to decide how to deal with the possibility
to access data of the future. A Physical Node, in contrast, only has ac-
cess to the current values in moces. However, this restriction could be
removed if deemed necessary and useful.

4.4.4 Spanning the Business Process Layer and the Information Layer

The Ment System initializes the business process layer and the infor-
mation layer at the beginning of the simulation. As Figure 45 shows,
the Ment System uses the pattern described in Section 4.4.1. The System

spans the information layer by implementing the interface for location-
and time-dependent data described in Section 4.4.3 and by providing an
anchored simulation time respectively model of the wall time with
m_epochs.

To span the Business Layer , the Business Node of the Ment System im-
plements two registries; the first manages the addresses of all Business
Nodes , the second all Meters . These two registries enable communication
between the Business Nodes ; to do this, all Business Nodes must register
with the System, as shown in Figure 45 during simulation initialization.
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create

Init(...)

handle

Register(...)

Init(...)

id

pn-sys:PN-SYS

bn-sys:BN-SYS

pn:PN

bn:BN

env:ENV

seq

[t = 0]

Figure 45: Basic interaction at t = 0 to initialize the business process layer

and the information layer and to assign unique ids to the ments,
see Figure 46 for the used abbreviations.

Figure 46 gives an overview of the basic implementation structure of
the Ment System. Note that the diagram is not complete but focuses on
the essential characteristics. The classes/models shown in red are imple-
mented in Modelica, those in blue and green in C++. Due to its central
task, the PN-SYS model is a mandatory component of every moces sce-
nario model, which contains exactly one such instance, and makes its
variables available globally by using the inner/outer language construct
of Modelica, cf. mls, [120, p. 175].

The PN-SYS is also the central entity for configuration. As the pa-
rameters in Figure 46 show, besides the start date of the simulation
(start_date), the data basis of the information layer can be config-
ured (weather_data, data). Besides, logging and debug configurations
can also be carried out.

The interfaces to the information layer (GetWeather(), GetData())
are realized as independent models. In this way, they can be easily in-
cluded into Physical Nodes to provide them location- and time-dependent
values.

The core functionality of the two registries, which are implemented
and made available by BN-SYS, is the provision of information about
the structure of the system and the relations between metering points,
ments, and brps which are required to model the bmp as presented
in Section 2.2.8. This kind of information is made available through
methods. GiveMentIDByName(), for example, allows all Ments to search
for the handle of a Ment for which a user-defined identifier is known.
In the current implementation, the registries are implemented by un-
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ordered maps10. Although the objects implementing the environment
(EnvWeather and EnvData) are connected to the BN-SYS by composition,
they belong to the information layer and are thus discussed in Section
4.4.5.

System

≪Singleton≫
PN-SYS

start_date: parameter Date

weather_data: parameter SqlConn

data: parameter SqlConn

debug_flag: parameter Integer

debug_filename: parameter String

message_log_flag: parameter Integer

message_log_filename: parameter String

m_epochs: Real

m_datenumber: Integer

GetWeather

gps_pos: parameter GPS_Pos

quantity: parameter Integer

y: output Real

GetData

quantity: parameter String

y: output Real

≪Singleton≫
BN-SYS

+ RegisterMent()

+ GiveMentIDByName()

+ RegisterMeteringPoint()

≪Singleton≫
Logger

EnvWeather

Connect to MySQL
database based on pa-
rameters defined by
PN-SYS.

Connect to MySQL
database based on pa-
rameters defined by
PN-SYS.

EnvData

Figure 46: Simplified class diagram of the ment System showing crucial ele-
ments.

4.4.5 Information Layer

The basic structure of the implementation of the information layer

providing the interfaces as discussed in Section 4.4.3 composes of three
parts: a MySQL database providing the underlying data; EnvWeather

and EnvData classes that interpolate and buffer the data; and, the
GetWeather and GetData Modelica models wrapping the functionality
of EnvWeather respectively EnvData in Modelica.

As moces uses measured weather data from specific weather stations,
the database schema used for providing the weather data consists of
two tables. The first table stores information about the measuring sta-
tions, mainly the location and the provided meteorological measurands.

10 See http://www.cplusplus.com/reference/unordered_map/unordered_map/(lastac

cessed:3June2021) for reference.

http://www.cplusplus.com/reference/unordered_map/unordered_map/ (last accessed: 3 June 2021) 
http://www.cplusplus.com/reference/unordered_map/unordered_map/ (last accessed: 3 June 2021) 
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1 // key value map buffering weather data (object attribute)

2 unordered_map<Identifier, TimeSeries> weather_map_

3

4 TimeSeriesPointWithTimespan EnvWeather::GetValueAndNextEvent(

5 const simtime& time,

6 const TypeOfClimateValue& cv,

7 const GPSPos& gps_pos) {

8 // check if gps_pos cv combination is in weather_map_

9 // if not available

10 // > add to key value map weather_map and buffer sql data

11 it = weather_map_.find(Identifier(gps_pos, cv));

12 if (it == weather_map_.end()){

13 it = AddElementToWeatherMap(time, cv, gps_pos);

14 }

15 // if current time is larger than buffered time series

16 // > update time series

17 if (!it->second.IsInRange(time)){

18 it = UpdateElementInWeatherMap(it, time);

19 }

20 // return value (parameters of piecewise linear functions)

21 return it->second.get_time_series_point_modelica(time);

22 };

Listing 4.6: Code fragment to describe the implementation of the environment
providing weather information.

The second table provides the actual data by using a key-value pattern
with the key being composed of the station identifier, the measurand
identifier, and a time stamp. This pattern was chosen for its flexibility,
as it allows the subsequent insertion of new stations, measurands and
data. Furthermore, it is also flexible about the temporal resolution of the
measurands; those may vary even within a measurement series.

The behavior and functionality of the EnvWeather class is best de-
scribed by the code fragment of the method GetValueAndNextEvent, see
Listing 4.6, that is served as an external function via the C wrapper to
Modelica.

At its core, the EnvWeather class creates a time series for each re-
quested combination of measurand and location. The time series is cre-
ated on the basis of the values available in the database and a suitable
local and temporal interpolation method. In the simplest case, a linear in-
terpolation is used for the temporal interpolation, and a 1-nearest neigh-
bor interpolation is used for the spatial interpolation. As indicated by the
code fragment, the time series are created in batches for a certain period
of time and are only renewed if the current simulation time lies outside
the period of time covered by the prepared time series. The main reason
for this procedure is its significantly higher performance compared to a
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Table 6: Summary of weather data provided by moces by default.

Measurand Number of Stations Time Covered Temporal Resolution

Wind Speed 244.00 2013 – 2015 1.00 h

Wind Direction 244.00 2013 – 2015 1.00 h

Air Temperature 474.00 2013 – 2015 1.00 h

Global Horizontal

Irradiation
47.00 2013 – 2015 1.00 h

Global Diffuse

Irradiation
47.00 2013 – 2015 1.00 h

solution in which the required data is queried directly from the database
each time GetValueAndNextEvent is called.

The EnvWeather class also provides the position of the sun, precisely
the solar azimuth angle and zenith angle. Contrary to the weather data,
these values are calculated on-the-fly using NREL’s solar position algo-
rithm, cf. Reda and Andreas [153].

Figure 47 illustrates how the component can be used by a modeler
in Modelica. It shows its model icon and the dialog used to select the
needed measurand. The implementation is designed to enable an easy

Figure 47: Model icon of GetWeather model (left) and its dialog showing the
parameters (right).

integration of existing weather data by adding the data into the database.
By default, moces provides weather data based on data from more than
500 weather stations made available by the dwd

11. The data set covers
the years 2013–2015; details are given in the Table 6. The measurement
values are used as provided without any modification, only obviously
corrupt time series are not used.

11 https://www.dwd.de/EN/ourservices/opendata/opendata.html (last accessed: 3 June
2021).

https://www.dwd.de/EN/ourservices/opendata/opendata.html
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Table 7: Excerpt of time series provided by moces. Time series marked with *
are added for validation purposes, cf. p. 196 for a usage example.

Data Time Covered Temporal Resolution Source

Hard Coal Price Index 2010-01 – 2016-06 1 month [154]

Natural Gas Price Index 2010-01 – 2016-06 1 month [154]

Lignite Price Index 2010-01 – 2016-06 1 month [154]

Oil Price Index 2010-01 – 2016-06 1 month [154]

Total Load Germany* 2013-01 – 2015-12 1.00 h [155]

Total PV Feed-In Germany* 2014-01 – 2014-12 15.00 min [156]

Total PV Feed-In Tennet* 2014-01 – 2014-12 15.00 min [156]

Total Wind Feed-In Germany* 2014-01 – 2014-12 15.00 min [156]

EPEX Spot Day-Ahead Auction DE/AT* 2012-01 – 2016-08 1.00 h [156]

In addition to the weather data, moces provides a number of other
time series, which can be accessed via the EnvData component. An ex-
cerpt of these time series is given in Table 7.

handling of scenarios By default, moces only supplies data
from the past. If moces is to be used to investigate scenarios with differ-
ent boundary conditions, the authors recommend to provide a separate
database for each scenario. The selection of the different scenarios can
then be made via the parameters weather_data and data of the ment

System, cf. Figure 46. This ensures that all ments refer to a consistent
environment.

4.4.6 Physical Layer

As stated, moces uses Modelica to describe the Physical Nodes and their
interactions. With regard to the holistic description of the power sys-
tem given in Section 2.2, the interactions that take place in the physical

layer reflect the system actor perspective on the power system. For
intuitive modeling, moces provides a series of Base Models on the basis
of which models for specific scenarios can be derived easily. An excerpt
of these base models and their relations to each other is given in Figure
48; as indicated, the models of the two upper levels are partial. The class
diagram shows that currently most model types are derived from the
partial model Prosumer. Models derived from this partial model assume
at least the role of a pcg as introduced in Section 2.2.7. The models de-
rived from the other partial models typically have no interaction with
other Physical Nodes on the physical layer; their main interactions take
place on the business process layer. We therefore concentrate on the
type Prosumer in this section.

The partial model Prosumer extends PN-MEP by two mandatory param-
eters: gps_position defining the position of the model, and name_of-
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PN-MEP

Prosumer

Meter

Observer

Market SystemOperator MarketForecastService WeatherForecastService

SolarPlant

WindPlant

LoadRegion

BatteryStorage

PowerPlant

DayAheadMarket SimpleSystemOp SimpleMarketForecast SimpleWeatherForecast

Figure 48: Base Modelica models provide by moces to model the Physical Node

part of a ment.

_aggregator assigning the model to a balance group. This assignment
is required to model the bmp as described in Section 2.2.8. The term aggre-
gator is a synonym for the roles brp and balance supplier, which are
not distinguished in moces. The assignment to a balance group also
applies to the associated Meter, cf. Figure 48, that is used to determine
and record the energy consumption or production of the prosumer and
enables the modeling of the settle imbalance phase of the bmp, cf. Section
2.2.8.3.

The component Meter realizes the special Adapter type Meter . In the-
ory, implementing an energy meter in Modelica is straightforeward, as
only the integral of the power flow to be measured has to be formed.
With large models, however, this procedure leads to performance issues,
since each meter introduces a state variable. Therefore, moces uses the
synchronous language features of Modelica, see mls [120, p. 211], to
determine the energy values based on sampled power values.

A design decision of moces is that each Prosumer holds at least three
time series which represent:

the actual energy consumption/production measured by the
linked Meter,
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the forecasted energy consumption/production, and

the scheduled energy consumption/production sent to the sop as
requested by the bmp.

The latter two time series are implemented in the Business Node part of
a ment. However, the current value can be accessed by an Observer as
given in Figure 48. This model implements the Adapter type Observer .
Especially ments that, under standard operating conditions, follow a
given schedule, such as conventional power plants or battery storage
systems, use this adapter to adopt the schedule as set point.

minimal example A minimal example for a complete model of a
Physical Node in moces derived from the partial model Prosumer is given
in the following Listing 4.7:

1 model LBP_LoadByParameter

2 import TY = MOCES.TYPES;

3 extends MPP_ProsumerPartial;

4 parameter Init_LBP init_LBP;

5 TYPES.ErrorCode er_01_LBP;

6 TYPES.ErrorString er_me_01_LBP;

7

8 equation

9 el_terminal = init_LBP.load;

10

11 when initial() then

12 (id, er_01_LBP, er_me_01_LBP) =

13 LBP_Init_IINM(init_MEP,

14 init_MPP,

15 init_LBP,

16 CONSTANTS.kLengthErrorMessage,

17 sys_system.Init_Sequence);

18 assert(er_01_LBP > 0, er_me_01_LBP);

19 end when;

20 end LBP_LoadByParameter;

Listing 4.7: Minimal example to implement a Physical Node in Modelica.
el_terminal is the electrical connector of the model.

The listing describes an electrical load whose power is specified via the
parameter init_LBP.load12. As the code example shows, this Modelica

model does not directly specify the behavior of the linked Business Node

and there is no way to do so. How to model this behavior is discussed in
Sections 4.4.8 and 4.4.9. However, by inheriting from the abstract model
Prosumer, which in turn inherits from the abstract model MEP, the behav-
ior of the respective connected business nodes is adopted as well. For

12 We use the Modelica notation here, init_LBP.load is an element of the struct
init_LBP.
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the model shown here, this includes among other things the registra-
tion of the metering point and the daily transmission of time-resolved
consumption data.

4.4.6.1 Running Example

As a further example, we will describe the modeling of an energy storage
system in moces. The model is named BatteryStorage and inherits from
the partial model Prosumer, cf. Figure 48. We will return to this example
when describing the modeling of the behavior of the linked Business

Node, cf. Section 4.4.9.1.
More specifically, we present the Physical Node of a ment who pursues

the strategy of purchasing and storing electricity in times of favorable
prices and reselling this electricity in times of high prices. It is assumed
that this strategy is provided to the Physical Node in form of a schedule
pschedule(t) by the Business Node. To enable the Business Node to determine
a feasible schedule, the Physical Node communicates the current state of
charge of the storage system to the Business Node.

A simple, yet non-linear model, of the storage system and its physical
behavior can be described with the following set of equations:

dE
dt

=

ηcharge · p(t) if p(t) > 0
1

ηdischarge
· p(t) if p(t) ≤ 0

, (4.13)

p(t) =


pschedule(t) if 0 < E < Ecapacity

min (0, pschedule(t)) if E ≥ Ecapacity

max (0, pschedule(t)) if E ≤ 0

, (4.14)

with:

E energy stored in storage system,
Ecapacity capacity of storage system,

p( t) power flow into storage system,
ηdischarge discharge efficiency of storage system,

ηcharge charge efficiency of storage system.

The implementation in moces is given in the following Listing 4.8:

1 model SBS_SimpleBatteryStorage

2 // definition of number of inputs/outputs/conditions

3 extends MPP_ProsumerPartial(n_d_in=2, n_d_out=0, n_d_c=1,

4 Schedule(redeclare function GetValue =

5 FUN.MEP_GetTSRampy_SPYC),

6 final observe_schedule = true,

7 mTP_LogMeasurement(measurement_value =

8 el_terminal);
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9 parameter Init_SBS init_SBS;

10 Real SOC "state of charge";

11 // energy stored in battery

12 Modelica.SIunits.Energy E(start=init_SBS.cap_storage/2);

13 Modelica.SIunits.Power P "power flow into battery";

14 Real P_s "schedule for battery";

15

16 equation

17 // definition of input/outputs/conditions

18 SOC = d_in[2];

19 // physical behavior

20 P_s = Schedule.y;

21 el_terminal = P;

22 SOC = E/init_SBS.cap_storage;

23 if (E < init_SBS.cap_storage and E > 0) then

24 P = P_s;

25 elseif (E >= init_SBS.cap_storage) then

26 P = noEvent(min(0,P_s));

27 else

28 P = noEvent(max(P_s,0));

29 end if;

30

31 if noEvent(P>0) then

32 der(E) = init_SBS.eta_charge*P;

33 else

34 der(E) = P/init_SBS.eta_discharge;

35 end if;

36

37 when initial() then

38 [...]

39 end when;

40 end SBS_SimpleBatteryStorage;

Listing 4.8: Modelica code of battery storage system implemented in moces.

As the implementation shows, the model inherits from the model
Prosumer, line 3–8. The Adapter is configured by the parame-
ters n_d_in, n_d_out and n_d_c. Since the battery follows the
schedule created by the Business Node, an Observer is activated
for the schedule with Schedule(...) and final observe_schedule

= true. A Meter is connected to the electrical interface with
mTP_LogMeasurement(measurement_value = el_terminal).

All parameters of the model, such as the storage capacity Ecapacity, are
wrapped by the struct init_SBS, cf. line 9. In the following lines 10–14,
the variables needed to describe the storage system are introduced.

Line 18 links the state of charge with the Adapter and thus synchro-
nizes it with the Business Node. Line 20 adopts the schedule as the target
value. The remaining equation section is a straightforward implementa-
tion of Equations 4.13 and 4.14. The noEvent operator ensures that the
relations are taken literally and do not trigger events, see [120, p. 30].
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ments

Figure 49: Overview of the synchronization concept used by moces. The syn-
chronization performed by the Adapter is triggered by time events

or state events. The black arrows visualize information exchange
via the Adapter .

4.4.7 Adapter

The design of the Adapter that links the Physical Node of a ment with
its Business Node by means of synchronized exchange variables is critical.
We have to ensure that the design and implementation does not violate
the mls and can thus be processed by any modelica ide. As already
sketched in the motivating example in Section 4.3, moces therefore uses
a synchronization at time events or state events whose conditions are
determined dynamically during runtime either by the Physical Node or
the Business Node. As a useful side-effect, the concept implements the dy-
namic scheduling approach. The accepted drawback of this approach
is that all interactions in the Business Process Layer are timeless. A con-
ceptual overview to this approach is given in Figure 49.

In the following we would like to describe the concept and its im-
plementation in Modelica in detail. To this end, we would first like to
introduce a few important terms and deal with the relevant properties
of Modelica.

time and state events In general, an event occurs at a certain
point in time and indicates that something happens; a concrete event thus
occurs exactly once. In the context of Modelica and moces something
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happens is a synonym for an event condition becoming true. An event

condition is formulated as a relational expression such as

c(t) := t > m2, t, m2 ∈ R, c ∈ {true, false} (4.15)

or

c(t) := f (t, x, . . .) > m1, t, x, m1 ∈ R, c ∈ {true, false} . (4.16)

An event is thus triggered if c(t) shows a positive edge, meaning its
value switches from false to true. In Modelica, an event condition

is converted into a crossing function by the modelica transformation

process [157].13 A crossing function here is a function that crosses zero
when the condition becomes true. Depending on the type of variables
included in the event condition, we distinguish between time events

and state events.

m2

0

t−m2event

current sim. time

simulation time (t)

false

true

t−m2 > 0

(a) time event

0

f (t, x, ...)−m1event

current sim. time

simulation time (t)

false

true

f (t, x, ...)−m1 > 0

(b) state event

Figure 50: state event vs. time event. The crossing function is given in red; the
value of the related relational expression in blue.

Equation 4.15 and its graphical representation in Figure 50a give an
example for a time event. The particular characteristic of time events

is that their event condition contains only the time itself and constant
parameters. The point in time at which the time event occurs is thus
known a priori, respectively can be calculated easily without the use of
a root finding algorithm to determine zero crossing. In other words, the
curve of the crossing function is known at time point t∗ for the period
t∗ > t as indicated by the solid curve type in Figure 50a.

Equation 4.16 and Figure 50b give an example for a state event. Con-
trary to time events, the event condition of state events can include
any type of variable. Detecting state events is thus harder, and the oc-
currence cannot be determined until the point in time of the event at

13 The rationale behind this transformation is that the root finding mechanisms of the
dae/ode solvers can be used to localize the event.
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the earliest. This characteristic is shown by the dashed curve in Figure
50b. models including state events pose certain challenges for solving
hdae, e.g. events can easily be missed if an event condition switches
twice within a single solver time step; see Lundvall et al. [157] for a
more detailed discussion.

pure and impure functions The Modelica language knows two
different types of functions: pure functions and impure functions.

Following the current definition of the Modelica specification a pure

function “[...] always give the same output values [...] for the same
input values and only the output values influence the simulation result,
i.e. is seen as equivalent to a mathematical map from input values to
output values. ” (Modelica Association [120])

Functions that do not comply with the given definition, such as a
function returning a random number, are impure. To ensure a correct
handling of such functions, the mls restricts their usage, see Modelica
Association [120, p.148] for details. Relevant for moces is the possibility
to call impure functions at state events and time events. This restric-
tion is mandatory to ensure the correct operation of the solver. In this
special case, it is ensured that the impure functions are called once and
that the solver restarts afterwards.

Pure as well as impure functions can have desired side-effects, mean-
ing they modify a state outside the scope of the model described by the
Modelica model. Such desired side effects are typically described and
implemented by using the external function interface of Modelica. Typ-
ical side-effects are, e.g., the logging of variables in files or any other
input/output operations. Of particular importance in moces are impure
functions that influence the local or internal state of the Business Node

connected to the Physical Node.

4.4.7.1 Formal Description of Adapter

To describe the Adapter , we develop a mathematical representation based
on the general mathematical representation of a Modelica model, cf.
Appendix A.1 for details. A Physical Node is represented by a hdae as
follows:

c(te) : = fc (relation (v)) , (4.17a)
m(te) : = fm (v, c) , (4.17b)

0 = fx (v, c) , (4.17c)

with v := [ẋ x y t m− m+ p]⊺ a vector of variables.
We introduce the conventional notation that calligraphic letters, such

as V , represent the set of variables of the respective vector, such as v.
To describe the Adapter , we define specific subsets: VBN←PN is the set of
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variables communicated from the Physical Node to the Business Node; from
the Physical Node’s perspective, these variables are outputs. For VBN←PN,
it holds that VBN←PN ⊂ V \M+. Further, we define VBN→PN as the set of
variables communicated from the Business Node to the Physical Node; from
the Physical Node’s perspective, these variables are inputs. It holds that
VBN→PN ⊂M+.

An upper index x on a set of variables, such as V x
BN→PN, denotes a

subset of VBN→PN. We postulate that for any two subsets of VBN→PN the
following holds:

V1
BN→PN ∩ V2

BN→PN = ∅. (4.18)

This restriction ensures that the Adapter does not violate the single as-
signment rule of Modelica, cf. mls [120, p. 98]. Note that there is no
such restriction on any subsets of VBN←PN. In addition, it holds that the
union of the respective subsets must result in the original set.

The Adapter is a function given with:

vadapter
BN→PN := f adapter

action (vadapter
BN←PN). (4.19)

The lower index ‘action‘ indicates that the call typically triggers an ac-
tion by the linked Business Node. f adapter

action (·) is one element in the vector
of functions fm(·), cf. Eqn. 4.17b. As indicated by the assignment op-
erator :=, fm(·) is a vector of possibly impure side effect functions;
f adapter
action (·) is generally of this type of function. Due to the restrictions on

the usage of impure side effect functions, we need a way to formulate
the event conditions triggering f adapter

action (·). For this purpose, we further
subdivide the set VBN→PN into three subsets that do not intersect:

Vadapter
BN→PN = Vadapter,info

BN→PN ∩ Vadapter,cond
BN→PN ∩ Vadapter,debug

BN→PN . (4.20)

Vadapter,info
BN→PN are the actual values communicated from the Business Node

to the Physical Node; Vadapter,cond
BN→PN are the conditions triggering an event;

Vadapter,debug
BN→PN are information used for debugging purposes during the

modeling process, they do not affect the state of the model.
We introduce the following conventions to form the relations that are

included into fc, cf. Eqn. 4.17a, and thus trigger events:

the event conditions are formed from the elements of Vadapter,cond
BN→PN

and a subset of VBN←PN, precisely:

vBN←PN[i] > vadapter,cond
BN→PN [i], i = 1 . . . |Vadapter,cond

BN→PN |, (4.21)

the first element of vBN←PN is the simulation time t.
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The chosen convention implies that all event conditions are known by
the Business Node.

The full implementation of the Adapter is given in Listing 4.9 below:

1 partial model SynchModel "handle exchange with Business Node (Adapter)"

2 import TY = MOCES.TYPES;

3 import K = MOCES.CONSTANTS;

4

5 parameter Integer n_d_in = 1 "# of double variables communicated to BN";

6 Real d_in[n_d_in](start = fill(0, n_d_in)) "variables communicated to BN";

7 parameter Integer n_d_out = 0 "# of double variables communicated by BN";

8 Real d_out[n_d_out](start = fill(0, n_d_out)) "variables comm.ted by BN";

9

10 parameter Integer n_d_c = 1 "# of conditions given by BN";

11 Real d_c[n_d_c](start = fill(0, n_d_c)) "conditions given by BN";

12 Real d_c_s[n_d_c](start = fill(1, n_d_c)) "sign for cond. given by BN";

13

14 Integer id "unique identifier of ment";

15

16 TY.ErrorCode error "error code returned by BN";

17 TY.ErrorString error_message "error message returned by BN";

18

19 equation

20 when ({d_in[k] > pre(d_c[k]) * pre(d_c_s[k]) for k in 1:n_d_c}) then

21 (d_out, d_c, d_c_s, error, error_message) =

22 adapter(id,

23 n_d_in,

24 n_d_out,

25 n_d_c,

26 d_in,

27 K.kLengthErrorMessage);

28 assert(error > 0, error_message);

29 end when;

30 end SynchModel;

Listing 4.9: Source code of the Adapter implementing the described synchro-
nization mechanism.

The crucial points are line 20, which represents Equation 4.21, and lines
21 through 27, which reflect Equation 4.19.

4.4.7.2 Formal Description of Meter

The Meter as a special type of Adapter is represented by the following
function:

vmeter
BN→PN := f meter(vmeter

BN←PN). (4.22)

If we divide Vmeter
BN→PN in the same way as Vadapter

BN→PN:

Vmeter
BN→PN = Vmeter,info

BN→PN ∩ V
meter,cond
BN→PN ∩ Vmeter,debug

BN→PN , (4.23)
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the following applies to the subsets:

Vmeter,info
BN→PN = ∅, (4.24a)

|Vmeter,cond
BN→PN | = 0∨ 1. (4.24b)

Contrary to the general Adapter , the Meter is designed as a pure func-
tion that does not not trigger any action by the Business Node but may
modify the local state of the connected Business Node; the internal state

is not affected by this type of Adapter .
As it is designed as pure function the call of the meter function, Eqn.

4.22, is not necessarily restricted to state events or time events. For
performance reasons and to keep the implementation simple, however,
it was decided to restrict the call to time events. Such time events are
either triggered by one specific condition that is dynamically given by
the Meter (|Vmeter,cond

BN→PN | = 1) or at predefined points in time with constant
step width (|Vmeter,cond

BN→PN | = 0).
The call of the function representing the Meter can thus be included

into different code structures. If using a constant step width, a code
structure as given in the following code fragment is advantageous:

1 when sample(0, delta_t) then

2 meter(time, value_to_meter);

3 end when;

Listing 4.10: Possible code fragment to call a Meter , option 1.

If the conditions of the time events are to be kept dynamic, the following
two patterns are possible:

1 when (time > pre(t_c)) then

2 t_c = meter_alt1(time, value_to_meter);

3 end when;

Listing 4.11: Possible code fragment to call a Meter , option 2.

or

1 when (sample(0, pre(t_c)) then

2 t_c = meter_alt2(time, value_to_meter) - time;

3 end when;

Listing 4.12: Possible code fragment to call a Meter , option 3.

Option 2 in Listing 4.11 and option 3 in Listing 4.12 are the same in
content, but are typically processed differently by the simulator and
show performance differences depending on the selected solver. The
event condition in option 2 is not processed as a time event, but as a
state event. When using option 3, the condition is processed as a time
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event. Contrary to expectations, option 3 does not necessarily perform
better than option 2; the performance depends at least on the solver
used.14 By default, moces uses the first of the two patterns (option 2) for
dynamic conditions.

4.4.7.3 Formal Description of Observer

The Observer as a special type of Adapter shares several characteristics
with the Meter . In analogy, we define it using the following function:

vobserver
BN→PN := f observer(vobserver

BN←PN). (4.25)

Compared with the general Adapter , the Observer adds additional restric-
tions on the variables Vobserver

BN←PN . It is restricted to be a subset of the time
and constant parameters:15

Vobserver
BN←PN ⊆ {t ∪ P} . (4.26)

The restrictions on Vobserver
BN→PN are identical to those of the Meter :

|Vobserver,cond
BN→PN | = 0∨ 1. (4.27)

As the Meter , the Observer is implemented as a pure function; in ad-
dition, it does not trigger any action of the Business Node nor does it
change the local or internal state of the connected Business Node. The call
of the function is therefore not strictly limited to events. For performance
reasons, however, it is not recommended to call the Observer outside a
when structure. The Observer is thus used within similar code structures
as those given in Listings 4.10, 4.11 and 4.12 for the Meter . Again, the
option given in Listing 4.11 is preferred.

4.4.7.4 Interaction with Solver and Simulator

Figure 51 shows how the different types of Adapters, and therefore the
synchronization process of moces, play together with the standard struc-
ture of an algorithm used by a simulator to perform a simulation by
utilizing a solver. For completeness, the processes for initiating and
deleting Business Nodes described in Section 4.4.1 are also given. As the
figure shows, the moces synchronization process affects only that part of
the solution algorithm that concerns the action of events –marked green
in the figure. The part that handles the dae –marked blue in the figure–
is not affected by the designed mechanism.

14 A study with dymola 2018 64bit showed that when using the dassl solver, option 2 is
significantly more performant, whereas when using lsodar, option 3 is significantly
more performant.

15 In the concrete implementation, the variables that are passed to the function are part
of M−, but they do not change their value during a simulation run. With a certain
amount of implementation effort,M− could therefore be dispensed with. We are thus
using the set P for the description.
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Start Simulation

Find Consis-
tent Start Values

for all entities:
when initial() then

(id, ...) := init (...);

end when;

Detect and Eventu-
ally Locate Events

Any Events?
Fire Events and Solve

for Consistent In-
tial/Restart Conditions

for all entities that trigger events:
when{cond_1, cond_2, ...} then

(...) := adapter/meter/observer (...);

end when;

Solve ODE/DAE,
Advance Time and
Perform Integration

End
Reached?

Terminate Simulation

for all entities:
when terminal() then

delete (id);

end when;

Stop Simulation

yes
no

no

yes

Figure 51: moces synchronization process and its interaction with the structure
of the algorithm used to perform a simulation of a hdae, extended
from Liu [121] and Lundvall et al. [157].

4.4.8 Business Process Layer

As already outlined, moces uses an agent-based approach to model the
interaction of Business Nodes within the business process layer. This
layer represents the business actor perspective on the power system

described in Section 2.2.3.2.
This part of moces is therefore designed to allow an explicit mod-

eling of the core processes of the bmp, presented in Section 2.2.8, and
the involved roles performed by actors, described in Section 2.2.7. In
addition, the agent-based modeling allows for a rather straightforward
description of the behavior of individual Business Nodes . As shown in the
example given in Section 4.3, it would theoretically be possible to imple-
ment this part of moces in Modelica as well. However, the limitations of
the Modelica modeling language do not allow an efficient implemen-
tation. A serious problem, for example, is Modelica’s limitation that
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variables cannot be created dynamically at runtime or simulation time.
This possibility was therefore rejected.

As described in Section 3.4, design decisions must be made when de-
veloping agent-based models. In the case of moces, these decisions are
derived relatively directly from the design of the adapter and the char-
acteristics of Modelica. We summarize them as follows:

time handling Derived from Modelica, a continuous model of
time is used. Actions performed by the Business Nodes can therefore be
performed at any point of the simulation time that thus proceeds from
event to event in chunks variable in duration; chunks with zero du-
ration are also possible. moces therefore uses a dynamic scheduling

approach.
Handling the simulation time, in particular controlling the simula-

tion step size, is the sole task of the simulator used by the modelica

ide and cannot be directly influenced by the agent-based implementa-
tion of the business process layer. Only an indirect influence via con-
ditions for time events is possible. The actions in the business process

layer have no duration. This characteristic is visualized in Figure 49. All
actions and interactions between agents take place at events triggered
by the Adapter .

generation and handling of events Events are fired and han-
dled by the simulator based on the event condition specified by the
agent, see Figure 51. In this way, we have found an elegant solution to
the “dirty secret” (cf. page 121) of agent-based modeling and simulation.
The design of the adapter results in the fact that agents can only define
event conditions for themselves, but not for other agents. It is thus not
possible for agent a to enforce an action of agent b.

actions agents are designed to have two generic actions:

An action that is triggered by an event, more precisely by the call
of the adapter function. Only this action may modify the event

conditions.

An action triggered upon the arrival of a Message. This generic
action may modify the internal state of the agent.

None of these actions affect the environment or the internal state of
another agent. No action is allowed to remove information from the lo-
cal state of another agent. The modification of the local state of an-
other agent is restricted to adding information. An agent is therefore
not capable to remove information. This design decision is realized by
the fact that agents can influence the local state of another agent only
by sending messages which are processed by the receiving agent.
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Message

sender_id: uint

receiver_id: uint

time_of_creation: double

message_id: unit

related_message_id: unit

is_request: bool

type_of_message: enum

content: <class T>

get_content() : <class T>

T

Figure 52: Class diagram of the message enabling communication between Busi-

ness Nodes .

The adapters of the type Meter and Observer , specifically the call of the
related Modelica functions, do not trigger any action of the agent in the
actual sense. The adapter of type Meter only adds information about the
local state, the Observer retrieves information about the agent’s local

state without modifying it or the internal state.

lifetime of agent An agent is created at the beginning of a simu-
lation run and dies at its end.

communication The Business Nodes communicate via messages
that can have any content. In principle, all Business Nodes can commu-
nicate with each other. Only the identifier of the agent must be known
to correctly address the message. As this identifier is generated dynam-
ically at the beginning of the simulation, cf. Figure 45, it is typically re-
quested from the ment System, cf. Figure 46, based on a known unique
name.

The basic structure of the message is represented by the class dia-
gram given in Figure 52, which contains the typical properties of a mes-
sage such as addressee, sender and payload. A special feature is the
is_request attribute of the message, which indicates that the message
payload is a request for information that is typically answered directly
by the recipient, as the processing of the message by the recipient does
not trigger any actions that modify the internal state of the Business

Node.
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initstart of simulation sleep

process
message

perform
action

terminate

Legend:
example event: input / output

-/id

Adapter triggered: Vadapter
BN←PN / -

-/Vadapter
BN→PN

change on
local state: message / - -/-

end of
simulation: - / -

Meter triggered: Vmeter
BN←PN / Vmeter

BN→PN

Observer triggered: ∅ / Vobserver
BN→PN

Figure 53: Simplified state machine of an agent implementing a Business Node.

4.4.9 Business Node

Based on the design decisions presented in the previous chapter, the
basic behavior of all Business Nodes , and thus agents, can be described
using the state machine in Figure 53. Almost all events that trigger state
transitions have their origin in the connected Physical Node, specifically
in the event-based function calls of the different Adapters .

For clarification, reference is made in the figure to the corresponding
set of variables, such as Vadapter

BN→PN, that serve as inputs and outputs of
the different Adapters . If no condition is given for the transition, as for
example with the transition between ‘process message’ and ‘sleep’, the
transition fires immediately after processing the previous state.

An exception regarding the source of the events is the transition into
the ‘process message’ state, which is triggered by the arrival of a mes-
sage. This special case has been introduced so that agents can react
immediately to messages and do not have to wait for the next event
triggered by the connected Physical Node, for example to allow Business

Nodes which mainly provide information such as weather forecasts to re-
spond immediately. In general, the actions that a Business Node performs
upon arrival of a message are the sole responsibility of the node itself,
and they are subject only to a single restriction: an interaction with the
connected Physical Node is not possible. Actions on the Business Node’s
own local state are however possible.
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1 1
≪friend≫ExampleBN

MEP-pn

PerformAction()

ExampleBN-pn

Figure 54: Pattern used to implement the behavior of a Business Node.

handling of messages The processing of incoming messages is
the responsibility of the method PutIntoInbox, as shown in the class
diagram in Figure 44, which is called by the sender of the message. This
method invokes a method called HandleRequestIfPossible trying to
handle the message. If it cannot be handled immediately, the message is
added to the message deque and a corresponding answer is returned to
sender of the message. Messages that cannot be processed immediately
are typically processed the next time the agent is called by the adapter.

The method handling the request is implemented not only in the con-
crete class implementing the agent, but also in its base classes. These
implementations of the base classes are called at the beginning of the
method. In this way, the processing of requests to which all agents re-
spond in the same way can be implemented in a modular and straight-
forward manner. An example is the processing of a message that repre-
sents an invoice. It is the implemented in the abstract base class BN-MEP

and is therefore the same for all agents unless an agent overwrites this
functionality.

modeling the behavior (rules) In principle, the behavior of the
Business Nodes can be freely modeled in the moces framework. Free here
means that, in contrast to modeling the physical part, modeling takes
place directly in C/C++, without using a special description language,
in order not to restrict the modeling options.

However, moces recommends a separation between the implementa-
tion of possible actions, such as placing a bid on the market, and the
behavior that in turn makes use of these actions. moces also suggests
to use Petri nets to describe the behavior. These recommendations are
based on the following two considerations:

Using this approach, the individual instances of Business Nodes of
the same type can easily be linked to different, individual behavior
patterns described by different Petri nets. For example, a Business

Node that represents a battery storage can be linked to different
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behavior patterns that pursue different strategies for operating the
storage system.

A behavior that is conditioned on the adoption of a standardized
Role must only be described once, independently of the concrete
type of Business Node, and can be re-used by multiple types of Busi-
ness Nodes assuming this Role. A typical example is the behavior of
a brp in the context of the bmp, cf. Figure 21.

These considerations result in the class structure shown in Figure 54,
which is used by all base models given in Figure 48. The Petri nets are
implemented in a child class of the abstract base class MEP-pn that de-
fines the interface with its method PerformAction(). Due to the chosen
«friend» relation, the class describing the behavior, here ExampleBN-pn,
is allowed to use the methods of the class that models the Business Node,
ExampleBN. The composition creates a close connection between both
classes, which is additionally limited to a 1-to-1 relation to keep the
implementation simple. In the future, a looser 1-to-n coupling might be
desired here. Ideally, the coupling would even be dynamic such that it
can change during simulation.

Figure 55 shows an example of the behavior of a pv system. It is a
slightly simplified representation using Petri nets which served as a stat-
ing point for the implementation.16 The three Petri nets address different
tasks: the communication with the electricity market (day-ahead mar-
ket) and the creation of orders for this market; the communication with
a forecasting service; and, the communication with the sop. The shown
behavior that the state transitions are linked to the arrival of messages
or the exceeding of a point in time is a typical pattern. In addition, state
transitions can be linked to the exceeding of individual variables of limit
values if the variable is accessible by the agent as it is part of VBN←PN, cf.
Section 4.4.7.1.

Note however that these checks can only take place if the Business Node

is temporarily transferred from its ‘Sleep’ state to the ‘Perform Action’
state by the Adapter calling the synchronization function, cf. Figure 43.
Typically, the variables that are part of the conditions in the Petri net are
therefore included in the event conditions of the Adapter , cf. Equation
4.21; the variable time is included by default. The recognition of the state
transition is thus transferred to the simulator of the hdae, cf. Figure 51.

As the Petri nets in Figure 55 show, a variable, in this case the time t,
is typically linked by several Petri nets with different conditions. In this
example, there are a maximum of three simultaneously valid conditions:

t > tc,1 , t > tc,2 , t > tc,3. (4.28)

16 So far, moces does not provide the functionality to model the behavior using (graphi-
cal) tools and to derive the implementation automatically.
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send  to DAF to request information on 
auction, update tc,1

 from DAF containing market information 
has arrived

t > tc,1 (start of call phase)

build offer based on forecast and send 
 to DAF, update tc,1

 from DAF containing market 
clearing information has arrived

process result and update tc,1

wait, update tc,1

send  to weather forecast service to 
request forecast, update tc,2

t > tc,2 (next point in time to request forecast) 

wait, update tc,2

 from forecast service containing forecast has 
arrived

send  to System Operator, update tc,3

t > tc,3 (next point in time to send schedule)

wait, update tc,3

COMMUNICATION WITH MARKET (DAF) REQUEST FEED-IN FORECAST

SEND SCHEDULE TO SYSTEM OPERATOR

Figure 55: Exemplary behavior of the Business Node of a ment describing a pv

plant described by a set of Petri nets. The acronym daf stands for
‘day ahead flex‘ and is derived from the chosen model name for a
day market in moces.

To reduce the number of conditions that are integrated into the Adapter ,
only one condition is integrated into the Adapter and the minimum of
tc,1, tc,2, tc,3 is transferred as vadapter,cond

BN→PN [1], cf. Equation 4.21, to the Phys-

ical Node.
In summary, the processing of the Petri nets within the PerformAction

method can be best described with the following pseudo code:

1 void PerformAction(ExampleBN* ptr) {

2 // ptr: pointer to Business Node

3 // set all condition values to infinity

4 for v_i in ptr-> Vadapter,cond
BN→PN {

5 v_i = DBL_MAX;

6 }

7 // iterate over all petri nets

8 for pn in PetriNets {

9 // determine state of petri net

10 pn.GetNextState();

11 // execute actions linked with this state and get values for cond.

12 v_i_temp = pn.ExecuteActions();

13 for v_i in ptr-> Vadapter,cond
BN→PN {

14 if v_i is affected by pn {

15 v_i = min(v_i, v_i_temp);

16 } } } }

Listing 4.13: Processing of Petri nets describing the behavior of a Business Node.
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The Petri nets are processed sequentially. However, the individual Petri
nets only reset the conditions of the Adapter if their condition is reached
earlier than the currently valid condition.

Some of the transitions in Figure 55 come without a condition, which
means that they can fire immediately. To achieve this, tc (vadapter,cond

BN→PN [1])
is set to an infinitesimally larger value than the current simulation time.

4.4.9.1 Running Example

We will continue the example of the ment BatteryStorage. The physi-
cally modeled part has been described in Section 4.4.6.1 (p. 160). We will
now describe the modeling of the associated Business Node of the ment

in more detail.
The physical part of the ment is based on the Equations 4.13 and 4.14.

It follows a predefined schedule as long as this is not technically im-
possible, which would for example be the case if the schedule requires
unloading although the storage system is already empty. In which way
and with which goal this schedule is determined, depends on the indi-
vidual goal of the described ment and the possible courses of action.
In the following, we assume an entity that pursues the goal of generat-
ing the highest possible yield through the sale and purchase of energy
quantities by utilizing the storage capacity. We assume that the market
activities of the Business Nodes are limited to the participation in the day-
ahead market, which has the characteristics as described in Paragraph
2.2.9.1 (p. 62). The required process steps have already been shown in
Figure 21, and are roughly as represented by the Petri nets in Figure 55.

In principle, a wide variety of procedures are conceivable for deter-
mining a schedule, such as simple heuristics or using an adapted form
of the reinforcement learning approach described in Section 3.2.4.1. In
the present modeling, however, the schedule is determined by the Busi-

ness Node using a linear program similar to the formulation of a battery
storage used by hybrid models, cf. Section 3.2.3.2. With anticipation of
the time span given in Figure 56, the goal of the Business Node for the
‘next day’ is the solution to the following optimization problem:

max
48

∑
t=24

∆t ·

pout
s [t] · c[t]︸ ︷︷ ︸
sold energy

− pin
s [t] · c[t]︸ ︷︷ ︸

bought energy

 (4.29)
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subject to:

E[t + 1] = E[t] +
3600.00 s

1.00 h

(
pin

s [t] · ηcharge − pout
s [t] · ηdischarge

)
,

(4.30a)

∀t ∈ {24 . . . 48}
soc[t] = E[t]/Ecapacity, ∀t ∈ {24 . . . 48} (4.30b)

soc[24] = socstart (4.30c)
soc[48] = 0.5 (4.30d)

soc[t] ≥ 0, ∀t ∈ {24 . . . 48} (4.30e)
soc[t] ≤ 1, ∀t ∈ {24 . . . 48} (4.30f)

with:

pout,in
s [ t ] planned schedule (ps = pin

s − pout
s ),

c [ t ] market price at time period t,
ηdischarge discharge efficiency of storage system,

ηcharge charge efficiency of storage system,
E [ t ] energy stored in system,

soc [ t ] state of charge of storage system,
socstart expected state of charge of storage system at start of consid-

ered time span.

This at first sight trivial task has its difficulty in the fact that the informa-
tion required to find an optimal schedule is only partially known at the
time the decision is made. In the given, realistic, example in Figure 56,
the gct of the day-ahead market is at 12:00, which means that the sched-
ule must be determined before that time, e.g. at 10:00, which is described
in the figure as the current time. At this point, however, neither the stor-
age level at time t=24 (cf. socstart in Eqn. 4.30) nor the market price is
known. When participating in the market, it should also be noted that
the Business Node can only market the amount of energy for a specific
time slice that it has purchased before that time and is thus available in
the storage system. To guarantee this, it must place bids at the market
that ensure this, even if the price assumed for the optimization prob-
lem is lower than the price resulting from bringing supply and demand
together.

In summary, the Business Node of the ment in this example must es-
sentially implement four functionalities:

predicting the market price,

predicting the storage state in the future,

solving the optimization problem on the basis of the predictions,

derivation of bids and offers for the day-ahead market.
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Figure 56: Visualization of the challenge of the storage system to find an op-
timal schedule. Dashed lines indicate, that the represented informa-
tion is not known at the current simulation time that is given by the
black dashed vertical line. The green vertical line indicates the gct.

They are implemented as methods of the class representing the Business

Node part of the ment BatteryStorage or as requests to another agents

to provide an appropriate energy service, as described in the following.

prediction of market price Predicting the market price is a typ-
ical function many different types of Business Nodes make use of. It is
therefore provided as a service by a dedicated Business Node such as
the SimpleMarketForecast, cf. Figure 48. This specific Business Node pro-
vides forecasts with a standardized interface defined by the abstract par-
ent class; the interface accepts a message with a defined structure and
returns a response with a message containing a time-series in a defined
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format.17 The ment BatteryStorage therefore simply queries this pre-
diction by sending a message and processes the response.

prediction of state of charge The prediction of the state of
charge is also implemented as a class method. This method performs a
simulation based on the known schedule and uses a simplified model of
the system in the form of an ode which is similar to the model described
by the Equations 4.13 and 4.14 (p. 160). To be able to parameterize this
model, the main parameters, such as the storage capacity, are part of
the parameter structure init_SBS, cf. Listing 4.8, which is passed from
the Physical Node to the Business Node in the initialization process at the
beginning of the simulation. In order to be able to simulate the model
correctly, the storage level is included into Vadapter

BN←PN and therefore known
by the Business Node.

The implementation uses the boost library odeint
18, which can sim-

ulate models based on odes using solvers provided by the library. The
library expects a description of the model in a form similar to the output
of the step code generation of the modelica transformation process, cf.
Figure 28 (p. 106). The process steps of the transformation preceding
this step must therefore be performed by the modeler, which is rather
straightforward for the considered system. The resulting description is
given in the following listing:

1 void BatteryStorage::sys(const double &x, double &dxdt, simtime t) {

2 double P_S = ov_ts_schedule.get_value(t);

3 if (P_S > 0) {

4 dxdt = P_S * init_SBS_.eta_charge;

5 } else {

6 dxdt = P_S / init_SBS_.eta_discharge;

7 }

8 };

Listing 4.14: Representation of the ode describing the battery storage system.
The parameter structure of the method sys follows the specifica-
tions of the odeint boost library.

17 The implementation of this service will not be presented further in this thesis. It is
based on a nonlinear autoregressive network with exogenous inputs (narx)
model that is implemented as an ann. The input parameters are weather forecasts,
which in turn are provided by a service, as well as the historical prices of the market.
The ann was developed by using the matlab Neural Network toolbox and can be pre-
trained with historical prices. This pre-trained model is exported as C-code from Mat-
lab and integrated into the Business Node SimpleMarketForecast. Having the Business

node re-train the network during the simulation time to achieve an improved forecast
is left for future work.

18 https://www.boost.org/doc/libs/1_68_0/libs/numeric/odeint/doc/html/index.ht

ml (last accessed: 3 June 2021).

https://www.boost.org/doc/libs/1_68_0/libs/numeric/odeint/doc/html/index.html
https://www.boost.org/doc/libs/1_68_0/libs/numeric/odeint/doc/html/index.html
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Alternative approaches would have been to reuse the Modelica

model of the Physical Node or to implement the feature to model with
Modelica as modeling language. However, these were rejected due to
the implementation overhead and expected performance losses.

solving the optimization problem and generating bids

and offers Both steps are performed simultaneously within one
method. This is possible as the Business Node pursues a strategy accord-
ing to which the optimal solution to the optimization problem for the
schedule of the storage system is transferred to sell- or buy-at-any-price
orders.

The method uses the LP-Solve library, cf. Berkelaar et al. [158], to au-
tomatically formulate and solve the optimization problem described in
Equation 4.29. The parameters of the storage system passed to the Busi-

ness Node (init_SBS) are again used to set up the optimization problem.
The boundary conditions used are the expected market prices deter-

mined in the previous steps and the simulated storage level at the begin-
ning of the period under consideration.

4.4.10 Limitations of the Current Implementation

The current implementation still has room for improvement in terms of
its performance. Above all, it does not make use of multithreading in crit-
ical places, as moces as well as the standard solvers currently use only
one thread. For the simulation of the agents described in C++, a multi-
threading functionality could be implemented relatively easily. The basic
idea would be to build a pool of threads to which the individual agents
are dynamically or statically assigned during the simulation. In this way,
the actions of the individual agents could be processed simultaneously
in terms of the wall time.

However, this approach does not solve the challenge that the actions
of all agents must be completed before the solver can continue the sim-
ulation of the dae by increasing the simulation time. This challenge
is based in the design of the Adapter and becomes apparent when con-
sidering Figure 49. Solving this challenge becomes particularly relevant
for agents that run computationally expensive steps to perform an ac-
tion or to make a decision, such as solving an optimization problem or
running a simulation as described in the example in Section 4.4.9.1.

In both cases, however, it is possible to take advantage of the fact
that running computationally expensive tasks may take minutes to hours
in terms of simulation time without blocking the entire simulation,
since the result is not required immediately. In relation to the example
in Section 4.4.9.1, the agent could start solving the optimization problem
at around 8:00 and use the result at 10:00 to place its offers on the market.
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The idea that follows from this would be that the individual agents
could outsource computationally intensive steps in a non-blocking task
and assign them an end time. Only if the simulation time exceeds this
point in time and the calculation is not completed, the increase of the
simulation time is blocked until the task is completed. Whether a central
pool should be set up for this purpose, to which the individual agents
can send their computationally expensive tasks, or whether the agents
should implement this functionality individually, needs to be investi-
gated more concretely.

A similar pattern could also be used by agents who mainly provide
services such as the market forecasting service mentioned in the exam-
ple in Section 4.4.9.1 as well. These typically also have computationally
intensive steps such as determining the predictions. Such steps could
also be easily outsourced to non-blocking tasks that run parallel to the
simulation.

4.4.11 Visualization

Modelica offers the possibility to extend models in such a way that a
3d visualization is possible by using appropriate tools that render the
information added to the models. These tools are usually already inte-
grated in the modelica ide. An example is the MultiBody library of the
msl [159].

Using the basic models for bodies and surfaces described in this li-
brary, 3d visualizations of models can also be created in moces. Figure
57 shows an example in which a model of the German energy system
created in moces is visualized.

4.5 scenario modeling process

In this section we would like to describe how the moces framework
presented so far can be used to model a specific scenario in order to
answer a specific question. An example for such a scenario could be the
German Power System with the following question to investigate: “What
is the effect of a local optimizer to the transmission grid?”. Both will be
tackled in Chapter 5.

This modeling step, which is at the beginning of the ms chain, cf. Fig-
ure 3, is a time-consuming and challenging process that furthermore
depends on the specific scenario to model and addressed question. Nev-
ertheless, moces offers a somewhat general approach to it. We will pro-
vide a high-level description of the proposed procedure.

The basic idea of the procedure is to break down the entire scenario
into its individual sub-aspects. In the scenario German Power System,
these include i.a. the behavior of all wind power systems, pv-systems,
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Figure 57: Visualization of simulation results in Dymola. Besides the line usage
(right color bar) and the load density of the regions (left color bar),
it shows the feed-in at the respective nodes with stacks perpendic-
ular to the plane. The color indicates the source (green: wind, grey:
conventional, yellow: PV). The numbers on the right show the time,
date and grid frequency.

conventional power plants and also the transmission grid. Ideally, mod-
els can be created for these partial aspects that can be simulated indepen-
dently of the complete scenario and whose quality can be determined
easily. The models for the individual aspects are then combined to form
an overall model. The entire modeling process therefore consists of two
main steps:

1. Building several Optimized Scenario Aspect Models, cf. Figure 58.

2. Merging different Optimized Scenario Aspect Models into a Scenario
Model, cf. Figure 59.

The proposed procedure can best be explained with an example. For
this purpose, we will outline the modeling of the aspect wind power plants
in Germany and its inclusion into a holistic model of the power system.

phase 1 As shown by the flow diagram in Figure 58, the creation of
an Aspect model should begin with the modification and adaption of an
existing moces Base Model, cf. Figure 48, into a Scenario Base Model if an
appropriate base model exists.

In the concrete example, a Scenario Base Model represents the aggre-
gated behavior of all wind turbines in a region that has about the size
of a nuts-3 area. This model is derived from a basic model for wind
turbines available in moces, which uses wind power curves. These type-
specific power curves are provided by the manufacturers and reflect the
power as a function of the wind speed. More precisely, the Scenario Base
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Figure 58: First phase of the modeling and simulation process in moces.

Model uses two instances of the moces base model for wind turbines;
one is parameterized with a power curve that is typical for wind tur-
bines used in less windy regions, the other one with a curve that is
typical for wind turbines in strong wind regions. The respective models
can be weighted with a parameter.

To describe the behavior of all wind turbines in the considered re-
gion (Germany), this basic model can now be instantiated as often as
required, for example several hundred times, and each instance can be
parameterized with known scenario data. In our example, scenario data
mainly refers to the capacity of the installed power per region. This step
is typically supported by a model generator; in the simplest case, this is
a script generating the model code in Modelica on the basis of given
scenario data.

In the next step, which is optional, the quality of the model is there-
fore improved by fitting parameters based on known historical data
for model input and expected model output. In the example, these are
historical weather data and electricity production from wind turbines.
Among other things, the weighting factor of the Scenario Base Model is
fitted.
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Figure 59: Second phase of the modeling and simulation process in moces.

In the case of using Dymola as modelica ide, the model fitting pro-
cess is supported by the optimization library, see Pfeiffer [160] for an
introduction. Other modelica ides provide similar toolboxes.

Not every aspect of a scenario can be modeled in this way, as the
bottom-up approach described is not always the most appropriate. The
modeling of the aspect grid that will be described in Section 5.4.6 is an ex-
ample of this; guidance on why deviations from the preferred approach
may be necessary and appropriate will be provided there.

phase 2 Figure 59 shows the second phase of the modeling and sim-
ulation process. First, the different, potentially Optimized, Scenario Aspect
Models are united. Due to the component-oriented characteristic of Mod-
elica, this only requires the instantiation and linking of the individual
models via connectors. In the example scenario for the German Power
System, those are the models for wind power plants as just described,
pv, grid, etc. The result is a validated model of the current power sys-
tem, which will be modified in the next step to answer specific questions.
Depending on the questions, the modification can be limited to parame-
ters of the different models, e.g. when investigating the influence of the
expansion of wind power plants on electricity prices. In this case, only
the parameters representing the installed capacity would be scaled. Typ-
ically, however, the structure of the model is also affected during this
step, for example, when adding components that did not exist before in
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the first phase, e.g. battery storage systems. The behavior of the Business

Nodes can also be modified in this step.
Finally, the translation and simulation step is on behalf of the model-

ica toolchain (mtc), which also enables a visualization of the simula-
tion results, cf. Figure 57 for an example. Besides the simulation results
generated by the mtc, moces generates further data, such as market data
or schedules. This data is typically stored in databases and can be used
for further investigations of the simulation results.

4.6 summary

Chapter 4 described the modeling framework moces in detail, with its
core idea to introduce the ment as the main building block, which con-
sists of an hdae model and an agent-based model, called the Physical

Node and the Business Node respectively. While the hdae can be used
to model the physical behavior of a component, the agent-based part is
dedicated to represent the interactions with other entities in the context
of energy management processes such as the bmp as well as individual
complex behaviors such as placing bids and offers on the energy market
to pursue a certain goal, e.g. operating a power plant in a most profitable
manner. In this way, the two perspectives on the power system –the sys-
tem actor and the business actor perspective– described in Chapter
2 can be considered elegantly in one holistic model. This applies in par-
ticular to the typical characteristic that the Business Node part of a ment

influences the behavior of its Physical Node part by set points.
As both parts of the ment have clearly defined interfaces, the creation

of a complex model, e.g. a model of the German power system, is ba-
sically nothing more than parameterizing, and potentially optimizing,
the existing Base Models that have been developed as part of this work,
instantiating them hundreds of times and linking them with each other.

In order to use moces not only for modeling, but also for efficient
simulation of the developed models using existing modelica ides, a
novel synchronization mechanism was developed, which allows for a
bidirectional information exchange between the two parts of a ment,
complies with the mls and enables fast simulation.

The chapter has also provided implementation details, using the ex-
ample of a storage system to demonstrate how it can be modeled within
the framework in a simple way. A detailed example of modeling and

simulation (ms) with moces will follow in the subsequent chapter.
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A M O C E S S I M U L AT I O N

In this chapter we will present a simulation model developed in moces

and its creation based on the proposed modeling process in detail. The
model is based on the elmod-de model for the German power system

developed by the diw. In the context of this chapter, the model, which
is originally an optimization model, is not only adapted into a simu-
lation model, but also extended to include future aspects and used to
investigate the ideas for a more decentralized power system discussed
in Section 2.3 (p. 64).

The chapter begins with the presentation of the scenarios that will be
investigated in detail (Section 5.1) and a brief description of the elmod-
de model (Section 5.2). The three following Sections 5.3 - 5.5 apply the
modeling procedure described in Section 4.5, and provide an insight
into the modeling depth of the developed model and restrictions due to
a limited data basis.

Finally, Section 5.6 presents the results and describes the influence of
decentralized actors on the energy mix, network utilization and stability
as well as the individual profits of different actors.

5.1 investigated scenarios and goals

In this chapter, we will investigate how well moces is suited to simulate a
complex energy system like the one of Germany using several thousand
ments interacting with each other. Starting from a baseline model based
on the elmod-de model, we would like to discuss the following two
questions:

How does the overall performance of the system change if individ-
ual elements strive for a more decentralized behavior with the goal
to consume vre-based energy as much as possible?

What is the effect of erroneous weather forecasts?

To investigate those questions, we supplement the model with so-
called local optimizers (lops) attached to certain nodes of the simu-
lation model. A local optimizer is a storage system that pursues the
strategy to increase the self-consumption of renewable energy sources.
In this context, a node represents a certain region of Germany; the model
consists of more than 400 nodes.

187



188 a moces simulation

The term overall performance in the question formulated above is de-
liberately kept vague here. With references to Section 1.5 and especially
Figure 3, it should be noted that this chapter primarily describes the
results of the simulation and only partially interprets them. We delib-
erately avoid making statements about the described German power
system (cf. Findings in Figure 3) or even recommendations (cf. Design
Decision in Figure 3) for its further development based on the simulation
results. This must also not take place, since some of the models used
have not been validated.

We will investigate the following four scenarios and provide insights
and provisional findings:
3Lop 3 nodes are equipped with a local optimizer, no forecast

error.
3LopErr 3 nodes are equipped with a local optimizer, forecast

error on wind speed and irradiance.
ManyLop 10.00 % of all nodes are equipped with a local optimizer,

no forecast error.
ManyLopErr 10.00 % of all nodes are equipped with a local optimizer,

forecast error on wind speed and irradiance.

In the scenarios ManyLop and ManyLopErr an overall generation capac-
ity of 7.00 GW and a storage capacity of 42.00 GW h is added by the
local optimizer entities to the system.

5.2 elmod-de

The main purpose of the elmod-de model [161] is to determine cost-
optimal electricity generation under the constraints of the electric grid,
especially the maximum power flows of the transmission lines. The struc-
ture of the grid and the installed power plant capacity are assumed to
be given. The model thus corresponds approximately to the operation
models presented in Section 3.2.3.1. The model uses a formulation for
the so-called local marginal pricing or nodal pricing schema and thus gen-
erates an individual price for energy for each node. Prices between nodes
may differ due to transmission congestion.1 These prices express what
the purchase of an additional energy unit at a node would cost. For this
purpose, the system-wide costs are determined that would be incurred
in the cheapest case and allocated to the demand at the node.

elmod-de uses a linear grid model and a linear cost-minimizing objec-
tive function; the overall optimization problem can therefore be solved
efficiently by appropriate algorithms, such as the simplex method.
The model is implemented as a general algebraic modeling system

1 Classically, line losses also lead to different prices, but these are neglected by elmod-de.
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(gams) model. It focuses on the transmission grid and totally neglects
the underlying grid levels, cf. Figure 13. As the name of the model in-
dicates, it models the German electricity system. It represents its grid
structure and the connected power plants in the year 2012. The transmis-
sion network is modeled by means of 438 nodes, interconnected with
697 lines. The nodes represent the individual regions and all consumers
and producers that are present in this region. A detailed description of
the data processing performed to model the node-specific behavior is
given in Egerer et al. [162]. In the following, we outline the modeling
approach of elmod-de:

The power consumption per node is modeled by a time series with
a temporal resolution of one hour. The basis of the time series for
the individual nodes is the load profile of Germany. It is distributed
to the individual nodes on the basis of the population of the region
and its gross domestic product (gdp).

The feed-in of vre-based power plants at each node is modeled by
a time series with a resolution of one hour. They are based on the
time series of the type of power plant (pv, wind onshore, wind off-
shore) determined by the transmission system operators for their
respective grid areas, and then distributed to the individual nodes
according to their installed capacity.

The feed-in of all other renewable energy is considered to be largely
constant over time. Only run-of-river power plants change their
feed-in from month to month, thus representing the fluctuating
river levels over the year. The known capacity of the renewables is
scaled by an availability factor to adjust the feed-in to the actual
yearly feed-in.

Cross-border power flows to neighboring countries are modeled
with predefined time series based on data provided by the tso and
entso-e.

Thus, with respect to the optimization problem, the feeders and con-
sumers mentioned represent fixed boundary conditions without feed-
back to the modeled system. This means that consumption is assumed
to be price-inelastic and generation from renewable energies is always
fed into the grid when it is available.

Conventional power plants and pumped storage systems are included
into the optimization model in the following way:

All conventional power plants are modeled individually and con-
nected to the nearest node. The basis is a list of conventional power
plants provided by the bnetza. The behavior of the power plants
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is described by a strongly simplified formulation of Equation 3.1
(p. 90). The region of feasible production, cf. Equation 3.2, is only
limited by the maximum capacity; restrictions regarding the load
gradient or minimum load are completely ignored. The costs of the
feed-in per energy quantity are determined by a fixed but power
plant-specific efficiency rate and the costs for fuel, which is deter-
mined by the sum of the fuel costs, the location-dependent trans-
port costs and the time-variable costs for the emission of CO2.

All pumped storage power plants are also modeled individually
and connected to the nearest node. Just like conventional power
plants, storage systems are also modeled in a simplified way. Their
operation is limited only by the storage capacity and a maximum
power that is assumed to be symmetrical for charging and and
discharging. The cycle efficiency is assumed to be 75.00 % for all
plants. In the boundary conditions of the optimization problem,

the storage level is set to zero at the beginning and end of each
calendar week. The authors justify this decision with the need to
be able to compare the results of the respective weeks with each
other. As a positive side-effect, the complete optimization model
is broken down into many smaller problems (one for each week)
that can be solved independently. However, any more optimal op-
erating strategies that provide for storage across week boundaries
cannot be found through these limitations.

Based on these properties, a model run of elmod-de provides the fol-
lowing findings about the considered system for every hour of the con-
sidered time span:

The levels of generation of each individually modeled power plant
and pumped storage system.

The utilization of the individual transport grid lines.

The nodal electricity prices for every node.

These raw data serve as a basis to derive statements about the perfor-
mance of the entire system, such as the hourly national generation and
its composition according to energy sources.

The quality of the model is difficult to judge. The authors perform
only one validation, comparing the model’s aggregated annual power
generation by type of power plant with the actual historic values for
2012. As expected, there is no deviation in the case of renewable pro-
ducers, since their actual feed-in is also reflected in the model. In the
case of conventional generators, there is a deviation for those types of
power plants that have a relatively high marginal price and are thus
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no base-load power plants. The use of coal-fired power plants is clearly
overestimated (≈ 30.00 %), while the use of gas-fired power plants is sig-
nificantly underestimated (≈ 50.00 %). Possible reasons are discussed by
the authors. The biggest model error is probably due to the disregard of
the must-run conditions of gas-fired power plants if used not only for
power supply but also for heat supply via a district heating network.

The elmod-de model has served as a basis for several investigations
of specific research questions. The authors of [161], e.g., mention [163]
and [164] as examples. [163] discusses different investment strategies
and their effect on the total cost of the system as well as on the emission
of CO2. For this purpose, projections for 2024 and 2034 are considered.
[164] examines the effects that splitting the single German price zone
into a northern and a southern price zone would have on the market.
The focus is on the resulting market prices and the changing shares of
the different types of conventional and renewable producers.

5.3 overview of elmod-de extension

An overview of how the moces model adapts and extends the original
elmod-de model is given in the Tables 8 and 9. As shown there, the
moces version adopts many of the structural parameters provided by
elmod-de and the approach to accumulate the load and the feed-in of
renewables per node; the main difference is in the type of modeling.

The following parameters are adopted:

The list of all conventional and non-vre-based renewable power
plants, their technical and economical parameters and their assign-
ment to the corresponding network nodes.

The list of all hydro-storage power plants and their technical pa-
rameters.

The distribution of the capacity of the renewable producers among
the respective nodes.

The parameters for splitting the time series representing the total
load of Germany among the individual nodes.

The structure of the German grid as well as the assumed line pa-
rameters.

In modeling, there are differences in the following points in particular:

The feed-in of vre-based power plants is modeled based on the
location-dependent weather provided by the information layer.



192 a moces simulation

Entity / Aspect Number Modeling approach elmod-de moces Modification

power lines /
nodes

697 / 438 linear model for transmission
lines without losses

no modification

power system
dynamics

- not modeled swing equations based on
model and parameters given
in Weißbach [51]

frequency control - not modeled frequency control with
primary and secondary
control; control power is
provided by individual power
plants

renewable energy
sources

1387 time series for each type of
source and node

individual models for
representative plants, cf. Sec.
5.4.1

conv. power plants 562 ideal power source inclusion of primary and
secondary controller for grid
frequency; limitation of power
ramp

storage (hydro
storage)

32 idealized storage with three
parameters: storage capacity,
maximum power, overall
efficiency

no relevant modifications

load 394 time series for each individual
node

no relevant modifications

cross-border
exchange

- time series for each
cross-border transmission line,
based on historic values

not yet modeled

local optimizer
(LOP)

3|46 ∗ not modeled storage system with:
ηin := 0.98, ηout := 0.98,
C := Pwind+pv,node

peak · 24h
10 ,

Pmax := ±C · 1
6h

Table 8: Overview of the moces extensions to elmod-de that are part of the
physical layer of moces. * Number of local optimizers in scenarios
3Lop, 3LopErr | ManyLop, ManyLopErr.

The bmp and related processes are modeled explicitly. This results,
i.a., in an explicit modeling of weather and market forecast ser-
vices as well as a modeling of the day-ahead market and its daily
clearing mechanism based on the provided bids and offers. The
new model therefore neither assumes a perfect market nor per-
fect forecasts of vre-based production and consumption.

The static grid model of elmod-de is extended to include the re-
sponse of the grid frequency to mismatches between production
and consumption of electricity. The control mechanisms restoring
the frequency are also modeled.

Individual aspects and their modeling will be described in more detail
in the following section.
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Entity / Aspect Modeling Approach elmod-de moces Modification

energy market


The interactions between the
entities are not modeled ex-
plicitly. They remain abstract
and are part of the model con-
straints respectively the objec-
tive function if at all.

daily double-sided blind auction
with individual contracts for each
hour of day, clearing at 01:00 each
day

planning phase individual behavior, partly based on
forecasts and linear optimization

settlement phase simplified version of reBAP [50]

bidding strategy of
conv. power plants

individual bidding strategy based
on marginal price

bidding strategy of
renewable power
plants

sell at any price

bidding strategy of
storage systems

individual bidding strategy based
on market forecast for next day

strategy of local
optimizer (LOP)

not modeled increase internal consumption of
node, cater for deviations

Table 9: Overview of the moces extensions to elmod-de that are part of the
business process layer of moces.

5.4 phase 1 : modeling of aspects

In the following, the modeling of Scenario Aspect Models for the moces

extension of elmod-de is described. It shows how most individual as-
pects are modeled strictly according to the scenario modeling procedure
described in Section 4.5, but also that it is possible to deviate from it if
required (cf. Section 5.4.6) or judicious.

5.4.1 Renewable Energy Sources

For modeling vre-based power plants, we follow the scenario modeling
process described in Section 4.5. In the following, we will limit ourselves
to a detailed description of the aspect of wind power plants, and addition-
ally sketch the modeling of pv systems.

adaption of base model To model the accumulated feed-in of
all wind power plants assigned to one node, we use the sum of two
instances of the moces Base Model WindPlant, cf. Figure 48. Those two
instances are modeled in a way that they are representative for the be-
havior of all plants; they will thus also be called representative plants in
the following. As Figure 48. shows, this Base Model is of type Prosumer

and thus has the properties described on p. 157f. in Section 4.4.6.
Both Base Models model the power output of a wind turbine with its

power curve, which is typically available in corresponding data sheets.
Such a curve is mainly influenced by the physical property that the
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power increases with the third power to the wind speed, but can also
be influenced by the concrete design of the rotor blades and the rest of
the turbine. Therefore, one instance of the Base Model has the characteris-
tics of a plant designed for areas with lower wind speeds, the other one
the characteristics of a plant designed for areas with higher wind speeds.
The differences between the curves used are shown in Figure 60.
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Figure 60: Typical power curves for wind power plants used in Scenario Base
Model, data taken from [165].

The resulting Scenario Base Model for one node uses the following set
of equations:

vs = f (plat, plong, t), (5.1a)

vd = f (plat, plong, t), (5.1b)

z0 = f (vd), (5.1c)

v̂s = vs
ln(z/z0)

ln(zr/z0)
, (5.1d)

p = ppeak · pt ·
(
(1− ct) · fpc,1 (v̂s) + ct · fpc,2 (v̂s)

)
, (5.1e)

with:

t time,
p{ lat,long} geographical positions,

vs wind speed at reference height zr,
vd wind direction,
v̂s wind speed at hub height,
z0 roughness length/factor,
z hub height,

zr reference height of wind speed,
fpc,{1,2} ( ·) normalized wind turbine power curve,

ppeak accumulated peak power of wind power plants of node,
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c t tuner parameter ct ∈ R | 0 ≤ ct ≤ 1,
p t tuner parameter pt ∈ R | 0.9 ≤ pt ≤ 1.1.

The model thus uses the values for wind speed and wind direction
at the reference height of 10.00 m (Eqn. 5.1a and 5.1b) provided by the
information layer, and transforms the wind speed on the basis of the
log wind profile, (Eqn. 5.1d) to the speed at hub height. This transforma-
tion depends on the parameter z0, the so-called roughness factor, which
describes the surface condition of the location where the wind speed is
determined. The parameter z0 is an example for a model parameter that
is intended to be fitted in the step Optimization and Parameter Fitting, cf.
Figure 58, to improve the accuracy of the model. In order to be able to
consider the influence of different wind directions on the feed-in of the
wind turbines, we formulate the surface roughness as a piece-wise linear
function of the wind direction with the change points (z0,k, vd,k)k=0,...,18
with vd,k = (0◦, 20◦, . . . , 360◦):

f (vd) =



z0,0 +
z0,1−z0,0

20◦ · (vd − vd,0) if vd ∈ [vd,0 = 0◦, vd,1)

z0,1 +
z0,2−z0,1

20◦ · (vd − vd,1) if vd ∈ [vd,1, vd,2)

· · ·

z0,17 +
z0,18−z0,17

20◦ · (vd − vd,18) if vd ∈ [vd,17, vd,18 = 360◦]
(5.2)

The power output pi for an individual node i therefore depends on a
set of parameters from which only some can be derived from the existing
elmod-de data set:

p = f

plat, plong, t, zr, ppeak︸ ︷︷ ︸
derived from

known parameters

, pt, ct, z, z0,0, . . . , z0,18︸ ︷︷ ︸
tuned during
optimization

 (5.3)

Consequently, the parameters of the representative plants are not
known and can only be estimated based on assumptions and available
data.

model generation for optimization and parameter fitting

In the model generation process, an external tool, cf. Section 5.5.1, gener-
ates four Scenario Aspect Models. Each represents one of the four market

balance areas and includes all nodes belonging to this area. The mod-
els of the individual nodes are configured with the parameters provided
by elmod-de if available.
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optimization and parameter fitting The Scenario Aspect Mod-
els generated in the previous step each have between 704 (Transnet BW)
and 2552 (Amprion) parameters that have to be tuned in the optimiza-
tion step. In theory, the parameters of the nodes could be tuned indi-
vidually and independently of each other. However, the node-specific
historic feed-in values required for this approach are not available. We
therefore resort to feed-in time series for the entire control area pmeas.

tso,k (t),
made available by the transparency platform of the tso [156], and com-
pare them with the sum of all nodes that belong to the respective area
pmodel

tso,k (t) during the model parameter fitting process.
The published time series pmeas.

tso,k (t) are themselves subject to errors, as
they are not measured values. They are based on metered reference wind
power plants that are scaled up to represent all units. Unfortunately, nei-
ther the algorithm used nor any analysis of its quality are publicly avail-
able. Obviously, however, there is a significant difference between the
yearly feed-in values, calculated by integrating the time-series, and the
official amounts published in the EEG Jahresabrechung2, also provided by
the tso [156]; Table 10 exemplary shows the difference for wind-onshore
systems. It is noticeable that the energy quantities of the time series are
systematically lower, sometimes significantly, than the actual feed-ins.3

50 Hertz Amprion Tennet Transnet BW

Energy Diff. Energy Diff. Energy Diff. Energy Diff.

[TWh] [%] [TWh] [%] [TWh] [%] [TWh] [%]

Ets 19.77 7.99 21.85 0.70

EEEG 21.57 +9.08 10.06 +25.93 23.55 +7.75 0.74 +5.50

Table 10: Difference between the integral of the feed-in time series Ets

(
∫

pmeas.
tso,k (t)dt) and the values given in the EEG Jahresabrechung EEEG.

Since the energy quantities in the EEG Jahresabrechung are based on
actual measurements, we have decided to scale the time series pmeas.

tso,k (t)
linearly such that the energy quantities of the time series correspond to
the quantities of the annual statement.

For fitting the parameters of the Scenario Aspect Models, we use
a bounded broyden–fletcher–goldfarb–shanno (bfgs) algorithm,
which is available within the optimization library for Dymola, see Pfeif-
fer [160].

2 German for annual account of the eeg.
3 In a telephone conversation with an employee of 50 Hertz, who was named as contact

person for the portal netztransparenz.de, the systematic deviation was justified by the
fact that only those systems are included in the extrapolation of the feed-in which were
reported to the grid operator. Since there is a certain period of time between system
commissioning and the reporting date, the feed-in is systematically underestimated.
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Two error measures are used during training, the root mean square

error (rmse) in a continuous formulation normalized by the installed
peak power ppeak:

rRMSEconti. =
1

ppeak

√∫ t2

t1

(
pmodel(t)− pmeas.(t)

)2 dt
t2 − t1

(5.4)

and the energy bias:

BIAS =
∫ t2

t1
pmodel(t)dt−

∫ t2

t1
pmeas.(t)dt. (5.5)

For the training, we employ a two-step approach. First, we minimize the
relative root mean square error (rrmse). For this step, we split the
whole data set of 2014 into a training and a validation set. The training
set covers the first half of the year; the validation set covers the second
half of the year. Second, we minimize the energy bias by using the whole
data set of one year. In the second step, only one parameter that scales
the model output linearly is tuned.

The result of the optimization process is summarized in Table 11. It
clearly shows an improved model accuracy in comparison to the base-
line. In contrast to the continuous formulation of rrmse used for train-
ing, cf. Equation 5.4, a discrete formulation is used here:

rRMSE(∆T) =
1

ppeak
tso,k

√√√√∑N−1
t∗=1

(
pmodel

tso,t∗ − pmeas
tso,t∗

)2

N − 1
, (5.6a)

pt∗ =
1

∆T

∫ (t∗+1)∆T

t∗∆T
p(t)dt, t∗ ∈N|0 ≤ t∗ ≤ N − 1. (5.6b)

It represents the error between time-equidistant time series based on
piece-wise constant mean values of the continuous time-series p(t) and
a chosen interval ∆T. The error thus decreases with larger ∆T.

The scenario modeling process described for the wind turbines was
also used to model the entirety of all pv systems. The corresponding data
for parameter fitting also originates from the four tsos. The performance
is shown in Table 12.

In general, we expect to obtain even better results with the same mod-
els if feed-in time series are available with higher spatial resolution. In
that case, the models of the representative plants could be trained indi-
vidually.

5.4.2 Conventional Power Plants

The Scenario Base Model for a single conventional power plant used in
the simulation is based on moces’ Base Model for conventional power
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- rrmse [%] / Improvement [%]

- ∆T = 900s ∆T = 3600s ∆T = 14400s ∆T = 86400s

Area Model Train Vali. Train Vali. Train Vali. Train Vali.

Tennet Moces 7.15 6.40 7.11 6.36 6.66 5.98 2.91 2.99

Baseline 18.39 16.65 18.37 16.64 18.22 16.53 16.62 15.33

Improvement −61.10 −61.56 −61.31 −61.77 −63.44 −63.85 −82.46 −80.48

50 Hertz Moces 8.18 6.69 8.13 6.65 7.65 6.25 3.07 2.69

Baseline 18.61 17.56 18.59 17.55 18.41 17.44 16.85 16.15

Improvement −56.02 −61.88 −56.25 −62.09 −58.46 −64.19 −81.76 −83.32

Amprion Moces 6.82 6.23 6.70 6.13 6.04 5.67 2.98 3.41

Baseline 18.55 16.77 18.53 16.76 18.29 16.59 16.16 14.68

Improvement −63.22 −62.86 −63.82 −63.40 −66.97 −65.82 −81.58 −76.77

Transnet BW Moces 8.81 7.60 8.69 7.47 8.03 6.85 3.87 4.22

Baseline 14.65 15.43 14.58 15.37 14.19 15.08 11.77 13.40

Improvement −39.89 −50.74 −40.42 −51.39 −43.41 −54.61 −67.08 −68.52

Germany Moces 6.72 5.55 6.68 5.52 6.29 5.19 2.42 2.08

Baseline 17.37 16.41 17.36 16.41 17.24 16.33 15.94 15.31

Improvement −61.34 −66.17 −61.51 −66.33 −63.50 −68.23 −84.80 −86.39

Table 11: Performance of the fitted wind power plant model for the year 2014

for different interval lengths ∆T. Bold numbers denote the accuracy
of the fitted moces model in terms of rrmse compared to a base-
line model that assumes a constant power value calculated with
Emeas.,year

tso,k /8760.00 h in normal typeface. Numbers in green show the
reduction of the error in percent of the baseline model.

plants called PowerPlant , cf. Figure 48. Again an external tool is used to
generate the Modelica code for the Scenerio Aspect Model representing
all power plants based on the elmod-de data. Since, in contrast to the
vre-based power plants, each power plant is modeled individually and
parameters are available for each plant, it was not necessary to further
optimize the parameters. In total, this aspect consists of 562 individually
modeled power plants.

5.4.3 Hydro Storage System

The modeling of the 32 hydro storage systems is based on the moces Base
Model BatteryStorage, presented in detail as running example in Sec-
tion 4.4, cf. pages 160 ff. and 176 ff. No changes were made in the adap-
tation step and the parameters for the individual entities were adopted
from elmod-de without changes.
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- rrmse [%] / Improvement [%]

- ∆T = 900s ∆T = 3600s ∆T = 14400s ∆T = 86400s

Area Model Train Test Train Test Train Test Train Test

Tennet Moces 2.00 1.89 1.95 1.84 1.63 1.56 0.65 0.59

Baseline 16.19 13.85 16.13 13.80 15.32 13.12 6.34 6.00

Improvement −87.67 −86.39 −87.93 −86.67 −89.36 −88.15 −89.76 −90.20

50 Hertz Moces 2.55 1.87 2.48 1.81 2.11 1.50 1.01 0.61

Baseline 17.36 14.60 17.29 14.55 16.39 13.82 6.91 6.39

Improvement −85.33 −87.21 −85.68 −87.55 −87.16 −89.12 −85.39 −90.49

Amprion Moces 2.84 2.79 2.78 2.74 2.33 2.35 1.15 1.04

Baseline 16.67 14.20 16.60 14.15 15.76 13.43 6.43 6.02

Improvement −82.95 −80.37 −83.27 −80.67 −85.23 −82.51 −82.06 −82.72

Transnet BW Moces 3.91 3.89 3.82 3.79 3.21 3.15 1.59 1.36

Baseline 17.45 14.10 17.37 14.04 16.46 13.31 6.74 5.92

Improvement −77.57 −72.43 −78.03 −73.00 −80.52 −76.33 −76.47 −77.09

Germany Moces 1.77 1.62 1.74 1.59 1.45 1.35 0.62 0.48

Baseline 16.48 13.93 16.42 13.88 15.59 13.20 6.32 5.97

Improvement −89.23 −88.34 −89.43 −88.54 −90.68 −89.79 −90.13 −92.03

Table 12: Performance of the fitted pv model for the year 2014 for different inter-
val lengths ∆T. Bold numbers denote the accuracy of the fitted moces

model in terms of rrmse, compared to a baseline model that assumes
a constant power value calculated with Emeas.,year

tso,k /8760.00 h in normal
typeface. Numbers green show the reduction of the error in percent
of the baseline model.

5.4.4 Weather Forecast

In order to be able to investigate the effect of erroneous feed-in forecasts
for renewable energies, the moces model extends the elmod-de model
with a ment which provides location-sensitive weather forecasts to all
other ments. The feed-in forecasts for the respective renewable energy
plants are determined by the individual ments on the basis of these
forecasts.

The weather forecast is provided by one instance of the moces Base
Model SimpleWeatherForecast, cf. Figure 48, which is used without fur-
ther modifications. We will briefly describe it in the following.

In essence, the forecasts are based on actual weather data provided
by the information layer of moces, see Section 4.4.5. On top, several
kinds of errors are added: a temporal shift; a random walk describing
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errors in the global forecast run; and, a random walk describing errors
in the local forecast run.

The basic behavior implemented in the Business Node is summarized as
follows: n times per day, a global forecast run is started for each forecast
variable. The location-specific forecasts including the different types of
error are generated upon request.

In detail, the forecast x̂ (t) for a time series representing a weather
attribute such as wind speed is calculated based on the actual time series
x (t) as follows:

x̂ (t) = x(t− Xt-shift(σt-shift, µt-shift)) + RWglobal(t− t0, σgf, µgf)︸ ︷︷ ︸
Random Walk for

error of global forecast run

+ RWlocal(t− t0, σlf, µlf)︸ ︷︷ ︸
Random Walk for

error of local forecast run

(5.7)

with:

t simulated wall time,
t0 current simulated wall time at the time of forecast cre-

ation,
Xt-shift random variable, fixed for all forecasts of one global fore-

cast run,
σ{ lf,gf,t-shift} standard deviation used by Gaussian random number

generator, adjustable parameter,
µ{ lf,gf,t-shift} mean value used by Gaussian random number genera-

tor, adjustable parameter.

Both random walks RWglobal and RWlocal are formulated without offset
and with a finite step length4:

x[t′] =
t′

∑
j=1

Xj , t′ :=
(t− t0)

∆T
(5.8)

with:

X j random variable based on a normal distribution with the
parameters µ and σ,

∆T time step length, typically 15.00 min.

4 To improve the readability, we use a representation of the relation between the continu-
ous time t and the individual discrete steps of the random walk t′ as well as the sum of
a continuous signal and the discrete random walk that is not entirely accurate. In the
implementation of moces, a pragmatic approach is followed where the random walk
represents the sampling points of a piece-wise linear function.
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In order to control the error in the predictions, the parameters of the
distribution (σ, µ) used by the Gaussian random number generators are
individually adjustable.

The chosen procedure allows for a basic description of typical error
patterns of the individual forecasts, e.g.:

Time-shifted ramps of wind speed: σt-shift ≫ 0.

Error of the temperature forecast continuously increasing over the
forecast horizon, but no sudden changes: µ{gf,lf} > 0, µ{gf,lf} → 0.

Sudden changes in the error of the irradiation forecast due to
cloudy situations: σ{gf,lf} ≫ 0.

If desired, moces also provides the possibility to choose the mean values
randomly, again based on a normal distribution.

The method used here to model forecasting errors is motivated by
representing typical error patterns as simply as possible. While certainly
plausible, the method itself was not validated within the scope of this
work. Therefore, it remains to be checked how well the modeled errors
correspond to real errors before the model is used in concrete analyses.

5.4.5 Market Forecast

Market forecasts, more precisely the forecast of the price curve of the
day-ahead market, are needed by the storage systems to place profitable
bids on the market, cf. Section 4.4.9.1. These predictions are provided
by an instance of the moces Base Model SimpleMarketForecast. For this
model, we are confronted with a chicken and egg problem that arises
from the explicit modeling of the market on the basis of binding bids; in
the original elmod-de model this problem does not exist due to the sim-
plifying assumption of a perfect market. First of all, the market prices
are the result of interactions between the individual entities, whose be-
havior at the market is in turn affected by forecast market prices. Second,
the market forecast entity strives to make a statement about an aspect
of the system whose behavior is neither known nor understood.5 While
both aspects also exist in the real world, the second one is increasingly
emerging in the context of ms. This is because, in the real world, market
forecasts can be based on historical data and on models of the existing
system, which can be validated. However, for a model of a system that
deviates from the current reality, in our case the models in the scenarios
ManyLop and ManyLopErr, no historical data exists.

We tackle this problem by designing the market forecast entity around
a narx model implemented as an ann. The forecast is therefore based

5 Remember here that this is the motivation why we perform a simulation of the whole
system in the first place.
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on the past values of the variable to be forecast –the day-ahead market
price– and other external variables that are assumed to be known. In
the specific case, we use weather forecasts, from 11 locations distributed
across Germany, as well as information about the hour of the day, day
of the week and day of the year.

The inference of the ann model can therefore be carried out easily
during the simulation run on the basis of the market price that would be
generated during the simulation and the weather forecasts provided by
the SimpleWeatherForecast ment. However, the training of the models
is problematic, as there is no training data for the market price available.

We have therefore decided to train the model with data generated
during simulation of an adapted elmod-de version without the energy
storage components. The motivation for this is the assumption that in
this way at least the basic interrelation of the market, especially the in-
fluence of renewable energies on the fluctuating load, can be learned by
the model. Figure 61 gives an impression of the quality of the forecast.
It is an excerpt from a simulation run in scenario 3Lop.
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Figure 61: Predicted vs. actual market prices. The time period 144.00 h –
192.00 h, that also shows negative prices, aligns with the weekend.

5.4.6 Grid Modeling

The modeling of the grid is a peculiarity, since strict adherence to the
scenario modeling process described in Section 4.5 as well as the model-
ing as a complete ment was dispensed with. The reasons for this are as
follows. The grid is modeled without actuators that influence the behav-
ior of the grid. The linked business node could therefore not execute any
action on the grid. Likewise, the grid operator’s interaction with other
components on the business process layer is not modeled in detail.
The linked component would therefore be meaningless. A component-
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oriented modeling of the network using parameterizable basic models
for lines and transformers was evaluated, but failed due to the perfor-
mance of Dymola with regard to large models. Therefore, the calcula-
tion of the grid state is included into a single model which uses an opti-
mized algorithm by utilizing the external function feature of Modelica.

The moces adaption of the elmod-de model uses the same formu-
lation as the original, a linear power flow model without losses, but
extends it with the swing equation to calculate the dynamic behavior
of the net frequency. This approach was chosen as a trade-off between
simulation accuracy and simulation speed.

static model The linear power flow model is an analogy to a di-
rect current (dc) power flow model, where transmission lines are rep-
resented as a kind of ohmic resistance, and loads and power sources are
ideal current sources feeding the nodes. The used formulation is based
on the procedure given by Andersson [115, p. 49] and can be derived
from the power balance equation introduced in Section 3.2.4.2. We start
with the already simplified formulation for the power flow given by
Equation 3.9 and neglect the reactive power.

Pn,m = Pm,n = −bn,mUnUm sin (θn − θm) (5.9)

thus describes the power flow Pn,m from the nth node the mth node and
vice versa with:

bn ,m susceptance of the transmission line connecting node n with
node m,

U{n ,m} voltage at node,
θ{n ,m} voltage angle at node.

The line susceptance is given by6:

bn,m =
xn,m

r2
n,m + x2

n,m
(5.10)

with:

rn ,m series resistance of transmission line,
xn ,m series reactance of transmission line.

When using the per-unit system, choosing Un = 1 pu, and assuming
Un = Um as well as sin(θn,m) ≈ θn,m, the equation system built by the
line equations can be expressed in a matrix form as follows:

Ppu = B
′
puθ (5.11)

with the matrix and vector elements representing the set of all nodes N :

6 Typically it holds that xn,m ≫ rn,m, so the equation is often further simplified to 1
x .
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pn power introduced at node n,
θn voltage angle at node n,

b
′
n ,m =

∑ k=1,2,...,|N |
k ̸=n

bn,k if k = m

−bk,m if k ̸= m
.

The matrix B
′
pu is singular, meaning that their is no unique solution for

the equation system in Eqn. 5.11. To overcome this problem, we remove
p1 and set θ1 to 0, thus eliminating the first row and column of the
matrix B

′
pu. By doing this, we add the so-called slack or swing bus to the

system which gives the reference for the voltage angle and balances the
differences between power production and consumption. As the reduced
matrix B

′
pu is positive definite, a Cholesky decomposition can be used

for efficiently solving the equation system. With the given θ, determining
the power p1 required to balance the system is straightforward:

p1 =
|N |

∑
k=1

y1,kθk. (5.12)

grid dynamics The modeling of the network dynamics also follows
Section 3.2.4.2 and the swing equation described there. This approach in-
terprets the distributed rotational inertias of all synchronous machines
connected to the grid as one single flywheel, rotating with the grid fre-
quency f and accelerated by the difference between power injection and
load consumption P1(t) at the slack node.

We use the general momentum balance as given by Equation 3.11 in
its typical modified form used for grid modeling purposes, cf. Weißbach
[51]:

TAN∗
d f ∗

dt
− kpf∗ (1− f ∗) = p∗1(t). (5.13)

This formulation is derived from the general moment balance assum-
ing small changes of the grid frequency f . In addition, the equation is
transformed into a normalized form with: f ∗ = f / fn = f /50.00 Hz,
p∗1 = P1/Pn with Pn being the nominal grid load. The parameter TAN∗

is known as system start time constant, as it describes the time needed to
accelerate the generators from standstill to nominal speed with nominal
torque; in the synchronous grid of continental Europe, this constant is
about 10.00 s [51]. kpf∗ represents the self-regulation effect of the grid due
to loads of the type of synchronous or asynchronous machines. Those
loads decrease with the grid frequency; this is about 1.00 % up to 1.50 %
according to Weißbach [51].

controlled grid The mechanism for stabilizing the grid is out-
lined in Section 2.2.8.2 and sketched in Figure 22. In the developed mo-
ces model, the power Pc used to stabilize the grid frequency and to cater
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for deviations between production and consumption is described with
its most important elements. These are the primary control power Pc,p
and the secondary control power Pc,s:

Pc = Pc,p + Pc,s. (5.14)

According to the model given by Weißbach [51], the primary control
power is modeled by using a proportional controller with gain kc,p by:

P
′
c,p = kc,p · ( fn − f ) (5.15)

and a first order element with the time constant Tc,p,d to sum up the
dynamics of the power plants providing the primary control power:

dPc,p

dt
=

1
Tc,p,d

·
(

P
′
c,p − Pc,p

)
. (5.16)

Here we deviate from the model given by Weißbach [51] who does not
provide full information on how to model the dynamics of the activation
of the primary control power. As primary control power must be fully
available within 30.00 s, Tc,p,d is set accordingly to about 10.00 s, as the
output of a first order element is 95.00 % of the input after 3 · Tc,p,d.

The central controller used to determine the needed secondary control
power P

′
c,s has the form of a proportional–integral (pi) controller [51]:

P
′
c,s = kc,s · E(t) +

1
Tc,s
·
∫

E(t)dt. (5.17)

The control deviation E(t), known as area control error, must be estimated
as it cannot be measured. It is approximated with the following equation:

E(t) = Pc,p︸︷︷︸
approximated activated
primary control power

+ kpf · ( fn − f )︸ ︷︷ ︸
approximated

self-regulation effect

. (5.18)

Again, unlike Weißbach [51], we use a first order element to model the
delay in activation:

dPc,s

dt
=

1
Tc,s,d

·
(

P
′
c,s − Pc,s

)
. (5.19)

As secondary control power must be fully available within 300.00 s, Tc,s,d
can be set accordingly to about 150.00 s. Following Weißbach [51], guid-
ing values for the parameters of the secondary controller are: kpf =
0.00. . . 0.50 , Tc,s = 50.00 s. . . 200.00 s.
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Figure 62: Response of the grid frequency to a power plant outage at t = 1.00 s
(a), and the reaction of the primary and secondary control power to it
(b). The simulation uses the following parameters: Pn = 150.00 GW,
TAN∗ = 12.00 s, kpf∗ = 1.50, kc,p = 15.00 GW Hz−1, Tc,p,d = 10.00 s,
kc,s = 0.25, Tc,s = 125.00 s, Tc,p,d = 125.00 s.
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implementation in modelica The grid model is implemented in
Modelica as a single block with multiple inputs and outputs. Based on
the power flows Pi for i = 2...N given for the individual nodes of the grid,
the model serves the utilization of each individual line as well as the grid
frequency f and the activated primary and secondary control power Pc,p
and Pc,s as output. This means that the dynamics of the power plants
with regard to the activation of the control power are not modeled in
the individual models of the power plants but in the central grid model.
This decision was also made for performance reasons in order to reduce
the number of state variables of the overall model, even if the procedure
does not correspond to the idea of component-oriented modeling.

The power flow problem is solved by utilizing the Eigen library [166],
the grid dynamics are formulated directly in Modelica.

The load calculation was validated against data kindly provided by
elmod-de on request. The network dynamics determined by the model
were validated with the results of Weißbach [51].

To give an insight into the modeling depth, Figure 62 shows the reac-
tion to a simulated power plant outage.

5.5 phase 2 : scenario model and modifications to it

In this section, we will describe the second phase of moces’ scenario
modeling process, cf. Section 4.5, in particular Figure 59, for the scenario
and research questions presented in Section 5.1.

5.5.1 Generation of the Complete Scenario Model

From the perspective of modeling in Modelica, creating a Scenario Model
from Scenario Aspect Models mainly involves instantiating, parameteriz-
ing and connecting individual models several hundred times. This step
can no longer be performed manually by the modeler due to the high
number of parameters (several thousand).

In Modelica itself, there are some language constructs (for/while-
loops, overloading of parameters/model) that basically allow to describe
the generation/parameterization of the model in Modelica itself.7 How-
ever, in practice, the limits are reached quickly and the usage is not com-
fortable at all.

Apart from Nytsch-Geusen et al. [167] that use the web template en-
gine Jinja8, to the best of our knowledge, there are no publications that
deal with this problem of Modelica, preferably in a more general way.
We have therefore decided to take a pragmatic approach for moces, in

7 In the performance test in Section 4.3.4 (p. 143), these patterns have been used. Cf. the
corresponding model code in Appendix A.2.

8 https://github.com/pallets/jinja, last accessed: 10 April 2021.

https://github.com/pallets/jinja
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Figure 63: Structure of a node with a local optimizer entity. PPM (Power Plant
Market) represents a conventional power plant assigned to the node;
LOR (Load Region) models the load of the region represented by the
node.

which the scenario models are created semi-automatically on the basis
of configuration tables using scripts written in matlab. The result is a
relatively flat Modelica model without the annotations related to the
graphical representation of the model, which are not helpful in our case.

To give an impression of the generated model code, Listing A.4 in the
Appendix shows an extract from the overall moces elmod-de model.

5.5.2 Further Modifications

To be able to model and simulate the scenarios introduced in Section 5.1,
a modified version of a node representing a small region of Germany, cf.
p. 189, has been developed and is shown in Figure 63. As can be seen in
the figure, the core of the modification is the addition of a ment called
local optimizer (lop). The measure which is influenced by the local

optimizer is the residual load res(t) which takes into account the vre-
based power plants and the load of the node. For the unaffected residual
load of one node, the following applies:

res(t) = ppv(t) + pwind(t) + pload(t), (5.20)

cf. Figure 63 for the variable names and the sign convention for the
power flows (p{pv,wind,load,stor.}, res, r̃es) given by the black arrows.
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For the residual load affected by the local optimizer, we use the
notation:

r̃es(t) = res(t) + pstor.(t). (5.21)

A local optimizer has two objectives: to increase the local consump-
tion of vre-based energy and to cater for unplanned deviations from the
planned residual load of the node. The Physical Node of the ment for
a local optimizer is therefore both a storage system and a controller
which controls the storage and thus the deviations from the planned
residual load, as long as the state of the storage allows. Its model is de-
rived from the generic moces storage model given in Section 4.4.6.1. For
the charging or discharging power set point of the battery, cf. variable
P_s in Listing 4.8 (p. 160) therefore applies:

pstor.
setpoint(t) = pstor.

schedule(t) + f (r̃es(t)− r̃esschedule(t))︸ ︷︷ ︸
Output of PID−Controller,cater for deviations

. (5.22)

The behavior of the corresponding Business Node is also based on the
moces model of the storage system, cf. Section 4.4.9.1. However, more
extensive modifications have been made here to model the local opti-
mizer. The optimization problem to determine the schedule of the stor-
age system pstor.

schedule[t] for the next day of has been newly formulated. It
now uses a time step of 15.00 min and optimizes the exchange with the
grid by minimizing the following objective function:

min
191

∑
t=96
|
(
res[t + 1] + pstor.

schedule[t + 1]
)︸ ︷︷ ︸

r̃es[t+1]

−
(
res[t] + pstor.

schedule[t]
)︸ ︷︷ ︸

r̃es[t]

|. (5.23)

with t ∈ 96...192 representing the quarter hours of the next day.
The conditions in Eqn. 4.30 (p. 177) are mostly kept the same, only

Eqn. 4.30d is replaced by a more relaxed condition:

0.4 ≤ soc[192] ≤ 0.6 . (5.24)

The objective function essentially aims to ensures a uniform power con-
sumption or production of the node and thus compensates for load or
feed-in peaks. The boundary condition in Eqn. 5.24 guarantees that the
storage device emits about the same amount of energy over the day as
it consumes. In combination, both thus ensure that, if electricity produc-
tion and consumption are equal for one node over the course of one
day and the storage capacity of the local optimizer is sufficient, the
residual load is balanced to approximately zero.

Figure 64 exemplarily shows the residual load of three nodes and thus
the realization of the schedules found by the optimization algorithm.
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Figure 64: Exemplary temporal sequences of residual load with and without
local optimizer.



5.6 scenario simulation results and findings 211

The grey areas illustrate how the optimization algorithm works for dif-
ferent load situations. Area a) highlights a day on which the node would
have been fed into the upstream grid at noon. This feed-in is avoided by
the intervention of the local optimizer, and the energy is consumed
locally instead. In addition, the maximum load of the node is reduced.

The area marked with b) shows the intervention of the local opti-
mizer at node 3 that feeds on average more energy in the upstream grid
than it draws from it. On the marked day, the local optimizer ensures
that the electricity demand in the morning and evening is catered from
the storage instead of from the grid. The day of node 195 marked with
c) shows a continuous consumption of energy from the upstream grid.
In this case, the local optimizer serves mainly to equalize the node
energy.9

In order for the local optimizer to be able to carry out the optimiza-
tion, it needs the planned behavior of the loads and renewable produc-
ers. As Figure 65 shows, a communication step was introduced for this
purpose, in which the individual entities of the same node communicate
their planned behavior to the local optimizer.

The optimization problem described so far is solved at the “do plan-
ning” step. The schedule pstor.

schedule[t] is also used by the local optimizer

to place bids and offers at the day-ahead market. As given in Figure 65,
the local optimizer does not send any information to the wind plant
nor does a direct coupling between both entities exists. The local opti-
mizer simply ensures that it buys or sells electricity at the global energy
market if it is needed respectively available locally.

5.6 scenario simulation results and findings

In this section, we will give a detailed insight into the simulation results
for the four scenarios 3Lop, 3LopErr, ManyLop and ManyLopErr, cf. Section
5.1. All four scenarios are considered for the period from May 6, 2014 to
May 16, 2014, plus two additional days before that time period to ramp-
up the simulation. We selected this period because of the high feed-in of
vres as visualized in Figure 66. The figure also shows that the peak of
feed-in is reached on Sunday, May 11. At the same time, this is also the
day with the lowest load. The scenario is therefore representative for a
power system with a high proportion of renewable generators.

The presentation and discussion of the simulation results has two ob-
jectives. First, we would like to illustrate the simulation depth and eval-

9 Of course, there are alternative strategies that the local optimizer component could
pursue to increase the amount of self-consumed energy of the node. Possibly some
of those would show a better overall performance compared to the simple but robust
solution presented here, or they might be more suitable for individual types of nodes
or days. A comparative study of different strategies is left for future work.
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request weather
forecast
forecast

do planning

send
schedule

send bids/offers

forecast load

do planning

send
schedule

request market forecast
market forecast

do planning (solve opti-
mization problem)

send bids/offers

SWF: SMF: Wind Power Plant: LOP: Load: Day-Ahead Market:

Figure 65: Sequence diagram of the planning phase of the bmp as modeled in
the investigated scenarios. The diagram describes the specific com-
munication between the parties of one node, that is generically de-
scribed in Figure 21. It focuses on the party-dependent behavior
given by the two upper fragments of Figure 21 specifically. Accord-
ingly, the parties SMF (Simple Market Forecast) and SWF (Simple
Weather Forecast) are examples of parties assuming the role ESC
(Energy Service Company), cf. p. 51. Wind Power Plant, Load, and
the local optimizers assume the roles brp, balance supplier and
Trader.



5.6 scenario simulation results and findings 213

2014-05-05 2014-05-07 2014-05-09 2014-05-11 2014-05-13 2014-05-15
date

0

10

20

30

40

50

60

70

80

co
ns

um
pt

io
n 

/ p
ro

du
ct

io
n 

[G
W

]

solar
wind
load

Figure 66: Scenario boundary conditions with regard to load and vre-based
production.

uate the ms quality qualitatively. We will discuss these points mainly for
the scenario 3Lop because it reflects the non-modified, actual existing
system. Second, we will discuss the questions posed at the beginning of
the chapter about the change in overall performance when individual
units formulate decentrality as a goal. For this purpose, we will consider
the impact of the introduction of local optimizers on different aspects
such as the electricity mix, the market and the grid.

5.6.1 System-Wide Energy Mix

general observations Figure 67 shows the typical and expected
energy mix of generation. It ultimately results mainly from the differ-
ent marginal costs of the various energy sources. Primarily the nuclear,
biomass, run of river, and partially also the lignite-fired power plants
cover the base load, while hard coal-fired power plants and also parts
of the lignite-fired power plants cover the daily load peaks. However, as
the graphs show, in the scenario under consideration, a large part of the
load peaks is absorbed by the relatively high feed-in of the pv systems
at these times. On Saturday, most of the lignite-fired power plants re-
duce their output, on Sunday the same holds even for the nuclear power
plants.

Power plants that use the energy sources gas and oil are never “in
the money” in the period under consideration, i.e. their marginal costs
are always above the prices that are formed on the market. Neverthe-
less, these types also feed electricity into the grid, as the figure shows.
The reason for this is the lower “must-run” limit of each power plant
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assumed in the model, which was set to 20.00 % of maximum capacity
for all conventional power plants in the absence of an exact data basis.
This parameter has a decisive influence on the formation of prices on
the electricity market and the entire system. In the model, this param-
eter can be set individually and time-dependent for each power plant
to increase the accuracy of the model. These more than 500 parameters
should therefore be fitted in order to make reliable statements about the
actual system.

influence of local optimizers As the comparison of the two
graphs in Figure 67 shows, the influence of the number of local opti-
mizers on the energy mix is not fundamental but clearly visible. There
are indeed slight changes in the composition of the energy mix: the pro-
duction of electricity from lignite increases by 2.00 %, that from hard coal
decreases by 5.00 %. The feed-in from pumped storage power plants is
also reduced by about 5.00 %. The production from other energy sources
remains largely unchanged.

Interestingly, more local optimizers do not generally lead to a re-
duction in peak load. This can be seen on the days May 5-7, when the
peak load increases by several GW. This increase can be better under-
stood when considering the cumulative behavior of all local optimiz-
ers shown in Figure 68. Even though the behavior of the local opti-
mizers is highly individual, they tend to store electricity around noon,
thus in times in which the load is high anyway, and to discharge in the
evening hours. Their behavior is therefore different from that of pumped
storage power plants, which is also shown in Figure 68. These have a
very similar behavior but, as expected, use the night for charging the
storage. Figure 69 zooms into May 8 such that the different behaviors
can be better seen. This figure also shows that on this day in the evening
hours about the same power is fed into the local optimizers as is taken
out of the pumped storage power plants. Whether such a behavior is rea-
sonable from the overall systemic point of view remains to be critically
examined.
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Figure 67: Accumulated power production per energy source in the scenarios
3Lop (upper graph) and ManyLop (lower graph). The first two days
show the "ramp-up" of the simulation. For the first day, no plan-
ning of generation via the day-ahead market took place. The total
electricity demand is therefore, unrealistically, met by activating pri-
mary and secondary control energy. On the second day, the pumped
storage power plants are still missing because, at the gct of the day-
ahead market at the first day, they did not have the forecast yet they
needed to participate in the market.
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Figure 68: Accumulated behavior of all local optimizers (upper two graphs)
and pumped storage power plants (lower two graphs) in the ManyLop

scenario. Each color shows the behavior of one of the total of 46

local optimizers or 20 pumped storage power plants.
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Figure 69: Same as Figure 68 but zooming into May 8.
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5.6.2 Market

general observations The course of the market price, which
is shown in Figure 70, qualitatively corresponds to the known pat-
tern of market prices under the influence of vre-based production
units, i.a. described in Sensfuß et al. [168]. In particular the his-
tograms of the market prices shown in Figure 71 make it clear that
some price ranges rarely appear; concretely, this is the price range be-
tween 5.00 and 12.50 €MW−1h−1 and the price range between 20.00 and
27.50 €MW−1h−1. This pricing is caused by the characteristics of the sup-
ply and demand curves shown in Figures 72 and 73. The intersection
of two corresponding curves denotes the resulting market price given in
Figure 70. The demand (load) is largely price-inelastic and, therefore, the
demand curve appears as a vertical line in the diagram, which shifts hor-
izontally with the load. The supply curve corresponds to the merit or-
der and thus includes jumps due to the different energy carriers and
their specific costs. As vre-based generation units do not have marginal
costs, they shift the supply curve on the horizontal axis.

The vertical sections in the supply and demand curves lead to the
observed price jumps by minimal changes in load or availability of
vre-based production units. It should be noted though that the model
slightly exaggerates in comparison to reality. In fact, the price jumps are
present but more diffused, which leads to a smoother distribution of
market prices.

influence of local optimizers As expected, the local opti-
mizers shift both the supply and demand curves. When they purchase
electricity, they have placed a "buy-at-any-price" order on the market,
thus shifting the demand curve horizontally to the right. This can be
observed in Figures 72 and 73. If they are feeding power into the grid,
the local optimizers have set a "sell-at-any-price" order. This shifts the
supply curve to the left. Comparing Figure 68 with Figure 67 shows that
the total output of the local optimizers is relatively small compared
to the total load, but nevertheless, due to the described characteristics
of the supply/demand curve, they can have a strong influence on the
prices that are formed, especially at periods of low load and a high level
of vre-based production. This can be observed in Figure 73, see hour of
day 12 and 13.

As given in Table 13, the market value (mv) of electricity from wind
and PV plants is significant higher in the scenario ManyLop than in the
scenario 3Lop. The mv is the average price that can be achieved for elec-
tricity from a specific type of source, and typically decreases with higher
penetration rates [169]. Higher market values for vre-based electricity
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are generally to be viewed positively; especially since they reduce the
necessary subsidies for renewable energies.

market value (mv)

3Lop ManyLop percent variation

€MW−1h−1 €MW−1h−1 [%]

solar 16.14 19.75 22.39

wind 14.83 16.86 13.68

oil 20.26 20.45 0.96

gas 20.26 20.45 0.96

nuclear 21.82 21.69 −0.60

waste 21.43 21.13 −1.41

run of river 21.75 21.31 −2.02

biomass 21.75 21.31 −2.02

lignite 23.87 23.63 −1.00

hard coal 24.09 23.57 −2.19

Table 13: mv of the different energy sources.
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Figure 70: Day-ahead market prices in the different scenarios. For the scenarios
with prediction errors, the results of 5 simulation runs are shown.
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Figure 71: Distribution of day-ahead market prices of all days in the different
scenarios.



222 a moces simulation

50

0

50

 hod: 0  hod: 1  hod: 2  hod: 3

50

0

50

 hod: 4  hod: 5  hod: 6  hod: 7

50

0

50

 hod: 8  hod: 9  hod: 10  hod: 11

50

0

50

 hod: 12  hod: 13  hod: 14  hod: 15

50

0

50

 hod: 16  hod: 17  hod: 18  hod: 19

20 40 60

50

0

50

 hod: 20

20 40 60

 hod: 21

20 40 60

 hod: 22

20 40 60

 hod: 23

bid-/offer curves for: Thursday, May. 8

Amount [GWh]

Pr
ic

e 
[

/M
W

h]

bid-curve 3lop
offer-curve 3lop

bid-curve manylop
offer-curve manylop

Figure 72: Bid and offer curves at the day-ahead market for each individual
hour of the day (hod) on Thursday, May 8, 2014. The curves show
the scenarios 3Lop and ManyLop.
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Figure 74: Details about the network load in the scenarios 3Lop and ManyLop:
Utilization rate per line and scenario sorted by load. The green line
shows the difference between the two scenarios. The topmost graph
uses all lines and all time slices. The graph in the center uses only
the time slice with the maximum load from the individual lines.The
lower graph uses the average value per line.

5.6.3 Grid

general observations Figures 76, 74 and 75 show an overview of
the load on the transport grid during the period under review. Some
interesting findings can be discovered.

On average, the load on the transport network is relatively low. How-
ever, there are some periods of time when individual lines reach their
load limit. As can be seen in Figure 76 (bottom), these lines are located
around the border between former East and West Germany and in north-
south direction in Northern Germany.

The first day of the observation period shows a significantly lower
load on the power grid than all other days. This can be explained by the
special situation that no planning in the sense of the bmp took place for
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Figure 75: Details about the network load in the scenarios 3Lop and ManyLop:
Usage rate of the individual lines over time. The red and blue lines
show the average values of all lines per time slice in the two scenarios
3Lop and ManyLop respectively. The distributions of the utilization
rate of all lines is indicated by the lower and upper boundary of
the standard deviation given in light red and blue respectively. Cf.
Figure 76.

this day. Thus, no matching of supply and demand on the day-ahead
market has taken place, and the load is not covered by those units that
offer the cheapest electricity. The electricity demand is therefore com-
pletely covered by the balancing power10, whose mechanism is outlined
in Section 5.4.6 (p. 204 ff.), and is provided equally by all power plants.
Since the power plants are historically built close to the location of con-
sumption, the load on the grid is low. The low feed-in from wind power
also has a positive effect on the grid load, as high feed-in from wind
power typically leads to a high north-south load on the power grid. Fig-
ure 77 shows the distribution of the grid frequency and the used primary
control power of the simulation. They are slightly skewed, and there are
two local maxima instead of the expected maximum at 50.00 Hz respec-
tively 0.00 GW. These distribution patterns are known from measure-
ments of the grid frequency, cf. Deng et al. [170]. Reasons can be the

10 In reality, the electricity grid would collapse without planning, as the feed-in of bal-
ancing power per power plant is technically limited. This limitation is deliberately not
implemented in moces, as otherwise the "start-up" of the simulation would be much
more complex.
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effects shown by Weissbach and Welfonder [57] and the parameters of
the grid controller and the machines providing the power. Nevertheless,
if moces is to show these effects not only qualitatively but also to quan-
tify them exactly, the models have to be tuned. This is because of the
limitations already mentioned in Section 5.6.1 (p. 214). Many parame-
ters of the models have not been validated to a required extent.

influence of local optimizers When considering the influence
of the local optimizers on the transmission network, it must be borne
in mind that reducing the network load is not an objective of the lo-
cal optimizers and that the sum of all local optimizers increases the
peak load by approximately 5.00 GW, cf. Figure 67. It is therefore not sur-
prising that the influence on the high-level network situation, as shown
in Figure 76 when comparing left to right, is rather small. However, if
we look into the utilization rates of the individual lines in more detail,
interesting differences can be found.

As Figures 74 and 75 show, the utilization of the network is generally
only slightly reduced in the ManyLop scenario when comparing it to 3Lop.
However, a comparison of Figure 75 with Figure 67 shows that the in-
crease of the load at noon in the scenario ManyLop is accompanied by a
slight decrease of the network load.

A clear reduction effect exists for the points in time with high utiliza-
tion rates. The reduction is up to 10.00 %, as can be seen in the graph
in the center of Figure 74. The average load per line does not change
significantly between the two scenarios, as the lower graph of Figure 74

shows.
A significant influence on the stability of the grid is exerted by the lo-

cal optimizers if the grid frequency and the utilized control power are
taken as relevant measure. The histograms of the corresponding quan-
tities are shown in Figure 77. Compared with the scenario 3Lop, the
standard deviation σ of the grid frequency is reduced from 15.20 m Hz
to 12.90 m Hz in the scenario ManyLop (−15.00 %). The extreme values
also show a slight improvement. The standard deviations of the used
primary and secondary control power are reduced from 229.00 MW to
194.00 MW (−15.30 %) and from 940.00 MW to 722.00 MW (−23.20 %) re-
spectively.

The sum of the positive secondary control power used in the consid-
ered time-span was reduced from 83.00 GW h to 71.00 GW h, that of the
negative control power from 97.00 GW h to 71.00 GW h.
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Figure 76: Network load in the different scenarios for the points in time with
minimum (top) and maximum (bottom) network load. The load is
given by the utilization rate of the line. See also Figures 74, 75.
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Figure 77: Histograms of grid stability metrics. To calculate the metrics, the
period shown in Figure 75 without the first 24 hours was used.
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Node Scenario Solar Wind Load LOP Sum Perf. Gain

[k€] [k€] [k€] [k€] [k€] [%]

3

Baseline 82.53 647.94 −228.76 0.00 501.71 -

3Lop 82.53 647.94 −228.76 210.72 712.43 42.00

ManyLop 103.88 783.76 −233.78 64.92 718.78 43.30

195

Baseline 57.12 30.22 −960.96 0.00 −873.62 -

3Lop 57.12 30.22 −960.96 136.41 −737.21 15.60

ManyLop 116.58 42.03 −981.48 79.61 −743.26 14.90

424

Baseline 45.42 5.24 −465.04 0.00 −414.38 -

3Lop 45.42 5.24 −465.04 57.48 −356.90 13.90

ManyLop 73.24 5.51 −475.20 35.96 −360.49 13.00

Table 14: Profit of selected nodes and their entities in k Euro during the given
time span of eleven days. The performance gain is given as increase
of income compared to the baseline.

5.6.4 MENT and Node-Specific Performance

Finally, we would like to give an insight into the behavior of the indi-
vidual nodes. For this purpose, we consider the profit and other related
metrics of the corresponding ments which are assigned to the respective
nodes but ignore the ments that represent conventional power plants to
focus on the vre-based part of the power system, cf. Figure 63. The
profit of a ment is the sum of all financial payments between this ment

and other ments. Primarily, these are the costs or revenues of the trading
transactions on the day-ahead market, but also the payments within the
settlement phase due to imbalances.

general performance of local optimizers In the considered
time span, all local optimizers have a positive profit in the scenario
3Lop as well as in the scenario ManyLop, as given by the purple bars in
Figure 78. This is in some way surprising, since it is not the goal of the
local optimizers to optimize the profit. A detailed evaluation of the
three nodes which also feature a local optimizer in the scenario 3Lop

is given in Table 14.
The table shows that the profits of the individual nodes are signif-

icantly increased compared to a baseline scenario that is defined as
the sum of the incomes without local optimizer in the scenario 3Lop.
Whether, in that sense, a ments of a node performs better in scenario
3Lop or in ManyLop differs depending on how the individual ments per-
form in the different scenarios.

influence of local optimizers For nodes 3, 195 and 424, it can
be clearly seen from Table 14 that the higher number of local optimiz-
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ers in the ManyLop scenario significantly reduces the profit of the individ-
ual local optimizer, by between 37.00 % and 69.00 % compared to the
3Lop scenario. However, the yield of wind and pv is increased. This can
be explained by the reduction of the daily price spread between times
with high and low prices on the day-ahead market, cf. Figure 71, and
the increase of the mv, cf. Table 13. The local optimizers themselves
are responsible for this reduction, as they shift the supply and demand
curves as shown in Figure 72. They increase the supply at times of rather
high prices and strengthen the demand at times of quite low prices lead-
ing to the observed smoothing. This also has a significant effect on the
profits of pumped storage power plants. The changes in their profits
are summarized in Figure 79. Even without closer examination, these
simulation results thus show how difficult –or even impossible– it is to
operate a storage system, like a local optimizer or pumped storage
system, economically in an energy-only market.

In addition, the simulation results also show how relatively small
changes to the overall system lead to significant effects on individual
parts of the system. At the same time, these results must be interpreted
with care. The significantly poorer performance of the storage systems in
the scenario ManyLop compared to the scenario 3Lop could also –at least
partially– be caused by a poor forecast of the expected market prices.

self-consumption rate and self-sufficiency The local op-
timizer has a clear influence on the self-consumption rates and the self-
sufficiency of the individual nodes. The self-consumption rate (scr)
indicates the percentage of electricity generated locally from renewable
energies and used locally. The self-sufficiency rate (ssr) defines the
percentage of energy demand covered by local energy sources. In the
scenario under consideration, the producers and consumers assigned to
the node are considered local. Based on [171], we use the following defi-
nitions:

SCR =
Edir.use + Estor,in

Epv,wind
(5.25)

SSR =
Edir.use + Estor,out

Eload
(5.26)

with:

SC R Self-Consumption Rate,
SSR Self-Sufficiency Rate,

Edir.use directly used energy generated by pv or wind plant,
Estor,in energy used to charge storage system,

Estor,out energy provided by storage system,
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Epv,wind total energy generated by pv or wind plant,
Eload energy consumed.

Using the sign convention of Figure 63 we can rewrite the formulas:

SCR =

∫
min

(∣∣ppv(t) + pwind(t)
∣∣ , pload(t) + pstor.,in(t)

)
dt∫ ∣∣ppv(t) + pwind(t)

∣∣ , (5.27)

SSR =

∫
min

(∣∣ppv(t) + pwind(t)
∣∣+ pstor.,out(t), pload(t)

)
dt∫

pload(t)
. (5.28)

As the equations suggest, the two metrics are typically opposite and
depend on the ratio between renewable generation and load in a system
without influence of a storage system. If the average load is significantly
larger than the vre-based generation, the scr is typically high, and the
ssr low. If the average load is significantly lower than the generation,
this leads to a high ssr but a low scr.

Table 15 shows the two metrics for all nodes with a local optimizer.
Both ssr and scr typically increase by double-digit percentages through
the local optimizers. Exceptions are only those nodes that already have
a high value close to 100.00 % in the base scenario such as node 115 (high
scr value) or 3 (high ssr value).

5.7 summary

In this last chapter it was shown how moces, the simulation framework
developed in this thesis, can be used to gain a more detailed insight into
the behavior of a complex energy system.

We demonstrated that moces can simulate the power system of Ger-
many with relatively high geographic and temporal resolution. In total,
more than 2000 individually modeled ments interact with each other
in the model. For each of these ments, the simulation results provide,
among other things, the individual load and feed-in behaviors, the place-
ment of bids and offers on the electricity market, and the interactions
within the bmp. The simulation results also include the cash flows for
revenues on the market and the payments for balancing energy within
the settlement phase of the bmp.

For none of these ments, the load or feed-in behavior is predefined.
Their behavior is the result of the given boundary conditions, especially
the weather, the individual goals and the interaction with other ments.
Even the storage systems follow an objective and adjust their behavior
based on the information they receive during simulation. For this pur-
pose, they solve an optimization model at simulation runtime.

This modeling approach makes the developed moces-based model
suitable to investigate how individual aspects of the system change
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when new actors with their individual objectives are integrated into
the system. As a use-case presented in this chapter, local optimizers

were added to the model of the German power system. Those are stor-
age units that aim to increase the local consumption of energy. We have
shown how it can be investigated how these additional actors influence
the different aspects of the power system such as the grid stability, the
scr of the individual nodes and the market value of different energy
sources.
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Figure 78: Profit of all nodes with a local optimizer.
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Figure 79: Profit of all pumped storage plants.
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node SCR-base SCR perf. gain SSR-base SSR perf. gain

3.00 19.25 45.95 26.69 91.27 100.00 8.73
10.00 20.85 30.94 10.09 95.35 100.00 4.65
18.00 53.88 74.12 20.24 56.70 75.49 18.78
31.00 54.33 73.45 19.13 77.09 89.45 12.37
50.00 67.20 85.81 18.61 61.91 82.06 20.15
56.00 47.62 73.55 25.93 75.09 94.57 19.48
58.00 72.40 85.59 13.20 53.35 68.68 15.33
63.00 88.86 96.42 7.56 50.54 64.45 13.91
69.00 53.86 80.91 27.05 73.97 92.63 18.66
76.00 78.45 96.78 18.33 58.04 78.09 20.05
79.00 54.93 82.23 27.31 75.70 97.04 21.34
80.00 93.40 98.09 4.69 53.37 63.55 10.19
95.00 98.47 100.00 1.53 27.63 34.70 7.07

100.00 64.56 84.48 19.92 70.95 90.16 19.21
101.00 42.78 65.40 22.62 83.56 96.87 13.30
105.00 79.52 93.67 14.14 56.12 71.92 15.81
115.00 99.97 100.00 0.03 25.14 30.98 5.84
120.00 88.11 96.87 8.77 43.37 57.79 14.42
121.00 57.11 86.80 29.69 64.35 91.78 27.43
128.00 86.41 97.20 10.79 37.70 48.21 10.51
137.00 94.45 100.00 5.55 43.09 55.13 12.03
149.00 46.19 61.89 15.70 80.74 92.58 11.84
181.00 87.77 98.43 10.66 50.64 64.80 14.15
190.00 92.77 98.54 5.78 51.36 62.05 10.70
195.00 99.80 100.00 0.20 26.54 35.17 8.63
199.00 66.27 84.86 18.60 64.26 82.25 17.99
210.00 98.78 100.00 1.22 32.84 41.43 8.59
229.00 58.23 80.08 21.85 69.07 89.18 20.11
236.00 70.39 89.45 19.05 66.67 85.55 18.87
246.00 75.23 84.71 9.48 64.51 73.36 8.84
250.00 77.67 88.29 10.62 68.22 80.11 11.89
276.00 95.93 98.69 2.76 54.13 65.52 11.39
282.00 37.60 56.39 18.79 82.95 94.72 11.78
302.00 62.52 80.29 17.77 74.53 89.92 15.39
310.00 93.61 100.00 6.39 42.19 51.21 9.01
311.00 66.89 92.50 25.61 50.81 75.49 24.68
312.00 72.37 93.60 21.23 61.81 82.55 20.74
318.00 91.61 100.00 8.39 39.18 55.99 16.80
332.00 82.92 99.09 16.17 49.20 70.00 20.80
374.00 54.80 92.37 37.56 50.30 84.29 33.98
376.00 98.54 100.00 1.46 35.81 45.30 9.49
387.00 93.50 100.00 6.50 37.22 51.97 14.75
406.00 76.08 98.81 22.74 43.04 65.79 22.75
409.00 97.52 100.00 2.48 25.10 34.75 9.65
415.00 95.57 100.00 4.43 32.63 44.89 12.26
424.00 97.44 100.00 2.56 25.65 35.21 9.56

min. 19.25 30.94 0.03 25.10 30.98 4.65
max. 99.97 100.00 37.56 95.35 100.00 33.98

mean 74.05 87.96 13.91 55.52 70.38 14.87

Table 15: Change of scr and ssr in the ManyLop scenario for all nodes with lo-
cal optimizer. All values are given in percent. The performance gain
is given as the difference between a base scenario and the ManyLop

scenario. For the values in the base scenario, the influence of the lo-
cal optimizers was deducted, which is possible as the load and vre-
based generation is independent of the system behavior.
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C O N C L U S I O N

This thesis has been motivated by the challenge to not only consider
the different aspects of the changing energy system individually, but to
model and simulate them in a holistic manner to enable studying the
interactions between the individual aspects. The present work and the
developed framework moces, short for modeling of complex energy

systems, provide a solution for this. Focusing on the power system, the
five key points of this thesis, each building up on the previous one, con-
tribute to this approach.

To start, we have provided a holistic description of the energy and elec-
tricity system with a focus on all those aspects that have been and will be
undergoing change. The elaborated description shows that, for a holistic
modeling, three building blocks and their interactions have to be repre-
sented: (i) the technical units, including the dependency on wind and
sun, and their coupling via the power grid; (ii) the different actors that
directly or indirectly influence the technical units with their behavior
and individual, typically financial goals; and (iii) the regulatory frame-
work that defines processes and the rights and obligations of the actors.

After discussing existing modeling and simulation approaches, the
thesis describes a novel method for modeling and simulation of complex en-
ergy systems. The core of the method is the introduction of three mod-
eling layers, and the definition of the moces entity (ment). While the
physical layer allows the modeling of the technical units, the business
process layer allows to describe the interaction of the actuators within
the regulatory framework. The information layer represents the envi-
ronment that cannot be influenced but that has an effect on the be-
havior of the entire system, e.g. the weather. A ment describes an en-
tity that spans over the physical and the business process layers and
thus achieves their coupling. We have also identified that for both parts
of the ment, and thus for the respective modeling layers, appropri-
ate and structure-preserving modeling and simulation approaches ex-
ist: component-oriented and equation-based modeling and simulation
for the physical layer, and agent-based modeling and simulation for the
business process layer.

Next, the thesis describes our implementation of the aforementioned
method using Modelica. By relying on Modelica, existing tool chains
can be used for the description and simulation of models. We have
shown in detail how Modelica models can be extended by an agent-
based simulation without violating the limitations of the modelica lan-
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guage specification (mls), and how this extension can be implemented
efficiently when using the the required simulation time as key measure.
On the basis of that, we have developed the modeling framework moces: a
Modelica library containing basic models for the description of power
systems. In addition, we have demonstrated how models can be de-
scribed in moces and how they can be used to investigate specific sce-
narios.

The final contribution of the thesis is the use of moces to model and
simulate and thus study the German electricity system, under the influence
of a high share of renewable energies, and storage entities that lead to
an increase in the share of locally consumed energy.

In the course of this work some problems were identified and de-
scribed. Two of these challenges should be mentioned here specifically,
since their successful handling would have an immediate positive effect
on moces, its use and applicability.

The tools used and the underlying concepts for processing Modelica

models reached their limits during the investigations. Models with higher
modeling depth would have been impossible to process and simulate.
Accordingly, more precise models for the storage system, the grid or
conventional power plants could not be used, although they could have
been formulated and integrated relatively easily. The modeling lan-
guage itself is not the problem here, but the processing of the models.
Solution approaches were briefly described in Section 3.3.3 (p. 111 ff.),
but could not be implemented for reasons of scope.

Unfortunately, the developed models could not be validated to the
extent that would have been desirable and necessary to use the devel-
oped models for reliable statements about the simulated system. This
shortcoming is due to the poor data situation (cf. Section 2.4.3, p. 77).

Our work, including the identified challenges, leads to a number of
further research questions. They are described in the following as possi-
ble directions of future work.

Enabling the processing of large Modelica models is a fundamental task
that does not only concern moces, but also other applications based on
Modelica. One possible approach would be to create an alternative pro-
cess chain for large, typically sparse, models, possibly under a conscious
decision to drop the generality claim of the current tool chain. The result
would be a specialized process chain that cannot process every Model-
ica model anymore, but instead large models with certain characteristics
efficiently. Linked to this is a probably necessary shift from the approach
of monolithic simulation of the model to a distributed simulation. With-
out an in-depth analysis, the author’s assumption is that the underlying



conclusion 239

mathematical questions have already been comprehensively addressed
and that the challenge is to apply existing concepts to Modelica.

Obviously, within moces, a lot of work could still be done. One cat-
egory of future work addresses further extensions to the framework. Here,
the most important aspects are (i) a better representation of dynamic re-
lations between the ments in the business process layer, and (ii) the
possibility of the ments to influence the structure of the system with
their decisions. Extension (i) would allow ments to decide about their
relationship to other ments and how they interact with each other dur-
ing the simulation. A simple example would be a consumer who de-
cides to change his or her electricity supplier because the new supplier
offers electricity from renewable energy sources exclusively. Extension
(ii) is necessary in particular to reflect investment decisions, such as the
increase or decrease of production capacity, and their influence on the
overall system.

Furthermore, certain additional features would improve the usability of
moces. For example, the modeling of the behavior of the ments in the
business process layer is currently described following the basic idea of
Petri nets, but it does not use a formal modeling language in the actual
sense. Additionally, the handling of scenarios could also be improved,
both with respect to the creation and parameterization of the models
and their simulation results.

Last but foremost, this thesis enables further research work in the area
of the further development of our energy system supported by modeling
and simulation with the goal of a sustainable energy supply. Such work
could be based on moces.





A
A P P E N D I X

a.1 modelica hdae representation

Strictly speaking, the hdae form is out of scope of the Modelica specifi-
cation. Nevertheless, an exemplified definition is given in the appendix
of the specification [120]. We provide this definition in a slightly modi-
fied form, taking into account remarks from Lundvall et al. [157].

Let v := [ẋ x y t m− m+ p]⊺ be a vector of Modelica variables with:

x ( t) Vector of dynamic variables in the model that occur dif-
ferentiated as the der() ( dx

t ) operator is applied to them.
Variables have to be of type Real.

y( t) Vector of algebraic variables of type Real that neither ap-
pear differentiated nor are of type discrete.

t time
m( t e )− ,+ Vector of discrete-time variables which change their values

only at events (te). These variables have to be of any of the
following types: Real, Boolean, Integer. m(te)− are the val-
ues of the variables before the event, m(te)+ are the corre-
sponding values at and after the event.

p Vector of variables which are declared as parameter or
constant.

The set of equations, including algebraic, differential and discrete equa-
tions, can be formulated as follow:

c(te) : = fc (relation (v)) , (A.1a)
m(te) : = fm (v, c) , (A.1b)

0 = fx (v, c) , (A.1c)

where:

c( t e ) Vector of type Boolean holding all conditions extracted
from if and when statements evaluated at te.

m( t e ) [m(te)− m(te)+]
⊺

fm ( . . . ) Set of equations activated at te. The variables m(te)+ are
unknown.

fx ( . . . ) dae in implicit form.

A system described by the set of Equations A.1a - A.1c can represent
a variable-structure system as the discrete variables m(te) can be used
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to disable parts of the state vector. However, as Zimmer [172] shows, the
Modelica language is very limited in this respect.

The simulation of such a system is performed with the following five
steps:

1. Solve the system (Eqns. A.1a - A.1c) to get the initial values for v.

2. Solve continuous system (Eqn. A.1c) using a numerical integration
method. In this phase, the variables c and m are kept constant.

3. Monitor all relations of Eqn. A.1a and stop integrating to handle
the detected event. How the event is detected depends on the the
concrete implementation, but a common approach is to determine
the exact point in time when the event is triggered by a root find-
ing mechanism, which is provided within several solvers. Time
events can be handled in a more efficient way, as their occurrence
is known a priori.

4. At an event instance, the system (Eqns. A.1a - A.1c) is solved again.

5. After a successful handling of the event, the integration restarts
(step 2).

At an event, the model equations are reinitialized according to the
following algorithm:

1 known variables: x, t, p

2 unknown variables: dx/dt, y, m_minus, m_plus, c

3

4 loop

5 solve Eqns. A.1a - A.1c for the unknowns, with m_minus fixed

6 if m_plus == m_minus then break

7 m_minus := m_plus

8 end loop

Listing A.1: Algorithm used to handle event iteration in Modelica.

For further details, see [120, p. 272 ff.] or Lundvall et al. [157]. The lat-
est Modelica specification uses a slightly modified representation [173,
p. 288 ff.] of hdae.

a.2 motivating example

1 model BouncingBall2Vec

2 // ball

3 parameter Real a_2 = -9.81; // gravity
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4 // variables for ball

5 Real x_1(start = 0); // ball position;

6 Real x_2(start = 10); // ball position;

7 Real v_1(start = 0); // ball v_1;

8 Real v_2(start = 0); // ball v_2;

9 Real a_1;

10

11 // boards

12 parameter Integer n = 100; // number of boards

13 parameter Real b_w = 1; // width of board

14 parameter Real k = 0.01; // dynamics of board

15 // left border of active area of boards

16 parameter Real[n] b_l = (0.1:10:(n-1)*10+0.1);

17 // left border of active area of boards

18 parameter Real[n] b_r = (10.1:10:(n-1)*10+10.1);

19 // position of boards

20 Real x_1_b[n](start = (0:10:(n-1)*10));

21 // velocity of boards

22 Real v_1_b[n](each start=0);

23 Real x_1_set[n]; // set point for board

24

25 // variables used by conditions

26 Real next_event[n];

27 Real cond[n](start = linspace(0, (n-1)*10,n));

28 // variables used to give trajectory for board

29 Real tra_a[n];

30 Real tra_b[n];

31

32 // helper variables to avoid external objects

33 Real x_1_last_step[n](start = linspace(0, (n-1)*10,n));

34 Real t_last_event[n];

35 Integer agent_state_next[n](each start = 0);

36 Integer agent_state[n](each start = 0);

37

38 equation

39 // dynamics of ball

40 v_1 = 0.5;

41 der(x_1) = v_1;

42 der(x_2) = v_2;

43 der(v_1) = a_1;

44 der(v_2) = a_2;

45 // boards

46 for i in 1:1:n loop

47 // dynamics of board

48 der(x_1_b[i]) = (1*x_1_set[i] - x_1_b[i])/k;

49 der(x_1_b[i]) = v_1_b[i];

50 // board trajectory

51 x_1_set[i] = tra_a[i]*(time-t_last_event[i])^3

52 + tra_b[i]*(time-t_last_event[i])^2

53 + x_1_last_step[i];

54 // trigger action

55 when {(time > pre(next_event[i])), (x_1 > pre(cond[i]))} then

56 agent_state[i] = pre(agent_state_next[i]);
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57 (next_event[i], agent_state_next[i], cond[i], tra_a[i], tra_b[i]) =

58 ActionBoard(x_1, x_2, v_1, v_2, x_1_b[i],

59 time, pre(agent_state_next[i]), b_l[i], b_r[i]);

60 x_1_last_step[i] = x_1_b[i];

61 t_last_event[i] = time;

62 end when;

63 // ball hits a board

64 when (x_2 <= 0) then

65 // if any board is below the ball

66 if (noEvent(abs(x_1-x_1_b[i]) < b_w/2)) then

67 reinit(v_2,-1*pre(v_2));

68 else

69 // do nothing

70 end if;

71 // ball misses any boards

72 elsewhen (x_2 < -1) then

73 ActionBall(x_2);

74 end when;

75 end for;

76 end BouncingBall2Vec;

Listing A.2: Full source code for the motivating example in Section 4.3.

1 model BouncingBall2VecAlt

2 // ball

3 parameter Real a_2 = -9.81; // gravity

4 // variables for ball

5 Real x_1(start=0); // ball position;

6 Real x_2(start=10); // ball position;

7 Real v_1(start=0); // ball v_1;

8 Real v_2(start=0); // ball v_2;

9 Real a_1;

10

11 // boards

12 parameter Integer n = 100; // number of board;

13 parameter Real b_w = 1; // width of board

14 parameter Real k = 0.01; // dynamics of board

15 // left border of active area of boards

16 parameter Real[n] b_l = (0.1:10:(n-1)*10+0.1);

17 // left border of active area of boards

18 parameter Real[n] b_r = (10.1:10:(n-1)*10+10.1);

19 // position of boards

20 Real x_1_b[n](start=(0:10:(n-1)*10));

21 // velocity of boards

22 Real v_1_b[n](each start = 0);

23 Real x_1_set[n]; // set point for board

24

25 equation

26 // dynamics of ball

27 v_1 = 0.5;

28 der(x_1) = v_1;

29 der(x_2) = v_2;
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30 der(v_1) = a_1;

31 der(v_2) = a_2;

32

33 for i in 1:1:n loop

34 // dynamics of board

35 der(x_1_b[i]) = (1*x_1_set[i] - x_1_b[i])/k;

36 der(x_1_b[i]) = v_1_b[i];

37 // when ball is out of board, start action

38 when (sample(0,0.1)) then

39 x_1_set[i] = ActionBoardAlt(x_1,

40 x_1_b[i],

41 b_l[i],

42 b_r[i]);

43 end when;

44 // ball hits a board

45 when (x_2 <= 0) then

46 // if any board is below the ball

47 if (noEvent(abs(x_1-x_1_b[i]) < b_w*2)) then

48 reinit(v_2,-1*pre(v_2));

49 else

50 // do nothing

51 end if;

52 // ball misses any boards

53 elsewhen (x_2 < -1) then

54 ActionBall(x_2);

55 end when;

56 end for;

57 end BouncingBall2VecAlt;

Listing A.3: Full source code of the alternative approach for the motivating ex-
ample in Section 4.3.

a.3 moces elmod-de adaption

1 model Elmod_2014_biomass_and_run_of_river_psp_3LOP

2 import NW = MOCES.RUN.ELMOD_DE.MODELS.NodeWrapperWithLOP;

3

4 // some global variables used for analysis purposes

5 MOCES.TYPES.ActivePower sum_solarplant;

6 MOCES.TYPES.ActivePower sum_windplant;

7 [...<further variables>...]

8

9 // include scenerio aspect model representing

10 // all hydro strorage power plants

11 extends MOCES.RUN.ELMOD_DE.SCALE_TEST.all_PSP_plants;

12

13 // extend base model including some base models

14 extends MOCES.RUN.ELMOD_DE.Elmod_Base(convScaler(HardCoal=0.86, [...]),

15 dAF_DayAheadFlex(init_DAF(

16 dT_itp=3600,
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17 N_dt=24,

18 min_price=-1.3888888888889e-07)),

19 [...<further parameters>...]);

20

21 // individual nodes

22 NW nodeWrapper3(

23 node_pos(pos_north=54.716000, pos_east=9.317000),

24 enable_LOP=1,

25 lop(init_MPP(GPS_pos(pos_north=54.716000, pos_east =9.317000)),

26 init_MEP(unique_identifier="3_LOP"),

27 init_LOP(eta_charge=0.980000,

28 eta_discharge=0.980000,

29 cap_storage=6087099164276.736300,

30 P_max=281810146.494293,

31 name_of_auction="DAF",

32 name_of_weather_service="SWF"))

33 // model for load

34 lor(area=3.834659e+09,

35 shape_file="modelica://MOCES/Resources/[.../node_reg_n003.dxf",

36 lor(init_MPP(GPS_pos(pos_north=9.317000, pos_east=54.716000)),

37 init_LOR(time_series_load="entsoe_load_germany_w_adapted",

38 time_series_percentile_of_max=

39 "entsoe_load_germany_percentile_of_max_adapted",

40 peak_share=0.000819,

41 off_peak_share=0.000732,

42 name_of_auction="DAF",

43 name_of_load_forecast_service="SLF",

44 name_of_LOP="3_LOP",

45 send_schedule_to_LOP=true))),

46 // model for solar power plants

47 sop([...<further parameters>...])),

48 // model for wind power plants

49 wip([...<further parameters>...])),

50 // biomass

51 bdf([...<further parameters>...])]

52 // conventional power plants

53 ppm(

54 init_MEP(unique_identifier={"Heizkraftwerk FL196",

55 "Heizkraftwerk FL197"}),

56 init_MPP(GPS_pos(pos_north={54.716,54.716},

57 pos_east={9.317,9.317}),

58 name_of_aggregator={"Heizkraftwerk FL196",

59 "Heizkraftwerk FL197"}),

60 init_PPM(type_of_plant={MOCES.RECORDS.TypeOfConvPowerPlant.HardCoal()},

61 peak_power={27000000*convScaler.HardCoal,

62 29000000*convScaler.HardCoal},

63 efficiency={0.405,0.39499},

64 transport_costs={1.9671e-10,2.017e-10},

65 name_of_auction={"DAF","DAF"}),

66 part_of_control={0.00030563,0.00032827}),

67 // hydro (run of river) plant

68 ror([...<further parameters>...]);

69 equation
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70 // setting up connections to the grid model

71 elmod_system.p_at_nodes[427] = nodeWrapper427.y + psp19.el_terminal;

72 [...]

73 elmod_system.p_at_nodes[436] = 0;

74 elmod_system.p_at_nodes[437] = 0;

75 elmod_system.p_at_nodes[438] = nodeWrapper438.y + psp20.el_terminal;

76 [...<further equations>...]

77

78 sum_solarplant = (-1)*(0 + nodeWrapper3.sum_helper_solarplants.y

79 + [...<further equations>...] )

80 sum_windplants = [...<further equations>...]

81 end Elmod_2014_biomass_and_run_of_river_psp_3LOP;

Listing A.4: Excerpt from the model code of scenario 3Lop.
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Source

RMSE Root Mean Square Error. 197

rRMSE relative Root Mean Square Error. 197–199

SCR Self-Consumption Rate. xvi, 230–232, 235, Glossary: Self-
Consumption Rate

SCUC Security-Constrained Unit Commitment. 90

SG-CG Smart Grid Coordination Group. 253, 255

SGAM Smart Grid Architecture Model. 253

SOP System Operator. 54, 56–60, 63, 64, 159, 174, 253, 259

SSR Self-Sufficiency Rate. xvi, 230, 231, 235, Glossary: Self-Sufficiency
Rate

StromNZV Stromnetzzugangsverordnung (German Electricity Grid Ac-
cess Ordinance). 39, 53

TIMES The Integrated markal-EFOM System. 86

TSO Transmission Service Operator. 7, 39, 45, 47, 51, 60, 62, 63, 66, 71,
96, 116, 189, 196, 197

UCP Unit Commitment Problem. 57, 90–92, 94, 96, 97, 100, 116

URBS Urban Research Toolbox: Energy Systems. 65, 90, 92, 93, 95

UTC Coordinated Universal Time. 151

VAT Value Added Tax. 33, 69

VODE Variable-Coefficient ode Solver. 142, Glossary: Variable-
Coefficient ODE solver

VRE Variable Renewable Energy Source. xv, 30, 31, 34, 39, 56, 57, 64–68,
74, 75, 89, 92–95, 187, 189, 191–193, 198, 208, 209, 211, 213, 218,
229, 231, 235, 256, Glossary: Variable Renewable Energy Source

WACC Weighted Average Cost of Capital. 95

glossary

Accounting Point An accounting point for energy under the financial
responsibility of exactly one brp. 51, 60

Actor An abstract term defining a unit interacting with other units and
the environment, cf. business actor and system actor. xiii, 10,
34, 40–47, 50–52, 54, 63, 72, 128, 169, 253, 254, 257, 261, 262

Agent An agent is a special type of entity, only interacting using com-
munication. 117, 120, 121, 126, 131, 147, 170, 172, 178, 180, 257

Balance Group A core domain of the entso-e role model and a build-
ing block of liberalized energy markets. The balance group is
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an energy account under the responsibility of exactly one brp.
50–52, 56–58, 158, 252, 253

Balance Responsible Party A party that is responsible to balance its
energy account, called balance group. It is therefore responsible
for ensuring that the feed-in and consumption of all accounting
points assigned to its balance group sum up to zero at each
point in time. 39

Balance Supplier A party that markets the difference between ac-
tual metered energy consumption or production and the energy
bought respectively sold with firm energy contracts by the pcg

[42]. A typical supplier is a vendor who has a supply contract
with an end customer. 50, 54, 70, 71, 158, 212

Balancing Energy Energy used by the sop to balance consumption and
production. 61

Business Actor A type of actor participating in business processes,
such as a trader or customer. 34, 39, 41, 47, 169, 185, 252

Business Process Layer The second layer of the modeling framework mo-
ces used to model interactions between the business node part of
the ments and their behavior, cf. physical layer, information

layer. xvi, 5, 126, 127, 131, 132, 145, 152, 153, 157, 169, 170, 193,
202, 239, 260

Capacity Market A type of energy market in which the provision of
capacity is remunerated, cf. energy-only market. 61, 255

Causal Direction Determines which system gives the cause and which
reacts to it with an effect. 18, 19, 21, 103, 131, 132

Conceptual Domain A conceptual domain highlights the key areas
of a conceptual model. Each domain groups elements of the
conceptual model with a high level of interaction or based on
other commonalities. E.g., in the context of smart grid archi-
tecture model (sgam), the smart grid coordination group

(sg-cg) groups the domains from the point of view of responsibil-
ity. It groups (market) roles and their associated responsibilities
present in the European electricity markets and the electricity
system as a whole [39]. 4, 42, 51, 253

Continuous System A system that can be represented by a set of differ-
ential and algebraic equations, also known as a dynamic system,
cf. dae, ode. 128, 254

Conventional Power Plant A technical unit producing electrical energy
with a nominal power in the order of several MW up to a few
GW by utilizing non-renewable energy carriers. The output of
a conventional power plant is controllable. 31, 57, 58, 65, 101, 115
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Demand Response Generic term for processes in which the load behav-
ior of end customers is altered, e.g. by incentives to which the
end customer reacts or by direct influence. 1, 54

Demand Sector A grouping of energy consumer groups. The follow-
ing four main groups are typical: (1) transport, (2) industry, (3)
household and (4) trade, commerce and services. 2, 25–29, 43, 71,
84, 87, 254

Differential Algebraic Equation A system of equations containing ode

and algebraic equations describing a continuous system: 0 =
f (ẋ, x, y, t) , 0 = g (x, y, t). 101

Differential Algebraic System Solver An efficient and widely used
solver for daes, see Petzold [174] for details. 110

Discrete-Time Variable A variable that changes its value only at discrete
time steps. “[It] is a piecewise constant signal which changes its
values only at event instants during simulation.” ([120]). 134, 135,
137, 140

Distribution Grid The part of the electricity grid whose original func-
tion is to distribute the energy to the end consumers. Most de-
centralized energy resources (der) are connected to the dis-
tribution grid. The distribution network operates with different
voltage levels from 230.00 V up to 110.00 kV. 7, 34, 263

Dynamic Scheduling A method for handling simulation time and
scheduling agents’ actions in a multi-agent simulation. 121, 122,
139, 162, 170

Dynamo A modeling language developed in the 1950s and used for the
world3 model. 115

Electricity Market 1. A market where the commodity electricity is
bought, sold and traded. 2. An abstract term for the power sys-
tem from the point of view of actors active in the two liberal-
ized areas of the electric power industry: wholesale market and
end-costumer sales. 10, 34, 51, 174, 258, 263, 264

Energy Carrier “A substance or phenomenon that can be used to pro-
duce mechanical work or heat or to operate chemical or physical
processes” (ISO 13600:1997) This definition is extremely general
and allows to define a donkey cart full of tensioned springs as
an energy carrier. Typically, however, the term only addresses
technically used carriers, such as petrol, electricity, and enthalpy
(heat). Sometimes the term is synonymous with the term sec-
ondary energy (cf. primary energy). 1, 9–11, 23, 26, 27, 29, 30,
84, 87–89, 218, 253, 254, 260

Energy Demand Sector cf. demand sector. 9, 11

Energy Sector An energy sector encompasses all entities directly con-
nected to a specific energy carrier. 11, 27, 28
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Energy Service A service typically provided by the use of final energy,
such as thermal comfort in a house or transportation of persons.
The term service indicates that it does not necessarily have to be
provided through the use of final energy. It is conceivable to
fulfill the function through alternative approaches, for example,
through better isolation, or technologies enabling work at home
and online meetings. 2, 9, 41, 43, 255

Energy System Traditional definition: a “process chain [...] from the ex-
traction of primary energy to the use of final energy to supply
services and goods” (Pfenninger et al. [4]). Modern definition:
“a system primarily designed to supply energy services to end
users” ([9]). xiii, 1, 2, 4, 5, 9–11, 15, 17, 23, 24, 26–29, 64, 76, 77, 81,
84–87, 89, 92, 112, 114–116, 132, 151, 255, 257, 260, 265

Energy System Model A model of an energy system. The term is
mainly used for models that span nations and multiple energy
carriers. xiii, 11, 85

Energy-Only Market A type of energy market in which only quantities
of energy are remunerated. Typically, the term is used to describe
the overall design of the electricity market and not to describe the
characteristics of an individual market, cf. capacity market. 61,
67, 253

Energy-Related Service A service that is related to the energy system

in some way. It differs from an energy service in that its related
task does not directly involve the provision of final energy. Pos-
sible examples are metering, billing, trading. 2, 41

Entity The smallest active unit of a system that interacts with other enti-
ties using communication, a physical coupling or a combination
of both through interfaces, cf. ment. 1, 4, 5, 11, 252, 254, 255

ENTSO-E Role Model A terminology that enables a dialogue between
market participants from different nations. In particular, the goal
is to support the development of IT systems. xiii, 5, 46–49, 51,
252, 255

European Conceptual Model A conceptual model of the smart grid de-
veloped by the sg-cg. It is based on the nist conceptual model

and aligned with the entso-e role model. xiii, 46–48

Event An event occurs, and indicates that something happens at a par-
ticular point in time. An event has no duration. In the context of
moces, something happens is a synonym for an event condition

becoming true. An event can, and typically does, trigger one or
a set of actions linked to it, cf. state event and time event. 105,
110, 120–122, 162, 163, 165, 170, 255, 262

Event Condition An event condition is a condition that describes the
triggering of an event. Under certain circumstances, the points
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in time of occurrence can be determined a priori, cf. time event.
130, 135–139, 163–166, 170, 255, 262

Experiment A methodical investigation to gather data or information, cf.
simulation. 117, 258

Experimental Frame “The set of experiments for which the model is
valid” (Zeigler citet after Cellier [1]). 3, 6, 73, 75, 81

Final Energy The energy that is converted into useful energy by tech-
nical units. 2, 9, 25, 26, 255, 263

Flexibility The changes in consumption/injection of electrical power
from/to the power system from their current/normal patterns
in response to certain signals, either voluntarily or mandatory.
[41]. 44, 46, 71

Full-Load Hours Measure for the use of power plants: full-load hours =
annual work/ (nominal output · 8760.00 h). If used in the context
of vre-based power plants, it is a measure of their performance,
mainly influenced by their location. xvi, 30, 31

Grid Connection Point The junction point from the private facility to
the public grid. 43

Grid Operator “A party that operates one or more grids” ([42]). 7

Hybrid Model A model of a hybrid system. 83, 113, 114

Hybrid System A system involving continuous as well as discrete event
dynamics. This hybrid behavior can be found in continuous sys-
tems that include a phased operation, such as the famous bounc-
ing ball. However, as most discrete event systems are human-
made, a hybrid system is mostly a continuous process controlled
by a digital controller. 8, 105, 107, 128, 129, 256

Imbalance Settlement Period “the time unit for which brp imbalance is
calculated” ([175]). In the European context, this period should
be harmonized to 15.00 min. 40, 58, 261

Impure Function In the context of moces, an impure function is a sub-
routine called by a Physical Node that does not behave like a math-
ematical function. The same input passed to the function usually
does not result in the same output. The call of the function does
not affect the local or internal state of the linked Business Node.
An example is a true random function. Cf. impure side effect

function, pure function, and pure side effect function. 105,
164, 256, 260

Impure Side Effect Function In the context of moces, an impure side

effect function is a subroutine called by a Physical Node that
behaves like an impure function. In addition, its call may affect
the local or internal state of the linked Business Nodes and
therefore may influence the simulation result. An example is a
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function that increments the internal state by one and returns
its value; cf. pure function, and pure side effect function.
165, 256, 260

Index “The number of differentiations needed to transform the dae into
an ode” ([176]). 110, 112

Information Layer The information layer is the third layer of moces.
It provides a consistent environment to the ments. This layer is
non-regenerative, meaning its behavior is not influenced by any
ment. 5, 126, 127, 131, 132, 145, 150, 152–154, 191, 195, 199, 253,
257, 260

Internal State Part of the state of an agent that can only be changed by
the agent itself, cf. local state. 118, 119, 129, 164, 167, 170, 171,
256, 257, 260

Lead Time Generally the time interval between the initiation or fixa-
tion of an action and its execution. In particular the time inter-
val between gct and time of delivery. 29, 40, 56, 63, 64

Levelized Cost of Electricity “[An] economic assessment of the average
total cost to build and operate a power-generating asset over its
lifetime divided by the total energy output of the asset over that
lifetime” ([177]). 67

Linear Optimization Model An optimization problem that has the fol-
lowing form: max c⊺x subject to Ax ≤ b and x ≥ 0, A ∈
Rm×n, b ∈ Rm×1, c ∈ R1×n, x ∈ Rn×1. 17, 259, 261

Livermore Solver for Ordinary Differential Equations solver for odes

written by A. C. Hindmarsh and L. R. Petzold to solve stiff or
non-stiff system; it includes a root finding mechanism. See Hind-
marsh and Petzold [178] for details. 142

Local Energy System An energy system that involves regions of maxi-
mally nuts-3 level, but not higher, and has actors who prefer to
interact with actors of the same local system in order to pursue
their own or a common goal. 54

Local Optimizer A specific kind of ment, developed to investigate the
effect of components that aim to cover power consumption as
locally as possible and to increase the self-consumption rate of
renewable energy sources. xv, 187, 188, 192, 208–214, 216, 218,
226, 229–233, 235

Local State Part of the state of an agent that can be influenced by other
agents and the environment. It describes how an agent sees the
environment, cf. internal state. 118, 122, 129, 131, 170–172, 257

Lotka–Volterra equations A system of two nonlinear coupled differen-
tial equations which describes the population of predators and
prey. The system is often used as an example to demonstrate the
feasibility of agent-based modeling of a dynamic system. 123
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Marginal Cost Operational costs to produce one unit of electrical energy.
Mainly determined by the fuel costs divided by the efficiency of
the power plant. The fuel costs include the costs for the transport
and CO2 emissions. 28, 31, 32, 97, 258

Market Area “An area made up of several market balance areas in-
terconnected through ac or dc links. Trade is allowed between
different market balance areas with common market rules

for trading across the interconnection” ([179]). 62

Market Balance Area “A geographic area consisting of one or more Me-
tering Grid Areas with common market rules for which the set-
tlement responsible party carries out a balance settlement and
which has the same price for imbalance. A market balance

area may also be defined due to bottlenecks” ([180]). 50, 51, 54,
195, 258

Market Rules The sum of all acts, regulations, and provisions on a
legal or contractual basis that must be complied with by elec-
tricity market participants. With these legal specifications, the
legislator wants to ensure a functioning market and thus a reli-
able electricity system. [181]. 37, 39, 40, 53, 56, 126, 258

Market Value Average energy source-specific market price for a period
of time under consideration. 218, 219, 232

Merit Order The list of power plants sorted according to their marginal
costs starting with the power plant with the lowest marginal

costs. 67, 218

Metamodel In the context of simulation-based optimization, a meta-
model is a model that mimics the behavior of a more complex
model. metamodels are mostly deterministic and cheap to cal-
culate, cf. Barton and Meckesheimer [18]. 16, 17, 258

MOCES Modeling and simulation framework developed within this
thesis. The framework involves: a modeling concept; an imple-
mentation in Modelica and C++; corresponding base model; and,
guidelines how to use moces. 4

Model “A model (M) for a system (S) and an experiment (E) is anything
to which E can be applied in order to answer questions about S."
(Marvin Minsky cited after Cellier [1]). 3, 11–15, 17, 102, 106, 117,
120, 126, 127, 138, 147, 151, 164, 256, 258, 259, 261, 262

Modelica “A freely available, object-oriented language for modeling of
large, complex, and heterogeneous systems” ([120]). 115, 116, 123,
124

Modelica Standard Library Free, and a kind of reference library, from
the Modelica Association providing base models for different do-
mains, i.a., mechanical, electrical, thermal, and control systems,
and hierarchical state machines [159]. 103
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Modelica Transformation Process The fully automated process to trans-
form a Modelica model into an executable or rather a simula-
tor. 106, 163, 179

Modelica IDE An ide that provides facilities to modelers for the de-
velopment of Modelica models and their simulation. Examples
are Dymola and OpenModelica. 4, 7, 106, 110–112, 114, 145, 162,
170, 181, 184, 185

Modeling Language An artificial, human- and machine-readable lan-
guage with which the dynamic behavior of a system can be un-
ambiguously described. It is only a modeling language if at least
one interpreter (simulator) exists that can determine the behavior
solely from the –potentially automatically transformed– model.
102, 114, 124, 125, 238

N-1 Security A criterion that states that the power system must be oper-
ational even if any one element fails. 72

Networked Control System A control system in which the control loops
are closed via a communication network. 8

Nist Conceptual Model A set of views (diagrams) and descriptions
that are the basis for discussing the characteristics, uses, behav-
ior, interfaces, requirements, and standards [...] for the smart

grid developed by the nist. (Adapted from National Institute of
Standards and Technology (NIST) [37]). xiii, xvi, 5, 41–47, 255

NUTS Acronym from the French Nomenclature des unités territoriales
statistiques. A geocode standard for referencing to subdivisions
of countries developed by the European Union. In Germany, the
NUTS-1 level refers to the states, the NUTS-2 level to the govern-
ment regions, and the NUTS-3 level to districts. In total there are
approximately 400 NUTS-3 districts in Germany. 5, 182, 257

Observer A person or a group of persons that observe a system and
build a model for it, or that observe a run of an experiment or of
a simulation and interpret the results. 151

Operating Reserve A load and generation capacity reserved and un-
der control of the sop to reconcile electrical generation with con-
sumption. 59

Optimization Decision-making process with the aim of finding the best
possible solution. 11, 81, 84

Optimization Model A model primarily designed to be used in a deci-
sion problem, cf. linear optimization model. 3, 6, 17, 187, 231,
259

Optimization Model Approach An approach using an optimization

model to answer a specific question. 6, 81, 82

Ordinary Differential Equation A system of ordinary differential equa-
tions: 0 = f (ẋ, x, t). 108
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Overlay Grid The vision of a continent-spanning grid enabling the trans-
port of large amounts of electrical energy over long distances,
also referred to as super grid. 27, 93

Party A legal entity, either a natural person or an organization. xiii, 2,
46, 47, 49–51, 56, 126, 128, 133, 212, 253, 260, 261, 263

Party Connected to the Grid A party connected to the Grid. 49, 50

Perfect Market The model of a market where supply and demand are
ideally matched. Assumptions made and conditions which have
to be true include the following: the product is homogeneous,
there are many suppliers and all market actors have the same
perfect information. 39, 192, 201

Physical Layer The first and major layer of the modeling framework
moces used to model interactions between the physical nodes
of the ments and their behavior, cf. business process layer, cf.
information layer. xvi, 4, 126, 127, 131, 145, 157, 192, 253

Power System The extract of all elements of the energy system directly
linked to the energy carrier electricity. xiii, 4, 5, 7, 8, 10, 15, 23,
28, 29, 34–36, 38, 41–47, 50, 52, 64, 66–68, 72–76, 81, 82, 88–90, 92,
93, 95, 96, 98, 114, 117–119, 124, 126, 139, 157, 169, 182, 187, 211,
229, 237, 254

Primary Energy An energy form found in nature that has not been sub-
jected to any human-engineered conversion or transformation
process [182]. It is either of type non-renewable or renewable. 9,
25, 254

Pure Function In the context of moces, a pure function is a subrou-
tine called by a Physical Node that behaves like a mathematical
function. The same input passed to the function results in the
same output. Its call does not influence the simulation result. Cf.
impure function, impure side effect function, and pure side

effect function. 105, 139, 164, 167, 168, 256, 257, 260

Pure Side Effect Function In the context of moces, a pure side effect

function is a subroutine called by a Physical Node that behaves
like a mathematical function, cf. pure function, but its call may
have side effects to the local or internal state of the linked
Business Nodes and therefore may influence the simulation result.
Cf. impure function and impure side effect function. 256,
257, 260

Random Walk A mathematical concept of a path through a space com-
posed of random steps. In the 1-dimensional case with finite step
length N ∈ N, the following applies: xi = x0 + ∑i∈N zi, with zi
being a random number. 199, 200

Real-Time The ability to respond to an event within a defined deadline.
Usually, this deadline is in the range of seconds. 57
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Redispatch The temporary and planned intervention of the system op-
erator in the market-driven feed-in behavior of power plants to
prevent overloading of single grid assets and ensure grid stability.
51, 56

Renewable Energy Source An energy source which is continuously re-
newed on a human timescale, such as biomass and hydro power
and further variable renewable energy sources like solar and
wind. 88

Role The intended external behavior of a party. A role is atomic and
can therefore not be shared between several parties. xiii, 37, 42,
46–48, 51, 52, 54, 101, 158, 169, 212, 261

Schedule In general: a reference set of values that specify a time se-
quence of any quantity for a period. In particular: “A reference
set of values representing the generation, consumption or ex-
change of electricity for a given time period” ([34]). 40, 54, 56–58,
62, 159, 263

Self-Consumption Rate The quota of produced energy which is used
locally. 230

Self-Sufficiency Rate The quota of consumed energy which is produced
locally. 230

Service A functionality governed by an actor provided through a well-
defined interface. 45, 51

Settlement Period See imbalance settlement period. 263

Signal A function that conveys information about the behavior or at-
tributes of some phenomenon ([183]). 130

Simplex Method An algorithm to find an optimal solution for a linear

optimization model. 17, 188

Simulation The activity of conducting an experiment on a model. 11,
13–15, 81, 84, 110, 120, 125, 128, 138, 168, 185, 256, 262

Simulation Clock The simulation clock provides the simulation time

within a simulation model. It can be seen as a model of a
wall clock. It is common practice to initialize the simulation
clock with 0. In contrast and compared to the wall time, the sim-
ulation time can progress faster or slower and typically not
uniformly. In moces, points in time defined by the simulation

clock are always linked to a point in time defined by the wall

clock. 151, 261

Simulation Model A mathematical model used by a simulator to
determine the temporal and spacial behavior of a system under
a given set of conditions ( inspired by Lund et al. [90]). 3, 6, 17,
187, 261, 262

Simulation Time The time period measured by the simulation clock.
105, 120, 142, 151, 152, 165, 170, 180, 254, 261
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Simulative Approach An approach using a simulation model to an-
swer a specific question. 6, 81, 82

Simulator A simulator performs a simulation. Typically, a simula-
tor is a computer program that runs a simulation, also called
experiment, given a model and returns a trajectory. If the model

is of type ode, dae or hdae, the simulator usually uses an in-
terchangeable solver, such as dassl or lsodar. 15, 17, 106, 110,
120, 167, 168, 170, 174, 259, 261, 262

Smart Grid “Generally refers to a class of technology people are using
to bring utility electricity delivery systems into the 21st century,
using computer-based remote control and automation” ([10]). 10,
11, 46, 255, 259

Socio-technical System “socio-technical systems, [...], consist of
many technical artifacts (machines, factories, pipelines, wires,
etc.) and social entities (individuals, companies, governments, or-
ganizations, institutions, etc.)” (Dam et al. [84]). 77, 127, 262

Solver An implemented algorithm capable to numerically solve an ode

or a dae, cf. dassl. 110, 112, 113, 141, 145, 163, 164, 167, 168, 180,
254, 257, 262, 263

Standard Load Profile A load profile used to describe the temporal be-
havior of consumers about which no time-resolved information
based on measurements is available. Standard load profiles are
largely unsuitable for describing individual consumers but are
suitable for representing sums of consumers of the same type,
for example, households. 70

State Event A kind of event, whose occurrence is not known a priori as
the event condition includes time-variant values whose behav-
ior is unknown. xiv, 139, 142, 162–164, 167, 255

System “A regularly interacting or interdependent group of items form-
ing a unified whole” ([13]). 11, 12, 14, 15, 17, 52, 102, 117, 125,
145, 258, 259, 261, 262

System Actor A system actor is an actor participating in a physical
process, such as a transmission line or a hems. xiii, 34–36, 47, 157,
185, 252, 262

System Boundary Demarcates the system of interest from the environ-
ment. 9, 12

Time Delay System A system including delays, e.g., due to signal pro-
cessing needing some time. 8

Time Event A special kind of an event, whose occurrence is known
a priori as its event condition only includes time-independent
variables and the time itself. xiv, 139, 142, 162–164, 167, 255, 256

Time Interval A length of time, e.g., three months. [184]. 40, 62, 63, 92,
151, 257
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Time of Delivery The agreed time at which a product is to be delivered.
In particular, the time of delivery for electricity. The time of de-
livery is normally a time period called settlement period. 40,
41, 53, 56, 57, 59, 71, 257

Time Period “An anchored duration of time” ([184]), e.g., 2017-01-01

00:00 until 2017-01-02 12:35. 40, 41, 53, 54, 59, 61, 63, 64, 91, 261,
263

Time Slice A finite or infinite amount of usually non-consecutive time

periods defined by a property of the time periods, e.g. week-
days between 08:00 – 20:00. 85, 86, 95

Trader A party that performs transactions at the different electricity

markets. 50

Transaction Time Point in time when a fact, e.g. a schedule addressing
a time period in the future or in the past in relation to transac-
tion time, is published. This definition is inspired by the defini-
tion of Snodgrass [184] in the context of time-oriented databases.
Cf. valid time and time period. 40, 56

Transmission Grid Part of the grid that enables electrical power to
be transported over long distances. Typically implemented as a
380.00 kV or 220.00 kV ac system and linked to several distribu-
tion grids via electrical substations. 7, 34

Unix Time A system for describing a point in time. Put simply, it counts
the seconds since January 1, 1970. 263

Useful Energy The energy actually required to satisfy a need such as
heat, lighting or transportation. Part of the final energy after its
conversion. 9, 26, 85, 87, 88, 256, 263

Useful Energy Demand Demand for useful energy. 11, 84, 86

Valid Time The point in time when a fact was true in the modeled
reality [184]. 263

Variable Renewable Energy Source A fluctuating renewable energy
source. The major sources are solar and wind energy. Power
plants based on them are limited regarding their ability to be
dispatched. In general, their output can only be limited and not
fully controlled. 30, 261

Variable-Coefficient ODE solver solver for odes. 142

Voltage Level The different levels of voltage used in the electrical
grid. Extra high voltage: nominal voltage above or equal to
220.00 kV; high voltage: between 45.00 kV and 150.00 kV, typi-
cally 110.00 kV; medium voltage: between 1.00 kV and 45.00 kV;
low voltage: below or equal to 1.00 kV. Cited after [33, p. 56]. 34

Wall Clock The wall clock gives the present (not influenceable) point
in time in relation to a specified system, e.g., the unix time, cf.
wall time. 130, 151, 261, 264
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Wall Time The wall time is a time period measured by the wall clock.
140, 142, 151, 152, 180, 200, 263

Wholesale Market See electricity market. 31

World3 A dynamic simulation model that serves as the foundation for
the report The limits to growth: A report for the Club of Rome’s project
on the predicament of mankind [134] . 115, 254



O W N P U B L I C AT I O N S

The moces modeling framework is described in the following two pub-
lications:

Exel and Frey: Modeling and simulation of local flexibilities and their
effect to the entire power system, [146]

Exel, Felgner, and Frey: Multi-domain modeling of distributed energy
systems - the MOCES approach, [145]

Use cases of modeling and simulation in the context of power systems
have been described by the author in the following joint works:

Stüber, Exel, and Frey: Using modelling and simulation as a service
(MSaaS) for facilitating flexibility-based optimal operation of distribution
grids, [185]

Felgner, Meiers, Exel, and Frey: Design of distributed energy systems:
Role and requirements of modeling and simulation, [118]

Exel and Frey: Toward a decentralized forecast system for distributed
power generation, [186]

The designed architecture of moces is based on the experience with mod-
elica and the use of the language to investigate components in the en-
ergy system:

Exel, Frey, Wolf, and Oppelt: Re-use of existing simulation models for
DCS engineering via the functional mock-up interface, [147]

Felgner, Exel, Nesarajah, and Frey Component-Oriented Modeling of
Thermoelectric Devices for Energy System Design, [187]

Nesarajah, Exel, and Frey: Modelica® library for dynamic simulation
of thermoelectric generators, [148]

Felgner, Exel, and Frey: Model-based design and validation of waste
heat recovery systems, [149]

Felgner, Exel, and Frey: Component-oriented ORC plant modeling for
efficient system design and profitability prediction, [150]
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