Thermodynamic entropy as a marker of high-cycle fatigue damage accumulation: Example for normalized SAE 1045 steel
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Abstract
A nondestructive thermographic methodology is utilized to determine the fracture fatigue entropy for evaluating the fatigue damage in metals within the high-cycle fatigue regime. Thermodynamic entropy is shown to play an important role in the fatigue process to trace the fatigue damage as an irreversible degradation of a metallic material being subjected to cyclic elastic-plastic loading. This paper presents a method to evaluate fatigue damage in the normalized SAE 1045 steel being based on the concept of thermodynamic entropy and its nonlinearities. The procedure looks to be applicable to constant and load increase tests proven by experiments.
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1 | INTRODUCTION

Components in engineering are susceptible to fatigue and fracture if they are subjected to cyclic loads under operating conditions, which can lead to reduced usage or, in the worst case, to failure if threshold values are exceeded. In particular, the evaluation of the cumulative fatigue damage during the operation of those components and systems with regard to the prediction of fatigue life or for monitoring the integrity plays a decisive role.\(^1\) Due to accumulation, fatigue damage increases with an increasing number of load cycles and ultimately leads to failure, whereby the time between damage initiation and failure depends on the load level, the type of load, the environmental conditions and possibly other factors.

The fatigue damage of metals comprises four stages,\(^2\) including the following:

- Formation of dislocations and persistent slip bands.
- Nucleation of dislocations with the transition to micro-cracks.
- Micro-cracks direction perpendicular and then towards the maximum shear stress.
- Formation of the macro-cracks resulting in the generation of high stress intensities at the crack tips.

Moreover, the final stage includes the propagation of macro-cracks leading finally to fracture and a separation of the specimens into two parts.

From the view of continuum damage mechanics (CDM), fatigue damage is a process of accumulation that once reaches a critical state, the structural elements contain failures and cannot be serviced. Being able to grasp
this damage accumulation allows a structure’s remaining life to be assessed and even as a warning of the imminent failure that could be considered in the context of structural health monitoring (SHM). In recent decades, many different models have been proposed for evaluating fatigue damage, whereby the following variables can be classified:

- Change in dynamic response (i.e., stress and strain).
- Change in mechanical properties (i.e., elastic modulus, hardness, tensile strength and reduction area).
- Change in physical properties (i.e., thermal, electric and magnetic properties).

Those approaches are mostly derived from the theories of creep or plastic damage: there is always a margin for the improvement of the procedures due to their simplicity, and this is what should be discussed. The classic and most commonly used model is the Palmgren-Miner (P-M) rule, which is characterized by its simplicity and can be written as follows:

\[
D = \sum_{i=1}^{k} \frac{n_i}{N_i},
\]

where \(n_i\) and \(N_i\) are the number of cycles at a given stress amplitude and the lifetime at the same stress amplitude from the corresponding S-N curve, respectively. Damage \(D\) accumulates continuously starting from a pristine condition with \(D = 0\) and reaches \(D = 1\) when the component fails. The quality of the residual life assessment with this rule very much depends on the parameter describing the fatigue life curve. Traditionally, this parameter has been stress or strain only. However, more complex combinations such as those proposed by Smith et al., Morrow or Vormwald are examples on how effects generating from notches, mean stresses, load sequence effects or others can be considered as well. Much of this can be found in textbooks such as Schijve, Haibach and Radaj and Vormwald. Still, the damage parameter \(D\) can vary by a factor of 2 or more being the result of a variety of other material intrinsic effects not covered so far by parameters nor possibly monitored by any sensing device. Much research work has been done in that regard including many nonlinear stress-dependent cumulative damage theories such as to be found in other studies, where the accumulated damage versus the stress amplitude applied follows an exponential growth. The results obtained by the classic P-M rule are often overestimated when compared with nonlinear models or experimentally obtained data.

In order to improve the prediction of damage accumulation processes, various physically based measurement methods can be used, which can also be assigned to the field of nondestructive testing. In this context, temperature measurement in particular provides parameters that can be used to evaluate the fatigue-related damaging behaviour of metallic materials. As the damage can be an energy dissipative process, it must obey the laws of thermodynamics fundamentally related to an entropy approach. In general, the fatigue mechanisms of a specimen or component are the result of irreversible thermodynamic processes taking place in the specimen or component during damage evolution. Degradation is a time-dependent index with the increasing disorder. Thus, a basic parameter of thermodynamics is entropy, which can be derived from temperature measurements and can describe the degradation of the material due to fatigue loading.

Classical and statistics-based methods derived from entropy have been proposed to evaluate the fatigue damage as well as the remaining lifetime of materials and structures. The accumulation of entropy generated during a fatigue test is calculated and regarded as a material property named the fatigue fracture entropy (FFE), where this parameter stays constant for a certain material until failure. This parameter is moreover independent of loading sequences, frequency, amplitudes, and so forth, and affects the fatigue such as damage evaluation, temperature response, and reliability of the material. However, those FFE calculation models have not taken the evolution of temperature variation entropy before final fracture into account, which should be much higher than in the initial phase.

In the work presented here, the FFE approach has been modified and used as an index of degradation to monitor fatigue damage for the normalized SAE 1045 steel. The approach is based on temperature measurements carried out during constant amplitude and variable amplitude loading tests in the high-cycle fatigue regime. The experimental procedure is presented below followed by a methodology being related to damage accumulation based on the concept of the thermodynamic entropy. The results obtained are discussed with regard to the concept of entropy under plastic deformation, and conclusions are finally drawn.

## 2 | EXPERIMENTAL PROCEDURE

### 2.1 | Material

The material used in this study is the unalloyed medium carbon steel SAE1045 (German-standard: C45E), which is in accordance to DIN EN 10083-1. The requested and manufacturer-determined chemical compositions and the material properties are listed in Tables 1 and 2, respectively.
Fatigue testing

Tension-compression fatigue tests were performed using a servo-hydraulic fatigue testing system (Shimadzu EHF-L) with a 20/25 kN cyclic/quasi-static load capacity as shown in Figure 1 and run at a loading frequency of 5 Hz and a stress ratio of $R = -1$, respectively. Temperature measurement areas (10 × 10 pixels) defined on the specimens’ surface were recorded by using an infrared camera (Micro-Epsilon thermoIMAGER TIM 245) with a resolution of 382 × 288 pixels in the full window mode and at a thermal sensitivity of 0.04 K at room temperature and with a 100-Hz recording frequency in order to avoid too large data volumes. The cylindrical hourglass specimen was designed with an arc radius of 30 mm and a minimum diameter in the gauge length of 5.8 mm, and the surface of the specimen was coated with a thin layer of matt black paint for having a high and uniform thermal emissivity.

The fatigue tests were carried out in load control mode with a sinusoidal waveform and a stress function to be expressed as $\sigma(t) = \sigma_a \sin(10\pi t)$. In order to evaluate the processes of fatigue damage evolution, two types of fatigue tests were performed: the one being a constant amplitude and the other a load increase test, respectively. The details of the respective load types for the tests performed are summarized as follows:

- Constant amplitude tests: five tests at stress amplitudes between 320 and 400 MPa, with each test differing in 20 MPa of stress amplitude.
- Load increase tests: all tests starting from a stress amplitude level of $\sigma_{a,\text{start}} = 100$ MPa, being below the fatigue strength, $\sigma_f = 300$ MPa, of the normalized material.

### Table 1: Chemical compositions of normalized SAE 1045

<table>
<thead>
<tr>
<th>(Wt.-%)</th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Mo</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIN Min</td>
<td>0.42</td>
<td>-</td>
<td>0.50</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Max</td>
<td>0.50</td>
<td>0.40</td>
<td>0.80</td>
<td>0.030</td>
<td>0.035</td>
<td>0.40</td>
<td>0.10</td>
<td>0.40</td>
</tr>
<tr>
<td>Customer’s report</td>
<td>0.47</td>
<td>0.23</td>
<td>0.72</td>
<td>0.012</td>
<td>0.013</td>
<td>0.06</td>
<td>0.014</td>
<td>0.07</td>
</tr>
</tbody>
</table>

### Table 2: Material properties of normalized SAE 1045

<table>
<thead>
<tr>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultimate strength</td>
<td>MPa</td>
<td>710</td>
<td>Mass density</td>
<td>Kg m$^{-3}$</td>
<td>7,821</td>
</tr>
<tr>
<td>Yield strength</td>
<td>MPa</td>
<td>413</td>
<td>Specific heat capacity</td>
<td>J kg$^{-1}$ K$^{-1}$</td>
<td>474</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>—</td>
<td>0.3</td>
<td>Heat conduction coefficient</td>
<td>W m$^{-1}$ K$^{-1}$</td>
<td>48</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>GPa</td>
<td>214</td>
<td>Linear thermal expansion coefficient</td>
<td>$10^{-6}$ K$^{-1}$</td>
<td>11</td>
</tr>
</tbody>
</table>
| Brinell hardness          | HB     | 210   | Note. Thermophysical parameters taken from the Spittel and Spittel.$^{56}$

Note. Thermophysical parameters taken from the Spittel and Spittel.$^{56}$

![FIGURE 1](image-url) Experimental setup with servo-hydraulic fatigue test system and thermographic measurement [Colour figure can be viewed at wileyonlinelibrary.com]
SAE 1045 steel investigated at $R = -1$ and being loaded for a defined number of cycles $\Delta N$ before increasing the stress amplitude by an increment $\Delta \sigma_a$ to a next stress amplitude level while cycling again the specimen with a number $\Delta N$ of cycles and this to be continued so forth until the specimen failed. A distinction has been made between tests in which (a) $\Delta N$ was retained constant at 9,000 cycles and $\Delta \sigma_a$ increased in steps of 5 MPa from 20 to 40 MPa as well as in tests where (b) $\Delta \sigma_a$ was kept at 25 MPa and $\Delta N$ was varied to step lengths of 1000, 2000, 3000, 4500 and 6000 cycles, respectively.

3 | METHODOLOGY

3.1 | First law of thermodynamics

The first law of thermodynamics describes the energy balance status, which can be applied to every thermomechanical process. For a defined volume of material under load such as the volume of a fatigue specimen in its minimum cross-section, this can be formulated as follows:

$$\Delta U = Q + W, \tag{2}$$

where $\Delta U$ indicates the change of the internal energy, $Q$ is the thermal energy dissipated as heat and $W$ is the work applied to deform the material under elastic-plastic conditions. For a given quantity term, Equation 2 can be formulated as follows:

$$\rho \dot{u} = \sigma : \dot{e} - \text{div} J_q, \tag{3}$$

where $u$ denotes the specific internal energy, $\sigma$ is the Cauchy stress tensor, $\dot{e}$ is the Eulerian strain rate tensor and $J_q$ is the heat flux vector. The term $\sigma : \dot{e}$ is the stress power for uniaxial cyclic loading expressed as $\sigma : \dot{e} = \sigma : (\dot{e}_e + \dot{e}_p)$, where $\dot{e}_e$ and $\dot{e}_p$ are the elastic and plastic strain portions, respectively.

The heat flux, internal energy, entropy and Cauchy stress are the state functions in thermodynamics. For an ideal thermoelastic state, those parameters are a function of the deformation and the temperature state variables. However, if the deformation is in the inelastic state, the situation is more complex and the internal state variables, such as mechanical, thermal and electrical, in the history of deformation sequence need to be considered.

Furthermore, those variables can be associated with defects in a material such as dislocations or voids in the materials’ microstructure.

The Helmholtz free energy is defined as a part of the internal energy of a system and can be expressed as follows:

$$\psi = u - T\gamma, \tag{4}$$

where $T$ is the temperature and $\gamma$ is the entropy per unit volume. The Helmholtz free energy $\psi$ is considered as a function of temperature and multiple internal state variables and can be stated as follows:

$$\psi = \psi (\varepsilon_e, T, V_k), \tag{5}$$

where $V_k$ is introduced as a set of internal state variables. Following this, the rate of free energy can be developed as follows:

$$\dot{\psi} = \frac{\partial \psi}{\partial \varepsilon_e} \dot{\varepsilon}_e + \frac{\partial \psi}{\partial T} \dot{T} + \frac{\partial \psi}{\partial V_k} \dot{V}_k. \tag{6}$$

By using the thermoelastic relationships valid for small strains, where $\sigma = -\frac{\partial \psi}{\partial T}$ and $\gamma = -\frac{\partial \psi}{\partial \varepsilon_e}$, and further substituting Equations 4 and 6 in 3, the thermodynamic energy balance equation can be written as follows:

$$\rho c_p \dot{T} = \sigma : \dot{\varepsilon}_e - \text{div} J_q + T \frac{\partial \sigma}{\partial T} : \dot{\varepsilon}_e + \left(A_k - T \frac{\partial A_k}{\partial T}\right) \dot{V}_k, \tag{7}$$

where $c_p = \frac{T \frac{\partial \gamma}{\partial T}}{\rho \frac{\partial \varepsilon_e}{\partial T}}$ represents the heat capacity, $A_k = -\frac{\partial \psi}{\partial \varepsilon_e}$, where $A_k$ is the thermodynamic force associated with the internal variables and $k$ is the heat conductivity and $\rho$ is the materials’ density. $\rho c_p \dot{T}$ is the rate of the change in internal energy, $\sigma : \dot{\varepsilon}_e$ is the heat generation due to the plastic deformation and symbolized as $w_p$, $\text{div} J_q$ is the heat transfer by conduction, $T \frac{\partial \sigma}{\partial T} : \dot{\varepsilon}_e$ is the thermoelastic coupling and $(A_k - T \frac{\partial A_k}{\partial T}) \dot{V}_k$ is related to the internal state variables. Thus, the mean temperature rise within the specimen’s gauge length section is related to the plastic strain energy term and the thermoelastic effect to the thermoelastic coupling term, whereby tension results in a decrease and compression in an increase in the temperature, respectively.

3.2 | Second law of thermodynamics

The second law of thermodynamics (Clausius-Duhem inequality), which is applied to a specimen subjected to fatigue, is generally written as follows:

$$\dot{s} = \text{div} \left(\frac{J_s}{T}\right) + \rho \dot{\gamma}, \tag{8}$$
and can be further developed as
\[
\dot{s} = \rho \dot{\gamma} + \frac{J_q}{T} \left( \frac{J_q}{T^2} \cdot \nabla T \right) \geq 0,
\]  
(9)

where \( \dot{s} \) is the entropy generation rate resulting from the irreversibility of thermodynamic transformation. The use of the first law of thermodynamics (Equation 3) and the Helmholtz free energy (Equation 4) applied to the second law of thermodynamics (Equation 8) leads to

\[
\dot{s} = \frac{\sigma \dot{\varepsilon}_p}{T} - \frac{\rho}{T} (\dot{y} + \gamma \dot{T}) - \left( \frac{J_q}{T^2} \cdot \nabla T \right) \geq 0.
\]  
(10)

Combining Equations 6 and 10 and using \( \dot{\varepsilon}_p = \varepsilon \) as a simplification due to a small strain assumption in the case of high-cycle fatigue, the specific entropy generation flow can be expressed as follows:

\[
\dot{s} = \frac{\sigma \dot{\varepsilon}_p}{T} - \frac{\rho}{T} \dot{\psi} - \frac{\rho}{T} \gamma \dot{T} - \left( \frac{J_q}{T^2} \cdot \nabla T \right) \geq 0,
\]  
(11)

where\[56:\]

- \( \frac{\sigma \dot{\varepsilon}_p}{T} \) is the specific entropy generation derived from plastic deformation.
- \( -\frac{\rho}{T} \dot{\psi} \) is the specific entropy generation caused by irreversible deformation, such as strain hardening and phase transformation.
- \( \frac{J_q}{T^2} \cdot \nabla T \) is the specific entropy generation provided through heat conduction.

Therefore, the entropy generation accumulation can be obtained by integrating Equation 11 as follows:

\[
s = \int_0^{t_f} \dot{s} \, dt.
\]  
(12)

Thus, the FFE, namely the maximum entropy generation at the onset of fracture generated by irreversibility during the fatigue process, is \( s_f = \int_0^{t_f} \dot{s} \, dt \), where \( t_f \) is the time to failure. In the case of materials with low hardening potential and at sufficiently high fatigue test frequencies, the second and the third terms of Equation 11 can be neglected as it was proposed in\[15\] the following:

\[
\left| \frac{A_k \dot{V}_k}{T} \right| \ll \left| \frac{\sigma \dot{\varepsilon}_p}{T} \right|, \left| \frac{J_q}{T^2} \cdot \nabla T \right| \ll \left| \frac{\sigma \dot{\varepsilon}_p}{T} \right|.
\]  
(13)

In this case, the generated entropy can be simplified as follows:

\[
s_f = \int_0^{t_f} \frac{\sigma \dot{\varepsilon}_p}{T} \, dt.
\]  
(14)

The cyclic plastic strain energy generation per second, \( W_p = \sigma \dot{\varepsilon}_p \), can be expressed by an empirical relation, which was originally proposed by Morrow\[36\] as follows:

\[
W_p = 2^{2+b+c} \sigma_f \dot{\varepsilon}_f \left( \frac{c-b}{c+b} \right) N_f^{b+c},
\]  
(15)

where \( b \) and \( c \) are the fatigue strength exponent and the fatigue ductility exponent, respectively, \( \sigma_f \) is the fatigue strength coefficient, \( \dot{\varepsilon}_f \) is the fatigue ductility coefficient, \( N_f \) is the number of cycles to failure. The above-mentioned relation can be further used to evaluate the entropy generation rate.\[24,26,37\] The constant \( W_p \) is given as a default constant, since the above parameters are determined constantly for a fatigue test. However, numerous studies\[38-47\] have shown that the temperature evolution of a specimen or a component that had been exposed to a load amplitude higher than its fatigue limit appears in three stages, which is schematically represented in Figure 2. This can be divided into an initial temperature increase (Stage 1), a predominant temperature stabilized stage (Stage 2) and a sudden temperature increase stage close before fracture (Stage 3). What needs to be addressed is that the entropy generation rate in the first stage cannot be higher than in the second stage and then in the third, respectively. To circumvent this disadvantage and to modify the entropy calculation, a method for evaluating \( W_p \) based on intrinsic dissipation is presented in the following sections.

**FIGURE 2** Schematic representation of the temperature evolution process during a single loading stage [Colour figure can be viewed at wileyonlinelibrary.com]
3.3 | Intrinsic dissipation

Following the laws of thermodynamics, Boulanger et al.\textsuperscript{48} proposed a specific form of heat diffusion of a local heat by measuring the temperature fields of the surface of a specimen during fatigue tests which are formulated as follows:

$$\rho c_p \dot{\theta} - \text{div}(k \cdot \text{grad}\theta) = s_{\text{the}} + s_i + d_1 + r_{\text{ext}}, \quad (16)$$

where $c_p$ is the heat capacity, $\theta = T - T_0$ is the change in temperature with $T_0$ being the equilibrium temperature and $k$ is the thermal conductivity. On the right-hand side of Equation 16, $s_{\text{the}}$ indicates the thermoelastic source term, $s_i$ is the internal coupling source term, $d_1$ is the intrinsic dissipation term and $r_{\text{ext}}$ is the heat exchange between the specimen and the surroundings, respectively.

For the fatigue tests were performed at room temperature, the external heat source $r_{\text{ext}}$ denotes the heat loss into the environment and it can be influenced by conduction, convection and radiation. Those elements are very hard to be accurately estimated as they strongly depend on the boundary conditions of the test setup. Normally, it is supposed to be a simple time-independent and linear-solution\textsuperscript{49} as follows:

$$r_{\text{ext}} = -\rho c_p \frac{\theta}{\tau_{\text{eq}}}, \quad (17)$$

where $\tau_{\text{eq}}$ represents a time constant characterizing the heat loss. Here, it is assumed that the change in temperature during the high-cycle fatigue tests do not influence the microstructure, and then the internal coupling source $s_i$ can be neglected under the given boundary condition because the thermal process due to fatigue is considered as a pure dissipation mechanism. Considering the 0D heat diffusion model is used in the present case, then Equation 16 can be further simplified as follows:

$$\rho c_p \left( \frac{\partial \theta}{\partial t} + \frac{\theta}{\tau_{\text{eq}}} \right) = d_1 + s_{\text{the}}. \quad (18)$$

In the fully reversed tension-compression fatigue test, the thermoelastic source $s_{\text{the}}$ turns out to be zero after each loading cycle due to the cyclic load mode, and the temperature variation tends to be asymptotic with $\theta = 0$. According to the above estimates, the dissipated energy within a time unit can be simplified as follows\textsuperscript{48,50}:

$$d_1 = \rho c_p \frac{\theta}{\tau_{\text{eq}}}. \quad (19)$$

3.4 | A unified entropy approach

According to the energy balance principle, the dissipated energy takes up most of the plastic energy generated during cyclic loading but not all. The remaining portion is stored within the material as stored energy that takes part in the process of the microstructure evolution and results from micro defects, crystal lattice or dislocation structures, as well as possibly others.

This energy is described as stored energy $E_s$ and is comparable with the stored energy of cold work associated with plastic deformation. The Taylor-Quinney coefficient\textsuperscript{51,52} $\beta$ is used to bridge between the fraction of plastic energy $W_p$ and the dissipated energy $E_d$ as follows:

$$\beta = \frac{W_p - E_s}{W_p} = \frac{E_d}{W_p}. \quad (20)$$

For metallic materials, studies have shown that approximately 80% to 100% of the plastic work dissipates as heat, leading to an increase in the specimen’s temperature\textsuperscript{49,50,53,54} and it is normally assumed $\beta$ to be an independent material constant. For the material considered here, the intermediate value is adapted to $\beta = 0.9$.

The dissipated energy during one loading cycle can be integrated as follows:

$$E_d = \int_{t}^{t+\tau} d_1 \, dt, \quad (21)$$

where $\tau = 1/f$ indicates the period of one loading cycle. Substituting Equations 19, 20 and 21 into Equation 14, the entropy generation is obtained as follows:

$$s(t) = \rho c_p \int_{0}^{t} \left[ \frac{T - T_0}{T} \right] \frac{\theta}{\tau_{\text{eq}}} \, dt. \quad (22)$$

3.5 | Damage accumulation

Based on the theory of CDM, failure of the specimen occurs when the damage parameter reaches a critical value. Chaboche\textsuperscript{16} defined this value as the breaking point of the continuum element, which is the point where fatigue damage results in the initiation of macrocracks. Thus, the fatigue damage accumulation can be
subjected to variable amplitude loading and hence should be extended to an 

$D = A + B \cdot \ln(1 - s/s_f)$, \hspace{1cm} (23) 

where $D$ is a damage parameter and $A$ and $B$ are material parameters, respectively.

Damage is initiated by slipping and then followed by slip bands, intrusions and extrusions, which result in micro-cracks, whereby different of the micro-cracks merge, leading to micro-cracks finally before a complete fracture occurs. Here, $D_c$ is defined as the critical damage value, which corresponds to the onset of the macro-crack initiation, and $s_c$ is the critical entropy generation value, which corresponds to the onset of the temperature rise at the beginning of the macro-crack initiation or before the complete failure. This critical condition is considered as an indication of an imminent fracture and could be used as a marker for the purposes of SHM. In addition, let $s_0$ be defined as the initial entropy generation value with respect to the initial damage of $D_0$ for a constant stress amplitude fatigue test, then Equation 23 yields to the following:

\[
\begin{aligned}
D_0 &= A + B \cdot \ln \left(1 - \frac{s_0}{s_f} \right) \\
D_c &= A + B \cdot \ln \left(1 - \frac{s_c}{s_f} \right)
\end{aligned}
\] \hspace{1cm} (24)

Solving $A$ and $B$ and substituting into Equation 23:

$D = D_0 + \frac{D_c - D_0}{\ln \left(\frac{1 - s_c}{s_f} / \left(1 - \frac{s_0}{s_f} \right)\right)} \ln \left(\frac{1 - s}{s_f} / \left(1 - \frac{s_0}{s_f} \right)\right)$ \hspace{1cm} (25)

Equation 24 provides a relationship between damage evolution and the history effect of entropy generation. For constant amplitude tests, the initial damage is zero ($D_0 = 0$) with no entropy generated. Equation 25 can be simplified to the following:

$D = \frac{D_c}{\ln \left(1 - \frac{s_c}{s_f} \right)} \ln \left(1 - \frac{s}{s_f} \right)$. \hspace{1cm} (26)

In engineering applications, most components are subjected to variable amplitude loading and hence should have ‘entropy memory.’ Then, Equation 25 can be further extended to an $n$-stage sequence as follows:

$D_k = D_{k-1} + \frac{D_c - D_{k-1}}{\ln \left(\frac{1 - s_c}{s_f} / \left(1 - \frac{s_0}{s_f} \right)\right)} \ln \left(\frac{1 - s}{s_f} / \left(1 - \frac{s_0}{s_f} \right)\right)$, for $k = 1, 2, ..., n$, \hspace{1cm} (27)

where $D_{k-1}$ and $s_{k-1}$ are the damage parameter and the accumulated entropy for $(k-1)th$ stage, respectively.

The schematic principle for the fatigue damage evolution versus the number of cycles is shown in Figure 3 for load increase tests, where $N_f$ is the number of cycles to failure and $(N_k - N_{k-1})$ is the number of cycles of the corresponding loading stage. During the fatigue process, the degradation progresses with the existing micro-cracks and the nucleation and propagation of the new micro-cracks. Meanwhile, the entropy generates due to the progressed irreversibility at each stage of loading. The degradation grows and the entropy accumulates from the beginning to the onset of the second stage. Similarly, the accumulated damage at the end of one loading stage is the initial damage of the next stage and the transition point is named as the knee point. The number of micro-cracks increases and the entropy increases as well. Finally, in the last stage, as soon as the macro-cracks once occur, the entropy and hence damage propagates exponentially perpendicular to the stress amplitude level and up to the final failure.

4 | RESULTS AND DISCUSSION

4.1 | Evolutions of entropy generation rate

The evolutions of the entropy generation rate at constant amplitude and load increase tests are given in Figures 4 and 5, respectively, for the normalized SAE 1045 steel. For the constant amplitude tests, the progress of the rate development is similar to the three-stage behaviour schematically shown in Figure 2.

During the first few thousand cycles, the entropy generation rate increases and then reaches a more stationary state with the rate development starting at zero. For the different stress amplitudes, the average rate drifts upwards with an increasing number of cycles until a steady state is achieved. With the exception of the stress amplitude of 400 MPa, the rate in Stage 2 is somewhat lower that may cause by cyclic hardening effects. There is no doubt that the stable mean entropy generation rate along the gauge of the specimen increases monotonically with increasing stress levels. Finally, the rate increases strongly due to the large plastic deformation caused by stress intensities at the crack tips.

For the load increase tests, the entropy generation rate remained close to zero at the beginning of the
loading sequence, indicating that for stress amplitudes below the fatigue limit, fatigue damage due to the internal friction effect is not measurable, shear stresses within the lattice structure are below a certain critical value and dislocation reactions, such as dislocation movement, the formation of walls or subgrains, are limited. When the stress amplitude is above the fatigue limit, zones of localized microplastic deformation emerge and dislocation reactions such as increase or decrease in dislocation density or movement appear. Those processes lead to an irreversible microstructural change and consequently to an increase in dissipated energy, which is reflected in the macroscopic appearance of the temperature. The development of the entropy generation rate obviously shows an accelerated increase corresponding to the stepwise increased stress amplitudes and the first two stages can be observed while Stage 3 indicates the fracture of the specimen and is limited to the last loading sequence of the load increase test.

4.2 Damage evolution in constant amplitude tests

Figure 6 shows the evolution of the damage parameter for the normalized SAE1045 steel at different stress amplitudes of the constant amplitude loading tests. The specimens have a low defect density at the beginning, where \( D_0 = 0 \). It can be clearly seen that in the early stages of the fatigue life, the damage parameter can be approximated to increase monotonically with the slope increasing continuously in a nonlinear way with an increasing number of cycles until final fracture. This development is different for the different stress amplitudes being applied as can be seen from the results shown in Figure 6. This further proves that the linear accumulation postulated in the P-M rule does not hold.

Figure 7 graphically presents the damage evolution versus normalized entropy generation \((s/s_f)\) for different stress amplitudes. At the same normalized entropy level, the higher stress amplitudes result in higher values of the fatigue damage parameter. The discrepancy in the evolution of the damage parameter for the fatigue test with a stress amplitude of 400 MPa is due to cyclic hardening processes shown in Figure 4 and has, therefore, to be considered separately.
According to Equation 26, the result shows a good relationship between fatigue degradation and entropy generation. It is therefore pointed out that thermodynamic entropy as an index of fatigue degradation can be used to assess the fatigue damage in the cyclic loading process.

4.3 Damage evolution in load increase tests

A load increase test is an interesting experiment to study the entropy development at different stress levels within a single experiment. Using the fatigue damage equation and the entropy generation relationship, the evolution of the fatigue damage can be evaluated.

The damage evolution versus the fatigue life of the normalized SAE1045 steel exposed to the load increase sequence as described before is shown in Figure 8. In the unloaded state, the specimens show initially a low defect density, \( D_0 = 0 \), namely no micro-cracks or damage, and to be free from an entropy history expressed as \( s_i = 0 \). When the stress amplitudes are lower than the fatigue limit, no measurable fatigue damage is observed from the entropy information. Measurable degradation starts with the typical fatigue characteristics resulting from intrusions and extrusions that can be observed on a specimens' surface. Thereafter, micro-cracks start to nucleate and then move along the slip planes of maximum shear stress, which is in the case of uniaxial loading 45° related to the loading direction. The higher the stress amplitude is applied, the more sites of microplastic deformation are
activated being a consequence of inconsistent grain boundaries, localized dislocations and inhomogeneous grain size. When the stress is higher than the fatigue limit, plastic deformation becomes measurable and the entropy progressively increases from load level to load level. It can be observed from Figure 5 that Stages 1 and 2 can be described for each loading level, and it is therefore logical to assume that what has been accumulated at the end of Stage 1 corresponds to the initial value of Stage 2 and being continued so forth. Thus, the rate of the degradation changes with the amount of stress being applied, which can be observed from the knee points indicated by arrows in Figure 8A. As the number of cycles increases, micro-cracks are nucleated and connected to form a macro-crack, which can be referred to as the critical damage through measurement of a critical entropy formation. Near the final failure, the damage size increases dramatically and the fracture occurs after the formation of macro-cracks with the fatigue damage parameter reaching the value of 1.

As discussed above, the entropy generation during the fatigue process can be used as an index to evaluate the fatigue degradation. Simultaneously with the rise of the degradation, the entropy continuously increases as well towards the final FFE. Based on former work, the FFE for a certain material is constant, regardless of the type of the mechanical fatigue load, such as tension-compression, bending or torsion, frequency and geometry, and possibly others, which has been proven through the application of different models of FFE calculation. Based on Equation 21, the results of FFE calculations for 15 specimens are given in Figure 9. The spreading of final test data is a bit large, excluding the two too high points, and the FFE for normalized SAE 1045 steel is about 8.6 MJ/m³K. For a more precise fatigue damage calculation, the above used FFE data came from its own test instead of the average value. Besides, more load-history tests will be performed in the future to quantify the dispersion of the FFE of normalized SAE 1045 steel.

The evolution of fatigue damage versus the normalized entropy generation is depicted in Figure 10. As the damage progresses towards the final fatigue failure, the accumulated entropy increases monotonically until FFE. The agreement is very good, which can prove that FFE is independent of the load sequence. It should also be noted that the cumulative entropy generation gives a unit value that can be used as a criterion for the onset of fatigue damage or can be used with regard to SHM activities for detecting damage before final fracture.
CONCLUSIONS

A modified approach based on thermodynamic entropy generation is an effective strategy for monitoring the development of fatigue damage, which has been verified through various constant amplitude and load increase tests. The evolution of the entropy generation rate during the fatigue testing can be well given based on this modified entropy calculation method. The tests were carried out at room temperature under stress-control and a stress ratio of $R = -1$. The material investigated was the unalloyed medium carbon steel SAE 1045 in the normalized condition, which is widely used for engineering components. Unlike the P-M rule, the proposed method takes the temperature or the FFE as an index of degradation, and a nonlinear equation is used to characterize the relationship between the degradation provided by damage and entropy generation. It can be seen from the results that the FFE is independent of the load-time history and can be calculated to a value of approximately 8.6 MJ/m³K. As expected, there is an overestimation of the fatigue damage by using the linear P-M rule, which underlines the advantages of nonlinear damage accumulation approaches.

Another thermodynamic parameter, exergy, can also be used to evaluate fatigue damage since it considers the influence of the environment on the irreversibility of the thermodynamic system and the calculation process is similar to the entropy, which will be discussed in the future. In addition, the proposed approach still has to be subjected to a comprehensive experimental validation, whereby in addition to different stress amplitudes, also different load time histories have to be included in the verification, and even with different metals and alloys, or with heat-treatment procedures. Corresponding investigations are currently ongoing and will be continued within the framework of further research work.
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NOMENCLATURE

$A_k$: thermodynamic force
$D_0$: initial damage
$D_c$: critical damage
$D_k$: damage parameter at kth stage
$D_{k-1}$: damage parameter at (k-1)th stage
$E_d$: dissipated energy
$E_s$: stored energy
$J_q$: heat flux vector
$N_f$: number of cycles to failure
$N_i$: number of cycles to failure at stress amplitude $\sigma_a$
$N_k$: number of cycles at kth stage
$N_{k-1}$: number of cycles at (k-1)th stage
$T_0$: equilibrium temperature
$V_k$: internal state variables
$W_p$: plastic energy
$c_p$: heat capacity
$d_1$: intrinsic dissipation term
$n_i$: number of cycles at a given stress amplitude $\sigma_a$
$r_{ext}$: heat exchange
$\dot{s}$: entropy generation rate
$s_0$: initial entropy generation
$s_c$: critical entropy generation
$s_f$: maximum entropy generation
$s_i$: internal coupling source term
$s_{k-1}$: accumulated entropy at (k-1)th stage

![FIGURE 10](https://wileyonlinelibrary.com)  
Damage parameter versus normalized entropy of load increase tests: (A) in constant loading step length and (B) in constant load increments [Colour figure can be viewed at wileyonlinelibrary.com]
thermoelastic source term
\( s_{\text{the}} \)
time to failure
\( t_f \)
Eulerian strain rate tensor
\( \dot{e} \)
elastic strain
\( \varepsilon_e \)
fatigue ductility coefficient
\( \varepsilon_f \)
plastic strain
\( \varepsilon_p \)
fatigue strength
\( \sigma_f \)
fatigue strength coefficient
\( \sigma_f' \)
time constant
\( \tau_{\text{eq}} \)
load increase step
\( \Delta \sigma_a \)
load step length
\( \Delta N \)
change in internal energy
\( \Delta U \)
temperature
\( T \)
material parameter
\( A \)
material parameter
\( B \)
damage variable
\( D \)
heat dissipation
\( Q \)
stress ratio
\( R \)
mechanical work
\( W \)
fatigue strength exponent
\( b \)
fatigue ductility exponent
\( c \)
frequency
\( f \)
heat conductivity
\( k \)
time
\( t \)
specific internal energy
\( u \)
Cauchy stress tensor
\( \sigma \)
Taylor-Quinney coefficient
\( \beta \)
entropy per unit volume
\( \gamma \)
total strain
\( \varepsilon \)
change in temperature
\( \theta \)
mass density
\( \rho \)
time of one loading cycle
\( \tau \)
Helmholtz free energy
\( \psi \)
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