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Zusammenfassung

Ultrakalte Atome in optischen Gittern sind eine der wenigen experimentellen Realisierun-
gen von Quantensystemen. Sie können mit Hilfe von Bose-Hubbard-Modellen beschrieben
werden. In den letzten Jahrzehnten wurden die experimentellen Konfigurationen immer fort-
schrittlicher, sodass auch längerreichweitige Wechselwirkungen zwischen den kalten Atomen
eingeführt werden konnten.
Diese Dissertation befasst sich mit der Untersuchung von Phasen und Phasenübergängen
in erweiterten Bose-Hubbard-Modellen, welche die Versuchssysteme mit längerreichweitigen
Wechselwirkungen beschreiben. Da die zugrundeliegenden Schrödingergleichungen nicht analy-
tisch lösbar sind, werden zwei approximative Verfahren verwendet, um ihre Eigenschaften zu
simulieren. Bei der ersten Methode handelt es sich um ein Variations-Monte-Carlo-Verfahren,
das auf Wellenfunktionsoptimierung basiert und sich zur Betrachtung von Systemen im kanoni-
schen Ensemble in einer und zwei Dimensionen eignet. Darüber hinaus wird ein nicht-exakter
Weltlinien-Quanten-Monte-Carlo-Algorithmus eingesetzt, um eindimensionale Systeme in kano-
nischen und großkanonischen Ensembles zu untersuchen.
Es zeigt sich, dass beide angewendeten Verfahren zur Simulation der Eigenschaften bosonischer
Systeme mit kurz- und langreichweitigen Wechselwirkungen geeignet sind und die korrekte
Universalitätsklasse für die meisten Phasenübergänge vorhersagen.
Zusätzlich wird die selten auftretende Haldane-Isolator-Phase mit beiden Methoden untersucht.
Bei ihr handelt es sich um eine isolierende Phase, deren Existenz für eindimensionale fermionische
und bosonische Modelle mit kurzreichweitigen Wechselwirkungen nachgewiesen wurde.



Abstract

Ultracold atoms in optical lattices are one of the few experimental realizations of quan-
tum systems. They can be described by Bose-Hubbard models. In the last decades experimental
setups became more sophisticated so that off-site interactions between the cold atoms could be
introduced, too.
In this thesis, phases and phase transitions in extended Bose-Hubbard models are studied, which
describe the experimental setups with long-range interactions. As the underlying Schrödinger
equations are not analytically solvable, two approximative methods are used to simulate their
properties. The first technique is a variational Monte Carlo method based on wave function
optimization, which is suitable to describe systems in the canonical ensemble in one or two
dimensions. In addition, a non-exact world-line quantum Monte Carlo algorithm is applied to
simulate one-dimensional systems within canonical and grand-canonical ensembles.
Comparing the results to those of exact algorithms shows that both techniques are suitable to
simulate the properties of bosonic systems with short- and long-range interactions and to predict
the correct universality classes for most of the transitions.
Additionally, the rare Haldane insulator phase is studied with either methods. This phase
is a gapped insulating phase whose existence has been proven for fermionic and bosonic
one-dimensional models with short-range interactions.
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Chapter 1

Introduction

Strongly correlated systems and their nontrivial phase diagrams are an intensely studied topic
in condensed matter physics and material sciences. Predicting or even understanding the be-
haviour of these systems is a compelling task for both experimentalists and theoretical scientists.
Competing interactions between particles make their collective states difficult to comprehend and
lead to complex phases of matter. Especially when quantum effects are involved, the studies of
many-body systems with high correlations are a demanding challenge.
For this reason ultracold atoms in optical lattices are of extraordinary significance for modern
physics. Within an appropriate setup, cold atoms constitute a strongly correlated yet highly
controllable system. The individual particles arrange according to the confinements of the op-
tical lattice and collectively depict an ultracold bosonic gas on a lattice, thereby mimicking the
behaviour of a bosonic quantum system. Hence ultracold atoms in optical lattices have been
in the focus of quantum physics for the last decades and continue to be one of the most vital
fields in physics in general. Unique possibilities regarding the investigation of strongly correlated
quantum many-body phases are given by these experimental setups.
The development of cooling techniques for atoms, later decorated with the Nobel prize [2–4], laid
the foundation for a large field of research. With the combined efforts of quantum optics and
atomic physics, experimentalists are capable of implementing setups which are almost perfect
realizations of quantum systems. The quantum phase transition from a superfluid (SF) to Mott
insulator (MI) regime was experimentally observed for the first time in 2002 by Greiner et al.
A gas of 57Rb-atoms was exposed to a laser-generated lattice-potential. This makes the bosonic
particles in the gas localize, the overall state changes from a superfluid to Mott insulating [5].
The possibility to tune between insulating and conducting phases by controlling external param-
eters immediately evokes the analogy to classical electronic systems [6,7]. The fact that quantum
fluctuations can be observed in such systems makes them a possible basis for quantum computers.
This leads to the proposal to use cold atoms in optical traps as experimental realizations of the
Bose-Hubbard model [8], which is synonymous to use them as the basis of a quantum computer.
In recent years, it has become possible to introduce higher correlations between particles by
constructing experimental setups comprising inter-particle interactions that go beyond on-site
range [9–11]. These experiments offer the possibility to emulate even more advanced quantum
systems. This drives the urge to look into the underlying quantum mechanical models with
theoretical methods, which is the topic of this thesis. To properly motivate the theoretical ex-
amination, a brief historical introduction follows.
Quantum mechanics is essential in the investigation of natural processes on an atomic or sub-
atomic level, as the existence and the behaviour of atoms cannot be explained by classical physics.
Consequently, quantum mechanics provides the basis of the modern understanding of nature [12].
Furthermore, quantum mechanics took a major part in consolidating the concepts of physics at
the beginning of the 20th century. Prior to this, it was necessary to fundamentally distinguish
between matter, described by the laws of Newton [13], and radiation, characterized by the wave
equation and Maxwell’s equations. Maxwell’s equations represented the pillars of the theory of
electromagnetism, unifying the description of electricity, magnetism, and optics [14]. The Lorentz
force interlinked the branches of matter and radiation by describing the interaction between par-

1



Chapter 1. Introduction

ticles and waves. However, experimental observations like black-body radiation, the photoelectric
effect, and the Compton effect could only be explained by theories not reconciling with classical
physics [15]. In a groundbreaking proposal, Planck assumed the energy to be quantized by a nat-
ural constant h. Motivated by the photoelectric effect, Einstein later generalized this hypothesis,
considering the light of frequency ν as a stream of photons with the identical energy hν [12].
Nevertheless, phenomena like interference and deflection prohibit a description solely based on
the particle qualities. This implies that objects on a microscopic scale exhibit characteristics of
both particles and waves and that there is a limit to the precision at which quantities can be
measured because of the finite size of the Planck constant h. The newly arising theory leaped
forward when Schrödinger formulated the wave interpretation of quantum mechanics in 1926 [16]:

ı~
∂

∂t
ψ(r, t) =

(
− ~2

2m
∇2 + V (r, t)

)
ψ(r, t), (1.1)

This relation is known as the Schrödinger equation and characterizes the particle wave function
ψ(r, t) in the presence of an external potential V (r, t). Another landmark in the same year was

Born’s proposal to interpret ψ(r, t) as a probability amplitude and |ψ(r, t)|2 as a probability den-
sity [17]. Heisenberg and Bohr used this interpretation to deduce the basics of the uncertainty
principle [18], stating that there is a fundamental limit to the precision for the measurement of
a pair of complementary variables (e.g. momentum and location) of a quantum particle.
Furthermore, the wave nature of the particles makes them indistinguishable, or identical. Con-
sequently, the many-body wave function describing multiple particles is either symmetric or
antisymmetric under particle permutation. Accordingly, two types of particles exist in nature,
specifiable by the statistics they follow: fermions and bosons. While fermions obey the Pauli ex-
clusion principle, stating that two or more identical fermions can not occupy the same quantum
state in the system simultaneously, bosons are not subject to this restriction [12]. A requirement
for appropriate statistics to describe how a collection of indistinguishable non-interacting parti-
cles will occupy a set of available discrete energy states is furthermore that the permutation of
two particles does not create a new state. Fermions on the other hand, following antisymmetric
statistics under permutation because of the Pauli exclusion principle, will distribute according
to the Fermi-Dirac statistics [19,20]. Bosons, on the other hand, follow the Bose-Einstein statis-
tics [21] and are allowed to occupy the very same state.
As a consequence of the wave-particle duality, effects like superconductivity, superfluidity or the
Bose condensation arise, which can not be described by classical physics. Therefore, quantum
mechanics plays a major role in the exploration of macroscopic systems. Naturally, macroscopic
systems are composed of a tremendous number of quantum particles, which complicates an ana-
lytical treatment. If relativistic effects can be neglected, a physical system is entirely described by
the many-body Schrödinger equation (see Eq. 1.1). Solving this equation allows the prediction
of the behaviour of the corresponding system. However, the Hilbert space, in which the SEQ
and its solving wave function operate, typically scales exponentially with the number of particles.
This makes an exact analytical solution impossible in most cases.
For this reason, quantum Monte Carlo methods are used to study complex quantum many-body
problems. Based on Monte Carlo methods, computational algorithms that are intended to obtain
numerical results by random sampling, quantum Monte Carlo methods mostly rely on Markov
chains [22]. Yet, in contrast to classical systems, quantum problems are usually more difficult to
treat as the distributions to be sampled are frequently unknown [23]. Effects like entanglement
make the state space of a quantum system far more complex. Hence, drawing a quantitative
conclusion requires the knowledge of the state space distributions and the ability to sample them
efficiently [24]. Modern advanced methods yield numerically exact results for certain bosonic
systems but go along with a high computational effort. To this date, the interest in developing
and improving statistical methods to investigate quantum systems is not declining.
Taking a different approach, Feynman proposed to rather simulate the behaviour of quantum
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systems instead of using numerical or analytical methods [25]. His idea was to establish a con-
trollable quantum system which is used to simulate other quantum systems. He suggested that
a quantum computer should be able to simulate any local quantum system. This conjecture was
later shown to be correct [26, 27]. When considering quantum simulators, a differentiation be-
tween analog and digital simulators should be made, depending on the method of simulation [28].
Only the digital quantum simulator, also named universal quantum simulator, should be able
to simulate any finite-dimensional quantum system based on a local Hamiltonian. It is more
commonly referred to as a quantum computer and currently great efforts are invested in its im-
plementation [29]. Very recently a breakthrough on this field was reached, when the creation of
a processor with a set of 53 programmable superconducting qubits succeeded [30]. The resulting
253-dimensional computational state-space allows for very fast computations on the processor.
An analog quantum simulator is also known as a quantum emulator. It is a highly controllable
and well measurable physical system in such a way that it can be driven to mimic a quantum
system of interest. Ultracold atoms have proven to be a very good basis for the construction of ex-
perimental quantum emulators. Modern laser cooling methods have made the necessary ultracold
temperatures accessible. An important advantage is that individual atoms can be well isolated
from their environment and their properties can be widely tuned with electromagnetic fields and
lasers. Furthermore, with the knowledge of atomic physics and condensed matter physics, theo-
retical predictions about their behaviour can be derived. In the last decades, significant progress
has been achieved concerning many-body physics with ultracold gases [31, 32]. As mentioned
above, the first breakthrough was the observation of a superfluid to Mott insulator quantum
phase transition within an atomic gas [5]. Subsequent experiments amended dipolar repulsion
between the particles to the experiment [9,10], which can be approximated as nearest-neighbour
repulsions. However, the added interactions were too small to enrich the phase diagram.
In recent years, theoretical considerations proposed that long-range interactions between particles
could be introduced by photon scattering inside a cavity [33, 34]. This idea is based on Bragg
spectroscopy of cold atoms [35, 36]. Further theoretical investigation predicted new quantum
phases caused by these interactions [37, 38]. After first attempts [39], an impactful paper about
an experiment with cavity-mediated long-range interactions was published in 2016 [11]. The
interactions between atoms are transferred via photon scattering. The scattered photons build
standing waves inside the cavity. If the wavelength of the driving laser supplying the photons
is chosen to be twice the wavelength of the lattice potential and shifted by a quarter of that
wavelength, then the interactions build a dynamic quasi-potential, preferring every other site on
the lattice and punishing the other half. A ground phase diagram with four stable phases was
acquired.
Motivated by these developments in experimental physics, the interest in the theoretical study of
the describing models increased even more. This is justified because only a few quantum mod-
els can be observed in experiments. As the underlying Hamiltonians operate in a Hilbert space
which is too large, an analytical treatment is impossible. However statistical methods based on
random-number-generation can be used. Although quasi-exact methods are available, it might
still be appealing to work with non-exact, but faster, approximative approaches. This disser-
tation examines the Bose-Hubbard model with nearest-neighbour interactions as well as with
long-range interactions with two of these numerical approaches belonging to the quantum Monte
Carlo methods. A discrete-time world-line quantum Monte Carlo algorithm, which can sample
the canonical ensemble with a fixed particle number and the grand-canonical ensemble with vary-
ing particle number, is used to investigate problems in one dimension. The variational quantum
Monte Carlo, restricted to fixed particle numbers, works in one and two spatial dimensions.
The standard Bose-Hubbard model, the Bose-Hubbard model with nearest-neighbour interactions
and the Bose-Hubbard model with long-range interactions are thoroughly analyzed with the two
algorithms. The performance and exactness of both methods are compared to each other and to
acknowledged references.
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Chapter 1. Introduction

Overview

The main focus of this dissertation is the investigation of critical phenomena in various quantum
models with different methods. These phenomena are introduced in chapter 2. Elaborating phase
transitions and quantum phase transitions, the matter of phase separation is also addressed. The
symmetries of the models are presented because every breaking of symmetry is associated with a
phase transition. Qualitative differences between continuous and discontinuous phase transitions
are explained. The order parameters, with which these transitions are investigated, are illus-
trated. The interlinks between the topics universality classes, critical exponents, scaling relations
and finite-size scaling are explained.
The experimental background of the theoretical studies in this thesis is discussed in chapter 3.
Ultracold atoms and their applications are introduced. A short overview of how atoms can be
cooled down to the necessary temperatures is provided as well as a section about the creation
and modification of optical lattices in which cold atoms can be confined. The management of
the parameters is also elaborated. After these basics, possible experimental realizations of the
models treated in this thesis are presented.
Chapter 4 deals with Bose-Hubbard models. The Hamiltonians considered in this work are intro-
duced and the individual interaction terms are derived from the experimental properties. Limiting
cases, and thereby the possible phases, are examined.
The rare Haldane insulator phase is presented in Chapter 5. This quantum phase is dealt with
in a separate chapter due to its rarity and complexity. After an introduction to the origins of the
Haldane phase in the antiferromagnetic spin chain the mapping to the Bose-Hubbard model is
elaborated. The significance of the Haldane phase in bosonic systems is discussed. Appropriate
order parameters are introduced and reference measurements from former publications are pre-
sented.
Two different quantum Monte Carlo methods were used within the scope of this thesis. Before
explaining these methods in detail, Chapter 6 gives an introduction to quantum Monte Carlo
methods in general. After a brief historical overview, the idea behind random-number based
computations is explained. The process of random-number generation is presented, as well as
possible sampling methods. Requirements and ground rules for a proper simulation are explained.
Also, caveats and limitations are mentioned.
Chapter 7 presents the variational Monte Carlo method. After a short introduction of the vari-
ational idea and an overview of early approaches in this field, the correlated wave function for-
malism is introduced, as it is the basis of the method. Consequently, the Jastrow wave function
is presented, with its main components, the Jastrow factor and the many-body term. The min-
imization algorithm and the calculation of the observables are explained. After elaborating on
the limitations of the method, some implementation details are given. The second method, the
discrete-time world-line quantum Monte Carlo algorithm is discussed in chapter 8. For this pur-
pose, the quantum-classical mapping and the Suzuki-Trotter decomposition are executed. With
these presets, the path-integral formalism can be treated, together with the density matrix de-
scription of the system. The effects of the long-range and nearest-neighbour interactions on the
calculations are considered and an overview of how the observables are calculated is given.
The results section is split into multiple chapters in order to provide a better accessibility and to
avoid confusion. The outcomes of simulations in one and two spatial dimensions are presented in
separate chapters, Chap. 9 for 1D and Chap. 10 for 2D. The majority of the results presented in
Chap. 10 have been published in [1]. These chapters present phase diagrams and finite-size scal-
ing analysis of the phase transitions. The final chapter of the results section provides a detailed
analysis and comparison between results of the three different models.
Chapter 11 concludes the thesis with a summary of the results and an outlook on possible future
research on the topic.
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Chapter 2

Critical phenomena

2.1 Phase transitions

Thermodynamic systems inhabit states which are called phases. The external variables which
characterize the macroscopic state that the system occupies are called phase variables. The
best-known example to understand the concept behind classical thermodynamic phases is water.
Depending on the combination of the parameters temperature and pressure, water arranges in
the form of a solid, a liquid or a gas. Variation of one of the external parameters (or both)
can be utilized to “drive” the water from one state into another. Raising the temperature to a
certain extent may cause a phase transition from the solid ice phase to the liquid phase. Such a
change in the macroscopic appearance of a substance is called a phase transition. During a phase
transition, the microscopic properties of the system change in such a way that the macroscopic
behaviour of the system is significantly altered. A schematic phase diagram of water can be seen
in Fig. 2.1. Changing the temperature T or the pressure p to a certain extent changes the state
or aggregation, or in other words, drives the system through a transition to another phase.

Figure 2.1: Schematic phase diagram of water depending on the temperature T and the pressure p. The
phases are solid, liquid and gas. Direct transitions between all phases are possible. There is
a tricritical point where all phases meet.

These drastic changes in the macroscopic behaviour of materials are caused by thermal fluc-
tuations. Changing external parameters affects the degree of the fluctuations and new phases
emerge as the system aims to minimize its energy and simultaneously to maximize its entropy.
The properties that change during phase transitions are often associated with symmetries.
This can be easily seen in the example of water. The molecules in solid water are arranged to
crystalline structures with a discrete translational and rotational symmetry. Hexagonal crystal
systems are most common, but the explicit structure of ice varies with pressure and temperature.
During the transition to the liquid state, the symmetries are broken. In liquid water, continuous
translational and rotational degrees of freedom exist.
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Chapter 2. Critical phenomena

Ultimately, classical phase transitions are a result of the interplay between the attempt of a sys-
tem to minimize its energy and to maximize the entropy of its thermal fluctuations. The thermal
fluctuations are entirely cancelled out at zero temperature by definition. Consequently, a classical
system does not exhibit entropy at T = 0.

2.2 Quantum phase transitions

Phase transition at zero temperature are ruled out by classical physics due to the lack of ther-
mal fluctuations. Quantum mechanics, however, predicts quantum fluctuations associated with
Heisenberg’s uncertainty principle [18]. They become relevant in the ground state at T = 0, when
thermal fluctuations are cancelled out. The characteristics of quantum phase transitions can also
be observed at finite temperatures, near the quantum critical point [40]. Even at temperatures
this low, thermal fluctuations of the energy scale kBT exist. These fluctuations compete with
the quantum fluctuation of the energy scale ~ω, where ω is the characteristic frequency of the
quantum oscillation. The small segment of the parameter space in which quantum fluctuations
dominate the system, with

~ω > kBT , (2.1)

is referred to as the quantum critical region.

Figure 2.2: Diagram of temperature (T) and pressure (p) showing the quantum critical point (QCP) and
quantum phase transitions.
Reprinted figure, taken from https://en.wikipedia.org/wiki/Quantum phase transition.

A phase diagram in the T -p-plane is shown in Fig. 2.2. A quantum phase transition describes a
change in the ground state of a many-body system, which is caused by the quantum fluctuations.
Such a transition can be induced by varying a physical parameter and thereby altering the quan-
tum fluctuations. At a quantum critical point, the quantum fluctuations driving the transition
become scale invariant and the quantum phase transition takes place [41]. This particular charac-
teristic of quantum fluctuations will be useful in the investigation of quantum phase transitions,
as the scaling behaviour can give insight into the quality of the transition.
One of the most important concepts in the examination of phase transitions are order parame-
ters [15]. As the name suggest, the order parameter measures the “order” that is destroyed or
established during a phase transition. Consequently, it is defined in a way that it equals zero in
the disordered phase and is non-zero in the ordered phase. Finding an appropriate order param-
eter is essential to study a quantum phase transition. Often the choice of an order parameter is
obvious, e.g. the total magnetization for a transition from a non-magnetic to a magnetic phase.
Yet in some cases it proves cumbersome to find a suitable order parameter. Order parameters
generally measure an internal symmetry of the system, as phase transitions are in most cases
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associated with the breaking of a symmetry. Ref. [42] provides a thorough and wide introduction
to quantum phase transitions.

2.3 Classification

Similar to classical phase transitions, quantum phase transtions can be classified as first or second
order transitions. The distinction is based on the behaviour of the order parameter during
the phase transition. If the order parameter changes instantaneously, the phase transition is a
discontinuous or first order phase transition. The latter name originates from the discontinuity
in the first order derivative of the thermodynamic free energy of the system.
If the change in order parameter happens smoothly, the phase transition is referred to as a
continuous or second order phase transition [43]. Hereby the ordered phase is destroyed by
transversal logarithmic fluctuations, which diverge with the system-size. In this case, the second
order derivative of the free energy shows a discontinuity. This classification goes back to Ehrenfest
and is also known as Ehrenfest-classification of phase transitions [44].
The transition point of a continuous phase transition is called the critical point. The behaviour
of the order parameters in different second order phase transitions can vary. Second order phase
transitions can therefore be classified according to their behaviour at the critical point. To do this,
order parameters are described as functions of the distance to the critical point, powered with
critical exponents. In classical systems, the temperature is usually the parameter which drives
a system through a phase transition, when the Ehrenfest-classification is applied. The phase
transition takes place at a critical temperature TC [41]. Quantum phase transitions happen at
T = 0. The system is therefore driven through the quantum phase transition by varying some
other parameter p. In most cases, p is one of the defining parameters of the system given by the
Hamiltonian or a ratio of such parameters. Section 4.5 presents the parameters of the models
considered in this work. The dimensionless distance trt, which will be defined in Eq. 2.3, to the
critical point pc of the quantum phase transition can be seen as an analogy to the temperature
in classical systems in the sense of Ehrenfest’s classifications. It is sometimes called the “reduced
temperature”.

 0

 0.5

 1

 0.6  0.61  0.62  0.63
Ul/Us

n(k=0)
S

π

(a)

 0

 1.25

 2.5

 0  3  6  9  12  15
Us/t

n(k=0)
S

π

(b)

Figure 2.3: Quantum phase transitions in an extended Bose-Hubbard model with long-range interactions.
The Hamiltonian of this model is given in Eq. 4.37. The data was acquired with a variational
Monte Carlo simulation with system size L2 = 196. Fig. 2.3a shows a first order quantum
phase transition for ρ = 1 and Us/t = 15. The order parameters change instantaneously at
the transition point. Fig. 2.3b shows the progression of order parameters during a second
order phase transition at ρ = 3/2 and Ul/Us = 0.8. These figures were also published in
Ref. [1]. Reprinted with permission.

7



Chapter 2. Critical phenomena

Examples for the behaviour of order parameters during quantum phase transitons are displayed
in Fig. 2.3. The order parameters change instantaneously at the first order quantum phase
transition shown in Fig. 2.3a. In contrast this, the same order parameters change continuously
during the second order phase transtion in Fig. 2.3b.
There are, however, exceptions from the Ehrenfest-classification. Some quantum phase transitions
cannot be assigned to the group of first or second order transitions. One of these exceptions, which
will be important in the course of this work, is the Kosterlitz-Thouless transition [43]. This type
of phase transition is also continuous, but does not follow the behaviour of the second order type.
The fluctuations which destroy the ordered phase diverge exponentially in a Kosterlitz-Thouless
transition. It is a phase transition of infinite order.

2.4 Critical exponents

The behaviour of systems near the critical point is the key to retrace the universality class of
phase transitions. It is therefore necessary to take a closer look at the order parameter in this
region. Starting in the disordered phase, the thermodynamic average of the order parameter
is zero. However, it is subject to quantum fluctuations. As described in Sec. 2.2, the spatial
correlations of the fluctuations in the order parameter become long-ranged near the critical point.
Their typical length scale is denoted the correlation length ξ and diverges with the distance trt
from the critical point as

ξ ∝ |trt|−ν . (2.2)

ν is the critical exponent associated with the correlation length. trt is a dimensionless measure
of the distance from the critical point. It can be associated with whatever parameter p which
is used to drive the system through the phase transition at the critical point pc, and is usually
defined in the form [45]

trt =
|p− pc|
pc

. (2.3)

In the case of a Kosterlitz-Thouless transition [43], as mentioned above, the correlation length
diverges exponentially

ξ ∝ exp
(
k · t−

1
2

rt

)
, (2.4)

where k is a constant.
Apart from the long-range spatial correlations, the order parameter is also subject to long-range
correlations in time. The decay of the fluctuations is characterized by the correlation (or equili-
bration) time τc. The correlation time diverges as

τc ∝ ξz ∝ |trt|−νz (2.5)

when approaching the critical point [42]. z is called the dynamic exponent. The correlation
length ξ and the correlation time τc are the only characteristic length scales in space and time
near the critical point.
The divergences in Eqs. 2.2 and 2.5 lead to infinite correlation length and correlation time at
the phase transition point. The system is denoted scale invariant at this point and there are
fluctuations throughout all length and time scales. In this crucial region, all observables depend
via power laws on the external parameters [42]. The exponents defining these power laws charac-
terize the critical behaviour of the system near the particular phase transition and are therefore
called critical exponents.
The scaling of an observable m is generally dependent on two external parameters: the distance
trt to the critical point, defined by the parameter p (Eq. 2.3) used to drive the system through
the phase transition, and an external field Of , conjugate to the specific order parameter. To
offer a simple example, in a classical ferromagnet, an obvious order parameter would be the
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Physical quantity Exponent Behaviour Condition

Specific heat α C ∝ |trt|−α trt → 0, Of = 0

Order parameter β m ∝ |trt|β trt → 0, Of = 0

Order parameter δ m ∝ O1/δ
f trt = 0, Of → 0

Susceptibility γ χ ∝ |trt|−γ trt → 0, Of = 0

Correlation length ν ξ ∝ |trt|−ν trt → 0, Of = 0

Correlation function η G(r) ∝ |r|−d+2−η
trt = 0, Of = 0

Dynamics z τc ∝ ξz trt → 0, Of = 0

Table 2.1: Critical exponents for the order parameter o and its conjugate field Of .

magnetization with the conjugate field being a magnetic field B and the reduced temperature
trt = |T − Tc|/Tc.
As the correlation length is the only relevant length scale at the critical point, physical properties
should be invariant to rescaling all lengths in the system by a common factor and simultaneously
adjusting the external parameter to conserve the initial value of the correlation length. Consider-
ing this, a homogeneity relation for the free energy density f can be derived with renormalization
group theory [46,47]:

f(trt, Of ) = b−df(trtb
1/ν , Ofb

dδ/(1+δ)) (2.6)

The scale factor b is a positve number, d denotes the dimension of the system. Based on this,
homogeneity relations for further thermodynamic quantities can be derived by differentiating
from the free energy density [42]. There are various critical exponents to describe the behaviour
of the order parameter m and its correlations depending on the distance trt from the critical
point and the conjugate external field Of . Table 2.1 presents definitions of the common critical
exponents.

2.5 Scaling relations

Critical exponents are not independent of each other, but connected through scaling relations.
The fact that the exponents α, β, γ and δ are interlinked in some way is evident, as they can be
all obtained from the free energy (Eq. 2.6). These thermodynamic exponents obey the scaling
relations [48]

α+ 2β + γ = 2 (2.7)

and

α+ β(1 + δ) = 2 . (2.8)

The critical exponents associated with the correlation length and correlation function, ν and η,
are linked with the thermodynamic exponents through the hyperscaling realtions:

α = 2− νd , (2.9)

γ = ν(2− η) . (2.10)

The first of the hyperscaling relations explicitly includes the dimensionality d of the system. The
dynamic exponent z is independet of all other exponents. While the scaling relations described
by Eq. 2.7 and Eq. 2.8 always apply, the hyperscaling relation from Eq. 2.9 can be violated when
mean-field theories are considered, as the critical behaviour becomes independet of the dimension
in that case.
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Universality class α β γ δ ν η

Mean-field 0 1/2 1 3 1/2 0
2D Ising 0 1/8 7/4 15 1 1/4
3D Ising 0.11007(7) 0.32653(10) 1.2373(2) 4.7893(8) 0.63012(16) 0.03639(15)
3D XY 0.0146(8) 0.3485(2) 1.3177(5) 4.780(2) 0.67155(27) 0.0380(4)

Table 2.2: Critical exponents for various universality classes.

2.6 Universality classes

Different models often share a single scale invariant limit. Although their behaviour differs sig-
nificantly at finite scales, it becomes increasingly similar in the vicinity of the critical point. This
universality of phase transitions is an important concept in statistical physics and the theoretical
description of critical phenomena. Models with the same scale behaviour during a phase tran-
sition are summarized as a universality class. The explanation for this interesting phenomenon
lies in the fluctuations which occur during a phase transition [40]. At the critical point, these
take place at all length scales, inducing correlation effects. These correlation effects on all length
scales dominate the properties of the system, overriding the microscopic features of the individual
model. The system averages over large spatial distances near the critical point. In other words,
the correlations at large distances are independent of the details of the interactions on the scale
of the lattice constant [41].
Second order phase transitions can thus be assigned to universality classes with regards to the
critical exponents characterizing their behaviour at the critical point. The universality class of a
phase transition is determined only by the spatial dimension of the system and the symmetries of
the particular order parameter [15]. In theory, it is possible to determine the critical exponents
and thereby gain insight into the critical behaviour of any system by studying a simpler system
of the same dimension and symmetries. Tab. 2.2 shows the critical exponents for various uni-
versality classes. The universality class to which a phase transition belongs even depends on the
density of the system. There is no comparable categorization for first order phase transitions.
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2.7 Finite-size scaling

The direct measurement of critical exponents proves to be difficult for several reasons. One
possibility would be to measure the thermodynamic quantities for different distances trt to the
critical point and then fit the data. Only points within the critical region should be considered
for this fit. However, it is difficult to estimate where the critical region ends and the imprecision
in the exponents depends on what points are incorporated in the fit. Unfortunately, with the
direct measurement method it is required to know the critical value of the parameter that is used
to drive the system through the transition, which is not known in general. Furthermore, large
system sizes and highly precise algorithms are necessary to obtain exact data.
To overcome the apparent issues and caveats of the direct measurement, the finite-size scaling
method was developed [49–51]. It provides a way to extract the values of critical exponents
by analyzing how measured quantities scale with the size Ld at which they are obtained. The
finite size scaling even returns the critical value of the distance trt to the critical point, which is
equivalent to the reduced temperature in a classical system.
To motivate the finite-size scaling method, it is necessary to anticipate the computational methods
which will be used to simulate the models. Monte Carlo simulations are obviously limited to finite
system sizes with Ld lattice sites. In these finite systems, the correlation length ξ is cut off as
it reaches the size of the system. The fluctuations cannot diverge in the thermodynamic limit.
This also holds for the other thermodynamic observables as well.
The derivation of the finite size scaling is now performed for an order parameter m, which can,
for example, be a magnetization, as argued in Sec. 4.6.6. As mentioned, the critical value pc of
the driving parameter is not known in general. Consequently, trt should be eliminated from the
representation of m. Using Tab. 2.1, it is possible to express the order parameter m in terms of
the correlation length. Eliminating |trt| from the equations for m and ξ leads to the relation

m ∝ ξ−β/ν (2.11)

close to the phase transition. If ξ is assumed to be the actual correlation length in an infinte
system at distance trt, then it would be cut off if ξ > L in the simulated system. m could therefore
not diverge. However, if ξ � L the value of m is the same as it would be in an infinite system.
The true value of the order parameter m can thus be expressed through a function m0(x):

m = ξ−β/νm0(L/ξ) . (2.12)

The function m0 is in fact measured in the Monte Carlo simulations. With the correlation length
cut-off, it is constant for x� 1 and obeys

m0(x) ∼ x−β/ν (2.13)

for x → 0. In order to eliminate the unknown correlation length from Eq. 2.12 a new function
m̃ is introduced:

m̃(x) = xβm0(xν) . (2.14)

Using this relation for m0 and the identity ξ ≈ |trt|−ν allows to express Eq. 2.12 as

m = L−β/νm̃(L1/νtrt) , (2.15)

if negative distances trt to the critical point are allowed. This equation defines the finite size
behaviour of the order parameter m by giving information on how it varies close to the critical
temperature with system size L. So far, the function m̃ is not specified. The definitions in Eq.
2.14 and Eq. 2.12 however give information about the behaviour at x→ 0:

m̃→ xβ(xν)−β/ν = const . (2.16)
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Chapter 2. Critical phenomena

This shows that it is finite in the region of interest. The unknown function m̃ can be measured
by performing Monte Carlo simulations. It is called the scaling function. The idea is to measure
the order parameter mL(trt) for different system sizes Ld and various distances trt to the critical
point. Rearranging Eq. 2.15 to [51]

m̃(L1/νtrt) = Lβ/νmL(trt) (2.17)

delivers an estimation for the scaling function for various combinations of L and trt = (p−pc)/pc.
As the scaling function should be independent of the system length, the curves depending on the
distance trt from the critical point should all coincide. However, a perfect data-collapse is only
possible if the correct values for the exponents β, ν and the critical temperature pc are used.
If simulation data for different system sizes exists, the critical exponents can be “measured” by
variation until the curves coincide. The finite size scaling can also be performed with other
quantities, in order to obtain a full set of critical exponents.
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Figure 2.4: Finite-size scaling of the superfluid to Mott insulator transition in the standard Bose-Hubbard
model in 2D at ρ = 1. This figure was also published in Ref. [1]. Reprinted with permission.

An example of finite-size scaling can be seen in Fig. 2.4. The model in this case was the standard
Bose-Hubbard model in 2D at density ρ = 1 (Eq. 4.2). The inline picture shows the behaviour
of the condensate fraction during the superfluid to Mott insulator transition for different system
sizes. While it can be clearly seen that the consendsate fraction, and thereby the superfluidity, is
continuously decreasing until it reaches zero, no sharp phase transition is present. The underlying
reason for this are the finite system sizes. The main plot shows a data-collapse, obtained by
rescaling the values for the individual system sizes as given by Eq. 2.17. The very good collapse
of the data confirms the correct determination of the phase transition point and the choice of the
correct universality class. The factor 2 in the exponent of the rescaling factor in the y-axis in
Fig. 2.4 is necessary, as the order parameter n(k) is the Fourier-transform of a two-dimensional
order parameter.
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Chapter 3

Ultracold atoms

Theoretical works have dealt with quantum critical phenomena for a long time now. In the last
decades the technological progress has made them accessible to experimentalists, too. Performing
controlled quantum phase transitions is however not only interesting as theoretical predictions
can be contradicted or confirmed. Driving a system through such a transition basically creates
a quantum variable, which is the foundation of an entirely new way of computation. The most
commonly used and well-known example of experimental setups to simulate quantum systems
are ultracold atoms in optical lattices [31].
Atoms cooled down to the realm of µK are called ultracold, as their temperature is fairly close to
absolute zero. At these temperatures, almost all thermal fluctuations are frozen out. Quantum
fluctuations, driven by the Heisenberg uncertainty principle [18], become relevant and prevail. The
thermal de Broglie wavelength of ultracold atoms with mass m is given by λ = ~/

√
2mkBT [52],

which is comparable to the inter-atomic distance. The atoms are therefore in the regime of quan-
tum degeneracy. The microscopic quantum fluctuations can even change the macroscopic phase
behaviour of the ground state of a many-body system. When the ratio between two competing
energy contributions to the system is altered accross a certain measure, the critical value, the
system will undergo a quantum phase transition.
Especially if the purpose of the setup is the use as a quantum simulator [26, 28], a very good
control over all relevant system parameters is required. The number of degrees of freedom must
ideally be reduced to the ones under investigation. To make quantum fluctuations in a system or
single particles significant and properly observable, thermal fluctuations have to be eliminated to
the greatest possible extent.
For several years now, ultracold atomic gases in optical lattices play a major role in condensed
matter physics [53]. They allow the simulation and observation of real quantum systems in
controllable environments and thereby give insight into concepts which were formerly only the-
oretically accessible. As mentioned in the introduction, the demand for a highly controllable
many-body quantum system is closely associated with the newly spawned interest in understand-
ing the connection between quantum information and many-body systems.
Formerly, quantum mechanical effects were mainly studied with only limited control over the
properties. For example, adsorbing a 4He-film to plane graphite would suppress disorder in the
Helium, because of the periodic structure of the graphite on atomic length scales [54]. Starting
in a fluid phase, the atoms would arrange according to the geometric properties of the graphite
and adopt an insulating state. These setups were among the first realizations of the then recently
introduced Bose-Hubbard model [55] and also subject to theoretical investigations [56]. However,
the means of varying the characteristics of the experiments were restricted. The geometry of the
graphite-lattice is predetermined and the density of the 4He continuously variable.
In contrast to the earlier experiments, ultracold atoms in optical lattices offer versatile oppor-
tunities to change the relative strength of the competing energy terms of the system. After the
original idea to use ultracold atomic gases in optical lattices for quantum computing [8], proposals
followed on how to create the necessary entangled states [57]. Only a short time later, the first
connections between entanglement and quantum phase transitions were discussed [58,59]. In the
very same year, for the first time, it was possible to experimentally induce and observe a quan-
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tum phase transition in an atomic gas [5]. These developments ignited the desire to understand
quantum phase transitions in real systems. Also, the use of realizable many body systems as a
viable basis for quantum computing became seizable. The high controllability of the system is
fundamental for these purposes. Fig. 3.1 is a reprint of the phase diagram presented in Ref. [11].
It shows that even rich phase diagrams can be depicted experimentally with sharp transitions
between phases.

Figure 3.1: Reprint of an experimentally obtained phase diagram for a system with long-range interac-
tions between bosons. It comprises four different stable phases, which are superfluid (SF),
Mott insulator (MI), density wave (CDW) and supersolid (SS). Originally published in [11],
reprinted with permission.

Consequently, the advances in the cooling, trapping and controlling atoms via optical lattices
sparked interest among theoretical condensed matter physicists. More elaborate models, with
better control over the parameters, could be experimentally realized. Hence this branch of physics
plays now a major role in analyzing the role of strong correlations in real materials. In 2007,
Lewenstein et al. published an extensive review on the then state of the art of ultra-cold atomic
gases in optical lattices [53].

3.1 Cooling atoms

Modern laser cooling and trapping methods made ultracold atoms in optical lattices an attractive
candidate for the construction of a highly tunable quantum emulator. By reaching the regime of
very low temperatures, even down to a few nK, thermal fluctuations can virtually be suspended.
Also, the trapping of particles on an atomic scale reached very high precision, thereby providing
accurate management over the properties of the system. The efforts on this domain were awarded
the Nobel Prize in 1997 [2–4]. A good early overview of the progress in controlling the motion of
neutral atoms was published in 1988 [60].
The thermal motion of particles has always been a major obstacle in atomic physics. It usually
limits the precision of atomic spectroscopy, as frequencies associated with transitions between
atomic energy levels are shifted and spread by Doppler effects. Collision studies are affected
similarly, as random thermal motion hinders a precise determination of the velocities. Most
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importantly, the quantum effects that are the topic of this thesis only occur at very low temper-
atures, when the quantum nature of the particles becomes predominant.
The naive approach to cool down an atom would be to place it inside of a refrigerated box. This
will ultimately fail, as at a temperature low enough, the atom would condense at the walls instead
of just transferring thermal energy. The solution is to replace the box with an electromagnetic
trap, where no condensation on walls is possible, and start the cooling process from there [60].
The cooling techniques used today rely on multiple physical effects to cool atoms as effectively as
possible. Almost all of these depend on laser techniques. One way to achieve the deceleration of
particles is Doppler cooling [61]. A moving atom hereby absorbs photons of a counter-propagating
laser beam. It is slowed down by absorbing the momentum of the photons. To take advantage of
the Doppler effect, the laser beam is chosen to be slightly off-resonant, so the absorption rate is
highest for atoms moving rapidly towards the photon source. Atoms moving slowly or in the di-
rection away from the laser beam absorb only a few photons. To achieve this, the laser frequency
is tuned below the frequency for resonant absorption. Thus, on average, the kinetic energy of the
atoms is reduced by the laser. This results in the atoms cooling down evenly.
The cooling works best with counter-propagating laser beams, to avoid an acceleration of the
atoms into the direction opposed to the photon source. However, a single photon source is suffi-
cient if the atoms are inside of an electromagnetic trap that restricts their movement [4].
Laser cooling as described above was first demonstrated on trapped ions. Because of their in-
herent charge, they can be trapped in deep potential wells. This allows for long interaction time
with photons from the laser beam and therefore permits an effective cooling process.
The cooling of neutral atoms is more ambitious [2, 4]. Neutral traps are not deep enough to
hold atoms with typical thermal energies. Consequently, neutral atoms have to be cooled down
before they can be trapped. This is accomplished by colliding an atomic beam with a counter-
propagating laser beam. The individual atoms collide with photons and absorb them. Each
absorption reduces the velocity. The excited atoms radiate photons by stimulated and spon-
taneous emission. Every emission goes along with a velocity kick in the opposite direction of
the emitted photon. If the atoms are driven into the excited states by a plane laser beam, the
stimulated emission is aimed towards the incoming laser. These photons cancel out the mo-
mentum transferred by the absorbed ones. But not all photon-emissions are stimulated. The
spontaneously emitted photons have no preferred direction. As they go off in a random direction,
the momentum transfer by them is zero on average. Therefore the net momentum transfer of a
process in which a photon is absorbed and spontaneously emitted is the momentum transfer of
the absorption. Because this method of deceleration relies on spontaneous emission, it is limited
by the rate of spontaneous emissions.
If the density of the atoms is high enough, the system can be cooled down further by evaporative
cooling. This relies on elastic collisions between atoms of similar energy. Both involved atoms
will scatter into different vibrational states. The hotter one will then escape the system and the
other one will re-thermalize. This results in the remaining atoms being colder than before.

3.2 Optical lattices

The confinement of atoms utilizing electromagnetic fields, or trapping, is an important aspect
of atomic physics. It allows for long observation times of atoms and a relatively precise deter-
mination of their location. As mentioned above, it is sometimes crucial for the cooling process.
Furthermore, it is an important part of the examination of interactions between particles in many-
body problems. Optical lattices are fundamental in mimicking condensed matter physics with
quantum gases. Using periodic potentials of light to store ultracold quantum gases opened man-
ifold possibilities of control and manipulation of the ensemble of atoms. This makes such a setup
the perfect basis for a quantum simulator, as it constitutes a controllable quantum system that
can be used to simulate the dynamical behaviour of another complex quantum system [25,31]. In
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particular, it is possible to simulate the Bose-Hubbard model [8], the main focus of this work. It
incorporates a kinetic nearest-neighbour tunneling and a local repulsion potential between bosons
on the same location.
A competent and comprehensive overview of ultracold quantum gases in optical lattices was given
by Bloch [31] following the seminal experiment by Greiner et al [5].
Charged particles can be trapped with a magneto-optical trap. This method utilizes the mag-
netic charge of atoms to keep them in place. Neutral atoms are usually stored using optical dipole
traps. The oscillating electric light field from a laser hereby induces an oscillating dipole moment
in the atoms. At the same time, the electric field also interacts with the dipole moments d of
the atoms. This creates a trapping potential for the atom [62]. The trapping potential Vdip(r) at
position r is characterized by the electric field amplitude E(r):

Vdip(r) = −d ·E(r) ∝ α(ωL)|E(r)|2 (3.1)

The intensity of the laser light field I(r) at location r is proportional to the squared absolute

value of the electric field amplitude I(r) ∝ |E(r)|2. The polarizability of an atom depends on
the frequency ωL of the laser light and is denoted α(ωL). To avoid resonant excitation of the
atoms, the laser light frequency ωL is tuned to be far away from the atomic resonance frequency
ωa. This also avoids spontaneous emission and the resulting dipole potential is conservative.
Optical lattices are created via interferences of counter-propagating laser beams. The overlapping
of the laser beams results in the creation of a periodic potential in the form of a standing wave
with period λL/2. Atoms can be trapped in the potential depths and consequently inside this
lattice. Using two laser beams leads to a single standing wave interference pattern. Although the
individual potential depths are two-dimensional traps, the overall lattice can be considered to be
one-dimensional, because movements from one trap in the array to another trap are confined to
one dimension. Constructing a setup of three orthogonal standing waves results in a 3D array of
potential depths, in which atoms are trapped. Each of these traps has the function of a tightly
confining harmonic oscillator potential. The whole system with its geometry corresponds to a
simple cubic crystal and is therefore well suited to investigate solid-state physics. Changing the
angles between the standing waves results in a different lattice geometry. A large variety of
lattice geometries can be realized this way. The depth of the potential can be tuned by altering
the intensity of the laser, offering the possibility to drive the system through phase transitions
by increasing or decreasing the laser intensity. This allows the investigation of the dynamics of
phase transitions.
Each pair of counter-propagating laser beams results in a standing wave, which forms a periodic
potential

V (x) = V0 sin2 (kLx) . (3.2)

The wave vector of the laser light is kL = 2π/λL. The lattice potential depth V0 is proportional
to the intensity of the light. The natural energy scale for atoms with mass m in periodic light
fields is the recoil energy ER = ~2k2

L/2m. A picture of multiple atoms arranged in an optical

Figure 3.2: Scheme of atoms trapped in an optical potential. The distance d between minima and the
lattice depth V0 can be experimentally adjusted. Bosonic movement is increasingly supressed
with growing V0.

lattice can be seen in Fig. 3.2. In a 3D setup without anisotropy, the overall potential can be
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written as:
V (r) = V0

(
sin2 (kLx) + sin2 (kLy) + sin2 (kLz)

)
. (3.3)

The dipole potential Vdip(r) can be expressed in dependency of the local laser intensity V (r) and
the detuning Γ = ωL − ωa of the laser frequency from the atomic resonance frequency [62]:

Vdip(r) ∼ V (r)

Γ
. (3.4)

The trapping force on the atoms can thus be written as

Fdip = −∇Vdip(r) . (3.5)

Considering this, it is straightforward to see that the positioning of the atoms in the light field
depends on the detuning Γ. If the laser light is tuned below the resonance frequency, the trapping
force Fdip is overall positive and the atoms are pulled towards higher field intensity. In this case,
they rest at the potential-maxima of the standing waves. Tuning ωL below ωa causes the atoms
to rest in the potential depths.
Recent experiments succeeded in studying strongly correlated bosons on a dynamical lattice
[63]. In contrast to setups with a static optical lattice to store the ultracold gas, a system
with dynamical lattices include more degrees of freedom, resulting in the description of a more
elaborate Hamiltonian.

3.3 Control of parameters

The most fascinating and attractive feature of the physics of ultracold atoms is the high con-
trollability of the experiments. As pointed out above, quantum optics and atomic physics offer
unique methods of quantum engineering. This section is not meant to be comprehensive but
rather focusses on the tuning of parameters that are relevant for the models treated in this thesis.
Numerous other techniques to modify the experimental setup exist.
The Bose-Hubbard models that are the subject of this work comprise nearest-neighbour tunnel-
ing, on-site repulsion, and off-site interactions up to infinite range.
The optical potentials introduced in Sec. 3.2 are an incredibly powerful tool. The composition
of the laser beams that generate the light field allows to produce almost any lattice geometry.
It is possible to change the dimensionality, and even periodic boundary conditions may be real-
ized [64]. Also, the creation of superlattices as heat-baths is possible. This is helpful to emulate
grand-canonical systems.
The tunneling rate t of particles between lattice-sites can be tuned by altering the intensity of
the optical lattices. The tunneling rate is inverse proportional to the laser intensity. For large
laser intensities, the atoms are tightly confined to their lattice sites. At low laser intensities,
the potential wells are lower and the atoms are more likely to overcome them and change their
location by tunneling. There is also the possibility of laser-assisted tunneling, where atoms are
coherently stimulated to increase the probability of hopping.
The on-site interactions between atoms are initially restricted to s-wave collisions, assuming the
temperature is low enough. The scattering length can be altered with a magnetic field, utilizing
Feshbach resonances [65]. The scattering length a, and with it the inter-particle interaction Us
at the same site, can be changed close to a Feshbach resonance. With this, the relative position
of two atoms on the same site can be altered with an external magnetic field B. The bound state
of the upper potential is shifted relative to the dissociation energy of the lower potential. If the
two levels of the atoms are in resonance at a magnetic field B0, the scattering length a diverges.
Around the Feshbach resonance, it follows the relation:

a = a0

(
1− ∆B

B −B0

)
. (3.6)
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The width of the resonance is described by ∆B and the scattering length far from resonance is
denoted with a0. With Us ∝ a, attractive and repulsive inter-particle interactions can be realized
close to the Feshbach resonance.
The main focus of this work is to study extended Bose-Hubbard models. In contrast to the stan-
dard Bose-Hubbard model, these enclose off-site interactions. An obvious approach to generate
off-site interactions between particles would be to use magnetic instead of neutral atoms. The
first experiments using atoms with dipolar interactions were performed in 2002 [66].

3.4 Experimental realizations

This section describes experimental techniques appropriate to treat the models presented in this
thesis, based on the methods and setups introduced above. This includes driving the particles
from a delocalized to a localized state as well as the implementation of off-site interactions between
the atoms.

3.4.1 Superfluid to Mott insulator transition

The simplest model considered in this thesis is the ordered standard Bose-Hubbard model. It
features tunneling of particles to nearest-neighbour lattice sites and on-site repulsion between
lattice sites. The phase diagram of a lattice system of spinless bosons incorporating these pa-
rameters comprises two phases. In the Mott insulating phase, the particles are localized, while
the superfluid phase consists of entirely delocalized bosons. Altering the ratio of the parameters
results in a phase transition. This transition is illustrated in Fig. 3.3.

Figure 3.3: Transition from the superfluid to the Mott insulator state. Note that this is just a “snapshot”
of the system, with the purpose to illustrate the highly fluctating particle number on each
site in the superfluid phase.

Early considerations proposed liquid helium to investigate the transition from a superfluid to an
insulator. As mentioned at the beginning of this chapter, Ref. [8] suggested the possibility of
driving ultracold atoms through a quantum phase transition by applying an optical lattice.
In 2002, an experiment by Greiner et al. successfully realized this [5]. In the setup, 87Rb atoms in
the superfluid state are exposed to a three-dimensional lattice potential. The number of particles
in this condensate is of order 105. The optical lattice is generated by lasers, as described in Sec.
3.2, and the atoms consequently feel a cubic potential seen in Eq. 3.3. Increasing the lattice
potential will result in a decreasing tunneling rate t and an increasing on-site potential Us. The
system is driven through a quantum phase transition, when a critical ratio Us/t is passed and
long-range phase coherence is lost. The average number of particles per site in this experiment
varies around n̄i = 1 to n̄i = 3, which makes it a good basis to investigate the Bose-Hubbard
model at low densities.
The 87Rb atoms are laser-cooled and confined to a magnetic trapping potential in advance to the
actual experiment. Quantum fluctuations prevail, as thermal movement is canceled out beyond
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measurable effects. The wavelength of the atoms is of the same order as the interatomic distance
and there is long-range phase coherence in the many-body ground state. This condensate is then
exposed to the optical lattice potential. In order not to lose phase coherence, the intensity of
the lattice potential is gently increased. This way, the atoms will distribute over the sites of
the optical lattice, without leaving their many-body ground state. In the beginning, when the
lattice potential is low, all atoms are delocalized over lattice sites. The relative phases between
different lattice sites are equal. The system is in the superfluid phase and remains in this regime
as long as the atom-atom interactions are small compared to the tunnel coupling among lattice
sites. Increasing the lattice potential depth V0 leads to a shifted ratio of Us/t, simultaneously
increasing the atom-atom interactions and lowering the spatial hopping. The atoms in the system
tend to localize. Reduced fluctuations in atom number on each site ultimately lead to increased
fluctuations in the phase. When the critical ratio (Us/t)c is passed, the phase coherence is com-
pletely lost and the atoms are entirely localized. The system is now in another quantum phase,
the Mott insulator phase.
To test the phase coherence, the optical lattice is suddenly turned off. This allows the atomic
wave functions to expand freely and interfere with each other. After a short expansion time
(t ≈ 15ms) interference patterns are measured by obtaining absorption images along two or-
thogonal directions. When the atoms are delocalized, in the superfluid phase, a high-contrast
interference pattern is to be expected and was observed. The resulting picture is depicted in
Fig. 3.4. Changing the lattice potential alters the interference pattern significantly. Initially,

Figure 3.4: Experimentally obtained absorption images of matter wave interference patterns. The lattice
depth V0 was gradually increased from 0 in picture a to its maximal value in h. The patterns
indicate a superfluid phase in a that successively looses coherence, until the Mott insulator
state is reached in h, where the interference pattern has disappeared. Originally published in
Ref. [5], reprinted with permission.

higher-order maxima become sharper when V0 is increased. This can be explained by a tighter
localization of the atomic wave functions to the lattice sites. However, increasing the depth
results in an increasingly diffused pattern. Ultimately, no phase coherence is visible any more.
The incoherent part of the atomic wave functions is predominant here, atoms are localized at
individual lattice sites. Subsequent experiments confirmed these observations [67].
Measuring the phase coherence by taking absorption images is suited to observe global fluctua-
tions and still presents a valuable tool. It is however even more intriguing to be able to measure
individual quantum fluctuations. In a quantum system, the fluctuations and their underlying
distribution characterize the properties of the system entirely. Therefore, measurements of the
statistical ensemble might not reveal all information about the system.
A solution to this problem is the single-atom sensitive detection of atoms by fluorescence imaging.
References [68] and [69] report the first successful applications of these experimental techniques
in strongly correlated quantum systems. Fluorescence images with single-atom and single-site
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resolutions were obtained, principally allowing to track all quantum fluctuations in the system.
The phase transition described in this section is purely driven by the balance between the ki-
netic energy, or zero-point motion, of the particles and on-site collisional interactions. Exposing
the system to off-site interactions between particles however is predicted to alter the quantum
behaviour of the entire system, changing transitions between states and inducing more complex
many-body quantum phases. Ref. [70] provides an extensive overview of the experimental real-
ization of non-standard Hubbard models.
This work also treats systems with nearest-neighbour and long-range interactions. The following
sections elaborate on possible experimental realizations of these interactions.

3.4.2 Nearest-neighbour interactions

The implementation of nearest-neighbour interactions between the particles has been realized
recently with strongly magnetic atoms [10]. An ultracold gas of such atoms is confined to a
three-dimensional optical lattice, much alike the experiment by Greiner et al [5]. However, the
atoms used in this case are fully spin-polarized and comprise a magnetic moment. A polarizing
magnetic field is applied to control the dipole orientation. Two dipoles oriented in parallel will
repel each other, while anti-parallel placement will result in attraction. If the dipole-direction
is orthogonal to the plane on which the atoms are confined to, long-range interactions between
all the particles on the lattice will form. Usually, the interactions decay with spatial distance r
between the dipoles. The intensity of the interactions can, however, be controlled by changing the
orientation of the dipoles concerning the interaction-direction. This is drafted in Fig. 3.5. The

Figure 3.5: A Scheme of a lattice consisting of dipoles. The dipoles arrange according to the magnetic field
B, their orientation is given by the polar angles θ and φ. B Visualization of the interaction
terms in clockwise order: tunneling (Jij ,∆Jij), on-site repulsion (U) and nearest-neighbour
repulsion (Vij). Originally published in Ref. [10], reprinted with permission.

magnetic field is thereby utilized to change the angle between dipole orientation and the atomic
plane. If tuned correctly, the long-range interactions can approximately be reduced to nearest-
neighbour distance. Even next-nearest interactions have been established with this method [71].
The results presented in Ref. [10] are based on experiments with 168Er atoms and exhibited
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a shifted transition from a superfluid to Mott insulator phase, compared to the standard Bose-
Hubbard model. However, it was proposed to employ Feshbach molecules of magnetic lanthanides
in future experiments. Realizing strong nearest-neighbour interactions would be possible with
these molecules, because of their very large dipole moments [72]. This should make it easier to
realize the theoretically predicted density wave and supersolid phases.

3.4.3 Long-range interactions

Utilizing dipolar repulsion between particles to realize off-site interactions in the systems is appro-
priate if nearest-neighbour repulsion, next-nearest interactions or distance-decaying interactions
shall be simulated. Additionally, changing the strength of dipolar interactions usually also alters
the tunneling-strength and the on-site repulsion. If non-decaying long- and short-range interac-
tions shall be realized in the same system and be tunable independently, more elaborate setups
are necessary.
Based on Bragg spectroscopy [35] and advances realizing phase-transitions of ultracold atoms
inside optical resonators [34, 39, 73, 74], it was proposed to use photons to transport interactions
between particles [33, 36]. A comprehensive overview of cold atoms in cavity-generated optical
potentials is given in Ref. [75]. Theoretical studies picked up the proposed interactions and
predicted rich phase diagrams for the corresponding extended Bose-Hubbard models. Complex
phases like density-wave, Bose-glass and supersolid were predicted [37,38,76].

Figure 3.6: Scheme of an experiment that allows the realization of long-range interactions between bosons
on a lattice. A stack of two-dimensional systems is placed inside of a cavity, which induces
infinite range interactions between bosons. The energy scales are t (tunneling), Us (on-site
repulsion) and Ul (cavity-induced interactions). Originally published in Ref. [11], reprinted
with permission.

The first successful experimental implementation of this proposal was presented in Ref. [11]. Like
in the experiment by Greiner et al. described above, a condensate of 87Rb atoms is exposed
to a three-dimensional optical lattice. One lattice direction splits the system into a stack of
weakly-coupled virtually two-dimensional layers. In each layer, the atoms arrange according to a
square lattice. In contrast to the other experiments above, the setup is placed inside an optical
cavity. For convenience, it shall be assumed that the atoms are confined to the x-y-plane and the
cavity is placed along the x-axis. The optical lattice confining the atoms is then created by an
intracavity standing wave in x-direction and two counter-propagating lasers in z-direction. Both
are chosen in a way that a square lattice of periodicity λ/2 emerges. A schematic depiction of
such a setup is shown in Fig. 3.6
Depending on the detuning ∆c = ωz−ωc between the laser frequency ωz and the cavity resonance
frequency ωc, photons from the standing lattice wave in z-direction will scatter off the atoms on
the lattice and delocalize within the cavity mode. This way, standing waves of scattered photons
emerge, creating a lattice of density-density correlations with periodicity λ.
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Figure 3.7: Portrayal of the photon scattering inside an optical cavity. Scattered photons lead to the
formation of standing waves, whose strength depends on the filling of the original lattice.
This figure was created by Clément De Daniloff.

These interactions between the atoms on the lattice, transported via the scattered photons, have
infinite range and can be considered as an effective self-consistent potential with alternating
strength on neighbouring lattice positions. Also, photons from the cavity mode are scattered
into the z-direction, arranging a two-dimensional long-range interaction. The relative strength
of these cavity-mediated interactions can be controlled by altering the detuning ∆c. A bosonic
lattice with tunneling, on-site repulsion and photon-induced interactions between bosons is shown
in Fig. 3.7.
Ref. [11] provides a comprehensive phase diagram for the system with cavity-mediated long-range
interactions, on-site repulsion, and boson-tunneling. It comprises the insulating Mott and density
wave phases, as well as supersolid and superfluid regions. Bosons are localized in the Mott and
density wave phases and delocalized in superfluid and supersolid phases. Density wave and su-
persolid states show imbalance between the average boson densities on even and odd sites, while
Mott insulator and superfluid states do not.
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The Bose-Hubbard model

In an early attempt to describe the movement of electrons in crystalline solids, or energetically
speaking in narrow conductive bands, the original Hubbard model was created [77]. A bosonic
version was proposed various times, mainly motivated by the desire to characterize the behaviour
of 4He [78, 79]. The Bose-Hubbard model was finally introduced in 1989 [55]. In the standard
version, it describes the physics of spinless bosons on a lattice at zero temperature T = 0. Bosonic
movement is restricted to nearest-neighbour tunneling, particles occupying the same site inter-
act repulsively. The phase diagram comprises superfluid and Mott insulator phases, showing
a zero temperature phase transition between both phases. Since the phase transition is only
driven by quantum fluctuations and not thermal fluctuations, it is a prime example of a quantum
phase transition. Thereby the Bose-Hubbard model provides one of the simplest realizations of
d-dimensional quantum phase transitions that cannot be mapped to a known d+ 1-dimensional
classical phase transition [41]. Consequently, the Bose-Hubbard model has been a research focus
since its introduction. Motivated by the effort to construct quantum computers, it was pointed
out that ultracold bosonic atoms in periodic optical lattices are perfectly theoretically described
by the Bose-Hubbard model, making them an attractive realization of the theoretical model [8].
These particles serve as a quantum system ideal for comparing theoretical and experimental re-
sults. The phase transition from a superfluid to a Mott insulator in a gas of ultracold atoms in
an optical lattice was experimentally observed for the first time in 2002 [5].
In recent years several non-standard Bose-Hubbard models were treated with ultracold quantum
gases in optical lattices [70]. Of particular interest is the realization of the extended Bose-Hubbard
models with dipolar ultracold magnetic atoms [10]. The respective Hamiltonian features repulsive
interaction between bosons on neighbouring sites, aside from the hopping and on-site repulsion
terms. To be entirely correct, these dipolar atoms exhibit two-body non-local repulsive interac-
tions, typically decaying as 1/r3 with local distance r [80]. By reducing these originally long-range
interactions to short-range nearest-neighbour repulsion the effects are changed quantitatively, but
not qualitatively [81]. The presence of this additional interaction enriches the phase diagram of
the Bose-Hubbard model by introducing new phases. The new density-wave phase is, as the Mott
insulator phase, an insulator. However, induced by the nearest-neighbour repulsion, there exists
a spatial modulation in a way that not all sites are occupied by the same number of particles,
but the occupation number alternates between even and odd sites on the lattice. The supersolid
(SS) phase also exhibits this charge-ordering effect, but also long-range phase coherence, and is
therefore non-insulating. However, another rare insulating phase is stabilized by the r−3-decaying
long-range interactions, named the bosonic Haldane insulator (HI). This phase is also stable when
the interactions are reduced to nearest-neighbour repulsion.
Moreover, an even more elaborate experimental setup allowed the introduction long-range in-
teractions between bosons [11]. The energy exchange is realized by standing waves of scattered
photons. Aside from being of virtually infinite range, these interactions do not decay with spatial
distance.
In the course of this work the standard Bose-Hubbard model, the extended Bose-Hubbard model
with nearest-neighbour interactions and the extended Bose-Hubbard model with cavity-induced
long-range interactions are investigated. Simulations are performed in one and two dimensions,
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Chapter 4. The Bose-Hubbard model

in the canonical as well as in a grand-canonical ensemble. Disorder is not considered in any of
the simulations.
The models describe bosonic particles on a lattice and arranging into various configurations. Lat-
tice sites can either be empty or contain one or more particles. As mentioned in the introduction,
these are quantum systems and consequently can be described by a wave function ψ(r, t) which
satisfies the Schrödinger equation:

ı~
∂

∂t
ψ(r, t) =

(
− ~2

2m
∇2 + V (r, t)

)
ψ(r, t), (4.1)

This representation implies an important aspect of quantum theory. The system is not necessarily
engaged in a specific configuration of particles on sites, but more generally in a linear superposition
of various configurations. The probability of each configuration can be derived from the wave
function.
The dimension of the Hilbert space of the system depends on the number of possible different
configurations, or states, the system can arrange to.

4.1 Standard Bose-Hubbard model

The standard Bose-Hubbard Hamiltonian is defined as [55]

ĤBH =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r (4.2)

where 〈...〉 indicates the summation over all nearest-neighbours pairs on the lattice. To avoid

double countings, the order is irrelevant. The second-quantized operators b̂r and b̂†r annihilate or
create a boson which is strongly localized at site r, while

n̂r = b̂†rb̂r (4.3)

is the boson number operator for site r. The creation and annihilation operators obey the
following commutation relations [78]:[

b̂r, b̂
†
r′

]
= δr,r′ and

[
b̂†r, b̂

†
r′

]
=
[
b̂r, b̂r′

]
= 0 , ∀r, r′ (4.4)

Multiple bosons are allowed to occupy the same site r, making this a soft-core Bose-Hubbard
model. The operators act on the eigenbasis of the single-site boson occupation number operator
as

b̂r |n̂r〉 =
√
nr |n̂r − 1〉 ,

b̂†r |n̂r〉 =
√
nr + 1 |n̂r + 1〉 ,

n̂r |n̂r〉 = nr |n̂r〉 ,
(4.5)

where nr is always a non-negative integer. The kinetic energy contribution is proportional to the
tunneling strength t > 0. Us > 0 is the strength of the local on-site repulsive interaction. µ ∈ R
is the global chemical potential, a measure of the energy that can be absorbed or released due to
a change of the particle number. Essentially it sets the total number of particles. This last term
only appears when the grand-canonical ensemble is considered. The grand-canonical ensemble
is the statistical ensemble in which neither the total energy nor the total particle number of the
system are fixed. Possible states of the system may vary in these quantities. In the canonical
ensemble the particle number is fixed, thus the term is absent as no energy can be gained or lost
by adding or removing particles. The total energy however is not fixed in the canonical ensemble.
Only the ordered Bose-Hubbard model is considered in this thesis, hence t, Us and µ have the

24



4.1. Standard Bose-Hubbard model

same value on each site r.
The first term in the Hamiltonian describes particle-hopping between nearest neighbouring sites.
The hopping rate is given by t/~. With positive tunneling strengths t, the overall negative term
favours delocalization of the bosons. A visualization is seen in Fig. 4.1a. The second term
describes the repulsive interactions between bosons on the same lattice site. Particles sitting on
the same location increase the energy of the system by Us. This is illustrated in 4.1b. The last
term, tuned by µ, describes an offset in the energy of each individual site depending on the local
number of bosons. This term, depicted in 4.1c, has a negative sign and therefore favours higher
occupancy.

(a) (b) (c)

Figure 4.1: Interactions in the standard Bose-Hubbard model (a) nearest-neighbour tunneling, (b) on-site
repulsion, (c) chemical potential

The competition between these terms results in a quantum phase-transition between superfluid
and Mott insulator phase. A quantum phase transition occurs at zero temperature and is basically
a change in the ground state of a system due to an alteration of the parameters of the Hamiltonian.

Derivation

A widespread overview on realizations of various models in the frame of ultracold atoms in optical
lattices, including the derivation of the Hamiltonians by means of the experimental properties, is
given in Ref. [70].
The Bose-Hubbard model can be derived directly from the experiments described in Chapter 3.
The most efficient approach is to start with a single particle. As mentioned in Section 3.2, the
optical lattices, in which the particles are placed, are basically arrays of traps. A particle in such
a trap can be considered as a standard

”
particle in a box”-problem.

To start the derivation, a free particle in a periodic potential with lattice constant l, such that
V (r) = V (r + l), shall be considered. The Hamiltonian can be expressed as

Ĥ0(r) = − ~2

2m
∇2 + V (r) . (4.6)

The potential V (r) is the one introduced in Eq. 3.3. If the maximal values of V (r) are low,
the kinetic term dominates and the particle tends to delocalize over the lattice. In this case, the
eigenstates of the system are Bloch states. This ansatz is chosen in analogy of the treatment of
electrons in perfect crystals [82]. Bloch states are plain waves with wave-vector k in a periodic
lattice with

eık(r+l) = eıkr . (4.7)

The amplitude of the waves is characterized by a function with the same periodicity:

un,k(r + l) = un,k(r) . (4.8)

Thus the Bloch states for the possible energetic states n in k-space are given by:

Ψn,k(r) = un,k(r)eıkr . (4.9)
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Chapter 4. The Bose-Hubbard model

In the opposite limit, if the maximal values of V (r) are large, the particles are strongly localized
at the potential minima, i.e. the lattice sites. For a better description of this case, the more local
Wannier functions are chosen as basis states. These construct a complete set of localized states
from the lattice-periodic Bloch states, thereby describing the tight-binding limit. The Wannier
functions for the energetic states n and lattice constant l can be expressed as [83]

ωn,l(r) = N
∑
k

e−ıklΨn,k(r) = N
∑
k

eık(r−l)un,k(r) , (4.10)

where N is a normalization factor. These functions form a complete basis set of orthogonal states∫
dr(ωn,l(r))∗ωn′,l′(r) = δn,n′δl,l′ (4.11)

and are localized around the potential minima as

lim
|r−l|→∞

ωn,l(r) = 0 . (4.12)

Moving to second quantization representation and using that the Wannier functions form a com-
plete basis, field operators Ψ̂†(r) and Ψ̂(r) can be introduced to create and annihilate bosons at
position r in continuous space. The bosonic creation operator has the form

Ψ̂†(r) =
∑
n,l

ωn,l(r)∗b̂†l (4.13)

and the corresponding annihilation operator can be expanded as

Ψ̂(r) =
∑
n,l

ωn,l(r)b̂l . (4.14)

With these field operators, and assuming two-body interactions between the bosons, the full
many-body Hamiltonian can be rewritten in second quantization as:

Ĥ = Ĥmb,0 + Ĥmb,1 (4.15)

Ĥmb,0 =

∫
drΨ̂†(r)Ĥ0(r)Ψ̂(r) (4.16)

Ĥmb,1 =
1

2

∫
dr

∫
dr′Ψ̂†(r)Ψ̂†(r′)v(r, r′)Ψ̂(r)Ψ̂(r′) . (4.17)

The interaction amplitude v between the two interacting particles at positions r and r′ depends
on the distance between them:

v(r, r′) = v(|r− r′|) (4.18)

For simplification, only the lowest energy state n = 0 shall be considered and the potential
minima as discrete lattice sites li ≡ i. Considering this and inserting the operators from Eq. 4.13
and Eq. 4.14 into the Hamiltonian from Eq. 4.15 leads to an effective lattice Hamiltonian:

Ĥ =
∑
i,j

ti,j b̂
†
i b̂j +

1

2

∑
i,j,k,l

Ui,j,k,lb̂
†
i b̂
†
j b̂k b̂l . (4.19)

The kinetic and interaction terms are simplified here. Written in explicit form, the kinetic term
reads as

ti,j =

∫
dr(ωi(r))∗Ĥ0(r)ωj(r) (4.20)
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4.1. Standard Bose-Hubbard model

with the interaction term

Ui,j,k,l =

∫
drdr′ (ωi(r)ωj(r

′))
∗
v(r, r′)ωk(r)ωl(r

′) . (4.21)

The effective lattice model with the Hamiltonian written in Eq. 4.19 can be used to derive the
standard Bose-Hubbard model with only few assumptions. Presuming the Wannier functions
(Eq. 4.10) are strongly localized, the kinetic term from Eq. 4.20 reduces to

ti,j =


−µ if |i− j| = 0

−t if |i− j| = l

0 else.

(4.22)

This means that there is only a contribution to the kinetic energy if the indices i and j denote
either the same site or on nearest-neighbouring sites. If i = j, a particle exists at that site and
contributes the chemical potential −µ to the entire system energy. If i and j denote nearest-
neighbouring sites, a particles changes its position be hopping and contributes the kinetic energy
−t.
Similarly, the localization of the atoms leads the integral in the interaction-term Eq. 4.21 to be
only non-zero, contributing the contact interaction U , if the term describes particles on the same
site:

Ui,j,k,l =

{
Us if i = j = k = l

0 else.
(4.23)

In summary, the assumption of particles strongly localized at the lattice sites leads to the Hamil-
tonian:

Ĥ = −t
∑
〈i,j〉

(
b̂†i b̂j + b̂†j b̂i

)
+
Us
2

∑
i

b̂†i b̂
†
i b̂ib̂i − µ

∑
i

b̂†i b̂i . (4.24)

Applying the commutation relations from Eq. 4.4, using the particle-number operator from
Eq. 4.3, and summarizing over the spatial positions r instead of lattice indices, the common
representation of the Bose-Hubbard Hamiltonian can be achieved:

ĤBH =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r (4.25)
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4.2 Bose-Hubbard model with nearest-neighbour interactions

The Hamiltonian of the extended Bose-Hubbard model is given by [84]:

ĤNN =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r

+ Unn
∑
〈r,r′〉

n̂rn̂r′ . (4.26)

Aside from the nearest-neighbour interaction term, which is tuned by the parameter Unn, it is
identical to the Hamiltonian from the standard Bose-Hubbard model in Eq. 4.2. The nearest-
neighbour interaction is depicted in Fig. 4.2.The sign indicates that the additional interaction
between particles on direct neighbour sites is repulsive for positive Unn. Consequently, there is
a competition between two short-range repulsive terms and a kinetic term in this Hamiltonian.
While the kinetic term favours movement of the particles and thereby delocalization, the interac-
tion terms favour localization of the bosons. However, the contact-interaction promotes a uniform
distribution of the particles, minimizing the average deviation of the number of particles per site
from the density. The nearest-neighbour repulsion stimulates an imbalance in the occupation of
adjacent sites, as it favours multiple particles on the same site over particles on neighbouring
locations. Compared to the standard Bose-Hubbard model, this results in more complex phase
behaviour and an expanded phase diagram. The phase diagram of the standard Bose-Hubbard
model at zero temperature comprises a superfluid phase and a Mott insulating phase. Both these
phases exhibit a uniform distribution of the particles over the lattice. The nearest-neighbour
interaction in the extended Bose-Hubbard model, however, favours a spatial modulation in the
average number of bosons per site. This leads to two additional phases, a supersolid phase with
delocalized particles and a density-wave phase with localized particles. In the latter phase, the
nearest-neighbour interaction is the dominant part of the Hamiltonian. The supersolid is a special
case, as the tunneling term delocalizes the particles. The nearest-neighbour interaction affects
the particles by altering the particle-wave, thereby introducing a spatial modulation in the oc-
cupation probability. These overall four phases form depending on the ratio of the three kinetic
and interaction terms.

Figure 4.2: Nearest-neighbour interaction between bosons.

Derivation of the nearest-neighbour repulsion

As mentioned in Sec. 3.4.2, nearest-neighbour repulsions between bosons are usually realized with
dipole-dipole interactions. Although these may have magnetic origin, experiements generally use
electric dipole interactions. This shall be the basis of the derivation, which is generally analogue
to the derivation executed in Sec. 4.1. The matter is discussed in greater detail in Ref. [70].
If a system of dipoles is considered, which all point in the same direction, the interactions consist of
contact interactions Uc for particles on the same site, and dipole-dipole interactions Udd between
particles on different sites.

U(r− r′) = Uc + Udd = gδ(r− r′) +
d2

4πε0

1− 3 cos2 θ

|r− r′|3
(4.27)

28



4.2. Bose-Hubbard model with nearest-neighbour interactions

θ is the angle between the relative position vector r − r′ and the polarization direction of the
dipoles. The amplitude of the contact interaction is g and d is the electric dipole moment. The
lattice potential V (r) introduced in Eq. 3.3 is still present. Similar to Sec. 4.1, the expansion of
the field operators in the basis of Wannier functions is used. Only the lowest energy state (Bloch
band) is considered. Taking the effective lattice Hamiltonian from Eq. 4.19 as a starting point
again, the only difference to the derivation of the standard Bose-Hubbard model is the interaction
term (compare Eq. 4.21):

Ĥ =
∑
i,j

ti,j b̂
†
i b̂j +

1

2

∑
i,j,k,l

Ui,j,k,lb̂
†
i b̂
†
j b̂k b̂l . (4.28)

It is again assumed that the potential V (r) induced by the optical lattice is large enough, so that
the Wannier functions ωi(r) are only significantly non-vanishing for r ≈ li. Presuming this strong
localization, the kinetic contribution takes the same form as seen in Eq. 4.22. The tunneling and
chemical potential terms are identical to the former model and are not affected by the dipolar
interactions.
The tensor elements Uijkl in the basis of Wannier functions are again given by

Uijkl =

∫
drdr′(ωi(r)ωj(r

′))∗U(r− r′)ωk(r)ωl(r
′) (4.29)

Because of the localization of the particles close to the lattice centers, this integral has only
significantly non-zero contributions for i = k and j = l.
The on-site interaction consists of two contributions, as seen in Eq. 4.27. A contact-interaction
with the amplitude g and a dipolar interaction. The latter comes into play if the particles are
on the same lattice site, but still have a distance between them smaller than the lattice spacing.
Considering this spatial distribution at the lattice site, the term

Uiiii =

∫
dr1dr2n(r1)U(l1 − l2)n(r2) (4.30)

with n(r) = |ω(r)|2 is best solved via Fourier transformation:

Ud = Uiiii =
1

(2π)3

∫
dkŨd(k)ñ2(k) . (4.31)

Together with the contact-interaction, the full on-site interaction Us is given by

Us = g

∫
dr|ω(r)|4 +

1

(2π)3

∫
dkŨd(k)ñ2(k) . (4.32)

With Eq. 4.28 and the commutation relations from Eq. 4.4, the on-site interaction term has the
same form as in the standard Bose-Hubbard model. However, in this case Us also depends on
the dipolar interaction:

Ĥon-site =
Us
2

∑
r

n̂r(n̂r − 1) (4.33)

Moving on to the off-site interactions, the case i = k 6= j = l has to be considered. The contact
interaction obviously vanishes. The dipolar potential Udd(r1 − r2) can be approximated by the
constant values for fixed distances Udd(li − lj). This simplifies the integration to:

Uijij ≈ Udd(li − lj)

∫
dr1|ωi(r1)|2

∫
dr2|ωj(r2)|2 . (4.34)

Inserting into Eq. 4.28 and using the number operator leads to the off-site interaction part of the
Hamiltonian:

Ĥoff-site =
1

2

∑
i6=j

Unn

|i− j|3
n̂in̂j (4.35)
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with Unn = Uijij and the sum running over all sites of the lattice. Assuming the strength of
the dipolar interactions drops rapidly with spatial distance, the summation can be reduced to
nearest-neighbouring pairs only. Combining all the terms, the Hamiltonian of the Bose-Hubbard
model with nearest-neighbour interactions (Eq. 4.26) is obtained:

ĤNN =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r

+ Unn
∑
〈r,r′〉

n̂rn̂r′ . (4.36)
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4.3 Bose-Hubbard model with long-range interactions

Section 3.4.3 described how modern experimental techniques allow the realization of global-range
interactions between particles in bosonic lattice systems by photon scattering. An impactful
experiment realized this and introduced the corresponding Hamiltonian [11]:

ĤLR =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r

− Ul
Ld

(∑
r∈e

n̂r −
∑
r∈o

n̂r

)2

. (4.37)

The summation indices r ∈ e, r ∈ o extend over even and odd lattice-sites respectively. The
lattice-sites are numbered by simply summing the coordinates in the spatial directions. This
way, every “even” site is surrounded by “odd” sites and vice versa. The strength of the off-site
interactions is scaled by Ul. Drawing a comparison to the former case, the short-range interactions
stimulate the formation of local imbalances, ultimately resulting in the development of a global
pattern of imbalance. The long-range interactions, however, promote imbalance on a global scale,
because all particles on the lattice interact with each other and the strength of this interaction
does not depend on their distance [1]. This is illustrated in Fig. 4.3. It should be noted that the
interactions described by the last term in Eq. 4.37 are not depending on spatial distance. This is
in contrast to most other long-range interactions, for example the dipolar interaction introduced
in Eq. 4.27. In fact, these are global-range interactions for any system size.
As the long-range interaction term clearly favours the occupation of even lattice sites, it also
promotes the spatial modulated supersolid and density-wave phases. However, depending on
the parameter configuration, the phase diagram also comprises Mott insulator (on-site repulsion
dominant) and superfluid (hopping term dominant) phases.
The description above relates to the case of commensurate ratios of the cavity and external lattice
wavelengths. Only this case is treated in this thesis. Incommensurate ratios lead to a different
phase behaviour [85].

Figure 4.3: Long-range interaction between bosons according to the last term in Eq. 4.37. The dotted
line visualizes the interactions in form of a potential. The depth of the energetic reward on
the even sites and the penalty on odd sites depends on the total number of bosons on even
and odd lattice sites respectively.

Derivation of the cavity-induced interactions

The Hamiltonian with long-range interactions presented in Eq. 4.37 can be derived directly from
the experimental properties, similar to the derivations in Sec. 4.1 and 4.2. It was introduced
for the first time in Ref. [86] and [11]. In this publication the first experimental realization of
the cavity-induced interactions was reported. Yet the long-range interaction term was already
mentioned in theoretical publications before [34,38].
Similar to the derivation of the standard and nearest-neighbour Hamiltonians, it is best to start
the description with a single-particle Hamiltonian Ĥsp. For convenience, only the x-z-plane is
considered. The optical lattice confines the atoms, and interactions between them, to this plane.
The single particle Hamiltonian is given by

Ĥsp = Ĥ0 + Vtrap(x, z) + ~η(â† + â) cos (kx) cos (kz)− ~(∆c − U0 cos2(kx))â†â . (4.38)
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The kinetic energy of the free particle and the lattice-potential (see Eq. 3.3) are merged in Ĥ0,
as introduced in Eq. 4.6. Reduced to the x-z-plane, it reads:

Ĥ0 =
p̂2
x

2m
+

p̂2
z

2m
+ V2D(cos2 (kx) + cos2 (kz)) . (4.39)

As it does not affect the derivation, Vtrap(x, z) does not need to be specified, it is the potential
which confines the atoms to the x-z-plane.
The third term represents a checkerboard lattice that the atoms feel. It is caused by photons
which are scattered into the cavity mode at a two-photon Rabi frequency η. The operators â† and
â create and annihilate photons in the cavity mode. In the course of this derivation, it becomes
clear that the occupation of the cavity field mode is determined self-consistently by the atomic
distribution and motion in the lattice. Basically, it represents infinite-range interactions between
the atoms.
The last term in Eq. 4.38 is the cavity field in the rotating frame with ∆c = ωz−ωc. U0 represents
the maximum light shift per atom. This is limited by the dispersive shift of the cavity resonance
frequency.
The many-body description is accomplished as seen in Sec. 4.1, by using the bosonic field oper-
ators:

ĤMB =

∫
drΨ̂†(r)

(
Ĥsp + gΨ̂†(r)Ψ̂(r)− µ

)
Ψ̂(r) . (4.40)

Using the bosonic field operators introduced in Eq. 4.13 and Eq. 4.14 and considering what is
known from Sec. 4.1, the Hamiltonian can be rewritten:

ĤLR =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r

+ ~ηM0(â† + â)

(∑
r∈e

n̂r −
∑
r∈o

n̂r

)
− ~(∆c − δ)â†â . (4.41)

The tunneling amplitude t, chemical potential µ, and contact interaction Us are known from
Eqs. 4.20- 4.23. Altough the self-consistent cavity lattice should affect the tunneling along the
x-direction, this effect is small enough to be neglected. The dispersive shift δ of the cavity is
described by

δ = U0M1N , (4.42)

where N is the total number of atoms in the lattice. M0 and M1 are overlap integrals over
Wannier functions on the x-z-plane:

M0 =

∫
drω∗i (r) cos (kx) cos (kz)ωi(r) (4.43)

M1 =

∫
drω∗i (r) cos2 (kx)ωi(r) . (4.44)

The creation and annihilation operators of the cavity field are directly proportional to the two-
photon Rabi frequency η and the imbalance of the number of atoms on the even and odd lattice
sites. Both operators are inversely proportional to the cavity decay rate κ, the dispersive shift δ
and the detuning of the cavity mode [86]. Altogether, the annihilation operator is defined as

â =
ηM0

∆c − δ + ıκ

(∑
r∈e

n̂r −
∑
r∈o

n̂r

)
. (4.45)
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Inserting the photonic annihilation and creation operators given by Eq. 4.45 into Eq. 4.41 leads
to the Hamiltonian with cavity-induced long-range interactions 4.37:

ĤLR =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r

− Ul
Ld

(∑
r∈e

n̂r −
∑
r∈o

n̂r

)2

. (4.46)

The interaction strength Ul is directly proportional to the strength of the lattice and inversely
proportional to the cavity detuning:

Ul = −K~|ηM0|2
∆c − δ

(∆c − δ)2 + κ2
∝ V2D

∆c
. (4.47)

This allows for a high controlability of the long-range interaction in experimental realizations.

4.4 Bose-Hubbard model with long-range and
nearest-neighbour interactions

It is also interesting to consider a system with nearest-neighbour interactions and cavity-mediated
long-range interactions between the particles. The Hamiltonian of such a model is given by:

ĤBOTH =− t
∑
〈r,r′〉

(
b̂†rb̂r′ + b̂†r′ b̂r

)
+
Us
2

∑
r

n̂r(n̂r − 1)− µ
∑
r

n̂r

+ Unn
∑
〈r,r′〉

n̂rn̂r′ −
Ul
Ld

(∑
r∈e

n̂r −
∑
r∈o

n̂r

)2

. (4.48)

There has been no experimental realization of such a system up to now. It should however
be possible by using dipolar particles inside a cavity. The magnetic field which controls the
orientation of the dipoles is not affected by the photonic cavity-field and vice versa. At first glance,
the potential gain of knowledge does not appear to be too great. Both interactions promote a
spatial modulation of the average occupancy of bosons per site. However, the topology of the
local nearest-neighbour interactions and the cavity-mediated global range interactions is different.
Fluctuations for example are much more likely to appear with nearest-neighbour interactions. A
boson changing position only affects its direct neighbourhood with nearest-neighbour interactions,
while such a move affects all other bosons with the long-range interactions. Therefore it might
be interesting to look into this combined Hamiltonian.
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4.5 Parameters

This section gives a summary of the interactions in the Hamiltonian and the parameters control-
ling their strength.
The hopping term tuned by t represents the kinetic energy in the system. It originates from the
quantum fluctuations of the particles, as thermal fluctuations are ruled out. The quantum fluc-
tuations happen in the form of boson tunneling to nearest-neighbouring sites. The term favours
the delocalization of the particles.
The on-site interaction is a repulsive interaction between particles on the same lattice site of
the strength Us. It represents contact interaction (scattering) for neutral atoms. In the case of
dipolar atoms, it also represents the dipolar repulsion between the particles. Multiple particles
on the same lattice site are energetically punished. This is an extremely local interaction, which
favours localization of the particles and an even distribution of the particles over the lattice sites.
The chemical potential µ controls the particle number of a system in the grand-canonical en-
semble. It lowers or increases the energy of the system if a particle is added or removed. This
term does not influence the localization or delocalization of particles. If systems in the canonical
ensemble are regarded and the particle number is conserved, the chemical potential is reduced to
a simple constant shift in the energy. It is therefore set to zero in the Hamiltonian. The chemical
potential can, however, be evaluated from the ground-state energy E0, using the relation

µ(Nb) = E0(Nb + 1)− E0(Nb) (4.49)

with the number of bosons Nb in the system. This is helpful to create grand-canonical phase
diagrams from simulations with fixed particle number and to calculate quantities depending on
µ.
The nearest-neighbour interaction term represents an interaction between particles located on
neighbouring lattice sites. The interaction only applies to bosons between sites which are direct
neighbours and the strength is given by Unn. This interaction term competes with the on-site
repulsion. While the latter favours localized particles evenly distributed over the lattice, the
nearest-neighbour interaction favours a spatial modulation in the occupation of lattice sites.
When it is the dominant term, the energy is minimized if sites with zero occupation alternate
with occupied sites.
The long-range interaction, tuned by the parameter Ul, is a global-range term. In the other
energetic contributions above, a single fluctuation of a particle only affects the energetic properties
of the direct vicinity of the involved lattice sites. In a model including the cavity-mediated long-
range interactions however, a single move of a boson has an energetic effect on all particles in
the system. This term also favours localization. Like the nearest-neighbour interaction, a spatial
imbalance between even and odd sites is energetically preferable.

4.6 Phases

The competition and interplay of the various energetic contributions described above results in
the development of different quantum phases. Depending on the Hamiltonian parameters, the
system arranges in different ground states. This section describes the physical aspects of the
quantum phases. The order parameters used to define the phases are treated in Sec. 4.7.
Phase diagrams which incorporate the phases presented in this section are shown in Chap. 9 for
one-dimensional systems and in Chap. 10 for two-dimensional systems.

4.6.1 Mott insulator

Considering the standard Bose-Hubbard model in the atomic limit is the simplest approach to
understand the Mott insulator phase [87]. The atomic limit is the limit of zero tunneling, i.e.
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t/Us = 0. In this case, interactions between the particles dominate the Hamiltonian, while
fluctuations in the atom number are energetically punished. Consequently, the ground state of
the system consists of localized individual atomic wave functions with a fixed integer number
of atoms per site, minimizing the interaction energy. The many-body ground state of the Mott
insulating phase cannot be described by a macroscopic wave function, but as a product of local
Fock states for each lattice site. There is no phase coherence in this state, but correlations in the
atom number between lattice sites prevail.
Neglecting the hopping term, the remaining Hamiltonian is diagonal and the occupancy number
basis {|n1, ..., nLd〉} is a basis of eigenvectors for a system with Ld lattice sites. All associated
eigenvalues are positive. Using the bosonic density ρ = N/Ld, the ground state of the many-body
system in the zero tunneling limit is given by

|ΨMI〉t=0 =
∏
r

1√
ρ!

(b̂†r)
ρ |0〉 ∝

∏
r

|nr〉 . (4.50)

Thus the ground state is a tensor product of on-site Fock states |nr〉, defined as eigenstates of
the on-site boson number operator n̂r (see Eq. 4.3) with the on-site integer occupation numbers
nr as its eigenvalues. The variance of this on-site occupation number, defined as

σr = 〈(n̂r − 〈n̂r〉)2〉
1/2

, (4.51)

vanishes in the t = 0-limit. This however only holds if the ground state is given by Eq. 4.50.
However, the Mott insulator state exists also for t 6= 0 and has a more complicated ground state
in general. Quantum correlated particle-hole pairs emerge already at small tunneling rates t.
This leads to correlated number-fluctuation in the systems and thereby non-vanishing on-site
fluctuations σr > 0, altough the system is still in the Mott insulating regime. Hence a vanishing
on-site fluctuation is not a suitable defining property of the Mott insulator phase.
To find an appropriate characteristic to define the Mott-insulating state, it is necessary to consider
the interplay between the chemical potential µ and the occupation number nr. The Bose-Hubbard
Hamiltonian can be written as the sum of local on-site terms Ĥr in the atomic limit (t/Us = 0):

ĤBH ≈
∑
r

Ĥr =
∑
r

[
Us
2
n̂r(n̂r − 1)− µn̂r

]
, (4.52)

where the state of the system is defined by the relation of chemical potential and on-site interac-
tion. As mentioned above in Eq. 4.50, the eigentstates of the system in this limit are products
of Fock-states |nr〉 with a well defined occupation number ni. Defining the on-site eigenenergy
E(r) by

Ĥr |nr〉 = E(r) |nr〉 , (4.53)

Eq. 4.52 and Eq. 4.50 give the relation

E(nr) =
Us
2
nr(nr − 1)− µnr , (4.54)

with the total eigenenery E =
∑

rE(nr). In order to reach the ground state, the energy E has
to be minimized. For a given chemical potential µ, the energy is minimzed by

nr = dµ/Use (4.55)

where d e denotes the ceiling. Thus the groundstate occupation number depends on the chemical
potential in the form of a staircase function. nr increases by one at integer values of µ/Us and
stays constant otherwise. For non-integer values of µ/Us, the system is incompressible:

∂〈n̂r〉
∂µ

= 0 (4.56)

35



Chapter 4. The Bose-Hubbard model

The incompressibility is the defining property of the Mott insulator phase.
Consequently, the Mott insulator exists in general only at integer filling, where the particles can
distribute to average non-zero integer on-site occupation 〈nr〉. Additional particles in the system
cannot be described by localized atomic wave functions. Due to degeneracy, they would move
freely over the Mott insulating background and form a condensate state [55]. As all bosons in
the system are indistinguishable, the whole system becomes superfluid. The same effect comes
into play if particles are removed from the Mott insulating state, resulting in a condensate of
holes. Deviations from integer filling immediately cause a superfluid state. Fig. 4.4 shows the
configuration of a two-dimensional system in the Mott insulator phase.

Figure 4.4: Visualization of the Mott insulator phase in a two-dimensional model at density ρ = 1. The
bosons are higly localized and evenly distributed. Note that a real quantum system is always
subject to fluctations.

The removal or addition of every single particle from or to a Mott insulator state goes along with
a finite change in energy. This energy gap is non-zero for all combinations of t/Us and µ inside
of a Mott lobe and vanishes at the boundaries of the lobes [88]. Within a particular lobe, the
ground state has always the same total number of atoms, independent of µ. The Mott state is
incompressible (Eq. 4.56), as the average number of bosons per site 〈nr〉 is also independent of µ.
This originates in the translational invariance of the system. The incompressibility is, therefore,
a consequence of the finite excitation gap of the Mott insulator phase. The excitation gap for
adding or removing a particle is given by the width of the Mott lobe in t/Us-direction for a given
parameter configuration µ, t, Us [55].
Excited states at constant particle number correspond to the formation of particle-hole pairs
in the lattice. The excitation gap, in this case, is given by the width of the Mott lobe in µ-
direction [89].
The properties discussed in this section also hold for the extended Bose-Hubbard models if the
off-site interactions are small compared to the on-site repulsion.

4.6.2 Superfluid

The standard Bose-Hubbard model is also considered to illustrate the superfluid phase. Neglecting
the interparticle interactions results in a Hamiltonian dominated by the tunneling term. The
ground state energy is minimized if the N particles in the systems are completely delocalized
over the Ld lattice sites. In other words, the single-particle wave functions are distributed over
the entire lattice. All atoms occupy the same Bloch state with the lowest energy k = 0. The
ground state in the limit Us/J is given by

|ΨSF〉Us=0 =
1√
N !

(∑
r

1√
Ld
b̂†r

)N
|0〉 . (4.57)

The probability to observe a certain on-site occupation number nr for a single site r follows a
Poisson distribution. This results in large on-site number fluctuations σ2

r = 〈n̂r〉. In contrast to
the Mott insulator state, the superfluid phase is not limited to integer fillings.
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The superfluid ground state written in Eq. 4.57 becomes indistinguishable from a coherent state
in the thermodynamic limit, for sufficiently large N and Ld, at fixed density ρ = N/Ld [32]:

exp (
√
N b̂†k=0) |0〉 =

∏
r

(
exp (

√
ρ b̂†r) |0〉r

)
∝
∏
r

|αr〉 . (4.58)

|αr〉 denotes an on-site coherent state with complex eigenvalue αr. The occurrence of phase
coherence distinguishes the superfluid state from insulating states.
The superfluid state is a compressible phase, in contrast to the Mott insulator. This means
that Eq. 4.56 does not hold for the superfluid phase. A visualization of the superfluid phase is
provided in Fig. 4.5.

Figure 4.5: Sketch of the distribution of particles in the superfluid phase. The particles are completely
delocalized and can be described by a single, coherent wave function.

Simplified, this means that every atom wants to be at all lattice sites with equal amplitude,
in order to achieve energy minimization. This leads to off-diagonal long-range order, which is
also clear from Eq. 4.58. This long-range order is defined as the infinite-distance limit of the
single-particle density matrix G(1)(r, r′) [32]:

lim
|r−r′|→∞

G(1)(r, r′) = lim
|r−r′|→∞

〈b̂†rb̂r′〉 6= 0 . (4.59)

In experiments, G(1)(r, r′) is observable with time-of-flight imaging (Sec. 3.4.1), making it a
valuable tool to detect the superfluid-Mott-insulator transition for large systems [5,55].
The superfluid phase however does not only occurr in the Us = 0-limit, but also for finite on-site
interactions. The inter-atomic repulsion reduces the number-fluctuations σ2

r . Consequently, the
ground state is more complicated than specified in Eq. 4.57 for the no-interaction limit. Instead
of checking the system for long-range phase correlations with the limit defined in Eq. 4.59, it is
preferable to look for an algebraic decay of G(1)(r, r′). This can be interpreted as quasi long-range
order and holds especially for smaller systems and lower dimensional models.
The superfluid phase is gapless, unlike the Mott insulator phase [5].

4.6.3 Density wave

The standard Bose-Hubbard model only comprises the Mott insulator and the superfluid phase
at T = 0. Extending the model to off-site interactions gives rise to additional phases. The
density wave phase is an insulating phase with localized particles. The spatial arrangement of
the bosons on the lattice is however different from the Mott insulator phase. In a perfectly un-
perturbed Mott insulating state, all lattice sites are occupied with the same integer number of
bosons. Thus a system can only form a Mott insulator at integer fillings, e.g. at boson densities
ρ = 1, 2, 3, . . . [90].
The density wave phase shows a modulation in the occupation between alternating sites. All
even sites are, on average, occupied with the same integer number of bosons and odd sites are
occupied with a different integer number of bosons. As a result, the density wave phase does not
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Figure 4.6: Boson configuration of a system with density ρ = 1 in the density wave phase.

only form at integer but also half-integer densities ρ = 0.5, 1, 1.5, 2 . . . . An example of a system
with ρ = 1 in the density wave phase is given in Fig. 4.6.
Concerning the models discussed in this thesis, the density wave phase is induced by the off-site
interactions in the extended Bose-Hubbard models. If the nearest-neighbour interactions (Eq.
4.26) or the cavity-mediated long-range interactions (Eq. 4.37) dominate the respective Hamil-
tonians, the system tries to minimize the energy by taking on the density wave state.
Although both interactions promote the same phase, their effect is fundamentally different. To
explain this, the atomic limit (t = 0) is considered once again. The on-site interaction is assumed
to be low in comparison to the respective off-site interactions (Us � Unn, Ul).
The nearest-neighbour repulsion tuned by Unn is a local interaction between bosons on direct
neighbour sites. In other words, a boson at position r suppresses the occupation of the nearest-
neighbour sites. At dilute fillings, the spatial distance r between individual bosons is insignificant,
as long as r > 1, due to on-site and nearest-neighbour interactions. At integer or half-integer
fillings, the ground state corresponds to a structure where sites occupied by 2ρ bosons alternate
with empty lattice sites. Technically, the ground state is two-fold degenerate at finite system
sites, because there is no preference if the even or odd sites are either the occupied or the empty
sites. Finite systems become however translationally invariant if periodic boundary conditions
are considered, overriding the degeneracy.
The behaviour of the system with long-range interactions is similar. At integer or half-integer
densities ρ = 0.5, 1, 1.5, 2 . . . , the ground state has the same form as in the model with nearest-
neighbour interactions. However, the cavity-mediated interactions are of infinite range. All
bosons interact with each other, in a way that bosons on even lattice sites energetically favour
other bosons on even lattice sites and punish bosons on odd sites, and vice versa. This leads
to restricted fluctuations, compared to the short-ranged nearest-neighbour interactions. It also
affects the matter of dilute fillings. There are also multiple configurations with identic ground
state energy, but the condition for these is that all bosons are either on even or odd lattice sites.
If the on-site interactions Us are of the same magnitude as the off-site interactions, phases with
a more complex structure may form at half-integer densities greater than ρ = 1. The occupa-
tion structure where sites with zero bosons alternate with sites occupied by 2ρ bosons can be
unfavourable because the energy-punishment induced by the on-site repulsion might be too high.
Instead, depending on the ratio Us/Ul, the occupancy of neighbouring sites will alternate between
two distinct, integer fractions of ρ. For example, at ρ = 2.5, there are three possible density wave
phases, depending on the ratio of the terms in the Hamiltonian:

....5050505050...

....4141414141...

....3232323232...

Density wave phases with different shapes can usually be identified with the common order pa-
rameters (see Chap. 2). Fig 4.7 shows the two possible shapes of the density wave phase at
ρ = 3/2.
Note that the limit Us = 0 at t = 0 would not result in a single stable state, but in a superposition
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Figure 4.7: Possible density wave configurations of a system with desnity ρ = 3/2.

of numerous energetically equivalent states, as there is no punishment if the bosons accumulate at
the same site or at multiple sites. It should be mentioned that the sets of these states are different
for the model with nearest-neighbour interactions and the model with long-range interactions.
The only constraint for the former is that bosons do not occupy nearest-neighbour sites, while all
bosons will arrange on even sites or all on odd sites to minimize the energy in the system with
cavity-mediated interactions.
Defining properties of the density wave phase are vanishing phase coherence correlations, incom-
pressibility (Eq. 4.56) and non-vanishing density-density fluctuations. To identify the spatial
modulation of the density wave phase, the structure factor can be used. As an alternative, it is
possible to just consider the imbalance in the occupation between even and odd lattice sites. This
allows to distinguish between density wave and Mott insulator phases and also between different
shapes of the density wave.
The interplay between t 6= 0 and the on- and off-site interactions may also affect the shape of the
density wave phase.

4.6.4 Supersolid

The supersolid phase is a phase with non-vanishing phase coherence correlations and a non-zero
structure factor. The particle-wave functions in this phase extend over the entire system, but the
probability of presence alternates between nearest-neighbouring sites. Thus the supersolid state
shows characteristics of both superfluid and density wave phases. It does not appear in the phase
diagram of the standard Bose-Hubbard model, as it results from the interplay between particle
tunneling and the off-site interactions between bosons. While the particles are largely delocalized,
their interactions among each other result in a spatially modulated particle-wave amplitude [91].
The amplitude is, however, non-zero for all lattice sites. This is illustrated in Fig. 4.8.

Figure 4.8: Draft of the supersolid phase in a 2D system. The particles are delocalized, but the occupancy
probabilities on even and odd lattice sites differ.

The phase diagram of the Bose-Hubbard model with nearest-neighbour interactions (Eq. 4.26)
and the model with long-range interactions (Eq. 4.37) both comprise the supersolid state. It is a
compressible phase, such that Eq. 4.56 does not hold. The supersolid phase does not necessarily
require integer or half-integer fillings. However, it does not exist at arbitrary densities for all
dimensions [92].
The supersolid phase shows simultaneous diagonal and off-diagonal long-range order. Conse-
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quently, two order parameters are necessary to identify this state. A parameter to check the
phase coherence, e.g. Eq. 4.59, and a parameter to monitor the imbalance between the occu-
pancy of even and odd lattice sites, e.g the structure factor.

4.6.5 Phase separation

This thesis is concerned only with ground state properties of the models discussed above. Given
the rather complex density wave and supersolid phases, it has to be ensured that the true ground
state is always reached.
The density wave phase at high densities for example is susceptible to the formation of metastable
states. The competition between long-range attractive forces, caused by the cavity-mediated
interactions, and strong on-site repulsion might destabilize the system in some parameter regions.
An analysis of the total energy of the system at different states is a way to determine the ground
state in uncertain parameter areas.
However, even if the system is prepared in its ground state, there is still the possibility that
it is not in a stable phase, even if the order parameters might suggest it. This condition is
called phase separation. A stability check is required to distinguish the supersolid phase from a
phase separation [93]. The supersolid phase is especially frail to this, as it exhibits diagonal and
off-diagonal long-range order. So far, no stable supersolid phase was found in one-dimensional
extended Bose-Hubbard models at ρ = 0.5. In this case, there exists a phase separation however
[92,94,95].
To test the stability of a phase at a certain density, the particle number can be varied in order to
compute the chemical potential as described in Eq. 4.49. The density can then be evaluated as
a function of the chemical potential. An area is unstable if the density ρ shrinks for growing µ.

4.6.6 Symmetry-breaking and phase transitions

Two symmetries are important for the investigation of transitions between the phases presented
in this section, the continous U(1) phase symmetry and the discrete Z2 translation symmetry.
Neglecting fluctuations and thereby assuming phases in perfect ground state, the Mott insulator
and density wave phases are invariant under U(1) phase transitions, while the Mott insulator and
superfluid phases are symmetric with regard to discrete Z2 translations.
A global U(1) transformation would shift the entire system by a continous phase φ:

b̂r → b̂re
ıφ , b̂†r → b̂†re

−ıφ (4.60)

for all operators at all sites r. As seen in Eq. 4.50 from Sec. 4.6, the Mott insulator phase (and
similarly the density wave phase) is described by the particle operators

n̂r = b̂†re
−ıφb̂re

ıφ = b̂†rb̂r (4.61)

which are invariant to phase transitions. The superfluid state (and the supersolid state, too)
however depends solely on the particle creation operator (cf. Eq. 4.57) and is therefore not
invariant to U(1) translations. Consequently, U(1) phase symmetry shows that the system is in an
insulating state. It should be noted that this symmetry is also associated with the particle number
conservation, which is also expressed by the fact that the superfluid phase can be approximatively
regarded as a coherent state in the thermodynamic limit, as argued in Sec. 4.6.2.
The Z2 translational symmetry refers to discrete spatial translations on the lattice:

b̂r → b̂r+t , b̂
†
r → b̂†r+t , n̂r → n̂r+t (4.62)

where all spatial components of t are integer. Obviously, the Mott insulator and superfluid phases
are invariant under these translations, as there is the same expactation value for the number of
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Phase transition Symmetry Type Universality class

MI-SF U(1) second order XY
DW-SS U(1) second order XY
MI-DW Z2 second order Ising
SF-SS Z2 first order -
DW-SF U(1),Z2 first order -
DW-DW - first order -

Table 4.1: Symmetries and universality classes associated to the quantum phase transitions.

bosons on every site. This translational symmetry is partially broken in the density wave and
supersolid phases. The expectation value for the number of bosons is alternating in these phases
for nearest-neighbouring sites. With this modulation, the system is only invariant under transla-
tions with |t| mod 2 = 0.
The breaking of the U(1) symmetry through the formation of a condensate of particles in the
ground state corresponds to the emergence of magnetization in the 3D XY -model [96]. A phase
transition at which this symmetry breaks should therefore behave according to the 3D XY uni-
versality class 1. The spatial modulation that appears in the density wave and supersolid phases,
and which breaks the Z2 symmetry, corresponds to an Ising magnetization. Consequently, if the
Z2 symmetry is broken during a phase transition in a 1D or 2D Bose-Hubbard model, this transi-
tion is associated with the 2D or 3D Ising universality class. The mapping from a Bose-Hubbard
to an Ising model results in a change in dimension.
The quantum phase transitions relevant to this work along with the associated symmetry breaks
and expected universality classes are specified in Tab. 4.1. If the simulations accomplish to de-
scribe the properties of the systems adequately, a finite-size scaling analysis should confirm the
correct universality class for every phase transition.
Note that the last entry in Tab. 4.1 denotes a phase transition from one density wave phase to
another, while the occupation number modulation is different in both phases. This transition
does not break any obvious symmetry, but is identfied by a spontaneous change in the value of
the order parameter.

4.7 Order parameters

Order parameters are an essential tool in the investigation of phase transitions and critical phe-
nomena. With the help of appropriate order parameters, phase transitions can be identified,
classified and the exact transition point can be determined. This section discusses observables
which are helpful in the evaluation of the Bose-Hubbard models either in the form of order pa-
rameters or as thermodynamic quantities that give further insight to the physics of the system.
The choice of suitable order parameters is crucial in the investigation of the phase behaviour of a
system. An order parameter is defined in such a way that it is zero in the “disordered” phase and
non-zero in the “ordered” phase. Often phase transition can be associated with the breaking of
at least one symmetry. Order parameters can then be defined with regard to these symmetries.
The set of observables should provide a full set of order parameters to identify the phase transi-
tons listed in Tab. 4.1 for both methods discussed in Chap. 6 and should also give information
about the stability of the particular phases and if the system has reached its true ground state.
Whether an observable is an appropriate and convenient order parameter or not depends not only
on the properties of the system, but also on the methods and algorithms used for its simulation.
The following list provides definitions and explanations for the order parameters and observables

1 This is holds for the 2D-BHM, as the condensate fraction is not defined in 1D (see Sec. 4.7).
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used in the course of this thesis. The results chapters provide detailed information on which
parameters were used for which purpose.

4.7.1 Phase coherence correlation function and condensate fraction

A possibility to distinguish phases with localized and phases with delocalized particles is the
phase coherence correlation function or Green’s function. It evaluates correlators between field
operators and measures if the single-particle density matrix shows long-range order. This is a
property of superfluid states, as introduced in Eq. 4.59. The phase coherence correlation function
is defined as:

G(R) =
1

2L2

∑
r

〈b̂†r b̂r+R + H.c.〉, (4.63)

where R is the distance between two sites and the brackets 〈...〉 = 〈Ψ| ... |Ψ〉 denote the mean
value of an observable in the system state |Ψ〉. If the G(R) is non-zero for all R up to R > L,
there exist phase coherence between all lattice sites. The wave function of the particles extends
over the entire system, particles can

”
move freely” and are in a superfluid state. Examples for

the phase coherence function in different phases in a system with long-range interactions are
provided in Fig. 4.9. It should be noted that the shape of G(r) also gives information about
spatial modulation in the system. This offers the possibility to not only distinguish insulating
from conducting phases, but also to discriminate the supersolid from the superfluid phase. The
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Figure 4.9: Phase coherence correlation function in different phases of a system with with long-range
interactions, L2 = 196 sites and ρ = 1 at a fixed ratio Ul/Us = 0.7. The superfluid phase was
measured at Us/t = 5, supersolid at Us/t = 8 and denisity wave at Us/t = 15. This figure
was also published in Ref. [1]. Reprinted with permission.

number of particles of the system with a wave vector k is given by the Fourier transform n(k) of
the phase coherence correlation function,

n(k) =
1

L2

∑
R

eik·RG(R), (4.64)

whose value for k = 0 is the condensate fraction, i. e. the fraction of bosons occupying the super-
fluid ground state. The condensate fraction is a suitable order parameter for the two-dimensional
models. It is zero in the phases with localized bosons and non-zero for delocalized bosons. Ex-
amples for the condensate fraction are provided in Fig. 4.10.
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Figure 4.10: Condensate fraction as a function of the ratio Ul/Us for three different values of Us/t in a
system with long-range interactions, L2 = 196 sites and ρ = 1.

In one dimension, the situation is different. The condensate fraction is always zero in the thermo-
dynamic limit. However, there is a Kosterlitz-Thouless transition as the behaviour of the decay
of the phase coherence correlation function changes during the process. In the low temperature
limit, G(R) decays algebraically at first, leading to a quasi-long range order, but then decays
exponentially.

4.7.2 Density-density correlation function and structure factor

It was stated in Secs. 4.6.3 and 4.6.4 that spatial modulation in the boson occupancy is a
property of the density-wave and supersolid phases. This can be observed with the density-
density correlation function Cd(R), which is defined as:

Cd(R) =
1

L2

∑
r

〈n̂rn̂r+R〉 . (4.65)

The brackets 〈..〉 = 〈Ψ| ... |Ψ〉 denote the mean of the value of an observable is in the ground
state |Ψ〉. Thus for every distance R, the mean over all the pairwise combinations of sites with
distance R is calculated. The function Cd thus delivers the average density-density correlations
between lattice sites, depending on their spatial distance.
The Fourier transformation of Cd(R) is cálled the structure factor S(k):

S(k) =
1

L2

∑
R

eik·RCd(R). (4.66)

For the purpose of this work, when the occupancy-imbalance between nearest-neighbouring sites
is of interest, the value k = π is considererd. S(π) = Sπ is particularly useful, because the
exponential in the Fourier transform takes the value 1 when two sites of distance R have equal
parity and −1 when the sites have different parity. With this, Sπ is zero in the Mott insulator
and superfluid phases, and non-zero in the density-wave and supersolid phases. The structure
factor is thereby an appropriate order parameter. As with the imbalance Φ, the actual value of
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Sπ is necessary to evaluate the quality of the density wave phase at higher densities as different
imbalances between even and odd sites might be possible. Fig. 4.11 presents examples of the
structure factor.
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Figure 4.11: Structure factor as a function of the ratio Ul/Us for three different values of Us/t in a system
with long-range interactions, L2 = 196 sites and ρ = 1.

4.7.3 Superfluid density

The phase coherence correlation function defined in Eq. 4.63 is the most straightforward way
to identify superfluidity in a system. It is defined to directly measure delocalization of particles,
which is a defining property of the superfluid and supersolid phases. This function is easy to
measure when the variational Monte Carlo method is used, which will be introduced in Chap.
7. The necessary information is readily available in this methiod, as it is part of the updating
process. The phase coherence correlation function can however be cumbersome to evaluate in
other methods. One of these methods is the discrete-time world-line quantum Monte Carlo
method that is presented in Chap. 8. Therefore, an alternative, more economic way to differ
insulating and superfluid states is introduced.
The superfluid density ρs is the most efficient way to differ states with localized and delocalized
particles if a world-line quantum Monte Carlo algorithm is used:

ρs ∝
〈W 2〉
Ld−2

. (4.67)

A detailed derivation is provided in Ref. [97]. The superfluid density in this form is an observable
which is closely related to the world-line Monte Carlo method. The winding number W states
if world-lines have wound around the whole spatial direction of the system, thereby overcoming
the periodic boundary conditions. Consequently, the winding number provides information if the
wave functions of particles extend over the entire system.
Apart from parameters of the simulation, the superfluid density is proportional to the average
mean-squared winding number 〈W 2〉. The winding number indicates if particles “move” over the
entire extent of the system. It is zero in the localized phase and non-zero in the delocalized phase.
The world-line Monte Carlo method and the calculation of W in the course of this dissertation

44



4.7. Order parameters

are elaborated in Sec. 8.
When determining the winding number in this way, it should be remembered that it is really
only an interpolation. Especially in simulations with smaller system, fluctuations and statistical
effects can lead to falsified measurements. It is best to double-check parameter areas in question
with the parity order parameter, which will be introduced in Sec. 5.3.2.

4.7.4 Occupation imbalance

The density-density correlation function from Eq. 4.65 is a byproduct of the variational Monte
Carlo method and therefore directly accessible, but complicated to evaluate when the world-line
quantum Monte Carlo algorithm is used.
For this method, it is more efficent to directly consider the imbalance Φ in the occupation of
even and odd lattice sites. The occupation numbers on all even sites and all odd sites are added
respectively and the difference between both values is calculated. This observable is defined as:

Φ =
∑
r∈e

n̂r −
∑
r∈o

n̂r (4.68)

The Hamiltonian of the Bose-Hubbard model with long-range interactions (Eq. 4.37) contains Φ
in quadratic form, as the contribution of the long-range term depends on this imbalance.
When the N bosons in the system are, in mean, equally distributed over all Ld lattice sites, Φ
returns the value zero, while it is nonzero if there is a structured imbalance, or modulation, in
the occupation number of even and odd lattice sites. Thus Φ is a suitable and convenient order
parameter to distinguish the Mott insulator and superfluid phases from the density wave and
supersolid phases, in which the Z2-symmetry is broken.
The sign of Φ shows if there is a higher occupation on the even or the odd sites of the lattice.
However, in a lattice with Ld sites with even L, there is no site-preference in the Hamiltonians
Eq. 4.26 and Eq. 4.37. Therefore, in Monte Carlo simulations this will happen randomly.
Consequently, the absolute value of Φ should be used when averaging over multiple realizations.
The imbalance Φ is also able to differ the various shapes of the density wave phase. Fig. 4.12
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Figure 4.12: Density ρ and occupation imbalance Φ as a function of the chemical potential µ. The plateaus
of constant density indicate incompressible phases. The non-zero value of Φ in the first area
indicates a spatial modulation, while the vanishing Φ in the second plateau indicates equal
distribution. Cross checking with the superfluid density shows that these are in fact density
wave and Mott insulator phases.
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presents the boson density and Φ as a function of the chemical potential in a grand-canonical
simulation. It should be stressed that the superfluid density ρs and the occupation imbalance
Φ in principle deliver the same information as the more “natural” correlation functions G(R)
and Cd(R) that were specifically defined to satisfy the defining properties of the phases. The
corresponding order parameters are therefore interchangeable.

4.7.5 Further observables

Apart from the order parameters, there are other helpful observables when phase transitions are
considered. However, it may depend of the kind of simulation if they are useful.
In all cases, the ground state energy E0 should be evaluated, which is useful for several reasons.
For one part, knowing the energy of a system allows to check if the system is in a true ground
state or in an excited, metastable state. An example for the comparison of ground state energies
is shown in Fig. 4.13. The energies of different ground states can be very close to each other,
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Figure 4.13: Ground state energies of two different density-wave phases in a LR interacting system with
L2 = 196 sites and ρ = 1 at a fixed tunneling t = 1. The lines cross at Ul/Us = 0.5, where the
ground state changes. This figure was also published in Ref. [1]. Reprinted with permission.

especially in the vicinity of phase transitions. In simulations, the system might get stuck in a
state that is not the ground state. Therefore the comparison of state energies is a valuable tool,
when it is uncertain whether the simulation has properly equilibrated and the system is in its
true ground state.
The ground state energy is also helpful in the calculation of the chemical potential. If canonical
simulations at fixed densities are performed, the chemical potential µ(N) is not a parameter. It
can however be calculated from the ground state energy, as the chemical potential of a system
with N bosons is the difference in the ground state energy which occurrs if a boson is added to
the system [98]:

µ(N) = E0(N + 1)− E0(N) . (4.69)

With this method, grand-canonical phase diagrams can be produced with simulations that con-
serve the particle number.
The matter of phase separation was discussed in Sec. 4.6.5 and as mentioned the chemical poten-
tial is helpful to test the stability of a phase. It is advised to keep track of the particle number,
when the data is obtained with simulations in the grand-canonical ensemble. This gives further
insight to the thermodynamic behaviour of the system, e.g. if the density is truly constant within
the insulating lobes.
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Phase Φ Sπ n(k = 0) ρs

MI 0 0 0 0
SF 0 0 > 0 > 0
DW 6= 0 > 0 0 0
SS 6= 0 > 0 > 0 > 0

Table 4.2: Phases and the corresponding values of the order parameters. Note that the condensate fraction
is only valid at d > 1.

The behaviour of the order parameters in the different phases is summarized in Tab. 4.2. It is
possible to distinguish the four phases with these order parameters. The additional observables
give further indication whether the system is in a particular state.
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Chapter 5

Haldane insulator phase

The quantum phases introduced and discussed in Sec. 4.6 are very common and well understood.
The spatial structure and the correlations between particles in theses phases are very simple, as
they follow non-complex periodicities. If minor quantum fluctuations are neglected, the phases
can be considered as translationally invariant. This fact will come into play in the computational
part of this thesis, when the algorithms used to simulate the models are presented.
The Mott insulator and superfluid phases are present in the standard Bose-Hubbard model,
where only particle hopping and on-site repulsion compete. The off-site interactions in the ex-
tended models give rise to new phases in the ground state phase diagram. In the density wave
and supersolid phase, not all sites are equivalent, but two different types of sites emerge. The
system however follows a strong periodicity with length two. The question is whether the nearest-
neighbour and long-range interactions stabilize any other phases in the ground state, maybe even
with non-trivial structures.
In fact, it was shown that the rare Haldane insulator is stable in the ground state of the Bose-
Hubbard with long-range interactions that decay with growing distance [99]. This gapped phase
appears only at density ρ = 1 in one dimensional systems, on a small parameter area in the
ground state, right between the Mott insulator and the density wave phases. The Haldane phase
is characterized by a subtle order and non-local order parameters are necessary to identify it.
Since the Haldane-Bose isolator is a non-trivial phase, a short pictorial explanation follows before
the phase is described in detail in the following sections. To understand the Haldane phase, it
is best to first comprehend the nature of the Mott insulator phase. While most of the sites in a
one-dimensional system in the Mott phase are occupied by exactly one boson, there area some
particle-hole pairs, due to quantum fluctuations. These pairs are tightly bound and can usually
not move away too far from another. The formation of the particle-hole pairs happens randomly
and does not follow a particular pattern. In the Haldane insulator phase however, the off-site
interactions between the bosons induce correlations between such fluctuations, thus every“defect”
in form of an excess particle is followed by a hole in the chain and vice versa. Most sites are still
occupied by exactly one boson and the system stays insulating. The only order is the alternating
occurrence of the defects, there is no periodicity in the distance.
Apparently, off-site interactions between bosons are necessary to stabilize the Haldane Bose in-
sulator phase, yet it was only observed for long-range interaction that weaken with inter-particle
distance. For infinte-range interactions, like the cavity-induced interactions investigated in this
thesis, there are no results so far which confirm or rule out the existence of the Haldane phase in
the ground state.
Because of its special properties and the fact that the stable Haldane phase in the ground state
of Bose-Hubbard models was discovered only recently, it is elaborated in this separate chapter.
After a short historical overview on the Haldane insulator in spin-1 chains and bosonic systems,
the phase is explained in greater details and the common order parameters are presented. Fi-
nally, important results from former publications are presented to provide a motivation for further
investigations.
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5.1 Haldane insulator in the antiferromagnet spinchain

The Haldane Bose insulator is a rare insulating phase with hidden, non-local order, which causes a
gap in the energy spectrum of the respective system at density ρ = 1. It was originally discovered
for 1D spin systems, when the continuum dynamics of the 1D Heisenberg antiferromagnet [100]
were considered. This led to numerous approaches to investigate this phase in Heisenberg chains,
like semiclassical field theory on Heisenberg antiferromagnets [101], mean-field theoretical treat-
ments of quantum Heisenberg chains at various densities [102], exact diagonalization and Lanczos
algorithm applied on the spin-1 Heisenberg chain [103]. The gap in the energy spectrum of the
Heisenberg antiferromagnet was also examined with Monte Carlo methods [104] and exact cal-
culations for small systems [105]. While this gap was the only indicator of the Haldane phase at
first, Ref. [106] introduced the long-range string order parameter to verify the existence of the
non-local interactions which characterize this phase. It was also shown that the Haldane insulator
comes with a full break of the Z2 × Z2-symmetry of the spin chain [107].

5.2 Haldane Bose insulator

When setups with ultracold atoms in optical traps made experiments on bosonic systems possible
[5, 8], even with long-range interactions [32, 108], the interest in Bose-Hubbard models with off-
site interactions was boosted. It is especially interesting to investigate if the interplay of the
different terms in the models can lead to more complex phases than those presented in Sec.
4.6. Since it is possible to map spin-1 fermionic systems to bosonic systems at density ρ = 1,
and limited to a maximal occupation of two Bosons per site, a Haldane insulator-like phase was
assumed to appear in the 1D extended Bose-Hubbard model. It was discovered in the ground state
phase diagrams of the Bose-Hubbard model with polarized dipolar interactions [99] and nearest-
neighbour interactions [81,98,109,110] with density matrix renormalization group methods. The
order parameters introduced for the fermionic chains [106] are also applicable to bosonic systems.
Furthermore, the entanglement properties [111] and dynamics [112] of the Haldane Bose phase
have been subject to research, as well as its behaviour in the presence of local disorder [113]. The
analogy to spin-chains is crucial to understand the physics behind the Haldane Bose insulator.
It is named after the Haldane gapped phase, which appears in quantum spin-1 chains. In such a
chain, a spin at site i can have three different states Szi = 0,±1 in a spin-1 system. The Haldane
phase is only relevant for one-dimensional systems, therefore the notation in this chapter is kept
simple. Lattice sites are referred to with indicies, which determine the position in the chain.
The existence of the Haldane Bose insulator was first proposed in Ref. [99] for an extended Bose-
Hubbard model with distance dependant (1/r3

ij) interactions between bosons. It was argued
that a new insulating phase exists aside from the above mentioned phases, containing a subtle
order which is only identifiable by nonlocal string correlation functions. Similar order exists in
the Haldane phase [100] in fermionic systems, so that the phase in the bosonic case was named
Haldane Bose insulator [99]. To make the analogy more apparent, the Bose system at density
ρ = 1 can be mapped to a spin-1 chain. In order to perform a proper mapping, the maximum
boson occupation per site is limited to n = 2 (for example by choosing the Us large enought
that higher occupations are negligible). Each site in the system is then arranged in one of the
occupation states n = 0, 1, 2 with the average filling n̄ = 1. Ref. [99] then defines “an effective
spin-1 model” with the boson fillings at site i being pseudospins with states Szi = ni − n̄. Every
site i can then be assigned a “spin”-value Szi = δni = ni− n̄ when n̄ = 1 is the average occupation
per site. Then:

Szi = 0− n̄ = −1 (5.1)

Szi = 1− n̄ = 0 (5.2)

Szi = 2− n̄ = 1 (5.3)
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While the Szi alternate in the density wave phase between ±1, the state Sz = 0 prevails in the
Mott insulator phase. However, because of quantum fluctuations, tightly bound particle-hole
pairs will appear. Off-site interactions between bosons can now introduce correlations between
the “defects” in the chain, in a way that each excess particle is followed by a hole and vice versa.
This leads to the formation of a Haldane insulator phase in the bosonic system.
The Haldane insulator phase is characterized by long-range correlations between these fluctua-
tions. Every “positive” deviation from the average state value is followed by a “negative” one
and vice versa, while the distance between them can be of long-range and in general does not
follow a simple periodicity. This new phase is separated to the Mott insulator and density
wave phases by second order transitions. For long-range and nearest-neighbour extended Bose-
Hubbard models, the Haldane Bose phase was found between Mott insulator and density wave
phases by density matrix renormalization group methods [99] and for the nearest-neighbour Bose-
Hubbard model between Mott insulator and density wave and between density wave and super-
fluid phases [81, 98, 109, 110]. Particularly the Mott to Haldane to density wave transition is
interesting, as the transition between Mott insulator and density wave was detected to be a first
order transition [114–116], when the long-range correlations within the Haldane insulator are not
considered.
The Bose-Hubbard model with nearest-neighbour repulsion between bosons is known to show the
Haldane phase in its ground state phase diagram. It serves as a good example to understand the
energetic properties. The hopping term favors maximum delocalization of the particles and holes,
while the contributions by the nearest-neighbour interactions are minimal if particles and holes
are direct neighbours. Energetically, the Haldane phase is a compromise between both effects.

5.3 Order parameters

The order parameters of the conventional Mott insulator, superfluid, density wave and supersolid
phases have been discussed in Sec. 4.7. It is helpful to consider the behaviour of those order
parameters in the Haldane phase, before additional parameters are introduced.
The structure factor (Sec.4.7.2) and the occupation imbalance (Sec. 4.7.4) behave in the Haldane
phase the same way as in the Mott insulator phase. The phase is in fact very similar to the
Mott insulator phase, with the difference that the particle-hole pairs, which originally arise due
to quantum fluctuations are correlated. This correlation does however not feature a peridicity
in the distance between particles and holes, such that these will ultimately average out for large
enough systems. Occupation imbalance and structure factor should consequently be zero in the
Haldane phase.
The superfluid density (Sec. 4.7.3), which is used to measure superfluid behaviour of the bosons
in the world-line algorithm shows a rather interesting behaviour. In parameter regions near the
Haldane insulator phase, the superfluid density rises to a non-zero value, indicating superfluidity.
However, this is just a mere measurement error, which is increased by the approximation that
is used to determine the superfluid density. The measurement of the superfluid density will be
described in Sec. 8.6.1. At this point, a short description will be sufficient to understand and
classify the effect. In the superfluid phase, the wave functions of the bosons extend over the entire
lattice and have a non-zero amplitude at all sites. This is impossible to measure in the non-exact
world-line algorithm, as the algorithm does not take such states into account. Consequently, the
superfluid density has to be approximated. Basically, an correlation function is defined, which
tracks the movement of bosons on the lattice. If there is a lot of movement, especially with
a tendency towards a particular side, superfluid behaviour can be extrapolated from this, even
though the winding number is restricted to zero (compare Sec. 4.7.3 and Sec. 8.6.1). During the
phase transition between the Mott and the Haldane insulator phases, intensified boson movement
occurs because neither phase is stable. Consequently, the interpolation method may measure non-
zero superfluid density.
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It is therefore important to double check on the order parameters if possible and to always keep
in mind the physical effects on the one side and the limitations of the algorithms on the other
side. The fact that the superfluid order parameter becomes inreliable near the phase transition
might not entirely break the identification of the phases. Yet the best solution is to introduce an
additional order parameter to doubtlessly distinguish the phases from one another. Consequently,
two additional order parameters should be introduced.

5.3.1 String order

As stated above, the Haldane Bose insulator is characterized by a non-local string correlation
function [99]. These non-local correlations should not be confused with long-range order in local
order parameters. To differentiate the Haldane insulator from other phases, a non-local string
order parameter Os is necessary. Using the analogy to the S = 1 spin chain, the deviation from
the average value n̄ directly gives the spin-orientation:

Szi = δni = ni − n̄ (5.4)

Utilizing this, string and parity order parameters for one dimensional systems are defined as:

Os (|i− j|) = 〈δni exp

(
ıπ

j∑
k=i

δnk

)
δnj〉 . (5.5)

The braces 〈, 〉 refer to averaging over the possible subsystems with length |i− j|.
To speak in terms of bosons, the Haldane phase consists of configurations in which most of the
sites of the lattice have the average occupation n̄ but there are also particle-hole fluctuations. In
the Haldane phase, these fluctuations are not locally bound. However, if all sites with occupation
n̄ were removed from the system, the remaining sites would have density wave order. This is
exactly what the string order parameter measures [109]. It performs a renormalization of the
chain, which removes the sites with average occupation and calculates the structure factor of the
remaining sites. In the Mott insulator phase, the non-local order described by Os is not present.
Therefore the string order parameter is suited to identify a phase transition, as it vanishes in the
Mott phase and has a non-zero value in the Haldane phase.
From a physical point of view, the string correlations in the Haldane phase are a result of the
interplay between the kinetic and off-site interaction terms in the Hamiltonian. The hopping
term, which is tuned by the parameter t favors delocalization of particles and holes. The contri-
bution of the nearest-neighbour interaction term, tuned by Unn, is minimal if excess particles and
holes are direct neighbours. Consequently, the Haldane insulator phase is stable for intermediate
t/Unn [109].

0 + -0 0 0 0 0 0 + 0 0 0 0 - 0 0 +

Figure 5.1: Example for a configuration in the Haldane insulator phase. The signs represent the bosonic
occupation according to Eq. 5.4. 0 represents an occupation that is identical to the average
number of particles per site n̄, while + and − represent a boson more or less compared to
n̄. Each excess boson is followed by a boson deficiency, but there is no particular distance
between them [109].

However, especially in grand-canonical systems, it has proven undependable to rely exclusively
on the string order parameter, as the parameter regime in which the Haldane insulator exists
is very narrow and it is easily confused with phase separation or phase coexistence of adjacent
phases [98,117]. Therefore, calculations and simulations are generally executed within the canon-
ical ensemble. The maximum allowed number of particles per site has proven to be a valuable
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parameter in this context. Recently, grand-canonical results have been obtained with stochastic-
series expansion [118]. A typical configuration of a one-dimensional system in the Haldane phase
is depicted in Fig. 5.1.

5.3.2 Parity order

The Mott insulator is characterized by a vanishing structure factor and a vanishing superfluid
density. Similar to the Haldane insulator, the Mott insulator does not inherit long-range order
in any local order parameter. However, as argued above, having an additional order parameter
would be an advantage. The Mott insulator phase is characterized by a non-local correlation
function, which is, in one dimension, evaluated through the parity order parameter:

Op (|i− j|) = 〈exp

(
ıπ

j∑
k=i

δnk

)
〉 . (5.6)

This order parameter is very similar to the string order parameter from Eq. 5.5. Os is a long-
range correlation function which evaluates if succeeding deviations from the average occupation
alternate between positive and negative values. The parity order Op measures if the fluctations
in the occupation are closely bound particle-hole pairs. This means that particles and holes are
either direct neighbours or fluctuate only in the vicinity of each other. Like the string order Os,
this definition of Op relies on the assumption that the Hilbert space can be reduced to states
with only the three lowest occupation numbers ni = 0,±1. The mapping from Eq. 5.1 only holds
in this case. An example of a system in the Mott insulator phase is shown in Fig. 5.2. The
major part of the sites is occupied with exactly one boson, and the particle-hole fluctations are
all closely bound. The parity order parameter is zero in the superfluid phase and non-zero in the

0 + 0 0 0 0 + 0 0 0 - 0 0+- + - -

Figure 5.2: Example for a configuration of a system in the Mott insulator phase. Defects appear as closely
bound particle-hole pairs. There are however no significant correlations between multiple
particle-hole pairs [109].

Mott insulator phase. It is therefore able to identify the transition between these phases. This is
especially useful when the system is subject to large fluctuations due to the finite size. This was
also mentioned in Sec. 5.3.

5.3.3 Evaluation

Ideally, the order parameters described above would be evaluated in the limit |i − j| → ∞,
in practice the maximum distance Lmax is constrained by the size of the chain with periodic
boundary conditions, therefore Os and Op are obtained for Lmax = L/2. The value is calculated
for all sites with this distance and then averaged to obtain the most accurate result. Of course,
all other averages inherent in the respective algorithm are also carried out.
The behaviour of the new order parameters Os and Op in the other phases should also be
considered. The string order parameter disappears in the superfluid phase. This makes sense
because the bosons are delocalized in this phase and on average there is the same number of
particles on all sites. There are no interactions between defects, as in the Mott phase. Op is also
zero in the superfluid phase. The formation of locally bound particle-hole pairs is impossible,
because of the delocalization of the bosons.
In the density wave and supersolid phase, Os and Op are different from 0. This is because when
calculating the string order parameter, a transformation is performed that eliminates the lattice
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locations whose occupancy corresponds to the total density. In the spatially modulated phases,
these lattice locations represent the “defects”. The rest of the sites consists of succeeding positive
and negative deviations from n̄. The parity operator is non-vanishing for the same reason.
Together with the previously introduced order parameters, which observe delocalization and
spatial modulation, all phases can be distinguished. The behaviour of all order parameters in the
various phases is summarized in Tab. 5.1. The parity order parameter is seemingly redundant,
but helps during emerging fluctuations near phase transitions. An example for the course of

Phase ρS S(π) Op(L/2) Os(L/2)
MI 0 0 6= 0 = 0
DW 0 6= 0 6= 0 6= 0
SF 6= 0 0 0 0
SS 6= 0 6= 0 6= 0 6= 0
HI 0 0 0 6= 0

Table 5.1: Behaviour of the order parameters in the different phases.

all four order parameter during two phase transitions, with the Haldane insulator being the
intermediate phase, can be seen in Fig. 5.3.
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Figure 5.3: Order parameters in dependency of the ratio t/Us in a system with nearest-neighbour inter-
actions of strength Unn/Us = 0.75. The data was obtained with a world-line algorithm for a
system with L = 256 sites and ρ = 1. The vertical black lines indicate phase transitions.
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5.4 Motivation

There are multiple reasons to emphasize the Haldane insulator phase in this work. First and
foremost, the phase must be considered if the ground state phase diagram of the Bose Hubbard
model is to be accurately reproduced. Former results already showed the existence of the Haldane
insulator in that particular model [98,110,117]. Furthermore, it is interesting to see whether the
Haldane insulator phase will be destabilized by the cavity-induced interactions. So far, the
Haldane phase seems to be stable only for models in which the interactions between particles
become weaker with increasing distance [99]. However, this is not the case for cavity-induced
interactions. In addition, it is interesting to check whether the algorithms used are capable of
correctly simulating the Haldane phase. Both the world-line algorithm and the variational Monte
Carlo approach are only approximations.
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Quantum Monte Carlo

The Bose-Hubbard models introduced in Chap. 4 have been one of the most vital fields of
research in theoretical physics in the last decades. This is hardly surprising, as these models give
insight into complex quantum phenomena while maintaining a relatively simple way of describing
intricate systems. The fact that these theoretically constructed models can be realized and
investigated in experiments, as elaborated in Chap. 3, makes them even more attractive.
For common purposes, it is necessary to consider sufficiently large systems in theoretical studies.
This counteracts boundary issues and thereby helps to avoid finite-size effects. Finite-size scaling
methods can cushion these problems to a good amount (see Sec. 2.7), yet demand for simulations
at a reasonable size to deliver reliable results. Additionally, the Schrödinger equation might
provide a theoretical description of the behaviour of any quantum system, yet it is still challenging
to describe the evolution of many-body systems or to even solve the many-body problem. The
dimension D of the Hilbert space of Bose-Hubbard models grows quickly with increasing system
size and the number of bosons [119, 120]. It is associated with the number of possibilities to
distribute N indistinguishable bosons onto Ld distinguishable lattice sites:

D =
(N + Ld − 1)!

N !(Ld − 1)!
(6.1)

The way the Hilbert space scales with the system size and the number of particles indicates
that an analytical treatment of systems with a reasonable size is impossible on current machines.
However, there have been significant advances in solving the problem approximatively. The idea
behind most of these methods is to sample the values of occurring integrals instead of solving them
explicitly. As this approach is based on random numbers, algorithms based on it are consolidated
under the name Monte Carlo methods. Two different quantum Monte Carlo approaches were
utilized in the course of this dissertation.
The concept of Monte Carlo methods is introduced in this chapter and the matters of sampling
and random number generation are addressed. A short overview of the state of the art regarding
the theoretical research of the Bose-Hubbard models considered in this dissertation is provided.
After these preliminary considerations, detailed introductions to the variational Monte Carlo
algorithm and the discrete-time world-line Monte Carlo algorithm are provided in the following
chapters.
Excellent and comprehensive introductions to the vast topic of Monte Carlo methods are provided
by Refs. [119], [121] and [122], which were the main sources in the creation of this chapter.

6.1 Monte Carlo methods

Before the quantum Monte Carlo method is considered, it is wise to explain the basics of classical
Monte Carlo methods first. The Monte Carlo technique is a general approach to solve problems in
physics by statistical analysis and is the most important numerical method in statistical physics.
Before going into the more specific details of the particular methods relevant for this work, it
makes sense to first understand the general idea behind Monte Carlo sampling and where it pays
of, or is even possible, to resort to this procedure.
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6.1.1 Monte Carlo integration

A major obstacle in theoretical physics is the evaluation of integrals, very often high-dimensional
partition functions. The exact calculation is often a tedious and time-consuming task, if even
possible at all. Consequently, there is a high demand for ways to solve integrals efficiently. Monte
Carlo methods deliver a solution to this problem. The Monte Carlo procedure uses uniformly
distributed random numbers to compute integrals. A simple example of a Monte Carlo integration
will clarify the process of Monte Carlo sampling.
If the integral

I =

∫ b

a

f(x)dx (6.2)

over a steady function f(x) on the interval [a, b] is considered, then the integration can be carried
out via the Monte Carlo method in three steps. For the sake of simplicity, f(x) is assumed to be
non-negative and real-valued in the interval [a, b]. See also Fig. 6.1 in this context.

• First, a value F ≥ fmax has to be chosen, where fmax is the largest value of f(x) in the
interval [a, b].

• In the second step, a pair of random numbers (x, y) is generated, with x ∈ [a, b] and
y ∈ [0, F ]. The random numbers have to be uniformly distributed in the case of arbitrary
f(x) [123]. If f(x) ≤ y, the pair counts as a hit. This second step is executed N times,
where the number of hits Nhit is counted.

• The integration value of f(x) is given by

I ≈ I =
Nhit
N

(b− a)F . (6.3)

This procedure can be generalized in a way that basically every integration over arbitrary intervals
may be estimated by generating random numbers between zero and one. Naturally, the value
of I is more precise for a higher number of samples. The estimate tends to the true value of
the integral for N → ∞. Obviously, this way of sampling to evaluate the integral is neither
limited to one dimension, nor to finite integration intervals. As mentioned in the introduction,

x

y F

a b

f(x)

Figure 6.1: Scheme for the integration of f(x) through sampling within the interval x ∈ [a; b]. The crosses
represent hits and the circles rejects.

this procedure is not restricted to classical problems, but can be applied to quantum systems in
which the number of basis states is extremely large. The individual algorithms for simulations
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of different quantum systems are highly dependend on the underlying Hamiltonian. Although
the structure of different Hamiltonians appear very similar, the associated Monte Carlo quantum
algorithms can be different.

6.1.2 Random number generators

Monte Carlo methods, named after the famous casino location, are hugely depended on random
numbers. Therefore, the generation of these numbers is of great importance for the reliability
of the entire algorithm. If the numbers used for the sampling are not random, they will not
adequately represent the distributions that they are picked from. This leads to a bias in the
procedure, which affects the outcome of the method. An example can be seen in Fig. 6.1, where
an even distribution of numbers between [a, b] and between [0, F ] is demanded. If the random
numbers are biased in a way that too many pairs below f(x) are picked, the ratio Nhit

N is shifted,
as too many hits are generated. The integrate of f(x) will be over-estimated (or vice-versa under-
estimated) if the random numbers are biased to be too high. Random numbers are a fundamental
component of the Monte Carlo method, so special attention should be given to their generators.
In general, classical computers are not able to generate sequences of true random numbers by pure
coding. Instead, conventional random number generators rather provide sequences of pseudo-
random numbers. The generator is fed with a seed, which it uses to calulate the first number.
Subsequent numbers are computed with the help of sophisticated algorithms. While the numbers
might have no obvious dependencies between each other (at least to human eyes and brains),
such a method can clearly not result in a string of truly random numbers. Hence a generator
that is based on this principle is said to produce ”pseudo random numbers”. This constraint has
its origin in the fundamental architecture of classical computers, where each Bit has a specific
value of 0 or 1.
There are several workarounds for this problem, which are all based on the inclusion of external
sensors. Measuring natural observables that are subject to fluctuations will provide random
number generators with new seeds for each number in the sequence. The observables currently
used are for example radioactive decay, atmospheric fluctuations or changes in magnetic fields.
This proves however impractical for common purposes. Quantum computing, as sketched in
Chap. 1, would solve this problem. It should be noted, however, that pseudo random numbers
also have advantages in certain situations. This comes into play mainly during testing, porting
or bugfixing, where replicability may be desired. The simulations performed in the course of this
thesis used the Mersenne twister [124].

6.1.3 Partition function and Boltzmann weights

The role of Monte Carlo methods in statistical physics is not reduced to the evaluation of integrals
over plain functions. To understand the application on many-body models, it is necessary to
introduce statistical descriptions of the physical quantities first.
The thermodynamic properties of any system are defined by its various states and the probabilities
to form them under different conditions. Consequently, the starting point for the Monte Carlo
method is the partition function. The partition function of a canonical, discrete ensemble, which
is described by the Hamiltonian H, at temperature T is given by [125]:

Z =
∑
n

e−βEn . (6.4)

It is the trace over the exponential of the product of the Hamiltonian H and the inverse tem-
perature β = 1/(kBT ), where kB is the Boltzmann constant. While it may seem like a mere
normalizing constant in the following sections, it is a powerful tool in the mathematical descrip-
tion of statistical mechanics. The partition function contains all possible configurations n of the
system. Thus the average value of any physical quantity can be derived from it. All information
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about the macroscopic behaviour of a system described by the Hamiltonian H is contained in the
variation of Z with temperature, volume or any other parameter that affects the system. The
average of a physical observable A is computed as the average over the possible configurations n
with energy En, weighted by their probability

pn =
1

Z
e−βEn (6.5)

which is given by the Boltzmann weight e−βEn . Statistically, the system spends more “time” in
states with a high Boltzmann weight, thus those configurations contribute more to 〈A〉. Config-
urations with smaller Boltzman weights contribute less. With Eq. 6.4 and Eq. 6.5, the average
of an observable A can be written as [121]

〈A〉 =
∑
n

Anpn =
1

Z

∑
n

Ane
−βEn =

∑
nAne

−βEn∑
n e
−βEn

. (6.6)

This means that 〈A〉 can, ideally, be computed by calculating the explicit value An of the observ-
able for every state, weighing each with its Boltzmann probability. This is only a valid option
for a small system, with small numbers of possible states. For larger systems, the best option
is to average over a subset of states. Consequently, this is a prime example of the Monte Carlo
principle sketched in Sec. 6.1 for the calculation of integrals. Here, it works by randomly choosing
a subset of states from a probability distribution pn which has to be specified. If M different
states {n1 . . . nM} are sampled, the best estimate of the observable A is given by

AM =

∑M
i=1Anip

−1
ni e
−βEni∑M

j=1 p
−1
nj e
−βEnj

. (6.7)

This estimate becomes more accurate if the number of states sampled is increased. For a very
large number of samples M →∞ this process delivers an almost accurate average AM = 〈A〉.
However, as seen in Eq. 6.1, the Hilbert space of the many-body problems treated in this
dissertation grows very fast, and it is therefore only possible to sample a small fraction of all the
states. If the goal is to reliably sample the expectation value of observables, an efficient Monte
Carlo algorithm has to be implemented. Efficient in this framework means that the algorithm
preferentially generates states with a high Boltzmann weight and only occasionally states with
low Boltzmann weight, to produce an accurate average. Consequently, instead of picking the
states with equal probability, it is better to pick the states in a way that the probability to choose
any state n is just its Boltzmann weight. Then the estimator from Eq. 6.7 becomes [121]

AM =
1

M

M∑
i=1

Ani . (6.8)

This way of sampling the states is called importance sampling. It has the advantage that the
frequency with which the states are picked corresponds directly to the probability to rest in this
state. In theory, this seems like a very elegant solution. But the difficulty is now how to choose the
states so that each one is picked with its Boltzmann probability. For this reason, the majority of
Monte Carlo algorithms, and hence the majority of quantum Monte Carlo algorithms, are based
on random walks.
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6.1.4 Random walks and Markov chains

Mathematically, these random walks are known as Markov chains [126], which is a stochastic
model that describes a series of events. The peculiarity is that the probability of the next event
depends only on the current state and not on the preceeding one. This property of memorylessness
is the defining feature of a Markov process. Knowing the full history of the process does not
provide a gain in information about the future of the process, in comparison to only being aware
of the current state.
In other words, if a system is in a state µ, the Markov process generates a new state ν. To ensure
a true Markov process probability to generate a new state from a given one is only depending on
these very states, and it should not vary over time. The transition probability from state µ to ν
is denoted P (µ→ ν). Since a state ν has to be generated by the Markov process when fed with
a state µ, the sum of the transition probabilities has to be 1:∑

ν

P (µ→ ν) = 1 . (6.9)

When the Markov process is used repeatedly within the Monte Carlo simulation, a Markov chain
of states is produced. It should be noted that P (µ→ µ) is not necessarily zero. While the state
of the system may be the same as before in this case, it still marks a new element in the Markov
chain of states. Even if many consecutive events in the Markov process result in the very same
state, each counts as an individual statistical event. This fact is of great significance for the
statistics of the simulation and will be addressed again later.
The Markov process has to be executed long enough to ensure that the states appear with
probabilities that correspond to their Boltzmann weight. For this reason, further conditions have
to be introduced.

6.1.5 Ergodicity

One of these conditions is that the process needs to be ergodic. This means that the Markov
process has to be able to reach any state ν in a finite number of steps when starting in some
state µ. This is due to the fact that every state ν appears with a non-zero probability pν in the
Boltzmann distribution of states. If the probability of finding ν in the chains when starting in µ
is zero, the correct Boltzmann probability pν is not reflected by the Markov process [119, 121].
This does by no means forbid to set some transition probabilities to zero. In fact, in a competent
Monte Carlo algorithm, most of the direct transition probabilities between states have to be set
to zero, to simulate the system efficiently. But the condition of ergodicity dictates that there
must at least be one path of non-zero transition probabilities between each pair of states.

6.1.6 Detailed Balance

The fact that a Markov process needs to be ergodic is quite obvious, as the consequences of
impossible transitions between pairs of states violate the fact that the states obey a Boltzmann
distribution. The condition of detailed balance, however, requires some explanation. While its
derivation is not mathematically difficult, it needs some thought. The detailed balance ensures
that after the system has equilibrated, the generated distribution of states is in fact a Boltzmann
distribution.
The term equilibrium is crucial here and should thus be elaborated. If a system is in equilibrium,
changes in its configurations are just random fluctuations without statistical significance, instead
of alterations that drive the system towards a different characteristics. Transferring this to terms
of the Monte Carlo simulation, it means that the rate at which transitions into and out of any
state µ occur must be equal:∑

ν

pµP (µ→ ν) =
∑
ν

pνP (ν → µ) ∀µ . (6.10)
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With Eq. 6.9, this can be reduced to the probability condition

pµ =
∑
ν

pνP (ν → µ) , (6.11)

which is an equilibrium distribution of the Markov process. However, this condition alone does
not ensure that the probability distribution will tend towards pµ from any state of the system
when running the Monte Carlo simulation. To solve this, the condition of detailed balance has
to be defined more restrictively [119]:

pµP (µ→ ν) = pνP (ν → µ) . (6.12)

Each set of probabilites satisfying this condition also clearly satisfy Eq. 6.10. It also eliminates
the possibility that the Monte Carlo simulation gets “locked” in a small set of states in which it
cycles, with little probabilty to reach other states, as the detailed balance demands that the rates
of the system from reaching ν starting from µ and of reaching µ starting from ν are equal. Going
from state ν to state µ is therefore as likely (or unlikely) as the other way round. If the system
could be trapped in a small set of states, this condition would be violated.
This means that by choosing the transition probabilites according to Eq. 6.12, the Markov process
can converge to any stationary probability distribution of states that is desired. As argued in
Sec. 6.1.3, the equilibrium distribution should be the Boltzmann distribution, so the probabilites
pµ should be the Boltzmann probabilites from Eq. 6.5. Together with the detailed balance, this
leads to the condition:

P (µ→ ν)

P (ν → µ)
=
pν
pµ

= e−β(Eν−Eµ) (6.13)

The most obvious choice would be

P (µ→ ν) ∝ e− 1
2β(Eµ−Eν) , (6.14)

which is however not an efficient foundation for fast sampling. A better alternative is presented
in Sec. 6.1.8.

6.1.7 Acceptance ratios

The previous paragraphs lead to the plain fact that an appropriate set of transition probabilites
is crucial for the successful generation of a Boltzmann distribution. As the established conditions
are not exactly strict, there is great freedom in the choice of the individual transition probabilities
between each pair of states, yet the sum of all probabilities needs to be one, as stated in Eq. 6.9.
This condition may not be violated. Consequently, when altering any P (µ → ν), at least one
further transition probability needs to be changed to preserve the integrety of the system.
This is however not that crucial as it seems at first. In the initial considerations about random
walks (Sec. 6.1.4), it was already noted that the transition probability P (µ→ µ) is not necessarily
zero. The fact that the new state of the system can be identical to the current state is a useful tool
when tuning the acceptance ratios. If a transition probability P (µ → ν) needs to be adjusted,
the necessary correction in order to satisfy Eq. 6.9 can simply be applied to P (µ → µ). The
only constraint is that 0 ≤ P (µ → µ) ≤ 1 for all possible states µ. Also, an adjustment of
P (µ→ ν) might be accompanied by a concurrent adjustment of P (ν → µ), in order to keep the
ratio expressed in Eq. 6.13 unchanged.
With these rather theoretical concepts in mind, computational aspects may not be disregarded, as
an efficient and reliable algorithm for the simulation of the many-body problems is the ultimate
goal of all these considerations. As stated above, sampling the entire Hilbert space without
concept will result in very long running times, until a Boltzmann distribution of states is reached.
Proposing updates that are rejected too often is equivalently bad for the efficiency.
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It can be useful to regard the transition probabilites of the form P (µ→ µ) as ”rejections” in the
sense of the simulations. If a transition µ→ ν is not accepted by the Monte Carlo algorithm, the
system stays in its current configuration. Or, formulated in a different way, a transition to the
same state has occurred.
With regards to the actual sampling process during the simulation, it is useful to split each
transition probabilitiy into two factors

P (µ→ ν) = g(µ→ ν)A(µ→ ν) . (6.15)

where g(µ → ν) is the selection probability to propose a transition from state µ to state ν and
A(µ → ν) is the probability to accept and execute this transition. This procedure contains two
random processes instead of one and allows for more fine-tuning within the sampling process.
The ratio between the transition probability from state µ to state ν and the reverse case is given
by [121]

P (µ→ ν)

P (ν → µ)
=
g(µ→ ν)A(µ→ ν)

g(ν → µ)A(ν → µ)
. (6.16)

The splitting up of the transition probability makes it possible to mirror the physical conditions
of the system within the acceptance ratio. This way an arbitrary selection probability can be
provided, but the physics of the many body systems is reflected in the acceptance ratio.
Speaking in terms of the simulation, the algorithm generates a random state ν from the current
state µ with probability g(µ → ν), which is then accepted or rejected with the acceptance ratio
A(ν → µ). While there is great freedom in the choice of these probabilites, Eq. 6.16 has to be
satisfied. This is the basis to create a string of states which each appear with their Boltzmann
probability, once the algorithm has reached equilibrium. In practice, the acceptance ratios may
take any value between 0 and 1, but with regard to an efficient simulation, it should be as close
to 1 as possible. Then only a small portion of updates is rejected. As Eq. 6.16 implies only the
ratio between two acceptance ratios A(ν → µ) and the reverse A(µ→ ν), one of the two can be
set to 1 and the other is chosen in a way that the equation is satisfied.

6.1.8 Metropolis algorithm

The common choice for selection probabilities and acceptance ratios are those proposed by the
Metropolis algorithm. It was originally introduced with simulations on hard-sphere gases in
mind [22], but the concept can be generalized. The Metropolis algorithm takes into account
the actual system to be simulated and represents its physical properties in the selection and
acceptance probabilities. The starting point is the fact that a system in equilibrium will experience
fluctuations, but these will not significantly alter its total energy. Instantaneous dramatic changes
of the energy are very unlikely and are therefore omitted in the simulation and only small updates,
which correspond to the actual physical fluctations, are proposed. As fluctations are a random,
undirected process, the Metropolis algorithm assumes the selection probabilites for all these
updates to be equal. The selection probabilities to all other states are however set to zero. This
means that if a system is currently in the state µ and N subsequent configurations ν are possible,
then the selection probability for each transition µ→ ν is given by

g(µ→ ν) =
1

N
. (6.17)

Note that this includes also the case ν = µ. States ξ which are not reachable via a single
”fluctuation-update” have the selection probability g(µ→ ξ) = 0. Knowing that the states follow
a Boltzmann distribution, the detailed balance in the Metropolis algorithm can then be expressed
solely through the energies of the states Eµ, Eν and the inverse temperature β:

P (µ→ ν)

P (ν → µ)
=
g(µ→ ν)A(µ→ ν)

g(ν → µ)A(ν → µ)
=
A(µ→ ν)

A(ν → µ)
= e−β(Eν−Eµ) (6.18)
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With this, a possible choice for the acceptance ratio would be the symmetric function

A(µ→ ν) = A0e
− 1

2β(Eν−Eµ) (6.19)

where A0 is a constant. The Metropolis algorithm takes a different approach, which tries to embed
the behaviour of the real physical system more closely. The goal is to equilibrate the system.
However, it has to be considered that a Monte Carlo method is a stochastical approach which
can and will not operate like an iterative, analytical method, where the equilibration progresses
in each step. The Metropolis algorithm reflects both these facts [22], by choosing the acceptance
ratio as

A(µ→ ν) =

{
e−β(Eν−Eµ) if Eν − Eµ > 0

1 otherwise.
(6.20)

This means that an update is accepted every time if it is beneficial with regard to the energy of
the system. In other words, if the energy of the new state is lower than the one of the current
state, the system will undergo a transition. Yet, the update will also be accepted with a proba-
bility of e−β(Eν−Eµ) if the energy of the new state is higher than the energy of the current state.
This prevents the system from being locked in local minima. Also, fluctuations are reflected by
this.
The Metropolis algorithm is the most important Monte Carlo algorithm, and its basic idea
of choosing the selection and acceptance probabilities has been highly influential on statisti-
cal physics and its methods. However, while the ansatz of the Metropolis algorithm to update
the system in the same way as fluctuations occur in the real physical system, there are some dis-
advantages of this method. In many cases a long equilibration time is necessary, as the individual
updates only provide minor changes within the overall systems [22, 119]. For larger system, a
huge number of updates might be needed to equilibrate the system, if the initial state is poorly
chosen. Also, the algorithm tends to perform badly in critical regions, as the acceptance rate for
energetically infavourable states is still very high if the energy-difference between states is small.
This fact might even result in the formation of metastable states.
Other algorithms, like cluster- and loop-algorithms have persued and evolved the idea of the
Metropolis algorithm, to provide a more efficient basis for simulations.

6.1.9 Computational aspects and quality control

Modern Monte Carlo and quantum Monte Carlo algorithms are capable of delivering excellent
statistical results, when used well. One important aspect is that there is no algorithm which
perfectly suits every problem. Choosing an appropriate algorithm is essential.
The quality of the random number generator can also effect the outcome of a simulation. As elab-
orated in the section before, basically all generators used in practice only produce pseudo-random
numbers out of an underlying algorithm. In the statistical analysis of a physical system, a badly
performing random number generator might result in artificats in the form of pseudo-correlations,
a shifted or wrong statistical representation of the properties of the system or even prevent the
system from properly equilibrating.
The selection of the initial condition can affect the running time of the algorithm. While the
starting configuration of the system is a priori not important, the simulation might take signif-
icantly longer to equilibrate, if the initial state is chosen far from equilibrium. In any way, it
is necessary to check if the system has properly equilibrated before starting the measurements.
An easy way to accomplish this is to repeatedly measure the total energy of the system after
a fixed interval of Monte Carlo updates. Once the fluctations in energy ceased to decrease and
stay within a narrow range, the system is either equilibrated or trapped in a local minimum. If
the latter cannot be excluded with certainty, the simulation should be restarted with a distinctly
different inital configuration. Provided that the system equilibrates to the same energy as be-
fore, the ground state might in fact be reached. When multiple simulations with a similar set
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of parameters are performed, it is usual to take the closing state of the previous simulation as
initial conditions. This saves some computation time, as the equilibration phase will take much
less effort, in comparison to a random starting configuration
Aside from the equilibration, the measurements themselves should be performed often enough
and each measurement should take place after an appropriate number of Monte Carlo updates.
This supports the aim to get an exact statistical representation of the system.
Regarding all these variables that can influence the outcome of the simulation, the quality of
the algorithm should be tested. An obvious way of quality control is, for small systems at least,
the comparison to the results of an analytic method. Obviously, the Monte Carlo methods were
invented to work where exact methods fail, but if a simulation produces reliable outcomes for
small systems, which are often plagued with finite-size effects and non-vanishing correlations,
then there is a high chance that the simulation will also deliver good results for larger system
sizes. Exact diagonalization is an excellent solution for this purpose, as it is easy to understand
and straightforward to implement for bosonic problems [127].
Countless works have dealt with improving the efficiency of Monte Carlo methods. Some ap-
proaches are of general nature and applicable to all different forms of the Monte Carlo method,
for example the optimization of the estimator [128] or alternative ways of sampling [129]. Other
publications aim at an improvement of specific methods, for example wave function optimization
in the variational Monte Carlo method [130–132]. Generally speaking, there is no universally
perfect Monte Carlo method. For each problem, the advantages and disadvantages of the dif-
ferent methods have to be weighted up, and possibilities for custom optimizations have to be
considered.

6.2 From classical to quantum problems

Instead of a Hamilton function, quantum systems are described by Hamilton operators. Therefore,
providing a reliable solution for many-body quantum problems is a challenging task, as the Hilbert
space grows quickly with the number of degrees of freedom. The properties of quantum systems
are governed by the Schrödinger equation. Solving the stationary Schrödinger equation provides
insight into the physics of the specific system at hand. However, the stationary Schrödinger
equation can only be analytically solved in some exceptional cases. Exact solutions can be found
for the harmonic oscillator, a free particle or even the hydrogen atom. But quantum many-body
systems have to be treated approximately. Also, simulations are currently (for the most part)
restricted to classical computers. Quantum computers would be ideal to perform simulations,
but are not widely available yet.

6.2.1 Partition function of a quantum system

The partition function of a quantum system described by the Hamiltonian Ĥ looks similar to the
classical counterpart from Sec. 6.1.3. For a canonical ensemble that is quantum mechanical and
contains a discrete number of states, the partition function is defined as the trace over the state
space:

Z = Tr e−βĤ . (6.21)

The dimension of the Boltzmann factor eβĤ corresponds exactly to the number of eigenstates of
the system. This representation may seem unintuitive at first. The exponential of an operator
can be defined using the exponential power series. Clearly, the trace over the exponential of an
operator is much more complicated to evaluate than a classical partition function, which is just
the sum over exponentials of the eigenenergies of the Hamilton-function.
The two methods presented in Chaps. 7 and 8 use different approaches to treat quantum problems
with Monte Carlo methods. The basic idea however is somewhat similar. Imprecisely formulated,
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the quantum mechanical states are considered a superpositions of classical systems. The idea is
to map the quantum problem to a classical problem and to use Monte Carlo methods to simulate
the latter.
The variational Monte Carlo is known as a quantum Monte Carlo method, yet it lies right on
the seperating line between classical and quantum Monte Carlo methods [133]. However its
application of the Markov-Chain and Metropolis sampling is very plausible. The ground state
quantum fluctuations of a system are simulated with a Metropolis algorithm. During the Markov-
chain procedure, the system is treated like a classical system. However the different states and
their statistical representation during the simulation are used to form the variational parameters
of a trial wave function. This many-body wave function provides an approximate description of
the quantum system.
For the world-line quantum Monte Carlo method, a quantum-classical mapping is performed.
The d-dimensional quantum system with temperature T = 0 is mapped to a d + 1-dimensional
classical system with temperature T > 0. It is considered a true quantum Monte Carlo method.
Both methods are extensively elaborated in the respective chapters.
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6.3 Quantum Monte Carlo state of the art

Since the introduction of the Bose-Hubbard model [55], many techniques have been established to
investigate it in its standard and extended forms at multiple dimensions. Approximative methods
like mean-field theory [55], renormalization group theory [134], density-matrix renormalization
group [135], Gutzwiller wave function optimization [136, 137] or strong coupling expansion [137]
have delivered reliable results for the standard Bose-Hubbard model and are used to this date.
Approaches to treat the standard Bose-Hubbard model by means of quantum Monte Carlo have
resulted in elaborate methods, like world-line quantum Monte Carlo [138, 139] or path-integral
Monte Carlo [140–142]. Advanced methods, like worm algorithms [143–148] and the related
stochastic Greensfunction algorithm in one [149,150] and higher dimension [67,151–156] provide
exact results by covering the entire Hilbert space.
The interest in models with nearest-neighbour, next-nearest-neighbour, dipolar or long-range
interactions between bosons increased when experiments on boson-like systems, e.g. ultracold
atoms trapped in optical lattices [5, 8, 32, 75], became more elaborate and off-site interactions
between particles [10, 70] were implemented, as described in Chap. 3. The off-site interactions
in the extended models do not complicate the calculations too much, but the phase diagrams
are richer, with additional density wave and supersolid phases [157, 158], which both feature
long-range spatial ordering. Extended models were investigated by density matrix renormal-
ization group theory [81, 84, 112, 114, 118], Gutzwiller ansatz [66, 159, 160] and quantum Monte
Carlo [71,95,110,161,162].
Concerning the Bose-Hubbard model with nearest-neighbour interactions in particular, theoreti-
cal works in 2D [154,157,163] and 3D [164,165] were able to show the existence of the additional
density wave and supersolid phases. However, early publications on 1D models were not able to
confirm the existence of the supersolid phase for this dimension [84,114] yet, as there is an issue
with phase separation in lower dimensional systems [92,95,166]. However, following approaches,
which used Gutzwiller ansatz [115] and QMC [161], indicated the existence of a supersolid region
in the ground state phase diagram of the 1D model. Since then, the BHM with NN interactions
is a common subject to further investigation [95,154,160,166].
When experimental realizations of the Bose-Hubbard model with cavitiy-mediated long-range in-
teractions were proposed [33,36], early simulations for the 1D and 2D system were performed [37]
and the existence of a supersolid phase was proposed [76]. Ground state phase diagrams of the
corresponding model were computed with the help of mean-field approaches in 1D [167, 168],
2D [76, 85, 169] and 3D [170], with Gutzwiller ansatz [93, 171], DMRG [81] and QMC meth-
ods [37, 93, 169]. Also, the dynamics of the model was investigated using dynamical mean-field
methods [172] and quench dynamics for the hard-core Boson limit [173–175]. Futhermore, the
quantum Monte Carlo method was also influential on the field of molecular physics and chem-
istry [176].
The simulations performed for this thesis are based on Monte Carlo techniques. More specifically,
the data was created using the discrete-time world-line Monte Carlo method and a wave func-
tion variational Monte Carlo technique. A comprehensive overview on the modern application of
quantum Monte Carlo simlations in the field of cold gases was published in Ref. [177]

67



68



Chapter 7

Variational Monte Carlo

The first specific quantum Monte Carlo scheme to be discussed in this thesis is the variational
Monte Carlo approach. It is a very transparent application of the Monte Carlo idea. While the
world-line Monte Carlo method is a full-on quantum Monte Carlo method, the variational Monte
Carlo approach lies in a grey area between classical Monte Carlo and quantum Monte Carlo.
While this method has been a frequently used tool to treat fermionic system for a long time, it
has also been used to treat bosonic systems in the last decades and the Bose-Hubbard model in
particular in recent years.
The variational Monte Carlo method [79,178] is a zero-temperature method, which aims at com-
puting the ground state wave function of the system. Thermal fluctuations are not taken into
account, only quantum fluctuations. Generally speaking, variational Monte Carlo is a form of
quantum Monte Carlo, in which the ground state of a quantum system is approximated by means
of variational methods. The quantum Monte Carlo part is embedded into an iterative method
of wave function optimization. For this purpose, a trial wave function, depending on a set of
optimization parameters, is defined. The values of these parameters are iteratively improved
through the minimization of the total energy of the system. The integrals that occur during
the energy minimization are evaluated statistically with quantum Monte Carlo. Once a further
minimization of the energy of the system through alteration of the parameters is not possible any
more, the wave function has its final, optimized form.
There are different approaches for the ansatz of the trial wave function. Which ansatz is best
depends on the kind of quantum particles in the system to be simulated and on their interaction.
The most well-known forms might be the Gutzwiller wave function and the Jastrow wave func-
tion. This work uses the Jastrow ansatz. While this ansatz is not frequently used when treating
bosonic system, variational Monte Carlo already delivered very good results for the standard
Bose-Hubbard model [179, 180]. Moreover, it is even appropriate for the simulation of systems
with long-range interactions [181].
Obviously, the trial wave function cannot provide an exact description of a quantum system,
because of the large Hilbert space (compare Eq. 6.1). There has to be some form of approxi-
mation in order to reduce the number of degrees of freedom that are reflected in the trial wave
function, otherwise an inappropriately large number of samples would be required. This will
lead to a certain inaccuracy in the description of the system. But depending on the Hamiltonian
and the problem under consideration, one or another of the different wave function approaches
might provide satisfying results. For the Bose-Hubbard models, the Jastrow wave function is an
appropriate choice. The approximation when using the Jastrow wave function lies in the fact
that the system is assumed to be translational invariant. The optimization parameters in the
Jastrow wave function reflect the correlations between sites with fixed distances, so the number
of parameters depends on the number of independent distances in the systems. It is assumed
that the correlations between pairs of sites with a distance R behave in the same way for the
entire system. This seems like a rather large restriction for the degrees of freedom, and in fact it
is. States and phases which obey nonlocal order parameters cannot be represented with such a
wave function. This is the case for the Haldane insulator phase, which does not contain a simple
spatial symmetry. This is the case for the Haldane insulator phase, presented in Chap. 5. It does
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not contain a simple spatial symmetry.
However, the Jastrow wave function provides a very good description of the Bose-Hubbard model
for the largest part of the phase space treated in this work. The quantum phases introduced
in Sec. 4.6 all have a periodic spatial structure and follow system wide symmetries. While the
Jastrow wave function already presents a good description of these phases, the accuracy can even
be improved by introducing an additional parameter that characterizes the quantum fluctuations
in the system. This is the many-body term, which will be described in Sec. 7.2.2.
It should be stressed that the Jastrow wave function might be limited by its reduced set of param-
eters, but these constraints do not influence the underlying quantum Monte Carlo simulation. In
this, the whole Hilbertspace is sampled with a Metropolis algorithm. This improves the accuracy
of the method, especially in cases where a transition takes place between two phases, which both
can be described by the Jastrow wave function. In short, the quantum system is simulated with
the algorithm and the parameters of the wave function are changed iteratively in such a way
that the physical conditions represented by the simulation are reflected in it. The parameters are
optimised with the aim of reducing the expected energy value.
Because of the translational invariant form of the wave function, the quantum Monte Carlo sim-
ulations need to be performed with periodic boundary conditions. Also, as the number of bosons
N has to be fixed, simulations are performed in the canonical ensemble. For reasons of symmetry,
especially concerning the spatially imbalanced phases (Sec. 4.6.3 and 4.6.4), only systems with
even edge lengths are considered.

7.1 The variational method

As the name suggests, the variational Monte Carlo method is a form of quantum Monte Carlo
which utilizes the variational method. This is a popular method in computational physics to
approximate the ground state, or even excited states, of a quantum system. The results finally
allow to create an approximated wave function. An upper bound to the ground state energy of the
system is found when the parameters of the trial wave function are fixed such that the expectation
value of the energy is the lowest possible. The basis for this approach is the variational theorem.
Aside from the variational quantum Monte Carlo method used in this work, the variational
method is also applied in the Ritz method [182], the density matrix renormalization group [135]
and the Hartree-Fock method [183].

The variational theorem

The variational theorem is the basis for the application of the variational Monte Carlo method.
It states that the true ground-state energy E0 of a Hamiltonian Ĥ is always smaller or equal
to the expectation value ET of this Hamiltonian when calculated with a trial wave function
|ΨT 〉. This means that an approximation of the ground-state wave function, and thereby also
the ground-state energy, can be obtained by varying |ΨT 〉 until the expectation value of Ĥ is
minimized [184].
The normalized wave function ΨT is a non-specific trial solution of the Schrödinger equation,
which is a composition of various Ψn. The Ψn are true eigenstates of the Hamiltonian with the
eigenenergies En:

Ĥ|ψn〉 = En|ψn〉 , (7.1)

where the eigenstates are orthonormal

〈ψn|ψm〉 = δnm (7.2)

and the eigenvalues obey the inequality

E0 < E1 < E2 < . . . (7.3)
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The trial wave function can then be expressed through the eigenstates of the Hamiltonian:

|ΨT 〉 =
∑
n

cnψn (7.4)

with the normalization constants ∑
n

|cn|2 = 1 . (7.5)

The expectation value of Ĥ with respect to the trial wave function using the eigenstate repre-
sentation from Eq. 7.4 and the eigenvalue-equations Eq. 7.1 can be expressed as a sum of the
eigenenergies:

〈ΨT |Ĥ|ΨT 〉 = 〈
∑
n

cnψn|Ĥ|
∑
m

cmψm〉 (7.6)

=
∑
n,m

c∗ncm〈ψn|Ĥ|ψm〉 (7.7)

=
∑
n,m

c∗ncmEm〈ψn|ψm〉 (7.8)

=
∑
n

En|cn|2 . (7.9)

All off-diagonal matrix elements are zero, as the eigenstates are orthonormal (Eq. 7.2). Since the
goal is to show that the ground state energy E0 is a lower bound to the expectation value ET ,
the sum is partially pulled apart:

〈ΨT |Ĥ|ΨT 〉 = |c0|2E0 +
∑
n>0

|cn|2En . (7.10)

In a similar step, the normalization constants introduced in Eq. 7.5 are also split up:

|c0|2 = 1−
∑
n>0

|cn|2 . (7.11)

Inserting Eq. 7.11 into Eq. 7.10 leads to the relation

〈ΨT |Ĥ|ΨT 〉 = E0 +
∑
n>0

|cn|2(En − E0) , (7.12)

which implies, with Eq. 7.3 in mind, that the expectation value of Ĥ cannot be smaller than E0.
The second term in Eq. 7.12 is positive definite, because En − E0 > 0 for all n, therefore the
inequality

〈ΨT |Ĥ|ΨT 〉 ≥ E0 (7.13)

holds and the variational theorem is proven.

7.2 Trial wave function

As mentioned before, the choice of a suitable trial wave function is very important for the success
of the method when applied to the respective system. The systems are treated using wave
functions with fixed particle number. The individual sites are however described by Fock spaces,
as the particles can move. The relations from Eq. 4.5 and the commutation relations from Eq.
4.4 are crucial for the following description.
As introduced in Sec. 4.1, the wave functions are expressed in the occupation number basis. The
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general state vector of the whole system with
∑

r nr = N bosons in this basis is represented by
a tensor product of single site states:

|n1, n2, n3, ..〉 = |n1〉1 ⊗ |n2〉2 ⊗ |n3〉3 ⊗ ... , (7.14)

where |ni〉i corresponds to the state in which the site labelled by r contains nr particles.
The trial wave function used for the simulations in this work is the Jastrow wave function with
an additional many-body term [179]:

|ΨT 〉 = exp

1

2

∑
r,r′

vr,r′ n̂rn̂r′ + gMB

∑
r

ξ̂h−d,r

 |Ψ0〉 . (7.15)

The basis is |Ψ0〉, a wave function of non-interacting bosons, similar to the superfluid ground
state from Eq. 4.57:

|Ψ0〉 =

(∑
r

b̂†r

)N
|0〉 . (7.16)

It is the ground-state of a system of N non-interacting (Us = Ul = Unn = 0) bosons. This is a
good choice, because if the approach is chosen that way, all interactions between the bosons will
be determined by optimization parameters. The Parameters vr,r′ and gMB are to be optimized.

7.2.1 Jastrow factor

The Jastrow factor [185]

exp

1

2

∑
r,r′

vr,r′ n̂rn̂r′

 (7.17)

in the trial wave function (Eq. 7.15) allows to control density-density correlations between sites.
The scalars vr,r′ are the Jastrow parameters and account for particle-particle correlations. In
order to keep the number of parameters reasonable, the Hamiltonian is assumed to be translational
invariant and periodic boundary conditions are applied. This way, the Jastrow parameters vr,r′ =
v(|r−r′|) only depend on the distance between positions r and r′, and not on the particular sites
themselves. In the wave function, the Jastrow parameters represent the strength of density-
density correlations between sites with distance |r− r′|, as they are prefactors to the product of
operators n̂rn̂r′ . In other words, the Jastrow factor reflects interactions between bosons in the
wave function, which started as a wave function of uncorrelated bosons in the superfluid ground
state.
Other works showed that |ΨT 〉 is a decent trial state for the standard Bose-Hubbard Hamiltonian
[179], which contains only on-site interactions, and it also has been discussed that the Jastrow
factor is able to describe long-range interactions [181]. Consequently, it is suitable to simulate
the model with short- as well as long-range interactions. Since even and odd sites play equivalent
roles in the system, the assumption vr,r′ = v(|r − r′|) still holds, and thus strongly reduces the
number of parameters. As we will see in the following section, the order parameters we use behave
in the same way for pairs of sites r1, r

′
1 and r2, r

′
2 with R = |r1 − r′1| = |r2 − r′2|. Therefore, the

vr,r′ are well suited to reproduce the symmetries in the Hamiltonians, including the long-range
interaction [1].
The Jastrow wave function is not only a valuable tool for bosonic systems. It was already used
to examine various physical effects, like the quantum Hall effect [186] or the excitation scheme of
ethene [187].
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7.2.2 Many-body interaction term

Bose-Hubbard models are subject to quantum fluctuations. The results for the trial wave function
can be improved by adding the many-body term

exp

(
gMB

∑
r

ξ̂h−d,r

)
(7.18)

which reflects spatial fluctuations of bosons. gMB is the many-body parameter, which is optimized
depending on the formation of particle-hole pairs in the system. For this purpose, the sum∑

r

ξ̂h−d,r (7.19)

counts the number of isolated holons h and doublons d in the system. In this context, ”holon”
denotes an empty site, while ”doublon”denotes a site occupied by two bosons. The operator ξ̂h−d,r
controls if spontaneously forming holon-doublon pairs can unbind, such that h and d propagate
freely in the system:

ξ̂h−d,r = ĥr
∏
δ

(1− d̂r+δ) + d̂r
∏
δ

(1− ĥr+δ) . (7.20)

The summation over δ connects the site at position r with its nearest neighbours, ĥr is 1 if the
site is empty and 0 otherwise, d̂r is 1 if the site is doubly occupied and 0 otherwise. The many-
body operator controls short-range interactions [188]. The resulting parameter gMB has proven
to increase the accuracy for bosonic systems in 2D and 3D [179].
Of course, this improvement is only effective at density ρ = 1 and there only in the Mott insulator
phase. At higher densities, it has to be modified. For example at density ρ = 2, the holon-doublon
interaction described in (7.20) was changed to a singlon-triplon interaction by replacing ξ̂h−d,r
with ξ̂s−t,r:

ξ̂s−t,r = ŝi
∏
δ

(1− t̂r+δ) + t̂i
∏
δ

(1− ŝr+δ) . (7.21)

The summation over δ still connects site r with its nearest neighbours, but this time ŝr is 1 if the
site contains a single boson (i.e. a singlon) and 0 otherwise, t̂r is 1 if the site is triply occupied
(i.e. a triplon) and 0 otherwise. This interaction is more suited to the ρ = 2, as it describes
the deviation from the average occupation. Starting from the most symmetrical case where all
sites contain exactly ρ, singlon-triplon pairs are created by a boson hoping to one of its nearest
neighbours. Analogously, holon-doublon pairs are created by fluctuations in the ρ = 1 system.

7.2.3 Number of parameters to be optimized

To close the section about the trial wave function, the number of optimization parameters is
discussed. The many-body parameter gMB from Sec. 7.2.2 represents one of the parameters,
independet of the dimension of the problem. The Jastrow parameters vr,r′ from Sec. 7.2.1 make
up the rest. There is one Jastrow parameter for each independent distance between lattice sites.
Of course the distance vr,r = 0 is not included.
The number of independent distances in one dimensional systems with periodic boundaries is
straightforward. The longest possible distance in a system of L lattice sites is just dmax = L/2,
given that the distance between neigboring sites is set to one. The total number of parameters
Np(1d) is then given by:

Np(1d) =

(
L

2
+ 1

)
. (7.22)
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In two dimensional systems, the number of parameters Np(2d) is not so obvious, as the number of
independent distances is not a linear function. However, the upper bound can easily be estimated:

Np(2d) ≤
1

2

(
L

2
+ 1

)(
L

2
+ 2

)
(7.23)

Here, L denotes the edge length of the two dimensional lattice, the total number of sites is
N2d = L2 and the lattice obeys the Eucledian metric. The distance between sites can be com-
puted with the help of the Pythagorean theorem. The exact number of parameters is obtained
by grouping together double occurring distances. For example, a lattice with an edge length of
L = 14 has 33 different distances, so there is a total of 34 optimization parameters.
To guarantee an efficient simulation, the number of optimization parameters is computed before-
hand for each individual value the pairs of sites that have exactly this distance are stored in an
array.

7.3 Optimization algorithm

If the number of optimization parameters is known, the actual algorithm can be executed. The
variational Monte Carlo method, as shown in the Variation Theorem section, allows iteratively
approximated wave functions to be constructed for the energetic states of the system. When the
ground state wave function is found, the wave function of the first excited state can be deter-
mined and so on. In the context of this work, however, only the ground state is to be considered.
Therefore, it is the goal to optimize |ΨT 〉 in a way that its corresponding energy ET is as close
to the true ground-state energy of Ĥ as possible.
The basis for the optimization of the variational parameters is the occupation number represen-
tation. Then the system undergoes the Monte Carlo algorithm, in which the dynamics of the
Hamiltonian are stochastically calculated via Metropolis-like sampling. Particles are randomly
proposed to change their site and the proposal is accepted or rejected depending on the change
in energetic properties, as described in Sec. 6.1.8. This evaluates the local energy with respect
to the Hamiltonian. The variational parameters are then altered to reflect these properties of the
system.
The trial wave function has the same form as Eq. 7.15. In the further description, the Jastrow
factors vi,j and the many-body term gMB are for simplicity summarized to a set α. The set
consists of αk with k = 1, ..., p, which are the different variational parameters. The explicit form

|ΨT (α)〉 (7.24)

is imposed, such that whenever parameters αk are specified all components of the trial wave
function in number basis {|n1, n2, ...〉} are known.

7.3.1 Monte Carlo sampling

As soon as the trial wave function with the corresponding set of optimization parameters αk is
defined, the actual minimization algorithm can begin. The goal is to change the αk iteratively
until the expectation value ET (α) of the wave function is minimal. The eigenenergy is evaluated
with quantum Monte Carlo methods, more specifically with the Metropolis algorithm for bosonic
systems. This method was presented in Sec. 6.1.8. The basis for this procedure is the variational
theorem from Sec. 7.1. It states that the true ground-state energy E0 of a system described by
the Hamiltonian Ĥ is always lower than or equal to the normalized expectation-value ET (α) of
the trial wave function [184]:

E0 ≤ ET (α) =
〈ΨT (α)|Ĥ|ΨT (α)〉
〈ΨT (α)|ΨT (α)〉

(7.25)
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This means that the approximation ET (α) will only approach E0 but not undercut it by op-
timizing |ΨT (α)〉. The energy can be rewritten by inserting completeness relations

∑
n |n〉 〈n|

over the possible configurations |n〉 of the systems. This will make the application of the Monte
Carlo method more straightforward. The expectation value of the trial wave function can then
be expressed as [189]:

ET (α) =

∑
n |〈n|ΨT (α)〉|2EL(n,α)∑

n |〈n|ΨT (α)〉|2
, (7.26)

with the local energy

EL(n,α) =
〈n|Ĥ|ΨT (α)〉
〈n|ΨT (α)〉

. (7.27)

This local energy EL(n,α) corresponds to the energy of a specific configuration |n〉 with regards
to the trial wave function |ΨT (α)〉 with the parameter set α. Now the Monte Carlo method can
be applied to get an estimate for the energy of the trial wave function. Random vectors |n〉 are
picked from the number basis, distributed according to the probability distribution

ρ(n) =
|〈n|ΨT (α)〉|2∑
n′ |〈n′|ΨT (α)〉|2

. (7.28)

An estimate of ET (α) is then obtained by averaging EL(n,α) over M stochastically generated
configurations |n〉:

ET (α) =
1

M

M∑
i=1

EL(ni,α) (7.29)

The sampling works in form of a Markov chain, based on the Metropolis algorithm. New states
are produced out of the current state by proposing random moves of bosons.The energy difference
to the current state is calculated and the update is then accepted or rejected according to the
Boltzmann probability. This very simple sampling algorithm delivers a good estimate for the
energy of the trial wave function with the set of parameters α. A big advantage of this procedure
is the fact that it can be handled solely with ratios between wave functions. This means that the
normalization of the wave function does not need to be known.

7.3.2 Wave function optimization

The most important part of the variational Monte Carlo method lies in the variation and thereby
optimization of the parameters αk. In order to optimize the wave function by finding a better
set of parameters

α′ = α+ γ , (7.30)

the parameters are iteratively altered, until the difference γ becomes negligible. The optimiza-
tion scheme, which is used in the course of the simulations performed for this thesis, is rapidly
converging and uses statistical evaluation of first and second order energy derivatives. It was first
derived and described in Ref. [132].
In this optimization method, an operator Ôk for each variational parameter αk is defined at each
iteration. It is diagonal in the configuration basis and has the diagonal elements

ˆ̂Ok(n) =
∂αkΨT (α, n)

ΨT (α, n)
. (7.31)

For the sake of simplicity, it is preferrable if the derivation is easy to compute. In this sense, it
is assumed that the variational parameters and the operators Ôk(n) appear in the wave function
in an exponential form:

|ΨT (α)〉 ∝ exp

[∑
k

αk

(
Ôk − 〈Ôk〉

)]
(7.32)

75



Chapter 7. Variational Monte Carlo

This choice is advantageous, but not arbitrary. Looking at the trial wave function 7.15, it is clear
that it has exactly that form. The variational parameters are prefactors and the operators Ôk
just correspond to the density-density correlations. 〈Ôk〉 is the average value of Ôk and can be
subtracted from each term, as it is just an irrelevant prefactor.
This representation can also be used to express the updated wave function |ΨT (α+ γ)〉 with the
new set of parameters α′ = α+ γ. The new wave function then corresponds to the old function,
with a pre-factor that is of linear order in gamma:

|ΨT (α+ γ)〉 ∝ exp

[∑
k

γk

(
Ôk − 〈Ôk〉

)]
|ΨT (α)〉 . (7.33)

A simple second order Taylor approximation eliminates the exponential and the new wave function
can be expressed through the operators Ôk:

|ΨT (α+ γ)〉 ≈

[
1 +

∑
k

γk(Ôk − 〈Ôk〉) (7.34)

+
β

2

∑
k,k′

γkγk′(Ôk − 〈Ôk〉)(Ôk′ − 〈Ôk′〉)

 |ΨT (α)〉 .

In the standard Taylor-expansion the prefactor β takes the value 1. In the course of this algorithm,
it is not fixed to this, but can be used as a parameter to optimize the iteration scheme [132].
To check if the new set of parameters is an improvement, the change in the mean value of the
energy between |ΨT (α)〉 and |ΨT (α+ γ)〉 has to be considered. Inserting the explicit form from
Eq. 7.34 into Eq. 7.25 and expanding the equation in powers of γk delivers an advantageous
representation of the difference in energy:

∆E = −
∑
k

γkfk +
1

2

∑
k,k′

γkγk′ [S
k,k′

h + (1 + β)Gk,k
′
] . (7.35)

For a wave function with p different optimization parameters, the vector f has p components and
the matrices Sh and G have the dimension p× p. The individual entries are defined as

fk = −∂αkET (α) = −2〈(Ĥ − ET )Ôk〉 ,

Sk,k
′

h = 〈[Ôk, [Ĥ, Ôk′ ]]〉 ,

Gk,k
′

= 2〈(Ĥ − ET )(Ôk − 〈Ôk〉)(Ôk′ − 〈Ôk′〉)〉 .

(7.36)

This form is very helpful, as Sh, G and f can be computed entirely through the derivation of
the wave functions according to the variational parameters (Eq. 7.31) and the energy of the trial
wave function (Eq. 7.26). Furthermore, with regards to the left hand side of Eq. 7.35, the matrix

B = Sh + (1 + β)G , (7.37)

is defined. The left hand side of Eq. 7.35 is then minimized by

γ = B−1f . (7.38)

So the set of correctional parameters γ for the next iteration of the wave function can be derived
by measuring Sh, G, f , calculating B and taking its inverse. All quantities can be calculated
with the help of the local energy EL(n,α) (Eq. 7.27) from the Monte Carlo sampling:

fk = −∂αkET (α) = −2
(
〈ELÔk〉 − 〈EL〉〈Ôk〉

)
,

Sk,k
′

h = 〈[Ôk, [Ĥ, Ôk′ ]]〉
= 〈∂αkELÔk′〉 − 〈∂αkEL〉〈Ôk′〉,
+ 〈∂αk′ELÔk〉 − 〈∂αk′EL〉〈Ôk〉,

Gk,k
′

= 2〈〈EL〉(Ôk − 〈Ôk〉)(Ôk′ − 〈Ôk′〉)〉.

(7.39)
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This is how the parameters are optimized. Clearly, the minimum energy is obtained for γ = B−1f
with B = Sh + (1 + β)G. This procedure is iteratively repeated until the changes in ∆E or γ
become negligible.

7.4 Error estimation

The variational theorem was derived in Sec. 7.1. It states that the variational energy is an
upper bound for the true ground state energy. This means that the ground state energy cannot
be underestimated. That being said, it does not mean that the algorithm can approach the true
ground state energy arbitrarily close. It is a flawed method and not exact.
There are two types of errors that affect the outcome of variational Monte Carlo methods.
The first type is a systematic error which arises because approximative wave functions are
used. This work uses a Jastrow-Ansatz (Sec. 7.2.1) with an additional many-body interaction
(Sec. 7.2.2) term to improve the results. The approximation is that only translational invariant
states contribute to the wave function. This restriction is known as the Jastrow-Ansatz and it
keeps the number of optimization parameters reasonable. The many-body term is added to the
wave function to better reflect fluctuations. The exact extent of the systematic error is usually
unknown. In order to determine it, the exact solution must be at hand. However, there is reason
to suspect that the error may be of different magnitude in different regions of the phase diagram.
Phases like the Mott insulator (Sec. 4.6.1), that are largely composed of translational-invariant
states, should be reflected better by the variational Monte Carlo approach than phases with
a more complex order, like the Haldane insulator (Chap. 5). This will be elaborated in the
following section.
Aside from the systematic error, there is of course the statistical uncertainty of sampling a
system of finite size with an algorithm based on pseudo random numbers. As mentioned in Sec.
6.1.9, there have to be enough Monte Carlo steps between two measurements in order to ensure
statistically independent samples. In the simulations performed in the course of this work,
measurements were carried out after 2 · NB Monte Carlo updates. The statistical uncertainty
decreases as 1/

√
M with the number of Markov steps M .

The fact that all simulations operate with finite system sizes leads to another issue. Once the
correlation length ξ (compare Sec. 2.4) in the system approaches the system size Ld, it is
possible that pseudo-order is observed. In this case, the critical points of phase transitions are
depending on the system size [1]. This can be counteracted to a certain degree with finite-size
scaling (Sec. 2.7). However, even for finite-size scaling, it is necessary to perform simulations at
system lengths which deliver a good estimate for the order parameters. An extrapolation for the
relevant order parameters in 2d simulations can be seen in Fig. 7.1. The graph shows that a
system-size of L2 = 196 delivers good results for simulations in two dimensions.

7.5 Limitations and caveats

The variational Monte Carlo method is easy to perform, but the quality of the results is highly
depended on the trial wave function. The outcome is entirely predetermined by the physical
arguments that build the foundation of the trial wave function [133]. In the case of the Jastrow
wave function used in this work, translational symmetry is assumed, which eliminates a large
number of states that all could affect the physics of the quantum system. The variational Monte
Carlo prefers simpler phases in general. This will become especially clear when the spatially
complex Haldane insulator phase, which was introduced in Chap. 5, is investigated.
When discussing the limitations during the computation, it is important to properly distinguish
between issues in the course of the wave function optimization and issues during the Monte Carlo
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Figure 7.1: Example for a thermodynamic limit extrapolation in order to determine the reliability of
simulations. The data was obtained in two-dimensional variational Monte Carlo simulations
at ρ = 1, t = 1 and Ul/Us = 0.8. Filled squares represent configurations in the density wave
phase (Us = 11) and empty circles are configurations in the supersolid phase (Us = 7). Black
lines are linear fit. This figure was also published in Ref. [1]. Reprinted with permission.

sampling. The most general problems of the wave function optimization were already pointed
out in Ref. [132] and workarounds were provided.
The most common issue with the wave function optimization is associated with the assumption
of a small γ. Whenever α is too different from the optimized solution, this results in a large
correction γ and the approximation from Eq. 7.34 does not hold anymore. Higher Taylor correc-
tions become important and more terms in the expansion are necessary for a reliable description.
Another problem is the possibility that B might be not positive definite and the corrections γ
may lead to a new wave function with a higher energy instead of a lower one. The simplest
solution to avoid this problem is to check in every iteration if B is positive definite. If not, a
correction of the form

B → B + µS (7.40)

should be made. The matrix S, introduced in Eq. 7.39 is a good choice in this case, as it is
always positive definite. Its entries can be directly calculated from the operator Ôk:

Sk,k
′

= 〈(Ôk − 〈Ôk〉)(Ôk′ − 〈Ôk′〉)〉 . (7.41)

The positive prefactor µ is not predefined but should be fixed to a value that is appropriate for
the respective problem.
In this sense, it can help to keep track of the change in the wave function:

∆WF =
|ΨT (α+ γ)〉 − |ΨT (α)〉

|ΨT (α)|
. (7.42)

To check if the wave function is not altered too much during a single iteration, the constraint

|∆WF|2 ≤ r2 (7.43)

is applied. r is again an appropriately chosen control parameter. This inequation can also easily
be tested using the relation

|∆WF|2 =
∑
k,k′

γkγk′S
k,k′ . (7.44)
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7.5. Limitations and caveats

If it is not fulfilled, the correction introduced in Eq. 7.40 is applied. It should be noted that this
corrections will affect the convergence of the algorithm. In the sense of efficiency, the prefactor
µ should be chosen as low as possible. Both parameters µ and r affect if and how fast the wave
function converges.
If the system does not equilibrate well, this might not necessarily be associated with the wave
function optimization and its parameters. Instead, the underlying Monte Carlo algorithm may
be the problem. The Metropolis algorithm with local updates can get stuck in metastable states.
An appropriate number of samples should be computed.
The initial state of the Monte Carlo algorithm becomes a valuable tool in this context. Generally,
the outcome of the algorithm should not depend on the initial configuration of the system. There
should be a large enough number of equilibration samples anyway. However, if the simulation
is started with the system in a state far from its equilibrium configuration, it might run into a
local minimum. This is especially dangerous near phase transitions. When the ground state is
debatable, the Monte Carlo simulations should be performed with multiple initial configurations
and the appoximated ground state energy compared, as described in Sec. 4.7.5.
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Chapter 8

Discrete time world-line quantum Monte
Carlo

To support and complement the results of the variational Monte Carlo method, an additional
world-line quantum Monte Carlo algorithm was used in the investigation of the Bose Hub-
bard models. This finite temperature approach is based on Feynman’s path integral formal-
ism [97, 190, 191]. Although no exact zero temperature calculations can be carried out, it is
possible to approach the absolute zero point at will. If simulation parameters are selected ac-
cordingly, the results of the method can be assumed to be approximate zero temperature results.
The world-line quantum Monte Carlo algorithm was originally introduced to study the fermionic
metal-insulator transition. However, it was soon adapted to many-body interacting boson prob-
lems. Meanwhile there are numerous different methods based on the path integral representation.
Some methods use continuous imaginary time and are therefore exact. As mentioned, the algo-
rithm used in this thesis works with a discretization of the imaginary time in sections of length
∆τ . The resulting limitations will be discussed later. The most modern methods, like worm algo-
rithms, work with an extended Hilbert space to sample the system more efficiently. An overview
of the different methods is provided in Sec. 6.3.
World-line based approaches of correlated quantum systems serve as a simple realization of the
quantum-classical mapping. The world-lines provide a real space picture of the correlations in the
original quantum system, as they describe the evolution in imaginary time of variables that are as-
sociated with the operators in the quantum Hamiltonian [192]. Path integrals are utilized to map
the partition function of the d-dimensional quantum problem onto a d + 1-dimensional classical
model. The resulting classical problem is significantly easier to solve than the original quantum
system. The eigenvalues of the quantum operators are represented by the classical degrees of
freedom which are introduced through the mapping. These eigenvalues evolve in imaginary time,
which represents the additional dimension of the new classical problem. The imaginary time τ
corresponds to the inverse temperature β, which almost automatically results from the derivation.
In short, the idea of the particular method used in this work is that a path integral representation
of the state function is written by discretizing the inverse temperature and inserting complete sets
of intermediate states at the junctions. Then classical Monte Carlo methods are utilized to sum
stochastically over these states. This procedure converts the quantum problem into a classical
problem with an additional dimension. A pictorial interpretation of this mapping might make
the concept more understandable. The initial quantum system is characterized by the fact that
it is not in a single specific state, but is much more in a superposition of all different possible
states. The proportion of each state in the total system, classically speaking the probability of
residence, corresponds exactly to its Boltzmann weight. Through the mapping, the quantum
system is approximated as a sequence of linked classical systems. Classical Monte Carlo methods
are then used to determine the proportion of individual states in the overall quantum state. It
can also be seen as the evolution of the quantum system in the imaginary time direction.
The discrete-time world-line quantum Monte Carlo method used in this thesis is a standard tech-
nique. The following derivation in this chapter relies on Refs. [138,139,193]. As far as derivation
is concerned, the simplest case to consider first is the standard Bose-Hubbard model in a canoni-
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Chapter 8. Discrete time world-line quantum Monte Carlo

cal ensemble. The additional off-diagonal interaction terms contained in the extended models are
treated separately. This method was used in the research for this thesis only for the simulation
of one-dimensional systems.

8.1 Path integral representation of the quantum problem

The basis of the approach is the partition function, which is given by the trace of the state space:

Z = Tr e−βĤ . (8.1)

The dimension of e−βĤ is the number of energy eigenstates of Ĥ. β = 1/(kBT ) is the inverse
temperature. While the partition function of a classical system, presented in Eq. 6.4, is a
mere sum of exponentials of the eigenenergies of the underlying Hamilton-function, the partition
function of a quantum system is more complex. The exponential of the operators is defined
through its expansion in a Taylor series:

e−βĤ =

∞∑
n=0

(−βĤ)n

n!
(8.2)

The partition function contains all information about the thermodynamic properties of the sys-
tem. Therefore, the aim is to evaluate it as accurately as possible.
The many particle exponential operator from Eq. 8.2 is generally difficult to handle. It is better
to divide the partition function into smaller problems that are easier to solve. The Hamilton
operator should therefore be split in such a way that the resulting matrix elements are real, non-
negative and easy to evaluate. An intuitive choice would be to divide the Hamilton operator into
two terms that separate kinetic and potential energy. This would however not simplify the prob-
lem, as the off-diagonal matrix elements of the exponential of the entire kinetic energy operator
are still cumbersome to evaluate [139].
Instead, the Hamiltonian is split into local Hamilton operators, such that it is written as a sum
of pair Hamiltonians:

H1d
BH =

L−1∑
i=0

Hi,i+1 . (8.3)

The spatial length of the system is given by L, which is identical to the number of lattice sites
in a one-dimensional system. In the case of the standard Bose-Hubbard model in one dimension,
the local Hamilton operators are given by

Hi,i+1 =
1

4
U [n̂i (n̂i + 1) + n̂i+1 (n̂i+1 + 1)]− t

(
b̂†i b̂i+1 + b̂†i+1b̂i

)
, (8.4)

This maps the initial, complicated problem onto a series of connected two-site problems. These
can then be combined into subtotals. The local Hamiltonians that start with an even site index
and interact with their successive, odd neighbours, are summarized into a sub-Hamiltonian Ĥe,
which is given by

Ĥe =

L/2−1∑
i=0

Ĥ2i,2i+1 . (8.5)

The complementary sub-Hamiltonian Ĥo contains the remaining terms [38]:

Ĥo =

L/2−1∑
i=0

Ĥ2i+1,2i+2 . (8.6)
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8.1. Path integral representation of the quantum problem

Note that both summations contain a series of two-site Hamiltonians, but each site only appears
once per sum. The complete Hamiltonian is then given by

Ĥ = Ĥe + Ĥo . (8.7)

The next step is to write down the entire partition function in a more manageable form. The
individual terms in the Hamiltonian do not commute. Hence the exponential in Eq. 8.1 cannot
be simply broken up into a product of exponentials.
Instead, the inverse temperature β is discretized into L subintervals of lenght ∆τ [97], such that

β = L∆τ . (8.8)

With this, the partition function from Eq. 8.1 can be rewritten as

Z = Tr e−βĤ = Z = Tr
[
e−∆τĤ

]L
= Tr

[
e−∆τ(Ĥe+Ĥo)

]L
. (8.9)

If the partition function is in this form, the Suzuki-Trotter formula [194–197] can be applied. This
formula states that for ∆τ → 0, or equivalently L → ∞, the exponential can be decomposited.
This decomposition can also be employed for finite ∆τ and L, but is then referred to as “Suzuki-
Trotter approximation”:

Z ≈ Tr
[
e−∆τĤee−∆τĤo

]L
. (8.10)

This involves an error of the order of O(∆τ3). It is however a controlled approximation in the
sense that the error can be reduced to any desired degree of accuracy by making ∆τ increasingly
small or L increasingly large. Concerning the approximative form, it is clear that systematic
discretization errors are part of this procedure. It is however possible to obtain reliable results
by performing calculations at different small values of ∆τ and then to extrapolate to the limit
∆τ = 0.
The last step to obtain a world-line representation of the system is to insert 2L sets of occupation
number states {nl} between each exponential. This results in the effective 2D path integral
representation of the system:

Z ≈
∑
{nl}

L−1∏
l=0

〈n2l+2| e−∆τĤe |n2l+1〉 〈n2l+1| e−∆τĤo |n2l〉 (8.11)

Note that the individual terms with operators in exponentials have the form of time-evolution

Figure 8.1: A single time slice of a one-dimensional system in the world-line representation. The hori-
zontal direction is the spatial direction of the system, while the vertical direction represents
the imaginary time direction and hereby the evolution of the system. Periodic boundary
conditions apply to both directions. The dark squares depict the even and odd Hamiltonian
terms from Eq. 8.5 and Eq. 8.6 and thereby represent the interactions on pairs of sites. The
shifting between even and odd terms in imaginary time direction allows to treat the pairwise
interactions with the adjacent sites individually.
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Chapter 8. Discrete time world-line quantum Monte Carlo

operators. This is where the association of the inverse temperature with the imaginary time
really takes place. For this reason, Eq. 8.11 is also known as the imaginary time path integral
representation. The insertion of exactly 2L complete sets of occupation number states was not
arbitrary. Through Eq. 8.8, the imaginary time was split up into L timeslices of length ∆τ .
However, since the Hamiltonian was also split up into even and odd terms in Eq. 8.7, each
timeslice can also be divided into two parts. In the first part, only the even terms Ĥe act on the
system and in the second part only the odd terms Ĥo. This means that between the imaginary
times 2l and 2l+ 1, only the site-index-pairs (1, 2), (3, 4), (5, 6), and so on are coupled. Between
the imaginary times 2l + 1 and 2l + 2 on the other hand, only the pairs (N, 1), (2, 3), (4, 5),...
interact. A single time-slice is shown in Fig. 8.1.
This way, the bosons are described by world-lines in this formalism and the properties of the entire
system are described by 2L matrix elements. Each of these matrix elements consists of a two-site
problem, which is easily calculated [38]. This form of a two-dimensional system with periodic
boundary conditions describes the evolution of a one-dimensional Bose-Hubbard model through
the imaginary time. Consequently, the particle paths (or world-lines) that describe the bosons
need to obey periodic boundary conditions in spatial and temporal directions. Furthermore,
the particle number must be conserved in each time slice. An example for the path integral
representation of a one-dimensional Bose system is provided in Fig. 8.2.

Figure 8.2: Path integral representation of a one dimensional system. The real space dimension of the
system is represented by the horizontal dimension, while the vertical dimension depicts the
evolution of the system in imaginary time. Both directions obey periodic boundary conditions.
The dark grey squares represent the local Hamiltonian terms from Eq. 8.5 and Eq. 8.6.

This representation is also known as the “checkerboard decomposition”. The dark grey plaquettes
in Fig. 8.2 each represent a single matrix element. These matrix elements are especially simple.
In fact, the energetic contributions can be seen directly in the figure. If a straight line is on the
left or right of a grey square, the associated boson rests on that particular site for this (half) time
slice and only contributes to the potential energy of the system. A diagonal line over a shaded
plaquette however indicates that a boson has changed its location. This square consequently
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8.2. The Monte Carlo process

represents a contribution to the kinetic energy. World-lines can only be parallel to the time
directon or diagonal over shaded squares.
The path integral and world-line description is very helpful to visualize the difficult problem of
correlated many-body quantum systems. The world-line in imaginary time of a single quantum
degree of freedom is described by 2L classical variables.

8.2 The Monte Carlo process

The initial quantum system was mapped to a two-dimensional classical system and the many-
body problem with a rather large number of sites was split up into two-site problems which are
easier to solve. The system is now in a form that can be treated with a classical Monte Carlo
algorithm. There are two different types of updates in this algorithm. Local updates change the
course of existing world-lines and conserve particle number. The mechanism of the local updates
itself follows the Metropolis algorithm from Sec. 6.1.8. Global updates are only carried out when
the grand-canonical ensemble is considered. Such an update either inserts or removes an entire
world-line, which is associated with the addition or the removal of a particle.
The Monte Carlo algorithm used to sample the system in world-line representation is a Markov
process, as introduced in Sec. 6.1.4. Therefore, the conditions ergodicity from Sec. 6.1.5 and
detailed balance from Sec. 6.1.6 still need to be fulfilled. Starting point of the simulation are
usually straight world-lines. After an appropriate number of updates, when the system has
reached equilibrium, the measurements can commence.

8.2.1 Local updates

Coordinates in the world-line representation consist of a spatial coordinate and a point in imag-
inary time. The bosons are indistinguishable. If there are multiple world-lines stacked, it is not
possible to assign them to certain particles. The same holds for intersections between world-lines.
After two paths cross, it is not possible to differentiate the bosons.
The local update algorithm is a Metropolis algorithm and follows the outlines presented in Sec.
6.1.8. Starting points for local updates are only straight world-lines, as it only makes sense to
change the location of a boson that in fact has a specific location. A straight line indicates that
a boson rests at the particular site at the respective imaginary time slice. Diagonal lines over
shaded squares however indicate hopping bosons. Each local update can be seen as a world-line
being pulled over an empty square, to stay in the visualization of Fig. 8.2. Thus there are four
energy terms, or shaded squares, involved with each update.
The outlines of the local updating mechanism are as follows. A time slice and a spatial coordinate
are chosen randomly. All combinations of time slices and positions have equal probability. To see
if updates at this coordinate are possible, it is checked if there exists at least one boson at the
start and the end of each sub-time slice. In the case that hopping in both directions is possible, a
direction is randomly chosen with equal probability. This step is not necessary if only an update
in one direction is possible. Then the update is proposed. It is accepted with the acceptance
ratio from the Metropolis algorithm, which was presented in Eq. 6.20. The acceptance ratio to
change the local configuration from the current state µ to the new proposed state ν is given by

A(µ→ ν) =

{
e−β(Eν−Eµ) if Eν − Eµ > 0

1 otherwise.
(8.12)

Consequently, the update is always accepted if the resulting local energy is lower. In the case
that the new energy is higher, a random number q is drawn. If q < e−β(Eν−Eµ), the update is
also accepted. The world-line configuration is changed step-by-step by these local updates. An
example for a local update is shown in Fig. 8.3.
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Chapter 8. Discrete time world-line quantum Monte Carlo

Figure 8.3: Local update of a world-line. The world-line is pulled over an empty square. This update
affects the four interaction terms (represented by dark grey squares) which surround the empty
square.

Calculation of local energy

To see if a local update is accepted, the difference in local energy has to be calculated. An update
would pull the world-line over a empty square. Consequently, only the four grey plaquettes that
surround this empty square are affected by the update. There are only five different geometries
that a single world-line can have on the grey plaquettes. These possibilites are listed in Fig. 8.4.
It should be emphasized that these are only the configurations for a single world-line. There can

Figure 8.4: Possible configurations of a single world-line on an interaction-square. The world-line can
either not affect the square at all (boson passing the timeslice on a different site), go straight
(boson resting at this site) or go diagonal over the square (boson changing the site).

be multiple world-lines on a single square, representing multiple bosons at the same site.
For a single world-line, there is a total of eight different kinds of changes that plaquettes can
undergo. These changes are listed in Tab. 8.1. The cases 3, 4, 7 and 8 in Tab. 8.1 represent
jumps. The changes in these plaquettes result in a change in kinetic energy. Also, there is a
possible change in potential energy due to on-site repulsion. This is the case if other world-
lines are involved. The cases 1, 2, 5 and 6 represent local parts of the Hamiltonian which only
experience changes in potential energy. World-lines are either pulled away from or pulled onto
these plaquettes. Consequently, there is only a small variety of very similar changes, which have
to be evaluated very often during the sampling. It is most efficient to create a lookup table, which
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allows to swiftly evaluate the affected parts of the Hamilton operator.

Case Top left Top right Bottom left Bottom right
1 0 +1 0 +1
2 0 −1 0 −1
3 +1 −1 0 0
4 −1 +1 0 0
5 −1 0 −1 0
6 +1 0 +1 0
7 0 0 +1 −1
8 0 0 −1 +1

Table 8.1: Alterations of plaquettes due to world-line updates.

8.2.2 Global updates

The manipulation of world-lines as described in the section before allows updates of the config-
uration in the canonical ensemble. The number of particles is conserved. However, there is also
the possibility of grand-canonical updates. To realize this, entire world-lines are added to the
system or removed from it. As all updates have to obey ergodicity, it is safest to only add or
remove straight world-lines [138, 139]. The addition or the removal of a straight world-line only
affects the potential energy, as it represents a boson that “rests” at a position i for the entire
imaginary time. As there is a total of 2L sub-timeslices, there are 2L terms of the Hamiltonian
affected by a global update. However, this can quickly be evaluated with a lookup table.
An important aspect is the rate at which global updates should be proposed. It is neither efficient
nor effective to propose global updates as often as local updates. The natural approach to find a
proper ratio between global and local updates is to compare both types. A global update takes
the same time as L local updates. Consequently, the probability to propose a local update should
be L times higher than the probability to propose a global update. In practice, a probability
ratio is defined, based on parameters of the simulation. This ratio gives the probabilty to either
propose one global update, or to propose a series of L local updates. Based on a random number,
it is decided if either one global update is proposed or L local updates. All local sites of the
chain have equal probability to be proposed for a global update. The acceptance ratio is the
same as for the local updates, given by Eq. 8.12. The only difference is that more terms of the
Hamiltonian are involved in the calculation of Eµ and Eν . An example for a grand-canonical
update is provided in Fig. 8.5.
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Figure 8.5: Grand canonical (or global) update in the world-line configuration through addition of a
straight world-line. The update affects the energetic properties of the L adjacent interaction
terms.

8.3 Nearest-neighbour interactions

To this point, only the standard Bose-Hubbard model was considered when the world-line for-
malism and the sampling were introduced. This was sufficient, as the involved interactions are
rather simple to evaluate. For the standard Bose-Hubbard model, only two sites are involved in
each update. Changes in the on-site interaction and chemical potential are reduced to the two
sites that are involved in a boson-jump.
The Bose-Hubbard model with nearest-neighbour repulsion, introduced in Sec. 4.2, was also sim-
ulated with discrete world-line quantum Monte Carlo methods already [193]. It is not much more
complicated to simulate than the standard Bose-Hubbard model. The off-site repulsion does not
affect the partitioning of the Hamiltonian, as it can be evenly distributed to the even and odd
parts.
The overall procedure is identical, except for the fact that more terms of the Hamiltonian are
affected by local and global updates. This is of course due to the off-site interactions between
bosons. In the case of global updates, the number of local terms involved doubles. Also, there
are now six plaquettes associated with each local update, instead of only four. Both these types
of updates can however be handled very easily with a lookup-table. Therefore the calculation is
not much more complicated than for the standard Bose-Hubbard model.

8.4 Cavity-induced long-range interactions

The Bose-Hubbard model with cavity induced long-range interactions, presented in Sec. 4.3, is
not as straightforward. It is helpful to consider the Trotter decomposition of the Hamiltonian.
The following derivation was presented in Ref. [38].

88



8.5. Error estimation

In contrast to the standard Bose-Hubbard model, there is an additional long-range interaction

V̂LR = −Ul
L

(∑
i∈e

n̂i −
∑
i∈o

n̂i

)2

, (8.13)

which does not decay with distance. This interaction is basically a potential. In the sense of
the partition of the many-body Hamiltonian into even and odd parts, as seen in Eq. 8.4, Eq.
8.5 and Eq. 8.6, this term can be equally distributed to the even and odd terms. Then the
sub-Hamiltonians are

Hs = Ûs + T̂s + V̂LR/2 (8.14)

with s = {e, o}. The matrix element of slice l in imaginary time can then be approximated with
the symmetric Trotter decomposition:

〈nl+1| e−∆τHs |nl〉 ≈ 〈nl+1| e−∆τ
4 V̂LRe−

∆τ
2 Ûs

× (1−∆τ T̂s)e
−∆τ

2 Ûse−
∆τ
4 V̂LR |nl〉 .

(8.15)

The long-range interaction V̂LR is diagonal when written in occupation-number basis. Because
of this, the exponentials of these terms can be pulled out and the matrix element 8.15 can be
re-written in the two-site representation of the standard Bose-Hubbard model with a prefactor:

〈nl+1| e−∆τHs |nl〉 ≈e−∆τ
4 (VLR({nl+1})+VLR({nl}))

×
∏
i even
(i odd)

〈nl+1
i nl+1

i+1|Hi,i+1 |nlinli+1〉 . (8.16)

The prefactor represents the effect of the long-range interactions on the two sites that are affected
by an update in the configuration. The evaluation of the matrix elements is therefore identical

to the standard Bose-Hubbard model, with the exception of the e−
∆τ
4 VLR({nl})-terms.

The associated matrix elements

〈n| V̂LR |n〉 = VLR({n}) = f

(∑
i

ni

)
(8.17)

are a function of only two quantities, the sums of the bosons on the even and odd sites of the
lattice:

f = −Ul
L

(∑
i∈e

ni −
∑
i∈o

ni

)2

. (8.18)

Keeping track of this sums is not complicated, as only hopping to nearest-neighbours is allowed
and the updates are performed iteratively and not in parallel. Thus it is sufficient to update the
sums at each update by ±1 respectively.

8.5 Error estimation

The discrete time world-line method exhibits two different types of errors. On the one hand there
is a statistical uncertainty because of the underlying Monte Carlo algorithm. This also affects
the variational Monte Carlo method and was elaborated in Sec. 7.5.
On the other hand, there are also errors that are specifically associated with the discrete-time
world-line Monte Carlo algorithm. One issue is the fact that the sampling is in fact executed at
finite temperatures. The task is however the inverstigation of the ground states properties. For
a quantum system, the true ground state is reached at T = 0, when all temperature fluctuations
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are cancelled out and only quantum fluctuations prevail. It was furthermore addressed in Sec. 8.1
that the temperature is directly connected to the extent of the system. The inverse temperature β
defines the length of the imaginary time dimension, together with the length ∆τ of the time slices.
The length L of the imaginary time direction is given by L = β/∆τ . The Trotter-discretization
error occurs due to the decomposition of the imaginary time into finite intervals of length ∆τ .
This discretization leads to an error of the order of O(∆τ3). To obtain reliable results, the limit
∆τ = 0 should be extrapolated after performing the simulations at different finite values ∆τ .

8.6 Measurement of observables

The calculation of most quantities of interest is straightforward for the world-line algorithm,
especially the observables that are diagonal in occupation number basis. The system was split up
into smaller problems, and the properties of these sub-Hamiltonians are known. The evaluation
of these Hamiltonians is mostly trivial. The lookup-tables which were built for the updating
algrithm (Sec. 8.2.1) are useful for the evaluation. The energy can be obtained by summing
over all local Hamiltonians, which are represented by shaded squares. The mean density n̄ and
the local density fluctuations κi can be estimated easily. First the occupation number has to be
averaged over all l timeslices for all sites i.

〈n̂i〉 =
1

2L

2L−1∑
l=0

〈n(i, l)〉 . (8.19)

n(i, l) denotes the number of bosons on the site i at timeslice l. Averaging the mean occupancy
ni over all sites i delivers the mean density,

n̄ =
1

L

L−1∑
i=0

〈n̂i〉 , (8.20)

where 〈. . .〉 denotes the Monte Carlo average. The structure of the calculation holds for other
quantities which are diagonal in occupation number basis. The structure factor Φ for example is
calculated in the same way as the density, but the averages over even and odd sites are evaluated
individually.

8.6.1 Superfluid density

Measuring whether the system is in a superfluid state is a little bit cumbersome with this method.
The straightforward method of evaluating the phase coherence correlations function, which was
presented in Sec. 4.7.1, is not efficient here. It is better to use the superfluid density that was
introduced and defined in Sec. 4.7.3. This approach was already used in early works with the
discrete-time world-line algorithm [97,138,139]. The derivation below is taken from Ref. [38].
The superfluid density scales with the mean square of the winding number 〈W 2〉 and is defined
as

ρs =
〈W 2〉
2βt

L , (8.21)

with the hopping strength t. The winding number counts the world-lines that are wound around
the system. In other words, it is the number of world-lines which overcome the periodic boundary
conditions. In the algorithm presented in this chapter, the winding number is fixed to zero. There
is no updating mechanism that is able to wind a world-line around the system. For this reason,
the superfluid density is calculated with the help of a correlation function [97].
Some preliminary work must be done for this. The first step is to determine a function that
evaluates the winding number for a given system. Thus the particles moving to the left side and
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particles moving to the right side are counted individually and the difference is determined. In
this sense, a function j is defined, which is evaluated for each time slice l. The function has the
form

j(l) =
1

2

L−1∑
i=0

[n(i, l)− n(i+ 1, l)]− [n(i, l + 1)− n(i+ 1, l + 1)] . (8.22)

The computation of the mean-square winding number is in theory possible with this function:

〈W 2〉 =
1

L2

2L−1∑
l,l′=0

〈j(l)j(l′)〉 . (8.23)

As mentioned above, the update mechanism restricts the winding number to zero. Instead, a
correlation function is introduced which allows the interpolation of the winding number. The
correlator

J(l) = 〈j(l)j(0)〉 (8.24)

is determined and its Fourier transform is computed:

J̃(ωn) =
∑
l

eılωnJ(l) . (8.25)

The value at ω = 0 of this Fourier transform delivers a possibility to access the mean-square
winding number

J̃(0) =

〈∑
l

j(l)j(0)

〉
=
K2

2L
〈W 2〉 , (8.26)

such that the superfluid density can be extrapolated with Eq. 8.21 and 8.26:

ρs = lim
ωn→0

J̃(ωn)

t∆τL
. (8.27)

Examples for such extrapolations are shown in Fig. 8.6.

(a) ρs = 0 (b) ρs > 0

Figure 8.6: Fourier transform of the correlation function J̃(ω). The horizontal axis gives the frequencies
ω associated with the boson modes. Superfluid bosons are in the n(k = 0)-mode. Thus the
extrapolated value at ω = 0 provides information about the superfluid density.
(a) ρs = 0 (b) ρs > 0
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Chapter 9

One-dimensional phase analysis of the
Bose-Hubbard models

The one-dimensional models are investigated with two different approaches: The variational
Monte Carlo method (discussed in Chap. 7), which is restricted to the canonical ensemble by
design, and the discrete-time world-line algorithm (presented in Chap. 8), which allows simu-
lations in the canonical and the grand-canonical ensemble. This chapter presents ground state
phase diagrams computed with the two methods. These diagrams were obtained by considering
numerous “cuts” through the parameter space. This means that one of the parameters is varied
while all others are fixed. The behaviour of the order parameters along these cuts reveals the
phase configuration depending on the system parameters.
The standard Bose-Hubbard model is examined in Sec. 9.1 to verify the methods. The reproduc-
tion of known results serves to find suitable simulation parameters. In addition, this also offers
a good opportunity to check the performance of the methods in areas that are difficult to repro-
duce. A grand-canonical phase diagram of the standard Bose-Hubbard model is presented and
the phase transition from superfluid to Mott insulator phase is investigated with both methods.
The results for the Bose-Hubbard model with nearest-neighbour (Sec. 9.2) and long-range in-
teractions (Sec. 9.3) each include a grand-canonical phase diagram and two canonical phase
diagrams. The latter two show the same parameter range, but were generated with the two
different algorithms.
One focus of the investigations in one dimension is the Haldane Bose insulator phase. Results
from former publications are reproduced in order to show that the world-line quantum Monte
Carlo method is capable of simulating the physics of this rare phase. Investigations of the Haldane
insulator are also performed with the variational Monte Carlo method, but with non-conclusive
results. In Sec. 9.5 simulations of models with nearest-neighbour interactions and long-range
interactions are carried out, which indicate that the long-range interactions destroy the subtle
order of the Haldane phase, even at very low Ul.
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Chapter 9. One-dimensional phase analysis of the Bose-Hubbard models

9.1 Standard Bose-Hubbard model

The standard Bose-Hubbard model was introduced in Sec. 4.1. It is described by the Hamil-
tonian given in Eq. 4.2. Boson hopping of the strength t and repulsion between particles with
the strength Us compete. The chemical potential µ is another parameter in grand-canonical
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Figure 9.1: Grand-canonical phase diagram of the one-dimensional Bose-Hubbard model. Simulations
were performed with a world-line quantum Monte Carlo algorithm at L = 64, ∆τ = 0.5,
L = 64 and Us = 1. 250000 Monte Carlo updates were executed. The phase diagram
comprises Mott insulator (MI) and superfluid (SF) phases. The results are in good agreement
with former publications, like Ref. [84].

simulations. The standard Bose-Hubbard model only comprises two phases, the Mott insulator
phase and the superfluid phase. Consequently, the order parameters Sπ and Φ should be zero
at all times. The phase transition between the superfluid and the Mott insulator phase is indi-
cated by a vanishing superfluid density ρs. Another possibility to identify the phase transition
is the parity order parameter Op, which is zero in the superfluid phase, and non-zero in the
Mott insulator phase. The grand-canonical ground-state phase diagram of a system described by
the one-dimensional Bose-Hubbard model can be seen in Fig. 9.1. The data for this graph was
obtained with the discrete-time world-line algorithm at a fixed on-site repulsion strength Us = 1.
Solid lines indicate phase boundaries. The phase diagram is presented in the (µ/Us, t/Us)-plane
and comprises the incompressible Mott insulator phase (Sec. 4.6.1) and the superfluid phase (Sec.
4.6.2). Simulations below t/Us = 0.02 were subject to severe critical slowing down and did not
deliver reliable results. Therefore this was the lowest setting for which data points were acquired.
The dotted lines connect these to the theoretically predicted t = 0-transitions.
The phase diagram is in good agreement with former works that used a similar algorithm [84,139].
The Mott insulator lobe has a fixed density ρ = 1 and is gapless. At low Us/t, when the on-site
repulsion is the dominant interaction, the system“prefers” the Mott insulator phase with localized
particles. To minimize the energy, the chemical potential keeps the system at a constant density
in the lobe. When the hopping strength t is increased, the width of the Mott insulator phase in
the direction of the chemical potential becomes more narrow. The particles are delocalized in the
superfluid phase, which surrounds the Mott insulator. The tip of the lobe is the only location
where the transition between the two phases occurs at a constant density ρ = 1. This is a second
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9.1. Standard Bose-Hubbard model

order phase transition. The rest of the phase transitions always comes along with a change in
density. This can be seen in Fig. 9.2, where four density profiles are compared. These graphs
are “cuts” of the phase diagram from Fig. 9.1 along the axis of the chemical potential. Above
the Mott insulator phase, there are excess particles, making a commensurate filling impossible,
which results in delocalization. Below the Mott lobe, the density is lower than ρ = 1, which also
leads to delocalization of the bosons, as there are once more multiple states that are energetically
equivalent. The phase transition between the superfluid and the Mott insulator phases are of
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Figure 9.2: Density profiles ρ depending on the chemical potential for (a) t = 0.02, (b) t = 0.05, (c)
t = 0.10, (d) t = 0.15 in the standard Bose-Hubbard model, obtained with world-line quantum
Monte Carlo. The simulations were performed with L = 64, ∆τ = 0.5, L = 64, Us = 1, and
250000 Monte Carlo updates. Additional checking with the order parameter ρs shows that
the areas of constant ρ = 1 belong exclusively to the Mott insulator phase. Areas of rising or
declining density are superfluid.

second order. As mentioned, there is a difference between transitions that occur with or without
a constant density. Transitions that are associated with a change in boson density are predicted
to belong to the mean-field universality class, while the transition at constant density ρ = 1, at
the tip of the lobe, is expected to belong to the 2D XY universality class [139]. More precisely,
the latter was identified to be a Kosterlitz-Thouless transition [55].
The critical point of the transition which occurs at constant density was determined to be
(t/Us)c ≈ 0.2 with the world-line method. This transition is driven by phase fluctuations in
the system. The parameters that indicate this phase transition are the superfluid density ρs and
the parity order parameter Op. The superfluid density is zero in the Mott insulator phase and
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Chapter 9. One-dimensional phase analysis of the Bose-Hubbard models

non-zero in the superfluid phase. The parity order parameter behaves vice versa.
The superfluid density ρs was determined as explained in Sec. 8.6.1. The problem with this
method is that it provides information whether the system is superfluid or not, but does not
deliver an absolute value. In order to perform a finite-size scaling, the critical point at which
the system starts to be superfluid was investigated for different system sizes L. The measured
points are then plotted on a logarithmic scale against 1/L. The zero-value of an exponential fit
of this data delivers the critical t/Us. This is presented in Fig. 9.3. The fit delivers the critcal
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Figure 9.3: Finite-size scaling of the critical point of the Mott insulator to superfluid transition in the
standard Bose-Hubbard model. The critical values of the different system sizes L are plotted
on a logarithmic scale. The line denotes a fit which delivers the value (t/Us)c = 0.199 at the
thermodynamic limit. Obtained with the world-line quantum Monte Carlo algorithm.

value (t/Us)c = 0.199 at the thermodynamic limit L → ∞. To complement this result, the a
finite-size scaling is also performed with the parity order parameter Op, which is non-zero in the
Mott insulator phase and zero in the superfluid phase. Fig. 9.4 presents Op during the Mott
insulator to superfluid phase transition for various system sizes. Finite-size effects are visible.
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Figure 9.4: Parity order parameter during the transition from the Mott insulator to the superfluid phase
in the standard Bose-Hubbard model for various system sizes L. The phase transition is
characterized by a vanishing Op at the critical point. Obtained with the world-line quantum
Monte Carlo algorithm.
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9.1. Standard Bose-Hubbard model

The values of Op of the different system size at the critical point are plotted on logarithmic
scale against the sytem sizes L. This is presented in Fig. 9.5. At the critical point, the order
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Figure 9.5: Finite-size scaling of the parity order parameter Op for the transition from Mott insulator
(MI) to superluid (SF) phase at (a) t/Us = 0.2 (b) t/Us = 0.21 in the standard Bose-Hubbard
model. Straight lines show the best possible fits. Fig. (a) confirms the critical point at
t/Us = 0.2, as it shows that Op goes exponentially to zero with the system size L. It was
fitted with Op = 0.42 exp (−0.0057L). The point t/Us lies already in the superfluid phase.
Obtained with the world-line quantum Monte Carlo algorithm.

parameter should decay exponentially with the system size L. This is the case for the critical
value (t/Us)c = 0.2, as Fig. 9.5a shows. The data was fitted with Op = 0.42 exp (−0.0057L). In
the case of (t/Us)c = 0.21 in Fig. 9.5b such a fit is not possible, this point lies already in the
superfluid phase.
The Mott insulator to superfluid phase transition in the standard Bose-Hubbard model was also
investigated with the variational Monte Carlo method. A plot of ground state energies with error
bars obtained with the variational Monte Carlo algorithm is presented in Fig. 9.6.
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Figure 9.6: Ground state energy during the superfluid to Mott insulator in the standard Bose Hubbard
model. Increasing of Us/ leads to an increase in the ground state energy during the superfluid
phase. The growing error bars indicate the critical region. Obtained with the variational
Monte Carlo method.
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Chapter 9. One-dimensional phase analysis of the Bose-Hubbard models

Note that with this method, the phase transition was studied by varying the ratio Us/t, in contrast
to t/Us with the world-line Monte Carlo method. The ground state energy rises with increasing
Us/t in the superfluid phase. As the particles are entirely delocalized, a higher on-site repulsion
results in a higher energy of the system. The error bars in the superfluid phase are very small.
This is expected, as the wave function of a superfluid state is the basis of the Jastrow ansatz
(Sec. 7.2). The system reaches the critical region when Us/t is increased further. This results in
larger error bars. The largest error bar at Us/t = 5 indicates the critical point. This corresponds
well to the results from the world-line quantum Monte Carlo, which detected the critical point
at (t/Us)c = 0.2. To support this, the phase coherence correlation function G(R) was evaluated
at R = L/2 for various L during the phase transition. This is presented in Fig. 9.7. A non-zero
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Figure 9.7: Correlation function G(R) measured at the maximum distance in the system R = L/2 in the
standard Bose-Hubbard model. A non-zero value indicates long-range phase coherence and
thus superfluidity. For larger L, there is a spontaneous jump at Us/t = 5, indicating a phase
transition. Obtained with the variational Monte Carlo method.

phase coherence correlation function at the maximum distance in the system, which is R = L/2 in
a one-dimensional chain, indicates superfluidity. Fig. 9.7 shows a spontaneous jump at Us/t = 5
for larger system sizes L, which corresponds to a transition from a superfluid to an insulating
phase. Both methods found the critical point between Mott insulator and superfluid phase in
the one-dimensional Bose-Hubbard model at (t/Us)c = 0.2. This value is close to the results of
former studies with a discrete-time world-line algorithm, which is very similar to the one used
in this work. The critical point was found at (t/Us)c = 0.215. However these values deviate
much from the results with other methods. The criticial point was found at (t/Us)c = 0.277 with
DMRG [114], at (t/Us)c = 0.275 with exact diagonalization [198], at (t/Us)c = 0.289 with the
Bethe-Ansatz solution [199] and at (t/Us)c = 0.304 with strong coupling expansion [200]. It was
stated that the range of these results demonstrates that determining the location of this transition
is ill conditioned [84].
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9.2. Bose-Hubbard model with nearest-neighbour interactions

9.2 Bose-Hubbard model with nearest-neighbour interactions

This section presents results for simulations of the one-dimensional Bose-Hubbard model with
nearest-neighbour interactions, which was introduced in Sec 4.2. A grand-canonical phase dia-
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Figure 9.8: Grand-canonical phase diagram of the one-dimensional Bose-Hubbard model with nearest-
neighbour interactions. Simulations were performed with a world-line quantum Monte Carlo
algorithm at L = 64, ∆τ = 0.5, L = 64, N = 64, Us = 1 and Unn = 0.4. The phase diagram
comprises Mott insulator (MI), superfluid (SF) and density wave (DW) phases. The results
are in good agreement with former publications, like Fig. 5 in Ref. [84].

gram with nearest-neighbour interactions at a fixed strength Unn = 0.4 is presented in Fig. 9.8.
The diagram is in good agreement with former results [84]. A comparison of this phase diagram
to the corresponding phase diagram of the standard Bose-Hubbard model from Fig. 9.1 shows
that the nearest-neighbour interactions give rise to an additional phase. Aside from the Mott
insulator lobe, which is also present here, but smaller and vertically shifted, there is a density
wave lobe at low chemical potential µ and low t/Us. The density wave phase was introduced in
Sec. 4.6.3. It is characterized by localized particles and a modulation in the spatial occupation
of sites. The dotted lines in Fig. 9.8 connect the simulation data at t/Us = 0.02 with the theo-
retically obtained t = 0-transitions.
The diagrams in Fig. 9.9 present cuts through the phase diagram along the chemical potential
at various hopping strengths t. The subfigures show density profiles ρ and the order parameter
Φ (Sec. 4.7.4), which measures the imbalance in the occupation of even and odd lattice sites. In
comparison to the graphs in Fig. 9.2, which were measured at the same hopping strengths t but
with Unn = 0, the density profiles are significantly altered by the additional interaction between
the bosons.
The density wave phase is a lobe of constant density ρ = 0.5. It has the spatial structure DW (1, 0)
which means that, on average, every other site is occupied by one boson. The phase transitions
between the density wave phase and the other two phases are first order phase transitions.
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Figure 9.9: Density profiles ρ and the imbalance Φ in a Bose-Hubbard model with nearest-neighbour
interactions depending on the chemical potential for (a) t = 0.02, (b) t = 0.05, (c) t = 0.10,
(d) t = 0.15. The world-line quantum Monte Carlo simulations were performed with L = 64,
∆τ = 0.5, L = 64, N = 64, Us = 1 and Unn = 0.4. In comparison to the corresponding
graphs in Fig. 9.2, there is an additional density wave lobe with constant density ρ = 0.5.

Another grand-canonical phase diagram of the Bose-Hubbard model with nearest-neighbour in-
teractions is presented in Fig. 9.10. The strength of the nearest-neighbour interactions has been
raised to Unn = 0.75 in this phase diagram. The higher strength of the nearest-neighbour inter-
actions leads to a significantly different phase diagram compared to the system with Unn = 0.4
(Fig. 9.8). The Mott insulator is suppressed in the parameter area covered by the diagram.
Instead, there are multiple density wave lobes at low hopping strengths t. Each of this lobes
has a half-integral or integral density. Starting from the bottom, the density rises from lobe to
lobe in half-integral steps. The spatial structure of the density wave phases in these areas is
characterized by an occupation that alters between zero and an integer value.
The strong nearest-neighbour interactions have also induced the formation of the supersolid phase.
The supersolid phase was discussed in Sec. 4.6.4. Particles are delocalized in this phase, but the
average density alters between neighbouring sites. There is a second order phase transition be-
tween the density wave phase and the supersolid phase, characterized by the emergence of the
superfluid density, or condensate fraction.
A large part of the parameter range shown in the diagram is occupied by the superfluid phase.
The transition from the supersolid to the superfluid phase is also of second order and is char-
acterized by a declining structure factor. At low chemical potentials and low t/Us, there is a
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Figure 9.10: Grand-canonical phase diagram of the one-dimensional Bose-Hubbard model with nearest-
neighbour interactions. Simulations were performed with a world-line quantum Monte Carlo
algorithm at L = 64, ∆τ = 0.5, L = 32, N = 32, Us = 1 and Unn = 0.75. The Mott
insulator (MI) phase is not present in this phase diagram. Instead there are multiple density
wave (DW) lobes, an intermediate supersolid (SS) region and a superfluid (SF) area. There
is a small Haldane insulator phase at the tip of the lowest density wave lobe.

first order transition from the density wave phase to the superfluid phase. The second lobe has
the density ρ = 1 and represents an area in which the ground state of the system is the density
wave phase with the spatial structure (2, 0). However, at the tip of this lobe there is a small
Haldane insulator phase, which has also density ρ = 1 (Sec. 5). The Haldane insulator shows a
non-zero string order paramter Os, while the remaining order parameters are zero. There is a
small, intermediate supersolid area between the ρ = 0.5 and the ρ = 1 density wave phases. An
imaginary connection-line between the highest end of this area and the start of the supersolid
phase above the ρ = 1 lobe “cuts” right through the lobe and marks the beginning of the Haldane
insulator phase. This was also observed in Ref. [110].
The phase diagram shown in Fig. 9.10 is in agreement with the results shown in Fig. 4 from
Ref. [110].
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Figure 9.11: Phase diagram of the Bose-Hubbard model with nearest-neighbour interactions in one di-
mension. Simulations were performed with a world-line quantum Monte Carlo algorithm at
L = 64, ∆τ = 0.5, L = 64, N = 64 and t = 1. The phases which could be identified are Mott
insulator (MI), superfluid (SF), density wave (DW), supersolid (SS) and Haldane insulator
(HI).
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A phase diagram in the (Unn/Us), (Us/t)-plane at a fixed density ρ = 1 is presented in Fig. 9.11.
This phase diagram was obtained with the world-line quantum Monte Carlo method. There are
five different phases. The superfluid phase prevails at low Us/t, independent of the strength
Unn of the nearest-neighbour interactions. At high Us/t, the system is in the insulating Mott
and density wave phases. Between the superfluid and the density wave phase, there is a small
but stable supersolid phase. There is also a small Haldane insulator region in the center of the
phase diagram. The transition line between Mott insulator and density wave is located at about
Unn/Us = 0.5 for high Us/t. The critical point between the superfluid and the Mott insulator
phases lies at (Us/t)c = 5, which agrees with the measurement (t/Us)c = 0.2 from the grand-
canonical simulation of the standard Bose-Hubbard model from Fig. 9.1. The transition line
between superfluid and Mott insulator states depends on the strength of the nearest-neighbour
interactions Unn, which will be discussed later. Only a small area of the phase diagram is covered
by the supersolid phase. It is located between the superfluid and the density wave phases. The
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Figure 9.12: Order parameters in the Bose-Hubbard model with nearest-neighbour interactions in one
dimension at (a) Us = 3 (b) Us = 4 (c) Us = 6 (d) Us = 8. Simulations were performed with
a world-line quantum Monte Carlo algorithm at L = 64, ∆τ = 0.5, L = 64, N = 64 and
t = 1.

Haldane insulator phase lies between Mott insulator and density wave phase. The size and
placement of the Haldane phase is in good agreement with the DMRG results presented in Fig.
1 in Ref. [81]. Both plots show a similar parameter range, but are scaled differently. The main
difference lies in the size of the Haldane phase, which is smaller in Fig. 9.11 in comparison to
the DMRG results. The DMRG results are most probably more precise, as the world-line Monte
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9.2. Bose-Hubbard model with nearest-neighbour interactions

Carlo also underestimates the size of the Haldane phase in Fig. 9.10 in comparison to Ref. [110],
which uses an exact quantum Monte Carlo method. Cuts through the phase diagram from Fig.
9.11 which show the order parameters for varying Unn/Us are presented in Fig. 9.12. The order
parameters indicate the existence of a stable Haldane insulator phase.
An additional phase diagram is provided in Fig. 9.13. It shows the same model and parameter
range as Fig. 9.11, but the data was obtained with variational Monte Carlo simulations. A
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Figure 9.13: Phase diagram of the Bose-Hubbard model with nearest-neighbour interactions in one dimen-
sion. Simulations were performed with a variational Monte Carlo algorithm at 200 iterations,
L = 64, N = 64 and t = 1. The Mott insulator (MI), superfluid (SF), density wave (DW)
and supersolid (SS) phases could be identified, while this is not the case for the Haldane
insulator with this method.

comparison of the phase diagrams in Fig. 9.11 and Fig. 9.13 shows that both methods deliver
very similar results. The Haldane insulator phase could however not be identified with the
variational Monte Carlo method. Cuts through the phase diagram in Fig. 9.13 are shown in
Fig. 9.14. The cuts were taken at the positions in the parameter space as the ones in Fig. 9.12.
Comparison between the subfigures in Figs. 9.12 and 9.14 shows that the results from the world-
line algorithm show a Haldane insulator phase between Mott insulator and density wave phases,
while this region is superfluid according to the variational Monte Carlo method. Aside from this,
the results from both methods are in very good agreement.
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Figure 9.14: Order parameters in the Bose-Hubbard model with nearest-neighbour interactions in one
dimension at (a) Us = 3 (b) Us = 4 (c) Us = 6 (d) Us = 8. Simulations were performed with
a variational Monte Carlo algorithm at 200 iterations, L = 64, N = 64 and t = 1.
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9.2.1 Haldane insulator phase

The Haldane Bose insulator state was introduced and discussed in Chap. 5. It is a rare insulat-
ing phase, characterized by a strongly non-local order. It can be identified using the string order
parameter, a non-local string correlation function. The remaining order parameters are zero in
this phase.
This Haldane insulator phase was detected in the phase diagrams in Figs. 9.10 and 9.11 in this
chapter. The simulations were performed usind world-line quantum Monte Carlo methods in
the canonical and the grand-canonical ensemble. Taking a closer look at the second lobe in the
grand-canonical phase diagram in Fig. 9.10, there is a phase transition from density wave to the
Haldane insulator state to the superfluid phase at ρ = 1. Fig. 9.15 shows the change of the order
parameters during this double phase transition. The data for this figure was calculated with a
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Figure 9.15: Order parameters during phase transitions from density wave (DW) to Haldane insulator
(HI) to superfluid (SF) phase at constant density ρ = 1 in the Bose-Hubbard model with
nearest-neighbour interactions. The data was obtained with world-line quantum Monte Carlo
methods at L = 64, ∆τ = 0.5, L = 256, N = 256 and Unn = 0.75.

world-line Monte Carlo simulation with L = 64, ∆τ = 0.5, L = 256, N = 256 at Unn = 0.75. The
phase transition between density wave and Haldane Bose insulator takes place at t/Us = 0.23,
where only the string order parameter Os keeps a value that is significantly different from zero.
The superfluid density ρs rises at t/Us = 0.3. This is where the Haldane insulator ends and the
superfluid density begins. These critical points are in good agreement with the data from Fig. 1
in Ref. [110]. The phase boundaries between the Haldane insulator and its neighbouring phases
were determined with finite-size scaling. The order parameters and the finite-size scaling plot
are shown in Fig. 9.16. The order parameters in Figs. 9.16c, 9.16a and 9.16b show finite-size
effects. The transition from density wave phase to Haldane phase is characterized by a vanishing
parity order Op, while a vanishing string order Os indicates the transition from Haldane insu-
lator to superfluid phase. The finite-size scaling is performed as explained in Sec. 9.1. The
critical points are confirmed by the fits in Fig. 9.16d. The parity order decays exponentially at
the critical point between density wave and Haldane phase. The fit Op = 0.181 exp (−0.0069L)
determines the critical point at (t/Us)c = 0.231. The string order parameter at the critical point
(t/Us)c = 0.301 is fitted with Os = 0.468 exp (−0.0072L).
The world-line Monte Carlo method delivers fairly good results for the Haldane insulator phase
despite of being non-exact. The variational Monte Carlo method however does not deliver con-
clusive results for the Haldane insulator phase. Fig. 9.17 shows variational Monte Carlo mea-
surements for the parameter range in which a Haldane insulator phase is expected. The Haldane
insulator phase can not be detected with this data. The simulations indicate a direct transition
from the density wave to the superfluid phase. A possible explanation for this is the fact that the
variational Monte Carlo method only considers translational invariant states. States of Haldane
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Figure 9.16: Order parameters (a) Op (b) Os (c) Sπ during the the density wave to Haldane insulator
transition in the Bose-Hubbard model with nearest-neighbour interactions at ρ = 1, Unn =
0.75 for various system sizes. (d) shows finite-size scaling plots for the transitions from
density wave to Haldane insulator phase (Op → 0) and from Haldane insulator to superfluid
phase (Os → 0).

insulator are however generally not translational invariant. This restriction leads to meaningless
values when measuring the string and parity order parameters. This assumption is supported
by Fig. 9.17, in which Φ, Os and Op all have almost the same value. The phase coherence
correlation function, measured with variational Monte Carlo simulations, is shown Fig. 9.18.
While the investigations with world-line quantum Monte Carlo methods above indicate that the
Haldane phase is located in a parameter range from t/Us = 0.23 to t/Us = 0.3 at Unn = 0.75,
these parameter configurations are identified as superfluid with the variational Monte Carlo.
The results above have shown that the variational Monte Carlo algorithm used in this work in
principle delivers good results in simulations of the Bose-Hubbard model with next-neighbour
interaction. The phase diagram in Fig. 9.13 is very similar to the respective results of the world-
line quantum Monte Carlo in Fig. 9.11 and to phase diagrams obtained with DMRG [81]. It
is however not capable of identifying the Haldane insulator phase. This is most likely caused
by the fact that this particular variational Monte Carlo algorithm is based on a Jastrow wave
function (Sec. 7.2), which can only represent translational invariant configurations. A many-
body interaction term (Sec. 7.2.2) has been added to make the algorithm more precise regarding
fluctuations. However, this may not be sufficient to allow the simulation of states with non-local,
non-translational invariant order.
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Figure 9.17: Order parameters during the expected phase transitions from density wave to Haldane in-
sulator to superfluid phase in the Bose-Hubbard model with nearest-neighbour interactions
at Unn = 0.75. The Haldane insulator phase cannot be detected with this data. Instead, a
direct phase transition from density wave to superfluid phase is indicated.
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9.3 Bose-Hubbard model with long-range interactions

This section presents results for the one-dimensional Bose-Hubbard model with long-range inter-
actions, which was introduced in Sec. 4.3.
A grand-canonical ground state phase diagram is shown in Fig. 9.19. The diagram was created
using the world-line Quantum Monte Carlo algorithm, with the strength of the long-range in-
teractions fixed to Ul = 0.3. This rich phase diagram comprises Mott insulator, density wave,
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Figure 9.19: Grand-canonical phase diagram of the Bose-Hubbard model with long-range interactions
in 1D at Ul = 0.3. Simulations were performed with a world-line quantum Monte Carlo
algorithm at L = 64, ∆τ = 0.5, L = 32, N = 32 and Us = 1. The phase diagram comprises
Mott insulator (MI), density wave (DW), supersolid (SS) and superfluid (SF) phases.

supersolid and superfluid phases. The insulating states prevail at low t/Us. Stacked density wave
lobes dominate the phase diagram in this region. The lobes, which all have half-integer oder
integer particle densities, are of very similar size. The spatial structure in these density wave
phases is always the same. Sites with (on average) zero particles alternate with sites that are
(on average) occupied by the same integer number of particles. The lowest lobe has the particle
density ρ = 0.5 an the occupation structure (1, 0), the second lobe has density ρ = 1 and structure
(2, 0) and so on.
The areas with ρ = 1 and ρ = 2 area special, because there is a stable Mott insulator lobe
inside of the density wave phase. These exist only for very low t/Us, when the on-site repulsion
dominates the energetic properties of the system. There is a first order phase transition which
separates Mott insulator and density wave phases. Superfluid and supersolid phases emerge when
the parameters are tuned and the hopping t becomes dominant. The transition from density wave
to supersolid phase is of second order, the transition from density wave to superfluid phase is of
first order.
Overall, this phase diagram is quite similar to the grand-canonical phase diagram which was
shown in Fig. 9.10, with the exception that the Mott insulator phase is not entirely suppressed in
the phase diagram of the system with long-range interactions. An imaginary line “cuts” through
the second density wave lobe in both diagrams, when the supersolid phases below and above this
lobe are connected. In the case of the system with nearest-neighbour interactions, this is the
region of the Haldane insulator. In the model with long-range interactions, the tip of the lobe
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9.3. Bose-Hubbard model with long-range interactions

behaves like an ordinary density wave phase and no Haldane insulator phase was detected.
Two canonical phase diagrams of the Bose-Hubbard model with long-range interactions are pre-
sented in Fig. 9.20 and Fig. 9.21. The phase diagram shown in Fig. 9.20 was created with
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Figure 9.20: Phase diagram of the Bose-Hubbard model with long-range interactions in one dimension.
It comprises Mott insulator (MI), superfluid (SF), density wave (DW) and supersolid (SS)
phases. The data was obtained with the world-line quantum Monte Carlo method. The
parameters of the simulation were L = 64, ∆τ = 0.5, L = 64, N = 64 and t = 1.

the world-line quantum Monte Carlo method. Mott insulator, density wave, supersolid and su-
perfluid phases appear. The Haldane insulator phase was not observed. The phase diagram
with nearest-neighbour interactions, which was presented in Fig. 9.11, contained such a phase.
The major difference between both phase diagrams are the missing Haldane phase in the model
with long-range interactions and the transition line between superfluid and Mott insulator phase.
While this transition depends on the strength Unn of the nearest-neighbour interactions, it is in-
dependent of Ul in the model with long-range interactions. This can be explained by considering
the first order perturbation of the off-site interactions in the superfluid and the Mott insulator
phase.
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Figure 9.21: Phase diagram of the Bose-Hubbard model with long-range interactions in one dimension.
The Mott insulator (MI), superfluid (SF), density wave (DW) and supersolid (SS) phases
were identified. Simulations were performed with a variational Monte Carlo algorithm at
200 iterations, L = 64, N = 64 and t = 1.
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Chapter 9. One-dimensional phase analysis of the Bose-Hubbard models

The first order perturbations of the long-range interactions vanish in both phases. The nearest-
neighbour interactions however have different perturbative effects on the supersolid and the Mott
phase. The perturbation in the superfluid phase changes with Unn as (1 − 1/N)Unn, while it
is linear in the Mott insulator phase, as 2NUnn. This explains the shift of the phase transition
towards higher Us/t. The same effect will be observed in the two-dimensional models. In the
model with long-range interactions, there is no intermediate Haldane phase. Instead, the Mott
insulator phase extends up to the density wave phase. The supersolid phase seems to be more
stable in the long-range model, it exists for higher Us/t, in comparison to the system with nearest-
neighbour interactions. Because of this, there is a critical point at Us/t = 5 at which supersolid,
superfluid, density wave and Mott insulator phases meet. There is however no direct transition
between supersolid and density wave, which was observed with nearest-neighbour interactions.
The phase diagram created with variational Monte Carlo methods, presented in Fig. 9.21 is in
agreement with most of the results from the world-line algorithm. However a direct first order
transition between the superfluid and the density wave phase is observed with the variational
Monte Carlo algorithm.
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9.4 Comparison of the ρ = 1 phase diagrams

In order to provide a better comparison, the ρ = 1 phase diagrams of the one dimensional models
with nearest-neighbour and long-range interactions are plotted together in Fig. 9.22. This offers
the possibility to directly compare the phase diagrams of the two different models, as well as the
results of the two different algorithms. There is no new information, the subfigures are reprints
of Figs. 9.11, 9.13, 9.20, 9.21 which have been presented before.
Subfigs. 9.22a and 9.22b show phase diagrams of the model with nearest-neighbour interactions,
obtained with world-line quantum Monte Carlo and variational Monte Carlo. The variational
Monte Carlo method is not able to identify the Haldane insulator phase.
The phase diagrams for the Bose-Hubbard model with long-range interactions are displayed in
Subfigs. 9.22c (world-line quantum Monte Carlo) and 9.22d (variational Monte Carlo). Both
look almost identical, except for the fact that a direct transition between the superfluid and the
density wave phase was detected with the variational Monte Carlo method.
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Figure 9.22: Comparison of the ρ = 1 phase diagrams in one dimension.

Comparing the results of the two models with each other, the lack of the Haldane insulator in
the long-range model is a difference. The supersolid and density wave phases appear for a lower
ratio between off-site interactions and on-site repulsions in the nearest-neighbour model. While
in that case the transition line between Mott insulator and density wave phases tends towards
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Chapter 9. One-dimensional phase analysis of the Bose-Hubbard models

Unn/Us = 0.5, the equivalent value in the model with long-range interactions is Ul/Us = 0.6. Also,
the superfluid to Mott transition is not depending on the ratio of the particle-particle interactions
in the long-range model. Additionally, the model with nearest-neighbour interactions has a direct
phase transition between superfluid and density wave phases.
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9.5 Bose-Hubbard model with both nearest-neighbour and
long-range interactions

The fact that the Haldane insulator phase can be observed in the model with nearest-neighbour
interactions with the world-line quantum Monte Carlo method, but not in systems with long-
range interactions raises the question whether the long-range interactions destroy the non-local
string order. Similar regions at the tip of the DW (2, 0)-lobe were identified in Fig. 9.10 and Fig.
9.19 and taken into consideration, but the Haldane insulator does not seem to exist in systems
with long-range interactions.
At the end of this chapter the case described in Sec. 4.4 will be discussed, in which both inter-
actions are included in the system. The region in which the Haldane insulator was observed is
under consideration, and the long-range interactions are applied as a perturbation. The inter-
action strength Ul is chosen very low. Fig. 9.23 reprints the case with Ul = 0. The Haldane
insulator phase exists between density wave and superfluid phases, at a range of t/Us = 0.23
to t/Us = 0.3. Fig. 9.24 shows the behaviour of the order parameters for different strengths
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Figure 9.23: Order parameters during phase transitions from density wave (DW) to Haldane insulator
(HI) to superfluid (SF) phase at constant density ρ = 1 in the Bose-Hubbard model with
nearest-neighbour interactions and Ul = 0. The data was obtained with world-line quantum
Monte Carlo methods at L = 64, ∆τ = 0.5, L = 256, N = 256 and Unn = 0.75.

of the long-range interactions. Aside from the different values of Ul, the remaining parameters
are exactly the same as in Fig. 9.23 The subfigures indicate that the Haldane insulator phase
is immediately suppressed by the long-range interactions. Even at the lowest value Ul = 0.01,
there is no area where the string order Os is significantly different from zero and all other order
parameters are zero.
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Figure 9.24: Order parameters in a system with both nearest-neighbour and long-range interactions. The
interaction strength Unn = 0.75 is fixed. The long-range interactions (a) Ul = 0.02 (b)
Ul = 0.03 (c) Ul = 0.04 (d) Ul = 0.05 supress the Haldane insulator phase. The data was
obtained with world-line quantum Monte Carlo methods at L = 64, ∆τ = 0.5, L = 256 and
N = 256.
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Chapter 10

Two-dimensional phase analysis of the
Bose-Hubbard models

This chapter presents the results for simulations of two-dimensional systems. All results in two
dimensions were obtained with the variational Monte Carlo method introduced in Chap. 7. The
system size in these simulations was chosen to be L × L = 196 (if not stated otherwise), as the
thermodynamic limit extrapolation in Sec. 7.4 showed that this is already a good estimate. The
variational Monte Carlo simulations in 2D were performed with 500 optimization-iterations and
1 million Monte Carlo updates between each iteration and the final measurement.
This chapter is mainly concerned with comparing the phase diagrams of the models with nearest-
neighbour and long-range interactions. The Haldane insulator phase, whose appearance in the
Bose-Hubbard model with nearest-neighbour interactions was a major difference between the
models in one dimension, does not exist in two dimensions. Instead, the phase behaviour in two
dimensions is very similar, aside from an offset. The phase diagrams are however not identical, as
predicted by mean-field theory [201]. The phase transition between Mott insulator and superfluid
phases differs qualitatively in the model the nearest-neighbour interactions and the model with
long-range interactions. This was also the case for the one-dimensional systems, as presented in
Fig. 9.22. Furthermore, phase diagrams of the theoretical model described by Eq. 4.48, which
comprises nearest-neighbour and long-range interactions, are presented. Phase diagrams in which
both interactions are equally strong are shown, and phase diagrams in which one of the off-site
interactions is constant. Finite-size scaling is performed in order to determine the universality
classes of the second order phase transitions. Some of the results presented in this chapter were
published in Ref. [1].

10.1 Standard Bose-Hubbard model

The standard Bose-Hubbard model in two dimensions, which is described by the Hamiltonian
in Eq. 4.2, has only two different ground state phases. Similar to the one-dimensional case,
which was discussed in Sec. 9.1, the ground state comprises the Mott insulator phase and the
superfluid phase. The corresponding order parameter of the transition between these states is
the condensate fraction n(k = 0) (Sec. 4.7.1). This is a second order phase transition, as the
order parameter changes continuously during the phase transition [43].
The critical point between these phases at fixed density ρ = 1 was determined via finite-size
scaling, as introduced in Sec. 2.7. This finite-size scaling analysis can be seen in Fig. 10.1. As
explained in Sec. 4.6.6, the U(1) symmetry is broken during the phase transition from super-
fluid to Mott insulator phase. Consequently, in a system of constant density ρ = 1, this phase
transtition should belong to the 3D XY universality class for two-dimensional systems [96]. The
finite-size scaling with these theoretically expected 3D XY exponents β = 0.348 and ν = 0.671
(Tab. 2.2) can be seen in Fig. 10.1. The inset graph shows the order parameter n(k = 0) for
different system sizes, rescaled with L2β/ν , against the ratio Us/t between the strengths of the
competing interactions on-site repulsion and hopping. The value at which the lines cross indicates
the critical point. The crossing is in this case observed at (Us/t)c = 18.4 or (t/Us)c = 0.0543.
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Figure 10.1: Finite-size scaling analysis of the superfluid (SF) to Mott insulator (MI) transition in the
standard Bose-Hubbard model (Unn = Ul = 0) in 2D at ρ = 1. The critical point (Us/t)c =
18.4 is indicated by the crossing of the curves in the inset plot. The main plot shows a scaling
of the condensate fraction n(k = 0) performed with exponents β = 0.348 and ν = 0.671 of
the 3D XY universality class. The data-collapse indicates that the critical point is correct.
This figure was also published in Ref. [1]. Reprinted with permission.

This is close to the literature value, which is Us/t = 17 [93] or (t/Us)BH = 0.05974 [153]. The
main graph in Fig. 10.1 produces a data-collapse with a finite-size scaling. δ = (Us−(Us)c)/(Us)c
represents the normalized distance to the critical value (Us)c. The data-collapse is good and con-
firms the crossing at (Us/t)c = 18.4. The deviation from the literature value could be due to
the fact that the variational Monte Carlo algorithm tends to overestimate the superfluid phase.
As presented in Sec. 7.2, the basis of the trial wave function is a superfluid state, to which
interactions between particles are introduced via Jastrow factors. This might lead to a small
bias towards the superfluid state in critical regions. The same effect was also observed in one-
dimensional systems with the variational Monte Carlo method.
The variational Monte Carlo method is not exact. Therefore the finite-size scaling was also per-
formed with the mean-field exponents. However, no data-collapse could be realized. The fact that
the finite-size scaling works better with the 3D XY exponents might indicate that the variational
Monte Carlo method is capable of properly simulating the physics of this phase transitions.
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10.2 Bose-Hubbard model with nearest-neighbour interactions

This section presents results for simulations of the Bose-Hubbard model in two dimensions with
nearest-neighbour interactions, which was introduced in Sec. 4.2. A ground state phase diagram
at density ρ = 1 in the Unn/t-Us/t-plane is shown in Fig. 10.2. The Mott insulator, density-
wave, superfluid and supersolid phases are present. In contrast to the one-dimensional model,
the Haldane insulator phase does not exist in two dimensions, because of the topological reasons
explained in Chap. 5. The existing phases all cover large areas in the parameter space. The
Mott insulator phase and the density wave phase are characterized by localized particles, while
bosons are delocalized in the superfluid and supersolid phases. The density wave and supersolid
phases show a modulation in the average occupancy between even and odd sites, which results
in a non-zero structure factor.
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Figure 10.2: Ground state phase diagram of a Bose-Hubbard model with nearest-neighbour interactions
at ρ = 1. The data was obtained with variational Monte Carlo simulations with system size
L2 = 196, tunneling strength t = 1 at 500 optimization-iterations. The observed phases are
superfluid (SF), supersolid (SS), Mott insulator (MI) and density-wave (DW). This figure
was also published in Ref. [1]. Reprinted with permission.

Phase diagrams at densities ρ = 0.5, ρ = 1, ρ = 1.5 and ρ = 2 are presented in Fig. 10.3. The
vertical axis was rescaled to represent the ratio between nearest-neighbour interaction and on-site
repulsion, in order to provide a better comparability between those interactions. A rescale of Fig.
10.2. is shown in Subfig. 10.3b. Four different phases are observed in these diagrams. There are
five direct phase transitions. A first order phase transition takes place between the Mott insulator
and the density wave, which is associated with an instantaneous breaking of the Z2 symmetry
and thereby a change in the structure factor Sπ. There is another first order phase transition
between the superfluid and density wave states, which is associated with breaking in U(1) and Z2

symmetries. The Mott insulator to superfluid and the supersolid to density wave transitions are
second order phase transitions with a broken U(1) symmetry due to the occurring superfluidity.
The superfluid to supersolid transition is also a second order phase transition, in which the Z2

symmetry is broken.
With regards to the upcoming phase diagrams of the system with long-range interactions, the
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(c) ρ = 1.5
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Figure 10.3: Ground state phase diagrams of the Bose-Hubbard model with nearest-neighbour interactions
at various densities (a) ρ = 0.5 (b) ρ = 1 (c) ρ = 1.5 (d) ρ = 2. The data was obtained with
variational Monte Carlo simulations with system size L2 = 196, tunneling strength t = 1
at 500 optimization-iterations. The observed phases are superfluid (SF), supersolid (SS),
Mott insulator (MI) and density wave (DW). At ρ = 0.5, there is no stable supersolid phase.
Instead, it is a region of phase separation (SF-SS) between superfluid and supersolid. These
figures were also published in Ref. [1]. Reprinted with permission.

attention should be drawn to the transition between the superfluid and Mott insulator phase in
Figs. 10.2, 10.3b and 10.3d. In the system with nearest-neighbour interactions, this transition
is dependent on Unn. Finite-size scaling determines the critical point of this transition to be
(Us/t)c = 18.4 at Unn/Us = 0 (Fig. 10.1), (Us/t)c = 19.3 at Unn/Us = 0.1 (Fig. 10.4a) and
(Us/t)c = 20.4 at Unn/Us = 0.2 (Fig. 10.4b). The shift does not affect the universality class
of the transition. Finite-size scaling plots of the condensate fraction are presented in Fig. 10.4.
Like for the standard Bose-Hubbard model (Fig. 10.2), the exponents of the 3D XY universality
class result in a good data-collapse. The shift of the phase transition depending on Unn can be
explaind by considering the perturbating effect that the nearest-neighbour interactions has on
the superfluid and Mott insulator phases. The first order perturbation in the superfluid phase
goes as (1−1/N)Unn, while it is 2NUnn in the Mott insulator phase. The shift due to the Unn is
therefore larger in the Mott insulator phase, and a shift of the critical point towards larger Us/t
is to be expected.
The phase diagram in Subfig. 10.3a shows a system at ρ = 0.5. The formation of the Mott insu-
lator phase is impossible at half-integer densities. Consequently, this phase diagram depicts only
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Figure 10.4: Finite-size scaling of the superfluid (SF) to Mott insulator (MI) transition in the Bose-
Hubbard model with nearest-neighbour interactions at (a) Unn/Us = 0.1 (b) Unn/Us = 0.2
with the 3D XY scaling exponents β = 0.348 and ν = 0.671. The crossing of the curves in
the inset plots determines the critical points. These are confirmed by the good data-collapses
in the main graphs. The nearest-neighbour interaction shifts the phase transition to higher
values of Us/t.

three different phases. The superfluid phase and the density wave phase with spatial structure
(1, 0) are straightforward. There is a small parameter region which seems to be covered by the
supersolid phase. However quantum Monte Carlo studies have shown that the supersolid phase
is unstable for ρ = 0.5 [93]. This area, denoted SF-SS in the graph, is in fact a phase separation
between supersolid and superfluid phases. The supersolid phase is however stable at the other
densities ρ = 1, ρ = 1.5 and ρ = 2. All three regions meet at Us/t = 18.
For ρ = 1.5 in Fig. 10.3c, the phase diagram shows superfluid, supersolid and two density wave
phases of different spatial structure. The density wave phase has the form (2, 1) at lower ratios
Unn/Us, which turns into (3, 0) after a critical ratio. Both phases are stable and the transi-
tion was determined using an analysis of the ground states energy. The transition line seems to
continue the phase boundary between supersolid and density wave (3, 0). The phase transition
between the density wave phases is the only first order transition in this phase diagram, all other
phase transitions are of second order. In contrast to the integer densities ρ = 1 (Fig. 10.3b) and
ρ = 2 (Fig. 10.3d), there is no direct transition between superfluid and density wave phases in
the parameter area which is covered by the phase diagram. Instead, there is an intermediate,
stable supersolid phase between superfluid and density wave states. It was shown above that
the superfluid to Mott insulator transition can be identified as a phase transition which belongs
to the 3D XY universality class. In the supersolid to density wave transition, there is also a
U(1) symmetry breaking. A finite-size scaling analysis of this phase transition is shown in Fig.
10.5. The finite-size scaling was performed at Unn/Us = 0.7 in a system with density ρ = 1.
Using the 3D XY exponents, the critical point is found at (Us/t)c = 5.91. The inset plot shows
that crossing of the lines at this point. A data-collapse is depicted in the main plot. When the
finite-size scaling is performed with mean field exponents, no data-collapse can be obtained.
The remaining second order phase transition is the transition from superfluid to supersolid state.
In contrast to the former examples, this transition is characterized by a breaking of the Z2 trans-
lational symmetry, indicated by a non-vanishing structure factor Sπ in the supersolid phase. A
finite-size scaling plot of this transition is presented in Fig. 10.6. The data was generated in
a system with ρ = 1 at Unn/Us = 0.7. The finite-size scaling was performed with the critical
exponents of the 3D Ising universality class β = 0.326 and ν = 0.630. This should be the correct
universality class in this case, as the structure factor is associated with the Ising magnetization.
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Figure 10.5: Finite-size scaling of the supersolid (SS) to density wave (DW) transition in Bose-Hubbard
model with nearest-neighbour interactions at Unn/Us = 0.7 with the 3D XY exponents
β = 0.348 and ν = 0.671.
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Figure 10.6: Finite-size scaling of the superfluid (SF) to supersolid (SS) transition in the Bose-Hubbard
model with nearest-neighbour interactions at Unn/Us = 0.7 with the 3D Ising exponents
β = 0.326 and ν = 0.630.

The data-collapse confirms these exponents, the phase transition takes place at (Us/t)c = 5.94.
In summary, the finite-size scaling plots in Fig. 10.4, 10.5 and 10.6 show that the variational
Monte Carlo method is suitable for assigning the investigated phase transitions to the correct
universality class in the Bose-Hubbard model with nearest-neighbour interactions.
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10.3 Bose-Hubbard model with long-range interactions

The Bose-Hubbard model with long-range interactions was introduced in Sec. 4.3. A phase di-
agram in the (Us/t, Ul/t)-plane of a system with particle density ρ = 1 is shown in Fig. 10.7.
The scale is set by the tunneling, which is fixed to t = 1, while Us and Ul are varied. The phase
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Figure 10.7: Ground state phase diagram of a Bose-Hubbard model with long-range interactions at ρ = 1.
The data was obtained with variational Monte Carlo simulations with system size L2 = 196,
tunneling strength t = 1 at 500 optimization-iterations. The observed phases are superfluid
(SF), supersolid (SS), Mott insulator (MI) and density-wave (DW). This figure was also
published in Ref. [1]. Reprinted with permission.

diagram is very similar to the one of the Bose-Hubbard model with nearest-neighbour interac-
tions, which was presented in Fig. 10.2. It comprises Mott insulator, density wave, superfluid
and supersolid phases, with five different direct transitions between phases. The long-range in-
teractions have no effect on the order of the phase transitions. Superfluid to density wave and
Mott insulator to density wave are still first order transitions, while the remaining transitions are
of second order.
The phase diagram in Fig. 10.7 can be compared to actual experimental data. Experimental
data, which was obtained in the course of the realization of cavity-induced long-range interac-
tions by Landig et al. [11], was rescaled to reflect the properties of the Hamiltonian from Eq.
4.37. The diagram can be found in the extended data section of Ref. [11] and is reprinted in Fig.
10.8. Comparing the experimental data with the results from the simulations with the variational
Monte Carlo method reveals that both are in fair agreement when the shape and the location of
the phases are considered. The transition between superfluid and Mott insulator phase is shiftet
towards smaller Us/t. The most signifant difference is the shape and the position of the supersolid
phase, which stretches over a much larger area of parameter configurations in the experimental
data.
As already mentioned, the phase diagrams in Fig. 10.2 and Fig. 10.7 are very similar. There
is however an overall offset in such a way that Ul needs to be tuned higher in order to reach
the supersolid and density wave phases. The most remarkable difference lies in the transition
line between the supersolid and the Mott insulator phases. It was shown in Sec. 10.2 that the
critical value (Us/t)c of this transition depends on Unn in the model with nearest-neighbour in-

121



Chapter 10. Two-dimensional phase analysis of the Bose-Hubbard models

Figure 10.8: Experimentally obtained phase diagram of the model with long-range interactions.
Originally published in Ref. [11]. Reprinted with permission.

teractions. The reason for this lies in the first order perturbations of the superfluid and Mott
insulator phases, caused by the nearest-neighbour repulsions.
Finite-size scaling analysis in Fig. 10.10 shows that no such effect takes place in the model with
long-range interactions. For Ul/Us = 0.1 and Ul/Us = 0.2, the critical point is at (Us/t)c = 18.4,
the same value as in the standard Bose-Hubbard model with Ul = 0. This should be expected,
as the first order perturbations of the long-range interactions vanish in the superfluid and Mott
insulator phases.
Similar to the procedure in Sec. 10.2, Fig. 10.9 shows phase diagrams of the Bose-Hubbard model
with long-range interactions at densities ρ = 0.5, ρ = 1, ρ = 1.5 and ρ = 2. The phase diagrams
are presented in the (Us/t, Ul/Us)-plane. This representation is well suited to compare the phase
diagrams in Fig. 10.9 to the quantum Monte Carlo and mean-field results from Ref. [93]. The
results that are presented here are actually closer to the quantum Monte Carlo results than the
mean-field results. Especially the superfluid to Mott insulator transition in the ρ = 1 domain
is significantly better described by the variational Monte Carlo than by the mean-field results
presented in Ref. [93].
Compared to the corresponding results for the model with nearest-neighbour interactions in Fig.
10.3, the phase diagrams are very similar. The same phases appear and the shape is comparable.
There is an offset in the vertical direction. The phase diagrams ρ = 1.5 are remarkable, as the
supersolid phase and the density wave (2, 1) region are much broader in the case of long-range
interactions.
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Figure 10.9: Ground state phase diagrams of the Bose-Hubbard model with long-range interactions at
various densities (a) ρ = 0.5 (b) ρ = 1 (c) ρ = 1.5 (d) ρ = 2. The data was obtained with
variational Monte Carlo simulations with system size L2 = 196, tunneling strength t = 1
at 500 optimization-iterations. The observed phases are superfluid (SF), supersolid (SS),
Mott insulator (MI) and density-wave (DW). At ρ = 0.5, there is no stable supersolid phase.
There is however a region of phase separation between superfluid and supersolid (SF-SS).
These figures were also published in Ref. [1]. Reprinted with permission.

Two finite-size scaling plots for the superfluid to Mott insulator phase are presented in Fig. 10.10.
The finite-size scaling delivers good results with the exponents of the 3D XY universality class.
As mentioned above, this phase transition is not shifted for Ul 6= 0. The finite-size scaling of the
superfluid to supersolid transition, show in Fig. 10.11, is performed with the exponents of the
3D Ising universality class [45]. This universality class is theoretically expected, as this phase
transition is associated with the breaking of the Z2-symmetry, the analogon of this system to the
Ising magnetization [45]. The crossing of the curves in the inset plot indicates the critical point.
The data-collapse confirms the correct choice of the critical exponents.
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Figure 10.10: Finite-size scaling of the superfluid (SF) to Mott insulator (MI) transition in the Bose-
Hubbard model with long-range interactions at (a) Ul/Us = 0.1 and (b) Ul/Us = 0.2 with
the 3D XY exponents β = 0.348 and ν = 0.671. The critical point is the same as in the
standard Bose-Hubbard model (Fig. 10.1). The long-range interactions do not affect the
transition.
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Figure 10.11: Finite-size scaling of the superfluid (SF) to supersolid (SS) transition in the Bose-Hubbard
model with long-range interactions at Ul/Us = 0.7 with the 3D Ising exponents β = 0.326
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10.4 Bose-Hubbard model with nearest-neighbour and
long-range interactions

In this chapter systems which feature both nearest-neighbour and long-range interactions are
studied. The corresponding Hamiltonian was introduced in Sec. 4.4. Such systems contain one
long-range force term and multiple short-range interactions. The previous sections showed that
nearest-neighbour and long-range interactions lead to the same order in the systems.

10.4.1 Nearest-neighbour and long-range interactions equally strong

The case that nearest-neighbour and long-range interactions have the same strength Unn = Ul
might be unlikely from the perspective of an experimentalist. However, it is still worth looking
into a configuration like this. A phase diagram of the model described by the Hamiltonian from
Eq. 4.48 with Unn = Ul at ρ = 1 is depicted in Fig. 10.12. This phase diagram is similar to

 0

 2

 4

 6

 8

 10

 0  5  10  15  20  25

(U
n

n
=

U
l)
/t

Us/t

SF

MI

DW (2,0)

SS

Figure 10.12: Ground state phase diagram of a Bose-Hubbard model with long-range interactions and
nearest-neighbour interactions at ρ = 1. The data was obtained with variational Monte
Carlo simulations with system size L2 = 196, tunneling strength t = 1 at 500 optimization-
iterations. The observed phases are superfluid (SF), supersolid (SS), Mott insulator (MI)
and density-wave (DW). This figure was also published in Ref. [1]. Reprinted with permis-
sion.

those from the Bose-Hubbard models with nearest-neighbour interactions (Fig. 10.2) and long-
range interactions (Fig. 10.7) only. The transition line from the superfluid to Mott insulator
phase depends on the strength of Unn, due to of the perturbating effect of the nearest-neighbour
interactions that was elaborated in Sec. 10.2. The long-range interaction does not affect this. The
critical point at which the superfluid, the supersolid and the density wave phases meet is located
at Us/t = 12. It lies between the equivalent values of the systems with only nearest-neighbour
interactions (Us/t = 13) and only long-range interactions (Us/t = 10).
If both interactions are tuned simultaneously by the same factor, the combination of both acts
like one effective interaction. In comparison to the individual interactions, the transition between
superfluid and Mott insulator phase remains unaffected, but transition-lines involving phases with
Sπ > 0 are altered.
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Further phase diagrams at particle densities ρ = 0.5, ρ = 1, ρ = 1.5 and ρ = 2 are provided in
Fig. 10.13. Except for offsets, these phase diagrams are very similar to the phase diagrams with
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Figure 10.13: Ground state phase diagrams of the Bose-Hubbard model with nearest-neighbour and long-
range interactions at various densities (a) ρ = 0.5 (b) ρ = 1 (c) ρ = 1.5 (d) ρ = 2. The
data was obtained with variational Monte Carlo simulations with system size L2 = 196,
tunneling strength t = 1 at 500 optimization-iterations. The observed phases are superfluid
(SF), supersolid (SS), Mott insulator (MI) and density wave (DW).
Subfig. (b) was also published in Ref. [1]. Reprinted with permission.

nearest-neighbour interactions and long-range interactions only, except that the whole diagram
seems squeezed in the vertical direction. This is however to be expected, since the vertical axis
now represents two equally strong interactions.
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10.4.2 Nearest-neighbour interactions with fixed long-range interactions

Three phase diagrams in the (Unn/Us, Us/t)-plane are shown in Fig. 10.14. The long-range
interaction has a fixed strength Ul in each of these diagrams. The interaction Ul is zero in Subfig.
10.14a, while it is set to the values Ul = 2 in Subfig. 10.14b and Ul = 5 in Subfig. 10.14c.
Comparison of the pictures shows that the long-range interactions act as an energetic offset. The
shape of the phase diagrams is unchanged.
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Figure 10.14: Ground state phase diagrams of the Bose-Hubbard model with nearest-neighbour interac-
tions and long-range interactions at ρ = 1. The long-range interactions are fixed to constant
values (a) Ul = 0 (b) Ul = 2 (c) Ul = 5. The shapes of the phase diagrams are not affected
by this, the long-range interactions act as an energetic offset.
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10.4.3 Long-range interactions with fixed nearest-neighbour interactions

In Fig. 10.15 phase diagrams with variable long-range interaction strengths Ul and constant
nearest-neighbour interaction strengths Unn are presented. This time the density was chosen to
be ρ = 1.5 because of the richness of this phase diagram. However, the constant nearest-neighbour
interactions do only act as an offset and do not affect the shape of the transition lines between
the phases significantly. Even the transition between the two spatial configurations of the density
wave phase is not affected.

 0

 5

 10

 15

 20

 25

 30

 0  5  10  15  20  25  30

U
l/t

Us/t

SF

DW (2,1)

DW (3,0)

SS

Unn=0

(a) Unn = 0

 0

 5

 10

 15

 20

 25

 30

 0  5  10  15  20  25  30

U
l/t

Us/t

SF

DW (2,1)

DW (3,0)

SS

Unn=1

(b) Unn = 1

 0

 5

 10

 15

 20

 25

 30

 0  5  10  15  20  25  30

U
l/t

Us/t

SF

DW (2,1)

DW (3,0)

SS

Unn=2

(c) Unn = 2

 0

 5

 10

 15

 20

 25

 30

 0  5  10  15  20  25  30

U
l/t

Us/t

SF

DW (2,1)

DW (3,0)

SS

Unn=3

(d) Unn = 3

Figure 10.15: Ground state phase diagrams of the Bose-Hubbard model with nearest-neighbour interac-
tions and long-range interactions at ρ = 1.5. The nearest-neighbour interactions are fixed
to constant values (a) Unn = 0 (b) Unn = 1 (c) Unn = 2 (d) Unn = 3. The shape of the
phase diagrams is not affected by this, the nearest-neighbour interactions act as an energetic
offset.
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10.5 Comparison of the resuls of the different models

To conclude this chapter, a short comparison of the results for the different models in two di-
mensions is provided in Fig. 10.16. The mean-field limit predicts the nearest-neighbour and
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Figure 10.16: Ground state phase diagrams at ρ = 1 for systems with (a),(b) nearest-neighbour (NN)
interactions; (c),(d) long-range (LR) interactions; (e),(f) nearest-neighbour and long-range
interactions equally strong.

the long-range interactions to be equivalent, aside from an offset [169]. In fact, the phase dia-
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grams are fairly similar in this ρ = 1 case. Qualitative differences can be found in the super-
solid phase, which exists up to Us/t = 13 for the nearest-neighbour interactions and only up to
Us/t = 10 in the model with long-range interactions. Also, the transition line between superfluid
to Mott insulator depends on the ratio between the particle-particle interactions for the model
with nearest-neighbour interactions. The model with both interactions qualitatively resembles
the nearest-neighbour case. The phase diagrams with both interactions look squeezed in com-
parison to the other ones. However, this should be the case, as a linear change in two different
interactions is represented by the vertical axis in these pictures.
Overall, the results for two-dimensional systems are in good agreement with experimental data
[11] as well as theoretic considerations [93,96,153,169]
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Conclusion

This thesis investigated the phase behaviour and critical phenomena of extended Bose-Hubbard
models, which are actually feasible in experiments. The standard Bose-Hubbard model, the Bose-
Hubbard model with nearest-neighbour interactions and the Bose-Hubbard model with long-range
interactions between particles were simulated in one and two dimensions. The phase behaviour
was investigated with two different approaches, which both are quantum Monte Carlo methods.
A world-line quantum Monte Carlo algorithm, which is capable of performing simulations of
one-dimensional systems in the canonical and the grand-canonical ensemble, and a variational
Monte Carlo algorithm, which operates in the grand-canonical ensemble and simulates systems in
one and two dimensions. Both methods are not exact, since they cannot map the entire Hilbert
space. However, this work showed that they are still relevant methods, although there are exact
alternatives.
A grand-canonical phase diagram of the standard Bose-Hubbard model in one dimension was
created with the world-line Monte Carlo algorithm. For large parts of the parameter area, it is
in good agreement with former results. The phase transition between the Mott insulator and
superfluid phases at ρ = 1 in the standard Bose-Hubbard model in one dimension was investi-
gated. Finite-size scaling with both methods predicted the critical point at the same location
at (t/Us)c = 0.2. The literature value is (t/Us)c ≈ 0.3. However, former quantum Monte Carlo
investigations located this critical point also at (t/Us)c ≈ 0.2 [138, 139]. The determination of
the exact location of this phase transition is known to be an ill-conditioned problem [84]. Re-
sults obtained with different methods are relatively widespread in a range between t/Us = 0.2 to
t/Us = 0.3.
The world-line and the variational Monte Carlo both determined the critical point at the lower
end of this range. This might be related to the fact that both methods tend to overestimate the
superfluid phase. In the case of the variational Monte Carlo method, a possible reason for this
might be the Jastrow wave function itself. The trial wave function is given by a superfluid wave
function, to which interactions are applied through the Jastrow factors [185]. This could be an
explanation for the fact that superfluid phases are slightly overrated in critical regions. Also, the
quality of variational Monte Carlo simulations improves with increasing dimension. Variational
methods work better if the there are more symmetries in a system [179]. In one-dimensional
systems, particles are connected via variational parameters only in one direction, which might
also affect the quality of the results.
The Bose-Hubbard model with nearest-neighbour interactions in one dimension was investigated
with both methods. Grand-canonical phase diagrams were shown for two different strengths of
the nearest-neighbour interactions. Both are in very good agreement with former results [84,110].
The canonical phase diagrams that were determined with the different algorithms are very similar.
Mott insulator, density wave, superfluid and superfluid phases, and the transitions between them,
are recognized by both methods, with little deviation between them. The world-line method is
however capable of identifying the rare Haldane insulator phase through the non-local string
order parameter [109]. Altough the Haldane phase was measured slightly smaller in comparison
to other works, it can be clearly identified. This is remarkable for a non-exact method at rel-
atively low system sizes. Critical points were determined using finite-size scaling. The critical
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point between density wave and Haldane insulator phase is found at t/Us = 0.23, which is the
value that other works found with exact methods [110]. However the critical point between Hal-
dane insulator and superfluid phase was determined at t/Us = 0.3, which is slightly too low in
comparison to the literature value [110]. This might be related to the fact that the superfluid
phase is always a little overestimated. The variational Monte Carlo is not able to recognize the
Haldane insulator phase at all. This is most probably due to the Jastrow ansatz, which only
accounts translational invariant system [180]. While the configurations in Mott insulator, den-
sity wave, superfluid and supersolid phases are translational invariant, aside from defects, the
Haldane insulator is a phase with a highly non-local order. The many-body term in the wave
function was introduced to improve the algorithm near critical points by considering fluctuations.
While the energetic properties of real systems are better reflected with this term, it is not capable
of employing the long-range interactions between defects in the system. These are however the
defining property of the Haldane phase.
Simulations of the Bose-Hubbard model with long-range interactions in one dimension were per-
formed with both algorithms as well. The canonical phase diagrams that were created with the
world-line and with the variational Monte Carlo are again very similar. A difference to note is
that the results of the simulations with the variational Monte Carlo method indicate a direct
transition between superfluid and density wave phases, while this direct transition does not exist
in the results of the world-line algorithm. Instead, the supersolid phase separates the superfluid
and density wave phases up to a critical point where all four phases meet. A grand-canonical
phase diagram of the Bose-Hubbard model with long-range interactions was also presented, which
structurally resembles the phase diagrams with nearest-neighbour interactions. However, no Hal-
dane insulator phase was found in the model with long-range interactions. To investigate this
further, a model with both nearest-neighbour and long-range interactions was constructed. The
long-range interaction was set very low, while the rest of the parameters corresponded exactly to
the range in which the Haldane phase was previously found. The Haldane phase was suppressed
by the long-range interactions, even for very low Ul.
The significant differences between the canonical phase diagrams of the different models in one
dimension are, aside from an energetic offset, the Haldane phase and the transition between the
superfluid and Mott insulator phases. The results of the world-line algorithms indicate that the
Haldane phase is suppressed by the long-range interactions. In the parameter areas displayed by
the phase diagrams, this phase has been found for the model with nearest-neighbour interactions,
but not for the model with long-range interactions. Results from both algorithms indicate that
the phase transition between the superfluid phase and the Mott insulator phase is depending
on the strength of the nearest-neighbour interaction, but not on the strength of the long-range
interactions. Considering the off-site interactions as perturbations of these two phases supports
this.
The two-dimensional models were simulated only with the variational Monte Carlo method. Most
of the results presented for two-dimensional models were published in [1]. Phase diagrams of Bose-
Hubbard models with nearest-neighbour interactions, long-range interactions and with both these
interactions were produced at various densities. The phase diagrams for the different models are
very similar, aside from offsets. The most significant difference is, similar to the one-dimensional
models, the transition between superfluid and Mott insulator phase, which is depending on the
strength of the nearest-neighbour interactions, but not on the long-range interactions. The results
for the Bose-Hubbard model with long-range interactions in two dimensions agree well with re-
sults obtained with exact quantum Monte Carlo algorithms [93]. The ρ = 1 phase diagram of the
model with long-range interactions is for large parameter areas in agreement with experimental
results [11]. The shape and placement of the supersolid phase is however significantly different in
experimental and theoretical observations. As expected, there is no indication for the existence
of the Haldane insulator phase in two-dimensional systems.
The Bose-Hubbard models with both nearest-neighbour and long-range interactions were inves-
tigated for the case in which the interactions are equally strong and for cases in which one of the
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interactions is constant. If one of the interactions is constant, it acts as an offset and shifts the
phase diagram.
The second order phase transitions were analysed with finite-size scaling in order to determine the
universality classes. The correct universality classes were confirmed by good data-collapses for
all phase transitions. As predicted by theoretical considerations, the phase transitions associated
with a break in Z2 symmetry belong to the 2D Ising universality class, while phase transitions
where the U(1) symmetry is broken belong to the 2D XY universality class [41].
This thesis demonstrated the capabilites of the variational Monte Carlo method for bosonic
systems. Comparisons with previous results, both theoretical and experimental, confirmed the
efficiency of the method in the two-dimensional case. The method can also be used to determine
the correct universality classes of phase transitions. In one dimension, the variational Monte
Carlo method is expected to be less precise, as there are fewer variational parameters and fewer
symmetries between lattice sites. This makes an adequate description by Jastrow factors more
complex. However, the comparison with a world-line Monte Carlo algorithm showed that the
variational Monte Carlo method also gives good results in one dimension. Aside from the Hal-
dane insulator phase, which is technically not obtainable with this method, the phase diagrams
produced with the variational Monte Carlo algorithm are close to those produced with the world-
line method.
The thesis also provided insight into the phase behaviour of extended Bose-Hubbard models in
one and two dimensions. The phase diagrams of the Bose-Hubbard model with nearest-neighbour
interactions and of the Bose-Hubbard model with long-range interactions are very similar. This
holds for one- and two-dimensional systems. Phases have in general the same shape and phase
transition lines are similar, aside from an offset. An exception from this is the rare Haldane
phase, whose non-local string order seems to be stable only in the model with nearest-neigbour
interactions. Also, the transition from superfluid to Mott insulator phase is shaped differently in
the two models.
The variational Monte Carlo method presented in this thesis can be used to simulate and predict
the phase behaviour of extended Bose-Hubbard models with good accuracy. Phase transitions
are adequately simulated and reflect the correct universality classes. The computational effort
is relatively low, especially compared to alternatives like DMRG or exact world-line algorithms.
The variational Monte Carlo algorithm is able to calculate a point in the phase diagram within
an average of 20 minutes. Another possible application is the treatment of higher-dimensional
systems. It is possible to modify the algorithm to simulate three-dimensional systems.
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