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SUMMARY

The aim of cryopreservation is to arrest physiologic structure, information and function
by lowering the temperature. It is commonly believed that a reduction of temperature
significantly halt or decelerate any detrimental process at storage temperature. Yet
little is known about the interference of the remaining slow processes in the sample on
the biological material at low temperatures. Furthermore, there is a lack of methods to
observe such processes at low temperatures and detect them retrospectively.

In this work, different optical microscopy methods was adapted to samples at
temperatures down to -180 °C, evaluated and utilized for the study of such slow
processes and their relation to the conservation conditions. For some of these, namely
devitrification and eutectic crystallization, chemical markers were identified by Raman
spectroscopy. Other slow processes like recrystallization were investigated using
fluorescence microcopy. These results may be the first steps into solid sample
characterization for retrospective sample history analysis.

Using the insights of these investigations, several innovations for real life biobanking
were derived, such as fiber-based quality assessment of stored cryopreserved samples,
time-temperature-indicators using recrystallization kinetics and a prediction tool for
medium stability against devitrification by means of calorimetry.

ZUSAMMENFASSUNG

Das Ziel der Kryokonservierung ist es, physiologische Strukturen, Information und
Funktionen durch Temperaturerniedrigung zu erhalten. Es wird allgemein
angenommen, dass eine Verringerung der Temperatur zersetzende Prozesse nahezu
unendlich verlangsamt. Dabei ist noch wenig Uber die Wechselwirkung der
verbleibenden langsamen Prozesse auf biologisches Material bei niedrigen
Temperaturen bekannt und es fehlen Methoden um solche Prozesse bei niedrigen
Temperaturen zu beobachten und riickblickend nachzuweisen.

In dieser Arbeit wurden verschiedene Methoden der optischen Mikroskopie an
Probentemperaturen bis -180 °C angepasst, evaluiert und fir die Untersuchung
langsamer Prozesse und deren Beziehung zu den Konservierungsbedingungen
angewandt. Flir manche dieser Prozesse, Devitrifikation und eutektische Kristallisation,
wurden chemische Marker mittels Raman-Spektroskopie identifiziert. Andere
langsame Prozesse wie Rekristallisation wurden mittels Fluoreszenz-Mikroskopie
untersucht. Diese Ergebnisse erdffnen den Zugang zur Charakterisierung von festen
Proben zur retrospektiven Analyse der Probenhistorie.

Aufbauend auf diesen Ergebnissen wurden mehrere Innovationen fir den praktischen
Einsatz in Biobanken abgeleitet, unter anderem faserbasierte Qualitatskontrolle von
kryokonservierten Proben wiahrend der Lagerung, Zeit-Temperatur-Indikatoren
basierend auf Rekristallisations-Kinetik und eine Vorhersagemethode fir die Stabilitat
des Mediums gegen Devitrifikation mittels Kalorimetrie.
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Chapter 1 Introduction

1 INTRODUCTION

The aim of cryopreservation is to preserve biological material and store it for later use
while maintaining the biological function and characteristics [1]. This is done through a
cooling process that aims at stopping all biological, chemical and physical processes so
that the given sample can be stored virtually indefinitely. The field of cryopreservation
was introduced in the 1930s by Luyet [2], [3] where he investigated vitrification of
simple biological samples, i.e. rapid cooling of samples without ice crystallization.
Cryopreservation started to gain interest through the discovery that cells could survive
freezing and be revitalized through the addition of glycerol as so-called cryoprotective
agent (CPA) in 1949 [4]. Today, cryopreserved samples are stored in biobanks; a term
coined in the 1990s [5] and defined as a repository of biological material and
associated data [6]. Biobanks has been growing significantly in the last decade both in
terms of collection sizes as well revenue generated. A study from 2008 estimates that
270 million biological specimens are stored in the US alone and that this collection
grows with 20 million samples per year [7], [8]. The revenue from biobanks was
reported to 24.4 billion USD in 2013 and is expected to experience strong growth until
2023 [9]. Biobanks play an important role in both academic as well as commercial
research since they provide a collection of biological samples with corresponding data
and can be withdrawn from the biobank at any point in time for investigation. Such
specimens can be used both in the research on the causes and treatment of many
illnesses but also as a diagnostic and therapeutic tool [10].

The last decade has seen rapid development in the field of personalized medicine [11]
that aims at personalizing treatment to each patient and thereby increasing its
effectivity. Here biobanks have been identified as playing a key role [12]. They allow
for the storage of personalized cellular samples that can be thawed at the appropriate
time and applied for therapeutic uses [13], [14]. This requires that the revitalized cells
survive the cryopreservation process with unimpaired biofunctionality [15], which is
particular important for stem cells [16], [17]. The cryopreservation should thus ensure
that the samples retain a high quality throughout the preservation process [18]. This
poses high requirements on the employed cryopreservation protocol and CPAs used.
The temperature profile used for the cryopreservation, i.e. cooling rate [19], storage
temperature [20] and heating rate [21], play a major role in post-thaw viability of
preserved cells. The CPA chosen can also exhibit cytotoxic effects and thus play a role
on post-thaw viability and functionality [22]. This includes the common CPA Dimethyl
Sulphoxide (DMSO) that has been in use since the 1950s [23]. Stem cells are
particularly sensitive to the cryopreservation process [24]. The introduction of induced
pluripotent stem cells for therapeutic use has further forced the development of
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serum-free cryopreservation protocols to optimize viability and decrease cell
differentiation [25], [26].

With state of the art methods, it is possible to store many different cell lines for
extended periods of time with very low loss rates. A new cryopreservation protocol
has been developed for each cell line. This encompasses both complex temperature
profiles and preservation media. The deciding criteria for the given protocol are post-
thaw viability and biofunctionality. This is an empirical and iterative development that
is very resource intensive and not suitable for sample types of limited quantity [27]. It
can be challenging to distinguish between different effects during preservation that
influence the success rate, since the protocol is evaluated as a whole. This further
implies that quality control in biobanks relies on thawing samples and reviewing
biomarkers for the given sample type [28]. The most dangerous periods of a
cryopreservation process are during freezing and thawing of the sample. A sample can
thus not be refrozen and has to be used or discarded upon thawing. An optimal
approach to the assessment of sample quality would thus be to perform non-contact
measurements on the sample during storage. A quality control could then be
performed on valuable, sensitive and limited samples without discarding them. Such a
quality control would also allow bad samples to be discarded so that they do not take
up precious storage space. With the increasing amount of stored samples this would
optimize the utilization of storage space in biobanks and ensure that all stored samples
are of high quality.

Liquid water constitutes a crucial part in living cells. The solidification of water in a
freezing process as during cryopreservation thus poses challenges to the viability of
cells. It is commonly known that intracellular ice crystal formation has lethal
consequences for the cell [29]. The solubility of many compounds, such as electrolytes,
CPAs or others, is much lower in ice as compared to liquid. This means that when ice
crystallizes, the surrounding medium changes greatly in its composition and influences

Macroscopic Local
composition environment —> Health of cell

- Osmotic stress?

- Intracellularice?

- Cytotoxicity?

- Intercell connectivity?
- Etc.

Figure 1.1 The health of a cell during cryopreservation is governed by the local
chemical and physical environment. The local environment is in turn governed by
macroscopic characteristics.
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a cell profoundly. The health of a cell during cryopreservation is thus to a large extent
governed by the chemical and physical environment inside the cell as well as in
immediate proximity to the cell. This local environment is in turn governed by
macroscopic properties of the sample such as temperature, initial chemical
composition, phase composition, cooling rate, cell density etc. This has been outlined
in Figure 1.1. Many of the macroscopic characteristics of a cryopreserved sample are
expressed through the solid states that are formed in a given sample. This could for
instance be the amount, size and shapes of ice crystals or the formation of a glassy
phase between the ice crystals.

As an example hereof let us consider two identical samples. The outcome of a
cryopreservation process may differ for the samples if storage conditions are identical
but there are differences in the freezing and thawing of the samples. Differences can
also occur if freezing and thawing are identical but the samples are not stored under
identical conditions. This is a result of different macroscopic characteristics that lead to
differences in the solid states that are formed in the samples during the
cryopreservation process. Understanding the formation of the solid states during
freezing as well as their influence on the biological state of the cells contained in the
sample can increase the understanding of the cryopreservation process. This further
aids knowledge-driven development of cryopreservation protocols that can possibly
deliver results better and faster than an iterative approach to cryopreservation.

Time scales in cryopreservation

Thawing Structural kinetics
[ o
Vitrification Slow freezing Storage
-— o ° —_—
1 2 a2 2 2222l 2 St s s aaad _ Processtime
Second Hour Year

Figure 1.2 Time scales encountered in cryopreservation. The time scales encountered
vary from seconds all the way up to decades.

One major challenge in the study of cryopreservation is that the processes
encountered occur on vastly different time-scales as depicted in Figure 1.2. The time
scales range from seconds seen in vitrification of samples to decade-long storage of
samples. The outcome of a given cryopreservation is dependent on all processes that
are encountered and any damaging effects accumulate over the entire lifespan of a
sample. To understand the outcome, each process should be investigated separately
using model experiments in order to be able to design an experiment with a
reasonable time frame investigating effects that occur on similar time scales. This
would also allow for a separation of the effects encountered during cryopreservation.
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Many studies currently performed that investigate such part processes use
cryomicroscopy imaging techniques that allow for conventional transmission and
fluorescence imaging of cells during freezing in a low-temperature microscopy
chamber. These methods are primarily used to study cell morphology [30] or
intracellular ice formation [30], [31]. Transmission imaging does, however, have
limitations in that penetration depth into a sample is limited due to scattering of light
[32] and that physico-chemical processes cannot be investigated. Further insights,
besides morphological and topological information, are required to improve on
cryopreservation protocols in particular for more complex sample types. One such
method has recently been introduced to the field of cryobiology [33]. Confocal Raman
microscopy can effectively deliver chemical imaging of cryopreserved samples which is
a major step forward in cryomicroscopy.

The aim of this work is to identify and establish methods that investigate
cryopreserved samples in @ manner, such that conclusions on what processes have
occurred during the cryopreservation process and the state of the sample in a
retrospective manner. Such a retrospective analysis should rely on macroscopic
measurements that are conducted in a non-contact manner and that can be
implemented in a low-temperature environment. This study is a start to look into these
processes as a whole and investigating their influence on the storage state. This should
be done while keeping in mind possible applications leveraging this knowledge for
biobanks.

Through the application of Raman microscopy, chemical markers that convey
information on the state of the sample can be identified and exploited to detect lethal
effects that can occur during cryopreservation. This will allow for Raman spectroscopy
studies of samples in storage and thus a retrospective analysis on the state of the
sample. This offers a new perspective on how quality control can be performed in a
biobank. The Raman microscopy study can furthermore be used to gain further
insights into the local chemical and physical environment in and around cells during
the cryopreservation process. This study will focus on cell suspensions, cell colonies
and media used to cryopreserve these.

This study will furthermore investigate the effect of suboptimal storage conditions on
samples. In particular, the response of media to temperatures over the typical storage
temperatures, i.e. the glass transition temperature, will be studied. For slowly frozen
samples, this results in recrystallization whereas ice can nucleate and grow in vitrified
samples. When the temperature is high enough in a slowly frozen sample, ice crystals
can fuse to minimize the surface energy in a process called recrystallization. The
temporal development of ice crystals under isothermal conditions will be studied using
fluorescence microscopy. Recrystallization plays a role in the resulting ice crystal
structure during freezing and has an influence on the outcome of a cryopreservation
process [34]. Recrystallization may also provide the key to develop a time-temperature
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indicator as a direct proof of an unbroken cold-chain for cryopreserved samples and
thus improve on quality control in biobanks.

Devitrification is the process where ice crystals nucleate and grow in vitrified samples.
Through the application of differential scanning calorimetry, the ice crystal growth
rates can be measured during devitrification and analyzed for various vitrification
media. Such characterization of vitrification media can be used to predict how a
sample will respond to unforeseen temperature elevations and thus deliver a different
perspective on the development of cryopreservation protocols since both the choice of
CPA and concentration have a major impact on the stability of the vitrified state. Such
insights can furthermore be used to formulate best practice handling protocols for
cryopreserved samples.
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Chapter 2 Introduction to Cryopreservation

2 INTRODUCTION TO
CRYOPRESERVATION

This chapter aims at providing all background information required for a complete
understanding of the processes and structures found in cryopreserved samples that
will be studied in this thesis. It is therefore important to understand the general
approaches to cryopreservation since different methods results in vastly different
sample types each with its advantages and challenges. The approaches to
cryopreservation will be presented and discussed in section 2.1. Relaxation processes
are a sign that a sample is unstable and is subject to ageing, an issue in
cryopreservation that can lead to a degradation of the sample quality. A general
discussion of relaxation processes will be given in section 2.2 Retrospective analysis
aims at studying such processes after they have occurred and identifying them in
stored samples. In section 2.3, general aspects of retrospective analysis are presented
along with two different approaches to this topic.

Cryobiology considers the effects on biological material when they are exposed to sub-
zero temperatures. One of the most essential components to cells and their
functionality is water. The biological functionality, vitality and several other
characteristics of living matter are significantly impacted during cryopreservation since
water can crystallize and thereby fundamentally change the physical and chemical
state in and around the biological material. When studying cryobiology it is therefore
important to understand the processes that occur during a freeze-storage-thaw cycle
and their effect on the biological state of a cell. The main applications of cryobiology
can generally be divided into two groups. First of all it is understood that freezing can
cause damage to biological material. This is actively used in cryosurgery where low
temperatures are used to kill unwanted tissue such as malignant tumors [35], [36].
Here, the main purpose is to find ways to efficiently destroy some material through
exposure to very low temperatures leaving the surrounding material unaffected. The
study of cryobiology can also be used to preserve biological material in extended
periods of years or even decades with a subsequent revitalization [37]. This is called
cryopreservation and the main area of focus here is to cause as little damage as
possible in the biological samples so that their vitality and functionality is unaffected
by the exposure to low temperatures. When cells are cooled all chemical and physical
processes are slowed including metabolism. If the temperature is low enough,
metabolism can be halted thereby stopping the biological clock. Cryopreserved cells do
therefore not age and can be stored virtually indefinitely. There currently exists
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samples that have been stored for decades [6], [38], [39]. These should in principle
exhibit the same characteristics compared to samples recently frozen if they are frozen
and thawed in the same manner and that the storage conditions have been stable at
sufficiently low temperatures.
The field of cryobiology started when Polge et al. succeeded in freezing spermatozoa
to -79 °C and subsequently reviving them [4]. In their study glycerol was used as an
agent to protect the cells. Further studies by Lovelock described the hemolysis of red
blood cells when frozen [40] and the role of cryoprotective agents (CPA) for a
successful cryopreservation process [41]. By understanding the mechanisms that
damage cells, precautions can be made to avoid them. It is therefore essential to study
both the lethal effects when exposing cells to sub-zero temperatures as well as the
protective mechanisms that different preservation strategies offer. In addition, cells
usually undergo significant changes during the freezing process and need to recover.
The cells furthermore need to be transferred to a normal cell medium.
The cryopreservation process can typically be divided into five distinct steps:

1. Preparation of the sample.
Cooling of the sample until the storage temperature is reached.
Storage of the sample.
Thawing of the sample to room temperature.

vk wnwN

Recovery of the biological material.

Each cell line is different and a specific cryopreservation protocol has to be tailored to
it where each of the five steps is optimized. The most common parameter that is
optimized is the post-thaw vitality of the cells. For many other applications also criteria
such as functionality or in the case of stem cells differentiation are important. Current
research focuses on optimizing the preservation process [42], [43]. This is done using
very different approaches such as understanding lethal mechanisms, optimizing
current preservation protocols or automation in biobanks to increase throughput.
Particular interest is given to preservation of stem cells since among other applications
focused more on research applications they offer the attractive prospect of
personalized medicine with the advent of induced pluripotent stem cells.

2.1 Approaches to cryopreservation

There are two fundamental different approaches in order to preserve cell cultures at
cryogenic temperatures. They mainly differ in their freezing protocol, but due to the
different characteristics of the resulting samples, also the sample media composition
and sample container need to be adapted in order to optimize different aspects of the
cryopreservation. The more common approach is the ‘slowly frozen’ approach where
samples are frozen slowly at a cooling rate of the order of 1°C/min. The other
approach is the so-called ‘vitrification” approach. Here the samples are often plunged
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into liquid nitrogen in order to achieve very fast cooling rates above 200 °C/min [44] or
even over 10,000 °C/min for low-volume samples [21], [45]. The term vitrification or
vitrified in cryobiology is only used for samples where the entire volume can be
considered vitrified. Even though also parts of a slowly frozen sample form an
amorphous phase and can be considered to be vitrified, the entire sample contains
crystalline parts and is therefore not described as ‘vitrified sample’. This terminology
will be used in the following and the expression ‘vitrified sample’ always describes a
sample that was subject to very fast freezing.

Even though these approaches have significant differences in their biological, chemical
and physical aspects they in principle use the same mechanism in order to preserve
cells. The aim of both approaches is to immerse cells in a highly viscous glass but the
path to achieve this state differs for the two approaches. When the aqueous phase
inside and around the cell is turned into a high-viscosity glass, all chemical and
biological processes are slowed to such a degree that they can be considered as
completely stopped. This occurs when the aqueous phase is supercooled to a
temperature below the glass transition temperature that is around -130 °C for aqueous
mixtures. An effective storage of cryopreserved cell culture samples thus requires
storage temperatures below -130 °C. Such samples are therefore often stored in liquid
nitrogen freezer units.

For both approaches, a CPA is added to the cell culture medium in varying
concentrations. The CPA alters ice formation and thus offers the protection required
for cells to survive being frozen and subsequently thawed. There exists a wide range of
usable CPAs [22] and many cryopreservation protocols using different CPA types and
concentrations have been developed and tailored to each specific cell line. The CPAs
can roughly be divided into membrane-permeating and non-permeating CPAs and they
thus provide protection based on an intracellular or extracellular mechanism. By far
the most common CPA is dimethyl sulphoxide or DMSO, which is why this particular
CPA is the primary focus of this study. DMSO is a membrane-permeating CPA meaning
that it will provide internal protection to cells. Aqueous solutions of DMSO can easily
form a glass and thereby suppress intracellular ice formation. It has furthermore been
reported that DMSO exhibits membrane stabilizing properties in a hyperosmotic
environment [22]. The main disadvantage of using DMSO as CPA is its cytotoxicity
especially compared to other CPAs such as for example saccharides and
polysaccharides. The concentration of DMSO used for the slow freezing approach is
typically below 10 % [22]. Concentrations over 40 % are being used for vitrification
[22]. The trade-off between DMSQ’s ability to form a glass and its cytotoxicity might
thus differ for both approaches.

Both approaches offer advantages and disadvantages and the choice of preservation
method relies on the application and cell line in question. Here, both the slow freezing
and the vitrification method are presented as a fundamental understanding of both
approaches is required to understand the findings in of this thesis. Thereafter several
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effects that can be lethal to cells during cryopreservation and their relation to the
preserving mechanisms will be presented.

2.1.1 Slow freezing approach

The slowly frozen approach to cryopreservation is the more common one. This
approach was first demonstrated by Polge et al. in 1949 where spermatozoa was
revitalized after being frozen to -79 °C [4]. This approach can, to a certain point, be
characterized as an equilibrium approach where the sample is cooled slowly enough to
be in thermodynamic equilibrium. This approach relies on the formation of ice crystals
and the resulting increase of CPA concentration between the ice crystals providing a
suitable environment for cells to survive the cryopreservation procedure. When a
sample is cooled slowly, ice crystals will start to form and grow. Between the ice
crystals, so-called dendritic channels are formed, primarily due to the addition of CPAs
such as DMSO to the medium. Using a sufficiently low cooling rate means that the
number of ice nuclei formed is low compared to the ice crystal growth rate. This in
turn means that most ice nuclei will form outside cells. As a result the vast majority of
cells in the sample will be located in the dendritic channels since extracellular ice
crystal growth does not penetrate intact cellular membranes.

L Lig,
Ice + Liquid quj
a s U’?e

Temperature
1

- Solidus line

. Eutectic point
Ice + Eutectic Phase

Concentration

Figure 2.1 Schematic path through a binary phase diagram for a slowly frozen
sample. T.denotes the crystallization temperature and T, the eutectic temperature.

A phase diagram such as the one in Figure 2.1 describes the chemical composition in
the dendritic channels at given temperatures and thus the environment the cells in the
sample experience during freezing. Phase diagrams can only describe samples in
equilibrium and thus only when low cooling rates are employed. The macroscopic
physical and chemical state of a slowly frozen sample can be described by a path
through the phase diagram. When ice starts to form, the remaining liquid will
concentrate and the liquidus line describes its crystallization temperatures at varying
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concentrations. The medium in the dendritic channels concentrates as ice starts to
grow due to the low solubility of electrolytes and other chemical compounds in ice.
Due to its concentration dependency the crystallization temperature in the dendritic
channels further decreases.

The initial concentration of the sample Cy and the concentration C; in the non-
crystallized parts of the sample at temperature T can be used to calculate the amount
of ice in the sample. The fraction of the sample forming ice f;.. and the fraction of the
non-crystallized part of the sample f};, can be calculated using the lever rule [46]:

Cr—Cy
fice = C (2.1)
T
Co
fiiq = C_T (2.2)

These equations are only valid for temperatures between the eutectic and the
crystallization temperature. The eutectic temperature describes the minimum
equilibrium temperature where the dendritic channels are still liquid. When the
sample is cooled below the eutectic temperature two different scenarios can occur.
Without the addition of CPAs the sample completely solidifies through eutectic
crystallization since from a thermodynamic point of view the remaining liquid is just
ordinary brine in a concentrated form with an eutectic temperature of
approximately -21 °C. In the presence of CPA in the medium the sample leaves the
equilibrium state and the phase diagram cannot further describe the chemical state of
the sample. The viscosity of the remaining liquid increases thereby preventing eutectic
crystallization. The medium inside the dendritic channels eventually turns into a glass
providing the preserving feature of this process. Any cells in the dendritic channels can
thus be preserved for later thawing and revitalization. If the sample reaches
temperatures well below -130 °C without a eutectic crystallization all chemical and
biological processes are completely stopped and the sample can then be stored in a
liquid nitrogen freezer unit.

The effects of the slow freezing approach on a cell are sketched in Figure 2.2. The
crystallization of ice in such samples has two consequences that both are very
important to consider for the preservation nature of this process. The first
consequence is that the CPA concentration in the dendritic channels is increasing as
previously mentioned which essentially provides the preservation feature of this
process. The second and equally important effect is that the concentration of
electrolytes is increasing in the direct surroundings of the cells. This leads to osmotic
dehydration of the cells during the cooling process depends on three parameters:
Cooling rate, membrane diffusion characteristics and the share of osmotic active
water. A lower cooling rates leads to longer exposure times of the electrolyte
concentrations at each temperature during cooling. This means that a cell will
dehydrate more if the sample is exposed to lower cooling rates compared to high
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cooling rates. The cell membrane diffusion characteristics have a major impact on the
dehydration where higher permeability leads to a larger amount of water escaping the
cell. This also explains why the dehydration differs between cell types. However, a part
of the intracellular water does not take part in the osmotic exchange since the water
molecules are strongly bound to biomolecules such as proteins. This can be considered
osmotic inactive water. There exists an optimum dehydration level during
cryopreservation as too little dehydration increases the risk of intracellular ice
formation whereas too much dehydration eventually is lethal. The resulting optimum
cooling rate is dependent on the cell type due to the membrane diffusion
characteristic and cell volumes for the particular cell type.

The slow freezing approach possesses several advantages over the vitrification
approach that have made it the primary method for cryopreservation for a broad
range of cell types. The technical requirements are lower since low cooling rates on the
order of 1-10 °C/min are relatively easier to control and maintain compared to the high
cooling rates required for vitrification. The second main advantage of this method is
that only relatively low CPA concentrations are required in order to achieve a
successful preservation. Many CPAs are cytotoxic but the harmful effects of CPAs are
less pronounced at lower temperatures. Their detrimental effects are also strongly
dependent on their concentration. Since the CPA concentration in direct vicinity of the
cells is increased gradually during ice crystal growth, the cells are only exposed to high
CPA concentrations at low temperatures. In the slow freezing approach the relatively

Start During freezing End

CNaCIT CCPJ

Glassy state?

Eutectic formation?
Decreasing temperature

v

Cooling rates: ~1-100 °C/min

Figure 2.2 Here a cell is sketched during slow freezing. The concentration of
osmolytes and CPA increases when ice starts to crystallize. This increase induces a
flux of water out of the cell due to osmotic forces. The amount of water flowing
out of the cell is depending on cell type and cryopreservation protocol but can be
rather significant (>70 % of cell volume). The increase of CPA can result in the
formation of a glassy state.
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low CPA concentrations that are initially added to the sample only poses a moderate
risk to the cells. Additional measures can be taken to reduce this risk further as for
example adding the CPA only at temperatures below 4 °C. Different CPAs exhibit
different levels of cytotoxicity to different types of cells. They should thus be chosen
accordingly while keeping in mind the amount of protection the given CPA offers. The
slow freezing approach also offers the potential for high-throughput cryopreservation
as vessels with a relatively large volume can be employed for a simultaneous cooling of
a high number of cells. Today many applications and studies require a high quantity of
cells and here a high throughput is essential in the cryopreservation process. The high
throughput is furthermore enhanced by the possibility for an automated and
standardized freezing and thawing process.

The slow freezing approach does, however, also possess some disadvantages that
make it unfavorable compared to the vitrification approach in some cases. The
preservation protocol cannot always be optimized to such a degree that the
disadvantages are only minor and can in practice be disregarded. The main problem
with the slow freezing approach is the crystallization of ice and the formation of
dendritic channels. The cells are located in a changing chemical and physical
environment in the dendritic channels as the temperature is lowered. This means that
the cells will dehydrate and are not in their natural hydrated isotonic equilibrium
during storage. This can lead to lowered cell viability in particular when very low
cooling rates are employed. The cells furthermore have to recover post thaw to regain
the equilibrium state. Some cell lines like for example oocytes and stem cells are
particular sensitive to dehydration which is why the vitrification approach is almost
exclusively used for these. Another detrimental effect of ice crystallization is that it can
potentially destroy cell-cell contacts. This means that cellular constructs such as cell
colonies, organoids and tissues cannot be preserved using the slow freezing approach
since the cell-cell contact plays a vital role in the functionality and vitality of the sample
in question. Crystallization of ice in the sample can also result in intracellular ice, which
is commonly known to reduce cell viability.

The so-called ‘two-factor hypothesis coined by P. Mazur describes the main lethal
mechanism when slowly freezing cells [19]. This hypothesis describes the interplay
between, water transport, dehydration, intracellular ice crystallization and their
influence on the viability of the sample.

Ice crystal growth in a sample is limited by a low nucleation rate at slow cooling rates.
Since the extracellular medium is order of magnitude larger than the biological matter
the ice in the sample is primarily extracellular ice. The concentration of osmolytes in
the immediate vicinity of a cell is increasing as ice nucleates and grows through the
sample and thereby extracts water from the remaining medium. The cells are
experiencing a strongly hypertonic environment, i.e. an electrolyte concentration
higher than the osmotic neutral isotonic concentration. Through an osmotic response
the cells will eventually dehydrate. If the dehydration is too strong or too prolonged
without reaching the storage state it can lead to cell death. The cell death due to
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dehydration is probably caused by denaturation of proteins and the cell membrane. If,
on the other hand, a relatively high cooling rate is employed, in order to minimize the
dehydration effects on the cells, the nucleation rate increases. With a high density of
ice nuclei throughout the sample also the risk of intracellular ice crystallization
increases. The ice nucleation rate increases with lower temperatures until a maximum
is reached the so-called the homogeneous nucleation temperature that depends on
the media composition. For pure water the homogeneous nucleation temperature is
around -40 °C [47], [48]. This risk of intracellular ice formation is furthermore
enhanced when the sample becomes supercooled. Supercooling describes a non-
equilibrium state in samples that are cooled too fast so that ice crystals do not start to
nucleate when the freezing temperature is reached. At a lower temperature, very fast
nucleation will eventually start in slowly frozen samples. As the cells in the sample
cannot dehydrate due to extracellular ice formation in the case of supercooling, the
higher amount of water still present in the cells at the onset of nucleation increases
the probability that an ice crystal will nucleate intracellularly. It is commonly known
that intracellular ice crystallization is detrimental to cell viability although the exact
lethal mechanism has not been found. It has been speculated that intracellular ice
crystallization destabilizes the membrane causing the cell to lyse on thawing. Another
proposal is that recrystallization of smaller ice crystals into larger ones causes damage
to the organelles of the cell [49]. Other explanations directly related to the effects of
intracellular dehydration might also hold true.

An optimal cooling rate exists when taking into consideration that dehydration is
pronounced at low cooling rates whereas intracellular ice formation is pronounced at
high cooling rates. This is illustrated in Figure 2.3, where the optimal cooling rate is
located where the two damaging effects are tapering off. When a cryopreservation

Survival rate
— = Dehydration
— = Intracellularice

Fast
freezing

- Slow
freezing

Cell viability

Cooling rate

Figure 2.3 Graphic representation of the two factor hypothesis. Cell viability drops
at slow cooling rates due to dehydration and at fast cooling rates due to
formation of intracellular ice. There exists an optimal cooling rate where the
combination of solution effects and intracellular ice crystallization is minimized.
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protocol is developed, the cooling rate allows the cell to dehydrate in order to
minimize the risk of intracellular ice formation but should not expose the cells to
significant periods of dehydration. The optimal cooling rates depends on the particular
cell characteristics such as volume and membrane diffusion properties but also on the
cell media chosen since this governs the ice crystal growth rate as well as ice
nucleation rate. The viability of various cell types exposed to increasing cooling rate
supports this two factor hypothesis [19], [29], [50]. Further damage to cells during slow
freezing can originate from mechanical interactions between extracellular ice crystals
and the cellular membrane [51]. A study also shows that eutectic crystallization is
harmful to cells [52]. Here the lethal mechanism is mostly unexplored and will be
investigated in chapter 5.

2.1.2 Vitrification approach

The principle of vitrification of biological material by rapid cooling is generally
considered to be introduced by Luyet in 1937 [2], [3]. It is as such not a new technique
compared to the slowly freezing technique. The method was however only popularized
by Fahy et al. in the early 1980s [53], [54] after the slowly freezing technique was
already well established.

Vitrification is a non-equilibrium approach that relies on cooling a sample rapidly
enough in order for it to directly vitrify without any ice crystallization. The glass
transition is a second-order phase transition and implies a change in the heat capacity
of the sample. The glass transition temperature can then be defined as the
temperature at which half of the change in heat capacity related to the phase
transition has occurred. Besides this thermodynamic definition of the glass transition
temperature, purely phenomenological descriptions exist but when applied correctly
all methods deliver the same result. It can for example be described as the
temperature below which the viscosity is above 10" Poise [55] or when the structural
equilibration time is on the order of 100 s [56]. For agueous mixtures the glass
transition temperature is approximately -130 °C.

Figure 2.4 shows an example of a binary phase diagram of an aqueous mixture
containing CPA. In order to vitrify the sample successfully the unstable region below
the homogeneous nucleation temperature has to be avoided as this would always lead
to the formation of ice in the sample. The CPA concentration thus needs to be high
enough to avoid homogeneous nucleation. The other critical region in the phase
diagram is the metastable state below the crystallization temperature. In contrast to
the unstable region it cannot completely be avoided by adjusting the sample
composition. Here, the cooling rates needs to be very high so that the sample is out of
equilibrium and supercooling occurs. When the cooling rate is high enough the sample
can be cooled below the glass transition temperature in a non-equilibrium state
without any ice crystallization at all [57], [58]. This can be considered as complete
supercooling and the vitrification process is depicted as arrows in Figure 2.4.
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Figure 2.4 Typical vitrification procedure visualized in a phase diagram. First the
concentration of the CPA is increased and the sample is subsequently cooled rapidly
to below the glass transition temperature T ;. As soon as the sample is cooled below
the crystallization temperature T, it enters a metastable region that should be
traversed within a short period. The region below the homogeneous nucleation
temperature T}, is considered unstable and has to be avoided for vitrification. Figure
inspired from [58].

The cooling rate required in order for a sample to vitrify, the critical cooling rate,
depend on the chemical composition of the sample. In order for pure water to vitrify it
has to be cooled at rates over 10’ °C/s [59]. This is usually achieved be depositing
water vapor or micro droplets on a very cold surface [60] and rather impractical from
the perspective of cryopreservation. The relatively low heat conductivity furthermore
hinders liquid water samples thicker than 1 um to vitrify. For any practical application
of vitrification, high concentrations of CPA are added in order to reduce the critical
cooling rate to realistic values and low-volume samples are used to assure fast enough
cooling also in the central parts of the sample.

Let us first consider adding high amounts of CPA to a sample. The advantage of high
concentrations of CPA is two-fold. CPAs often have a higher viscosity than water,
slowing down ice nuclei formation and increasing the possibility that the sample
remains supercooled. High concentrations of CPA also lead to significant depressions
of the freezing temperature and homogeneous nucleation temperature which
shortens the time period that a sample will have to spend in a supercooled state. In
effect, this leads to a significant reduction of the critical cooling rate for a given sample
[58], [61]. For a sample containing over 42 wt% DMSO, the unstable region can be
avoided the critical cooling rate is reduced to below 100 °C/min.

Low volume samples necessary as there is an internal limit to the cooling rate due to
the relatively low heat conductivity of aqueous media. The limits on the cooling rate of
the entire sample can be increased by minimizing the volume or thickness [26], [62]-
[66]. This is a rather common method that has been utilized in a variety of ways and
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optimized. Also the choice of container material and thickness plays a role in order to
achieve high sample cooling rates.

The main advantage that the vitrification method offers over the slow freezing process
is that ice crystallization is completely avoided. This has several positive consequences.
When ice crystallization is generally avoided, intracellular ice crystallization is also
avoided. It furthermore allows for cryopreservation of cell colonies without
disturbances of the general structure of the colony where ice forming between cells
would destroy cell-cell contact. Slowly freezing stem cell colonies can lead to
differentiation and apoptosis [67]-[69]. It has furthermore been shown that using
vitrification for stem cell colonies reduces mechanical and chemical stress [26].
Avoiding ice crystallization furthermore allows biological molecules and intracellular
structures to remain in their natural hydrated state throughout the preservation or as
B. Wowk states [58]:

“Vitrification is important to cryobiology because the natural state of liquid water
inside living things is disordered. Maintaining the natural disorder of water molecules
and dissolved solutes inside living things during the solidification process of
cryopreservation is advantageous from the standpoint of minimally disturbing the
system being preserved.”

This is a very important aspect especially for sensitive cell lines since the post-thaw
recovery is facilitated when dehydration is avoided. Another advantage of the
vitrification approach is that there exists no optimum cooling rate as long as the
sample is cooled fast enough to achieve vitrification. When a method providing very
fast cooling or heating rates has been developed and established, then it can directly
be transferred to other cell lines or sample types without the need to individually
adapt the cooling rate. As the sample container has a major impact on the sample
cooling rate and since some sample types are not compatible with all containers, there
are limits to the standardization of the vitrification process.

There are, however, also disadvantages of vitrification that have to be taken into
consideration. CPAs often have cytotoxic effects that are enhanced by the high
concentrations required. This is probably the most significant disadvantage of the
vitrification approach. The cytotoxic effects decrease with decreasing temperature.
The high concentrations of CPAs are therefore often first added to the sample at low
temperatures around 4 °C or even gradually with the decreasing temperature. The
latter method is called liquidus tracking where the CPA is gradually added so that the
sample composition and temperature follows slightly above the liquidus line in the
phase diagram thereby avoiding ice crystallization [70]—[73]. This means that the very
high concentrations of CPA are first encountered at very low temperatures minimizing
the cytotoxic effects. This is, however, a significantly more complex and time-
consuming method than ordinary vitrification and also requires sealing of the sample
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at cryogenic temperatures. The applicability of the liquidus tracking method is also
limited by CPA diffusion in the sample. It should be kept in mind that diffusion times
for CPA into cells or tissue can increase dramatically due to higher viscosity of the
medium or decreased membrane diffusivity. Therefore, CPA cytotoxicity is also the
main barrier to successful cryopreservation for tissue samples. Since the CPA has to be
present in all parts of the tissue, long incubation times are required in order to achieve
a high enough CPA concentration to ensure vitrification at the center of the tissue. This
effect is even more pronounced in articular cartilage tissue where no vascular system
can transport the CPA into the tissue [74].

Another disadvantage is the limitation of the sample size that is imposed by the very
high cooling rates required for successful vitrification. Beier et al. [26] report that
typically only 5-10 human embryonic stem cell colonies are preserved in a sample.
When considering the large amount of biological material currently being preserved
every day then it is clear that low volume samples are a disadvantage. As with most
industrial endeavors, high efficiency and high throughput are also desired in biobanks
and low volume samples are clearly disadvantageous. For specific cell lines and types it
is, however, more efficient to use the vitrification method over the slowly freezing
technique that allows for higher volumes, since it offers significantly higher survival
rates. For some sensitive samples like stem cell colonies it is even the only method
possible.

The main risk to vitrified samples is so-called devitrification [75], [76]. It describes the
process of crystallization in a sample that was originally vitrified. Vitrified samples are
in a non-equilibrium state and there are a driving force will force the sample towards
equilibrium. As a result, ice will crystallize in the sample. This can happen if the sample
temperature is increased above the glass transition temperature in a significant
amount of time. During storage, this could happen through handling of the sample or
withdrawal of a neighboring sample. Devitrification can also occur during thawing if
the heating rate is to slow and the non-equilibrium state cannot be maintained until
the sample temperature is above the crystallization temperature. Recent studies show
that the heating rate plays a major role in the success of a cryopreservation process
using the vitrification approach [21], [34], [45], [77], [78]. Devitrification as a process
will be studied in great detail in section 6.3.

Another risk for vitrified vitrified samples is related to the change in density during a
phase transition [79]. The density of water is 1.000 g/cm® in its liquid state, and
0.937+0.002 g/cm® in the low-density vitrified state. When a sample undergoes the
phase transition to glass internal tension will occur. This tension increases with the
cooling rate and can be considerable in vitrified samples. If this tension is too high then
the glass can crack. Figure 2.5 presents an example of a vitrified sample that suffered
damage due to internal tension resulting from fast cooling. A sample of murine
fibroblast cells in phosphate buffered saline (PBS) was cooled with a cooling rate of
approximately 240,000 °C/min of a low volume sample mounted under a microscope
objective. The image recorded at -155 °C shows that cracks appear in the medium.
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Cracking of the glass can be harmful to cells through mechanical damage. While this is
only a minor risk to cell suspension samples, it is a major risk for cell constructs such as
colonies, organoids or tissue. Cracking of the vitrified state is dependent on cooling
rates and medium composition as well as sample container material and topology. The
very high cooling rates were achieved by directing liquid nitrogen under high pressure
to the sample.
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Figure 2.5 Murine fibroblasts stained with calcein green are rapidly frozen with a
cooling rate of approximately 240,000 °C/min. The image recorded at -155 °C shows
cracks in the medium due to a change in density.

2.2 Slow processes in samples at low temperatures

The aim of cryopreservation is to halt all chemical and biological processes by reducing
the temperature. Whether all processes really have been stopped can be very difficult
to verify due to high reduction of the process rate and time constraints. It will require
very stable storage conditions and take years or even decades to test this assumption.
The processes that can occur when a sample temperature is lowered below the
freezing temperature are either of physical nature, such as cell dehydration, phase
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transitions or recrystallization, or of biochemically triggered nature, such as
metabolism or stem cell differentiation.

The cryopreservation of biological samples aims at stopping all biochemical processes.
However, the direct detection of metabolism or other biological activities is very
challenging, in particular when cryogenic temperatures slow down all dynamic
processes extremely. To check whether a sample is stable and stored correctly, the
more accessible physical processes are thus used as an indicator. When all physical
processes are fully halted and when the sample is in a kind of immobilized solid state,
it can be assumed that biochemical processes are halted as well or at least slowed
down tremendously. The success of a cryopreservation can thus be monitored by
checking the progress of physical processes such as cell dehydration, phase transitions
or recrystallization.

A cryopreserved sample transitions to its solid storage state through physical
processes. Phase transitions describe the formation of crystalline structures such as ice
and precipitates, while recrystallization describes how ice crystals fuse and change
shape in order to minimize their inherent surface energy. Both of these processes can
occur during freezing and thawing of the sample, but little is known about their
progress during storage. One of the major focus points of this study is to investigate
these slow physical processes. Based on a detailed understanding of these processes,
methods will be developed that allow for monitoring of cryopreserved samples during
storage.

Physical processes describe a relaxation towards an equilibrium state. A sample can
either be stable if it is in the global energy minimum, metastable if it is in a local energy
minimum or unstable when it is not in an energy minimum. Relaxation thus describes a
process where the sample is in an unstable or metastable state and transitions
towards the equilibrium state. Cryopreserved samples are typically in a metastable
state that can be stabilized by providing suitable environment conditions that hinder
relaxation to the equilibrium state. A vitrified sample is a supercooled highly viscous
liquid at a temperature far below the crystallization temperature and thus entirely out
of equilibrium. If it was not for the high viscosity, ice would start to crystallize in order
to bring the sample to an equilibrium state.

Figure 2.6 depicts the relaxation process from a metastable state where an energy
barrier has to be overcome in order to bring the sample to an energetically more
favorable state. The sample is initially in the metastable state with energy E;. Through
a relaxation process, the sample can be brought to the stable or metastable state with
lower energy E,. The energy difference AE = E, — E; between the two states will be
released during the relaxation process and can be considered the driving force of the
process. Only when the energy difference is negative, the transition from E; to E, is
possible without any external driver and the system is more likely to relax the larger
AE is. The energy barrier is often referred to as the activation energy E,. The higher
the activation energy is the less likely it is for the process to spontaneously start. In the
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case of cryopreserved samples that can best be described as large ensemble, where
the energy provided for relaxation processes is thermal energy, high activation energy
for a process translates into slow dynamics. When the temperature is reduced
sufficiently, the activation energy for processes like recrystallization or ice crystal
formation cannot be provided thermally any longer. This is the main reason why it is
beneficial to reduce the temperature in order to effectively halt the relaxation in
cryopreserved samples. A sample can, however, also be stabilized and become more
robust against temperature fluctuations when the activation energy for all possible
relaxation processes is increased. In the case of cryopreserved samples, viscosity is a
crucial parameter in order to increase the energy barrier for the predominant
relaxation processes such as ice formation and recrystallization. According to kinetic
theory, the rate of relaxation is proportional to the probability that the system has
enough energy to overcome the activation energy. The rate of relaxation K(T) can be
described with the following Arrhenius equation:

K(T) = Kqexp <— %) (2.3)

Here R and T denote the gas constant and temperature, respectively. The constant K|
describes the process rate when unlimited energy is present in the system.

Relaxation process
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Figure 2.6 Schematic representation of the energy landscape. The system is initially
located in energy state E;. Through a relaxation process it can overcome the energy
barrier E 4 to enter the energetically more favorable state E,.

The Arrhenius relation shows that relaxation is not completely halted even at very low
temperatures. When a sample is stored at temperatures well below the glass
transition temperature relaxation processes continue to proceed but at an extremely
slow pace. Sample conditions change at the glass transition temperature resulting in
for instance a change in the heat capacity and viscosity. Only extremely sensitive
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measurements covering a large timespan can thus be used in order to test for these
very slow relaxation processes at cryogenic temperatures.

2.2.1 Acceleration of slow processes

It would be advantageous if it were possible to accelerate these processes to a
reasonable level. A direct measurement would then be possible and by an
extrapolation of the results to typical storage conditions, the effect of slow processes
on a cryopreserved sample can be investigated. Due to the temperature-dependence
of relaxation processes, an elevation of the sample temperature can be used to
accelerate them.

The effect of raising the temperature can also be seen in the perspective of Figure 2.6.
The rate of relaxation is governed by the energy barrier. When raising the
temperature, thermal energy is added to the system making it more likely that the
system can overcome the energy barrier and enter an energetically more favorable
state. This effectively increases the rate at which the relaxation occurs and the process
is accelerated. This allows for an investigation of the process and its effects in a
reduced timeframe. By repeating the measurements at multiple temperatures,
important characteristics of the relaxation process can be extrapolated to a much
broader temperature range. This measurement would provide detailed information on
the parameters governing the relaxation process, namely the activation energy E, and
the asymptotic process rate at infinite temperature K. Extrapolation to the storage
conditions would then allow for a prediction of sample lifetimes. It is, however, not
trivial to extrapolate to storage conditions since detailed knowledge on sample
parameters would be required for both above and below the glass transition
temperature. Such information can be extremely difficult to obtain. Care should
further be taken when choosing a temperature regime to investigate the relaxation
processes in.

When a relaxation process is accelerated through temperature, two fundamental
aspects should be taken into considerations when choosing a suitable temperature
range for the measurements. On the one hand, the temperature should be high
enough so that the relaxation process proceeds fast enough so that it can be studied
within a reasonable timeframe set by the experimental constraints of the
measurement technique. On the other hand, the temperature should be low enough in
order to keep the chemical and physical properties of the sample comparable to
storage conditions. One example of how the temperature can be used to accelerate a
relaxation process is devitrification of vitrified samples consisting of highly
concentrated DMSO in water. A deliberate choice of temperature can tune the
devitrification time between minutes and several hours while keeping the important
characteristics of the sample constant. Such a time frame is ideal to study the
devitrification kinetics.
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A typical binary phase diagram for an aqueous solution is shown in Figure 2.7. A similar
phase diagram is also found for more complex sample types where an additional CPA is
considered and the ideas explained with this example can be generalized to other
mixtures used for cryopreservation. Based the phase diagram, four distinct
temperature regimes can be identified. In the following, they will be described from
the perspective of a cryogenic sample that is heated above the storage temperature.
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Figure 2.7 Typical binary phase diagram for an aqueous solution. Here four different
temperature regimes are identified, with different relaxation dynamics.

The first regime is below the glass transition temperature of approximately -130 °C.
This could be considered as the storage temperature regime in the case of
cryopreserved samples. Here, processes are very slow if not completely halted, making
them difficult to investigate.

The second regime is between the glass transition temperature and the eutectic
temperature. Here, the equilibrium state resembles that of the stored state but the
viscosity and the amount of thermal energy available in the sample decrease and
increase, respectively, with increasing temperature. Samples in a glassy state will
devitrify, i.e. form ice crystals in this regime in order to bring the sample closer to its
equilibrium state. In this region, the relaxation processes should thus be accelerated
appropriately and can be investigated. For brine this region spans from
approximately -20 °C to -130 °C. In presence of a CPA, this regime is restricted to a
smaller temperature range and reaches from approximately -70 °C to -130 °C for an
aqueous mixture of DMSO.

The third regime is between the eutectic temperature and the crystallization
temperature. When the sample is heated above the eutectic temperature, then the
samples chemical equilibrium change and its characteristics change fundamentally.
Here, ice can start to melt and eutectic crystallization cannot take place. This also
affects relaxation processes like ice crystallization and recrystallization since the driving
force behind has changed or even vanished. As example, a slowly frozen sample can be
considered. When raising the sample temperature above the eutectic temperature, ice
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will start to melt. This changes the CPA concentration of the dendritic channels
between the ice crystals. This has a profound effect of the viscosity in the dendritic
channels since viscosity is dependent on CPA concentration. The viscosity in the
dendritic channels can thus no longer be described with an Arrhenius relation due to
this concentration dependence.

The fourth temperature regime is above the crystallization temperature. Here, the
sample is completely liquid and the processes observed at lower temperatures in the
case of cryopreserved samples cannot take place. The processes occurring here are
purely of biochemical nature. This temperature regime is thus not suitable for
observing accelerated relaxation processes.

The transition points between these four regimes represent temperatures where the
sample changes. This implies a profound change of the equilibrium conditions in the
sample and extrapolating measurements across different regions can lead to
erroneous conclusions. Care should thus be taken when using measurements of
samples above the glass transition temperature in order to learn about the dynamics
of relaxation processes at the storage temperature. In order to interpret the results
correctly, all parameters that are affected by crossing the glass transition temperature
need to be studied in detail. In the case of cryopreserved samples, viscosity and ice
crystal nucleation and growth change fundamentally at the glass transition
temperature and will be discussed in the following.

Both phase transitions and recrystallization are dependent on the diffusion
characteristics of molecules in the liquid parts of the sample. Since diffusion is highly
dependent on the viscosity in the sample, it is important to discuss the relation
between the viscosity of a liquid and temperature in order to understand relaxation
processes like recrystallization and crystal nucleation and growth. Above the glass
transition temperature, viscosity changes gradually with temperature without
disruptions at the eutectic or the crystallization temperature. This is, however, only
valid if the sample composition is not changed and only hold true for supercooled
liquids. In a sample heated above the eutectic temperature, ice can start to melt
changing the chemical composition of the sample and thus also the viscosity. Viscosity
therefore behaves differently from temperature regime to temperature regime.
Viscosity furthermore changes fundamentally at the glass transition temperature. This
is particularly important since it makes extrapolation of measurement results obtained
above the glass transition temperature to storage conditions difficult or even
impossible. The viscosity 1 over a broad temperature range can be determined based
on the Vogel-Tammann-Fulcher (VTF) model [58]:

() = moexp (=) 2.4

Here 1y is the viscosity at the high temperature limit, B is a temperature independent
constant and T is the low temperature limit and is sample specific.
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Angell et al. have proposed a scale for liquids that describes the fragility of a glass
spanning from strong glass formers to weak glass formers [56], [80], and. A strong
glass is robust toward crystallization since the probability of nucleation is low at all
temperatures whereas it is highly probable that crystallization will take place in a weak
glass. A glass can be generated from a strong glass former almost independently of the
cooling protocol whereas a certain cooling rate threshold has to be exceeded for weak
glass formers. For a better overview of what make a liquid a strong or weak glass
former some of their differences are listed in Table 2.1. The VTF model is related to the
glass forming abilities of a liquid through the low temperature limit T,,. Strong glass
formers such as silica have a T, approaching -273 °C whereas it is close to the glass
transition temperature for weak glass formers such as o-terphenyl [55]. The
temperature dependent viscosities of a weak and a strong glass former are shown in
Figure 2.8. From the VTF model it is evident that when T, is approaching -273 °C, as for
strong glass formers the viscosity exhibit an Arrhenius dependence. The viscosity is,
however, clearly non-Arrhenian for weak glass formers over a broad temperature
range. According to the VTF model, viscosity will diverge to infinity at T,. The VTF
model cannot be applied below the glass transition temperature since it is only valid
for liquids in equilibrium and glass is in this context a divergence from this equilibrium
[58].

Strong glass former

log(m)

Weak glass former

——————
04 05 06 07 08 09 10
Temperature - Tg/T
Figure 2.8 Viscosities of a strong and a weak glass former are presented according to
the VTF model. The strong glass former is seen to exhibit an exponential correlation
between viscosity and temperature, i.e. Arrhenius dependence, as opposed to weak
glass formers.
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Table 2.1 Characteristics that differ between strong and weak glass formers. AC,,
denotes the change in heat capacity related to the glass transition.

Weak glass former Strong glass former
Nucleation High probability Low probability
Cooling rate Exceeds critical rate Normal cooling rate
Viscosity Non-Arrhenius Arrhenius
AC, Large AC, Small AG,
. Non-directional van der Waals or . .
Interactions Directional covalent bonds

Coulomb interactions

Viscosity is often also dependent on the concentration of various chemical compounds
in the sample and CPA is often added to a preservation media with the intention to
increase the viscosity in order to achieve a protective glassy state. Ice crystallization in
the sample can further complicate the picture as it leads to rising CPA concentration in
the non-crystallized part of the sample. The influence of the viscosity on the relaxation
processes observed in cryopreserved samples is therefore difficult to determine.

The different relaxation processes related to ice crystal nucleation and growth,
respectively, also scale completely different with temperature and have their
respective maximal relaxation rates at very different temperatures. It has been shown
that an aqueous mixture containing DMSO exhibits its maximal homogeneous
nucleation rate close to the glass transition temperature whereas the ice crystal
growth is fastest at -55 °C [81], [82]. Both of these are clearly of non-Arrhenian nature.
It can thus not be expected that a relaxation process follows an Arrhenius relation over
a broad temperature range and in particular not below the glass transition
temperature. Measurements of relaxation processes performed at different
temperatures above the glass transition temperature can thus not be used to predict
the time scales of the same processes below the glass transition temperature in a
quantitative manner.

Relaxation processes are, however, still accelerated at elevated temperatures and give
relevant insights into the processes that can occur during freezing, storage and
thawing of cryopreserved samples. Detailed information on the relaxation processes
and their temperature dependence in the temperature regime above the glass
transition temperature might still indicate what happens at storage conditions albeit at
a significantly lower rate. Without prior knowledge, it will be nearly impossible to
determine if a sample is unstable and how it will manifest. Such background
information is paramount in retrospective analysis of cryopreserved samples since it
serves as a database of events that a sample can experience and can thus be identified
through suitable measurements. Acceleration of relaxation processes through
temperature elevation gives, in other words, information that can be extrapolated to
just above the glass transition temperature and bring qualitative statements on the
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state of a given sample. With this knowledge established, it is then possible to
determine whether a cryopreserved sample is unstable and how this would manifest.
The relaxation processes of recrystallization and devitrification are the focus of chapter
6. Understanding the relaxation processes in a particular sample can bring a different
perspective on the risk of repeated temperature elevations during its life time, for
example due to sample handling, transport or extraction of a neighboring sample. In
the following phase transitions and recrystallization will therefore be discussed in
more detail.

2.2.2 Phase transitions

The phase transitions encountered in cryopreservation are ice crystallization in slowly
frozen samples, eutectic crystallization, devitrification and melting. The glass transition
is a second order phase transition from a liquid to a glass that implies the change of
some of the properties, such as viscosity, thermal expansion coefficient and heat
capacity. A second order phase transition is a continuous process that happens over a
temperature range. The temperature range for the glass transition is dependent on the
history of the sample, especially on the heating and cooling rates of the sample [83]. A
glass can be viewed as a metastable configuration that us energetically favorable
compared to the liquid state [56]. A crystalline state is the energetically preferred
stable state due to the formation of a crystal lattice with strong bonds. The atomic or
molecular configuration of the metastable glass state is, however, stable enough so
that it can resist crystallization to a certain extent. Even above the glass transition
temperature ice nucleation and ice crystal growth are rather slow processes.

Phase transitions describe relaxation processes where the physical state of the sample
changes towards the energetically more favorable state. Let us consider the phase
transition of water into ice. When the temperature is lower than the crystallization
temperature, it is energetically favorable for water to crystallize. The crystallization
event can in general be subdivided into two different processes that both have an
impact on the overall crystallization rate. These are ice crystal nucleation and ice
crystal growth.

Due to the formation of more stable bonds in ice crystals, the energy released during
nucleation is proportional to the volume of the crystal or r3. There is, however, also an
energy cost associated with the surface of the nucleus that is proportional to r2. As
both contributions are always present simultaneously, a dynamic equilibrium will
establish. This directly results in a threshold size of ice nuclei. The probability that a
seed crystal will randomly self-assemble increases when the temperature is reduced.
At lower temperatures water molecules have less energy to break the stable
configuration of a crystal nucleus. The ice crystal seed will thus stay in a crystal
configuration for a longer time and thus increase the probability that its size will
exceed the threshold to a stable ice crystal. If the temperature is low enough ice will
always form eventually. Nucleation can either happen randomly throughout the
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sample in a homogeneous nucleation or locally triggered by an impurity in the sample
denoted as heterogeneous nucleation. Heterogeneous nucleation has some
temperature dependence that is dependent on the nucleator. Nucleators can promote
ice crystal configuration in that they effectively reduce the energy cost crystal
formation and can thus be seen as catalysts in this regard.

After ice nuclei have formed the complementary relaxation process of ice crystal
growth can start as water diffuses towards the crystals. The ice crystal growth is also
dependent on temperature and its dynamics is faster at higher temperatures. More
energy is then present in the system and facilitates to overcome the activation
energies associated with diffusion of water molecules toward the ice crystal surface as
well as with binding on the surface, respectively.

a) | b)

"] Nucleation rate  Growth rate TTT-curve

Rate
1
Temperature
1

————1 e ——ry
Temperature 0 Time

Figure 2.9 a) Graphical representation of the crystal nucleation and growth rate and
how they can be separated in temperature. b) Example of TTT-curves for different
crystallization fractions. These are representations of the time it takes for a given
fraction of a sample to crystallize at various temperatures.

In general, ice crystal nucleation and ice crystal growth happen at different
temperatures with nucleation having its maximal process rate at lower temperatures.
For vitrified samples this is implies that heating is actually the more critical part of the
temperature protocol compared to freezing. In the rather extreme depiction in Figure
2.9a, freezing would be relatively unproblematic since ice crystals cannot grow at low
at the lower temperatures required for nucleation. In the reverse heating process, the
nucleation will start first. This implies that at the higher temperatures required for ice
crystal growth, nuclei are present in the sample and allow for considerately ice
formation. It is thus very important for a successful cryopreservation using the
vitrification approach that the heating rate is high enough so that ice formation is
avoided.

This crystallization process can also be described from a temporal perspective. A
typical crystallization process is completed fastest at a certain temperature and will
take longer in older or warmer samples. Such a crystallization process is often
described through a so-called time-temperature-transformation curve. It describe the
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time it takes for a specific fraction of the sample to crystallize at a given temperature
[59]. An example of how such a TTT-curve is also shown in Figure 2.9b.

2.2.3 Recrystallization

Recrystallization takes place because there is an energy cost associated with the
surface area of any crystal. When ice crystallizes, many nuclei are formed that grow
simultaneously. When considering slowly frozen biological samples, a complex
dendritic network is eventually formed during freezing where only very fine channels
of liquid separate the different ice crystals. The total surface energy associated with
the ice-liquid interface is much higher in a typical sample compared to a hypothetical
sample with a single spherical ice crystal. Without changing the fraction of the sample
in the crystalline state, the surface energy can only be reduced by lowering the surface
to volume ratio of the ice crystals in the sample. Recrystallization describes the
relaxation process where ice crystals minimize the total surface area and thus the
surface energy. Different mechanisms are contributing to recrystallization. Each ice
crystal individually can change its shape to a more spherical distribution. When in
direct contact, ice crystals can fuse and form larger crystals out of two or more smaller
ones. Even in absence of spatial proximity a net volume transfer from smaller to larger
crystals is possible through diffusion. All these processes are more likely to happen
when the sample temperature is raised. When more energy is present in the system it
is more likely that water molecules can change position or transfer from one ice crystal
to another. The activation energy for recrystallization is correlated to the diffusion
characteristics between the ice crystals as well as the transition of water molecules
into the ice crystal lattice. This process is independent of a change in the phase
composition and the mass balance of the sample on a macroscopic level. In other
words, recrystallization does not change overall amount of ice in a sample but alters
the ice crystal morphology.

Recrystallization does, however, not only affect the morphology of the sample but also
its thermodynamic properties. The so-called Kelvin effect states that average ice
crystal size and morphology has an effect on the freezing point [84]. The reduction of
the surface energy per volume during recrystallization leads to an increased freezing
point. This change is very small and the thermodynamic consequences of
recrystallization will not be considered in the following due to its negligible
contribution.

2.3 Approaches to retrospective analysis

The aim of retrospective analysis is to learn about the history of a sample. Based on
measurements of a sample at a given point in time, retrospective analysis allows
deducing which events it has experienced in the past. Single measurements may reveal
singular events but only in combination with further knowledge on the sample more
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detailed information may be revealed. The more information that can be gathered
concerning a single sample the more details of its history can be learned from
retrospective analysis. If for example the sample composition and the freezing
protocol are known in addition to measurements of the sample in its storage
environment, events like supercooling or the true cooling rate experienced within the
sample may be deduced. In some cases it is paramount to know the starting condition
of a sample in order to draw the right conclusions. For example in the case that ice is
detected in a cryopreserved sample, a meaningful conclusion can only be drawn when
the freezing protocol is known. While the presence of ice would be a sign for
devitrification and thus a detrimental damage in the case of a vitrified sample, no
meaningful information on the quality of a slowly frozen sample could be retrieved
from this measurement.

Retrospective analysis can generally be subdivided into a phenomenological and an
analytical approach.

The phenomenological approach analyzes changes in the sample based on specific
parameters that are tracked over time. In other words, a measurement is performed at
one point in the sample lifetime. At a later time, this measurement is repeated and
differences between these two measurements indicate that the sample has changed in
some manner. Changes in before and after measurements indicate that the storage
conditions of the given sample has not been stable enough to ensure a successful
cryopreservation and the quality of the sample preservation is therefore endangered.
In order to extract meaningful information from retrospective analysis, it is generally
not necessary to identify the exact mechanism that drives changes in a sample. This is
exploited in the phenomenological approach to retrospective analysis where only the
general type of change in a sample is considered. If for example, chemical changes are
detected in a sample, it is of little importance what exactly caused these changes as
long as it is possible to estimate the consequences for the quality of the sample.
Phenomenological retrospective analysis uses a direct measurement of changes in the
sample in order to derive more information on the changes in a sample between two
points in time based on detailed understanding of possible processes in the sample.
Changes in a light scattering experiment could, for instance, be used to deduce that
the ice crystal structure has changed within the sample. This could then be traced back
to nucleation of new ice crystals or recrystallization of existing ice crystals

This phenomenological approach provides the advantages that changes in the sample
can directly be tracked and that little background information is required in order to
perform the analysis and to determine whether the sample is unstable. The drawback
of this method is that it can only detect changes in the sample that occurred during the
observation period. It is thus not possible to identify quality issues related to the
freezing protocol based on a phenomenological retrospective analysis or to detect
historic event older samples have experienced.
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In these cases, the analytical approach to retrospective analysis can be applied. Here, a
single measurement is used to extract information on the sample history. To this end,
the processes that could potentially occur in cryopreserved samples have to be known
in more detail. The analytical retrospective analysis thus requires an extensive
preliminary study but rewards with a truly retrospective tool that allows learning
about historic changes in the sample in a single measurement. Examples of the
parameters that can be used for a phenomenological analysis are:

Chemical composition
Cell composition
Degree of ice crystallization

P w N

Ice crystal size, distribution and morphology

Some chemical compounds can directly be correlated to specific events given that the
sample composition and freezing protocol are known. For example ice in vitrified
sample is a clear indicator that devitrification has occurred. Other compounds such as
hydrohalite indicate that eutectic crystallization has occurred which will be
investigated in detail in chapter 5. Examples of biological markers are the Amide | and
Il Raman signal related to CPA cytotoxicity [85], [86] or the Raman signal from DNA
and RNA that drop upon stem cell differentiation [87]. A direct measurement of ice
crystal size and distribution can reveal information on supercooling and ice crystal
growth in the sample when coupled with detailed information on sample composition
and freezing protocol. Since supercooling and ice crystal growth are directly linked to
intracellular ice formation and thus the success of the cryopreservation process, this
can provide a direct measurement of the sample quality. Examples of markers that can
be used for an analytical retrospective analysis are:

Chemical compounds such as ice crystals, hydrohalite etc.
Biological markers, for instance for stem cell differentiation
Glassy phases and their distribution

P w N

Ice crystal size and distribution

When designing a measurement protocol for retrospective analysis purposes there are
some requirements that it should fulfill. It should influence the sample as little as
possible so that it does not take damage. All measurements should be performed at
storage conditions or at least as close to storage conditions as possible. Only non-
contact measurement methods can be applied that do not alter the sample through
biological damage, mechanical manipulation or temperature variations. General
optical methods are best suited here but high intensities, long exposure times or
critical wavelength bands should be avoided especially when using lasers.

The experimental technique should furthermore provide information representing the
entire sample since this remove or at least significantly reduces the risk of incorrect
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conclusions derived from local anomalies. Macroscopic measurements that cover a
large area or even the whole sample should be preferred for retrospective analysis.
Microscopic measurements only cover a small area that constitutes the local
environment in and around one or a few cells. Through multiple measurements with
statistic distribution across the sample the measurement volumes would in this case
constitute a representative region of the sample.

The development and implementation of technologies for retrospective analysis can
move quality control in biobanks to the next level. If suitable protocols and testing
methods are available, a high sample quality can be assured at all times. This would be
a major innovation compared to the current situation where the sample quality
basically is not known until a post thaw analysis has been performed. In combination
with the result of post thaw analysis such retrospective analysis might further improve
the understanding of the cryopreservation analysis and allow for a correlation of
biological success criteria to a detailed chemical and physical history of a given sample.
To this end it is paramount that all processes that might occur during cryopreservation
are well studied and understood. Detailed background knowledge is the basis for any
retrospective analysis.

This work aims at contributing to both the knowledge base and the experimental
toolkit required for retrospective analysis of cryopreserved sample. To this end, crucial
processes like eutectic crystallization, recrystallization and devitrification as well as
their correlation with temperature variations will be studied in model systems. This
study is complemented with developing suitable measurement techniques. Optical
methods based on Raman scattering and fluorescence imaging are presented as non-
contact technologies whereas calorimetry is demonstrated to be a valuable tool for the
preliminary investigation of phase transitions. In order to allow for an application in
common cryopreserved samples, specific measurement tools are developed that allow
for operation at storage temperature. Based on the insights gained through these
studies and the methods developed for non-contact measurements innovative
applications for quality control in biobanks are proposed.
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3 METHODS

In this chapter, general methods will be presented that will be used throughout the
thesis. Later, specific methods will be presented as they become relevant. The first
part of the chapter will briefly describe the cell lines used in this work and how they
are cultured. The second part describes cryomicroscopy and how a cryostage can be
applied in order to investigate frozen samples using microscopy techniques. Then,
Laser Scanning Microscopy (LSM) is discussed in general while going into more detail
on two photon fluorescence microscopy and Raman microscopy. Both two-photon
fluorescence microscopy and Raman microscopy use LSM as a foundation but have
two distinctly different excitation and signal detection methods. Finally differential
scanning calorimetry (DSC) is introduced as a technology to study phase transitions in
cryopreservation media.

3.1 Cell culture

Two cell types have been used in this work. A Murine fibroblast cell line (L929 cell line)
was chosen since it is an established and robust cell type that is easy to handle and
very well characterized. This cell line is thus ideal as a cell culture model for
experiments where external parameters are investigated. Further experiments have
been done using human induced pluripotent stem cell colonies (IPS colonies) since
they have a high potential for use in therapeutic applications. Here, the cell line
ER19-18 was used. IPS cells are generated by treating ordinary cells, for instance
fibroblasts, with transcription factors and thereby inducing the pluripotent cell state.
IPS cells can subsequently differentiate to any type of cell. This makes IPS cells very
interesting in medical applications since cells from a single patient can be used to
derive various other cell types required in different medical treatments where lost cells
are to be replaced. This bypasses the need for the ethically problematic embryonic
stem cells and is intrinsically a patient-matched treatment. Research in IPS cell colonies
has received a lot of attention due to their usefulness in personalized medicine,
regenerative medicine and tissue engineering. An important step toward the practical
application of IPS cell colonies is the possibility to store them through a
cryopreservation process. IPS cells are cultured as colonies which intrinsically have
other requirements to cryopreservation protocols as for example the murine fibroblast
culture due to the importance of cell-cell contact. The IPS cell colonies are furthermore
very sensitive and fragile which pose extra challenges to the development of suitable
cryopreservation protocols. This can give a different perspective on cryopreservation
compared to the cell culture experiments with the more robust murine fibroblast cells
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and are on the forefront of biomedical research. Cells were generously cultured and
provided by Dr. Iris Riemann and Dr. Stephanie Bur (Fraunhofer IBMT). In the following
a short overview will be given on how the cells were cultured.

Murine fibroblast cells — L929 cells

The murine fibroblast cells are cultured in 75 cm? culture flasks in a Dulbecco Modified
Eagle Medium (DMEM) culture medium (DMEM F12, Gibco). The cells are passaged
three times a week during culture. First, the excess culture medium is carefully
removed and the cells are subsequently washed with 5 mL PBS. Then, 1 mL of a trypsin
solution is added to the culture flask. The trypsin solution consists of 0.05 % Trypsin
and 0.02 % Ethylenediaminetetraacetic acid in PBS. This detaches the cells from the
cell culture flask. The trypsin solution is then carefully removed and the flask is filled
with 15 mL culture medium and placed in an incubator.

In this work, several experiments have been carried out using adherent murine
fibroblasts. This was done by first adding a coverslip to each well in a six well plate.
Then, 1 mL of the cell suspension was added to each well directly after passage of the
cells. Finally, 2 mL of the culture medium was added. The cells were then incubated a
few days in order for the cells to adhere to the top side of the glass coverslip. The
samples were used before a confluent cell layer had grown on the coverslip. The
incubation time depended on the cell count in the cell suspension.

IPS cell colonies — ER19-18 cell colonies

The culture dishes used for the culture of the IPS cell colonies are coated with a 0.1 %
gelatin solution. In order to avoid cell differentiation of the stem cells an inactivated
mouse embryonic cell layer (PMEF) were grown in the culture dish. The IPS cell
colonies were cultured on top of this PMEF layer. The culture medium is based on the
DMEM, but have several additives required by the IPS cell colonies. A detailed
description of the medium can be found in [26]. The IPS cell colonies were passaged
approximately once a week onto a fresh layer of PMEF. The colonies were detached
and transferred manually using a sterilized needle. Preparation of coverslips with
adherent IPS cell colonies was similar to that of the murine fibroblasts. The only
differences is the modified culture medium and that the colonies where manually
transferred with a needle.

3.2 Cryomicroscopy

Cryobiological processes are often studied using microscopy techniques. The
application of microscopy techniques to frozen samples is often referred to as
cryomicroscopy. Cryomicroscopy poses extra requirements to the experimental
method compared to traditional microscopy techniques. A cryostage is first of all
required in order to program and simulate a desired temperature profile that the
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sample should experience. In order to study all sides of cryopreservation, this should
take place under observation through the objective of the microscope. Ideally such a
cryostage should be able to simulate the entire temperature range between room
temperature and storage conditions. Furthermore, cooling and heating rates should be
precisely controlled between very slow rates below 1 °C/min as well as very fast
freezing rates above 1000 °/min. In this manner, both the slow freezing and the
vitrification approach can be investigated. This is often not realistic and common
cryostages have been optimized for slowly frozen samples only. Further limitations are
posed by the sample temperatures. The sample is often cold enough that water
condensates on the sample from the surrounding atmosphere. This can significantly
reduce both excitation efficiency and signal strength from the sample, hampering the
imaging quality. There are two general methods to circumvent this problem, both with
advantages and disadvantages. One approach is to keep the surrounding atmosphere
completely dry by flushing with dry nitrogen. The advantage of this method is that all
types of objectives can be employed, and air objectives suitable for operation at room
temperature can thus be used. It does, however, require a constant and reliable
stream of dry nitrogen. It can furthermore be difficult to troubleshoot this method if
vapor condensation is detected in the setup. A more reliable method to remove water
vapor from the sample is to use oil immersion objectives. This effectively removes any
possibility of water condensation on the sample through the presence of another
liquid. This method also comes with some disadvantages. The immersion oil becomes
both very viscous and opaque at very low temperatures below -100 °C. This can
potentially diminish the imaging capabilities of the microscope. The immersion oil
furthermore creates a thermal bridge between the sample and the microscope
objective. This can potentially increase the sample temperature compared to the
programmed cryostage temperature and it can furthermore cool down the objective
so far that water vapor condensation on the objective backside can become an issue.
Typical containers used in cryopreservation are furthermore unsuitable for microscopy
studies due to the curvature, opacity and thickness of the container wall. This should
be compensated in a deliberate choice of sample container that allow for high quality
and easy imaging.

In this study, a Linkam MDS600 cryostage is used. The cryostage and its working
principle are shown in Figure 3.1. This cryostage is able to precisely simulate the
temperature profiles that typically are employed for slowly frozen samples. This
cryostage allows for imaging of cell culture samples sandwiched between two glass
cover slips. The sample is placed on top of a hollow cylindrical silver block with a
diameter of 20 mm. Liquid nitrogen the sucked through the silver block and thereby
cooling the sample. Both a platinum resistance temperature sensor and an electric
heating element are contained in the silver block. By controlling the nitrogen flow and
counter heating from the heating element, the temperature of the silver block can be
controlled with a precision of approximately 0.1 °C. This means that the temperature
protocol typically experienced by a slowly frozen sample can be simulated in such a
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cryostage. These temperature protocols can either be preprogrammed or manually
controlled during the experiment. This cryostage is able to cool a sample with a cooling
rate of up to 100 °C/min down to the boiling point of liquid nitrogen at -195.8 °C.
However, the lowest typical operating temperature is however around -100 °C due to
limitations of the microscopy methods employed. The cryostage can be used with
optical applications that either use air objectives or oil immersion objectives. When an
air objective is employed, a lid is mounted over the silver block and sample. The
cryostage chamber is then flushed with the exhaust nitrogen from the liquid nitrogen
pump to avoid water condensation and ice crystallization on the sample surface. It
turned out that ice did still crystallize on the sample surface in some studies at low
operating temperatures. This could either be caused by a leak in the cryostage
chamber itself or the fact that the exhaust gases from the liquid nitrogen pump are not
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Figure 3.1 Schematic and image of the cryostage setup. Liquid nitrogen is pumped
through a hollow silver block where the sample is located. The temperature is
controlled by counter heating with an electric heating coil. Exhaust gas is lead back
into the cryostage chamber to remove humidity from the sample. Optical access is
from the top. Liquid nitrogen is taken in from the left and pumped through the silver
block.
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completely dry. Despite extensive search for the cause of this problem it was not
possible to pinpoint the problem limiting the operating temperature in some cases. |
will investigate and discuss this issue further for the experiment where it becomes a
limiting factor in section 6.2. This issue does not occur when employing an oil
immersion objective since the immersion oil between the sample and the objective
prevents ice from crystallizing on the sample surface. The immersion oil does,
however, become opaque at around -100 °C decreasing detecting efficiency which is
critical in sensitive optical applications like Raman spectroscopy. The immersion oil
also becomes very viscous at low temperatures. This is can cause a detachment of the
objective from the immersion oil when scanning the objective over relatively large
distances. Whenever this occurs the experiment cannot be completed and needs to be
repeated. Ideally, the operating temperature should be below the glass transition
temperature. In practice, higher operating temperatures are often sufficient when
taking into account the time scale of the processes taking place along with the time
scale of the microscopy experiment. The dewar supplying the cryostage with liquid
nitrogen can contain approximately two liters of liquid nitrogen. This allows for up to
four hours of continuous operation depending on the cooling rates employed as well
as the simulated storage temperature. The operation duration can be extended by
refilling the supply dewar during the experiment but it is impractical to extend an
experiment to run for more than one day. This is very short compared to the storage
period that typical samples endure in a cryopreservation process long enough to
perform numerous experiments on a given sample.

An aperture is located at the center of the silver block. This allows for transmission
imaging by positioning a white light source beneath the cryostage. This is critical for
the operation of microscopy applications since this allows for an efficient search of
suitable locations to perform a given experiment. This furthermore eliminates the
potential for reflections from the silver surface beneath the sample. The cryostage can
be mounted on a XYZ-scanning stage.

Samples investigated in the cryostage were prepared in the same manner with one
exception. Large volume samples investigated in the cryostage are prepared in a
different manner which will be described in section 3.2.1. First, a droplet of 10 uL of
water was pipetted onto the silver block. This serves two purposes: Better thermal
contact to the silver block is established and the sample is kept in place on the silver
block through capillary forces. A cover slip with a diameter of 18 mm or 20 mm is then
placed on top. Then, 20 uL to 30 pL of the sample medium are pipetted onto the cover
slip. The sample medium can for example be cell medium, PBS, water with or without
added CPAs depending on the experiment currently being performed. In this work PBS
has primarily been used. Then, another coverslip is placed on top. If the particular
experiment aims at investigating cells then these are often adherent on this top cover
slip, which typically has been incubated with the cells in a six-well plate. The coverslip
is first picked up and placed on a piece of paper in order to dry the backside of the
coverslip before being flipped and placed on the cryostage so that the cells are located
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in the sample medium. The drying process of the backside is an important step. Water
on this side will either mix with the immersion oil deteriorating the detection efficiency
of the oil immersion objective or crystallize on the sample surface. Finally, the lid is
placed on the cryostage or a drop of immersion oil is placed on top of the sample
depending on the microscopy application employed. The sample is now ready for the
application of a given temperature protocol.

This cryostage model does possess some disadvantages. The temperature sensor used
to control the temperature is located within the silver block. This means that there can
be a small discrepancy between the actual sample temperature and the measured
silver block temperature. This effect is enhanced at the center of the aperture due to
the increased distance to the silver block and also when employing oil immersion
objectives due to the thermal contact to the microscope. This effect was investigated
by placing an external thermocouple in a water droplet on a coverslip on the cryostage
and comparing the temperatures in the silver block and the water droplet. The
difference in temperatures was found to be small and could be taken into
consideration based on this measurement series. It does, however, increase the
uncertainty of the sample temperature to a few degrees. In addition, the aperture is
relatively small (@ =~ 1.3 mm) compared to the sample diameter (@ = 20 mm). This
means that in practice only a small portion of the sample can be used for microscopic
investigations.

The cryostage is furthermore constructed in such a manner that only upright
microscopes can be employed, whereas microscopy applications in biology often use
inverted microscopes. This can be overcome by mounting an objective inverter on the
microscope. This consists of a u-shape tube that can be mounted on the microscope in
place of the objective. The microscope objective is then mounted in an upright manner

Figure 3.2 Microscope objective inverter. The inverter is mounted on the two-photon
LSM microscope in order to image a sample located in the cryostage.
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on the other side of the objective inverter. Mirrors in each corner then ensure that the
light is directed from the objective to the microscope. This solution cannot be
employed on all microscopes but was used for all experiments where the two-photon
LSM was used. This objective inverter introduces more vibrations to the system due to
the long arm making the setup more sensitive to mechanical distortions. The objective
inverter (LSMtech) can be seen mounted on the two-photon LSM setup in Figure 3.2 as
the black arm between the microscope and the cryostage.

When air objectives are used, the lid has to be mounted on the cryostage to prevent
water condensation on the sample. This poses a limitation on the microscope
objectives that can be utilized. The sample itself rather flat (below 350 um including
coverslips) and the distance between the silver block and the window of the lid is
4.5 mm. A suitable microscope objective thus needs to have a relatively high working
distance of at least 5 mm. This excludes a broad range of objectives, especially high NA
air objectives with high collection efficiencies.

The development of such a cryostage was an important improvement in
cryomicroscopy since it allows for freezing with a defined temperature protocol
without the need of either cooling the entire microscope along with the sample or
relying on heat exchange with a cold substance such as dry ice [88].

3.2.1 Sample cross-section imaging

A new sample container was developed in order to study the structures formed in
common cryotubes. Samples between two coverslips have a very low volume and thus
show different structures found in larger samples. It was also not possible to directly
cryotubes as sample containers for imaging purposes due to their thick and often
opaque container wall as well as their unsuitable size and shape. For large volume
samples, a new sample container was needed to closer imitate the conditions found in
the cryotube center.

A slice approximately 1.5 mm to 2 mm thick was cut out of a cryotube and glued to a
coverslip in order to create the sample chamber with a large volume. This would
furthermore allow us to study a cross section of a cryotube. The sample chamber can
be seen in Figure 3.3. This chamber has a volume of approximately 150 pL, significantly
higher than the low volume configuration with two coverslips. After the given sample
was loaded into the container, another coverslip is placed on top to close the system
while providing optimal optical access to the top of the sample. The sample container
fit in the cryostage with these dimensions and can be used to perform microscopy
studies of a large volume using an air microscope objective. Oil immersion microscopy
is not possible with this setup since this will induce high temperature gradients in the
sample and potentially melt the top of the sample due to the relatively high thermal
mass of such an objective.

It would be possible to freeze the sample using the cryostage but this would mean that
the sample is cooled from the bottom. Therefore, it is more advantageous to freeze
the sample in another manner and thus simulate the way a cryotube typically freezes
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such that the sample chamber represents a slice from the middle of a standard
cryotube. Cryotubes are commonly frozen by controlling the air temperature around
the sample. For this purpose, a computer controlled rate freezer as shown in Figure 3.3
(Icecube 14S Sy-Lab) was employed. Here, the air temperature was controlled by
adjusting the flow rate of cold nitrogen gas through the cryochamber. The flow of dry
nitrogen also kept moisture from condensing on the sample. The sample was kept
between two blocks of insulating Styrofoam as shown in Figure 3.3 to simulate that the
sample chamber is a slice from the middle of a cryotube. After cooling the sample,
typically to -80 °C at 1 °C/min, the sample was transferred to liquid nitrogen using
precooled tweezers. This allowed for the transport to the microscope in a controlled
environment. Here, the sample was placed on the precooled silver block in the
cryostage and the lid was put in place immediately thereafter in order to minimize
condensation on the sample.

Controlledrate freezer Sample chamber

Insulation

Figure 3.3 Images of the computer-controlled rate freezer and the sample chamber
used to simulate freezing of a cross section of a cryotube.
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3.2.2 Fluorescence microscope

A fluorescence microscope was built for investigation of standard samples and to study
the recrystallization of ice crystals. The microscope was built in such a manner that it
could image samples in a cryostage or placed in a freezing environment along with the
investigated samples for long-term investigations of recrystallization. A schematic and
an image of the setup are shown in Figure 3.4. Here, blue light is directed to the
sample over a dichroic mirror where it can excite a fluorescent dye. The fluorescence
light is collected using the same microscope objective and imaged using a CCD-camera.
This allows for simple fluorescence imaging of the dendritic channel structure that
arises in most cryopreserved samples. A blue LED (M470L2-C3, Thorlabs) which was
collimated using a single lens, was used as an excitation light source. The light was
directed towards the sample at a dichroic mirror (Di01-R405, Semrock). A 10x 0.10 NA
microscope objective was used to focus the excitation light and collect the
fluorescence signal. A CCD-camera (DFK 72AUC02, The Imaging Source) then collected
the fluorescence light generating the images. The image size was determined using
6 um fluorescent beads. Using the beads, the image area was found to
325 um x 430 um. The microscope was mounted over the cryostage as shown in Figure
3.4. The cryostage was mounted on a manual XYZ translation stage in order to control
the focal plane and imaging region of the objective with respect to the sample. Here,
the lid on the cryostage was closed in order to inhibit water vapor condensation on the
sample that hinders imaging. It turned out that the lid was not able to completely keep

CCD Camera

Blue LED

Dichroic mirror
& Filter set

Objective

Cryostage y O XYZ
Elver block

Sample
Optical Access

Figure 3.4 Schematic and image of the experimental setup to record fluorescence
images of slowly frozen samples. Fluorescence is excited using a blue LED and the
emitted light is collected with a CCD camera. The sample is located in a cryostage.
This setup allows for measurement series of several hours keeping the sample at
constant temperature.
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out water from the cryostage despite the fact that the chamber was flushed with the
dry nitrogen exhaust gas from the LN2 pump. This effect started around -50 °C and got
significantly worse at lower temperature. Despite huge efforts it was not possible to
locate and seal the chamber. This will be discussed further in section 6.2.3.

3.3 Laser Scanning Microscopy

The primary microscopy technique used in cryobiology is light transmission microscopy
(TM). This is a simple microscope technique that enables the study of cells in a 2D-
culture during the cryopreservation process. Using this technique, cell morphology and
dehydration [30], [88]—[90], dendritic channel morphology [91] and intracellular ice
crystallization [31], [92]-[94] have been studied. Fluorescence techniques have also
been introduced [95]-[97] but these are similarly limited to only study morphological
changes. The main obstacle for further development of cryomicroscopy is the
microscopy chamber that imitates the conditions found during cryopreservation. Even
the relatively advanced Linkam cryostages, such as the one described in section 3.2,
impose several limitations on the microscope. This chamber has a silver block for
cooling with only a small aperture in the center that restricts TM imaging to a small
area. This silver block also produces unwanted reflections in some cases reducing the
contrast unless the images are recorded at the small aperture. These cryochambers
are furthermore limited to very flat samples, which introduce further supercooling to
the freezing process.

A natural development to overcome these limitations and extract images of higher
quality that also convey more information is to employ Laser Scanning Microscopy
(LSM). LSM is a microscopy method where a laser is used as excitation source and
scanned over the sample. At each spatial position, a signal is recorded and by
combining the signals from all spatial positions, an image is generated. This provides
several advantages over the TM imaging technique. Both the excitation laser and the
detection signal use an optical path through the same microscope objective, which
means that excitation and detection can be made on the same side of the sample
contrary to TM where illumination and detection are on opposite sides of the sample.
Depending on the choice of excitation laser, filter setup and detection optics, several
different signal types can be measured providing more information than what would
be possible with TM or standard fluorescence microscopy. This study utilizes two-
photon fluorescence and Raman spectroscopy in a LSM configuration that will both be
explained in detail. Using LSM does, however, require a significantly more complex
microscopy setup due to the introduction of a laser that has to be scanned over the
sample. This furthermore requires better optical filters in order to suppress the
excitation laser in the measured signal. LSM is also an inherently slower microscopy
technique compared to TM since the excitation laser needs to be scanned over the
sample and a signal has to be recorded at every position.
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In order to ensure high-quality imaging, it is furthermore required that the detection
signal only originates from the focal volume. The laser can be scattered and excite a
signal outside the focal volume reducing the spatial resolution of the imaging
technique. This is particularly significant for cryomicroscopy due to the many
scattering ice crystals. The spatial resolution is commonly increased by introducing a
pinhole in the detection optical path and thereby making a confocal microscopy setup.

3.3.1 Two-photon fluorescence laser scanning microscopy

One method to image the dendritic channels formed in slowly frozen binary mixtures is
to use fluorescence microscopy. Fluorescent dyes are generally not soluble in ice
crystals. It is therefore simple to make the dendritic channels fluoresce whereas the ice
crystals remain dark. There furthermore exist a wide range of dyes targeted at
different parts of a cell. Fluorescence imaging is therefore a useful tool to investigate
slowly frozen cell cultures. This gives detailed information on the crystal structures
formed. Fluorescence imaging is a common and very important tool in microbiological
studies.

A fluorescent dye can absorb photons whose energy exceeds the energy gap between
the energy ground state and an excited state as depicted in Figure 3.5. A photon is
emitted when the fluorescing molecule relaxes from the excited state to the ground
state. The emitted photon’s energy then corresponds to the energy difference
between the energy levels and is dependent on the molecule. In between absorption
and emission of a photon, a relaxation process takes place within the excited states
under release of heat. Therefore, the absorption wavelength is usually shorter than the
emission wavelength and the excitation and signal are thus spectrally distinguishable.
This allows for excitation and signal collection through the same objective with
subsequent omission of the excitation through a spectral filter.
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Figure 3.5 Energy scheme of one and two photon excitation and the following
relaxation through emission of a fluorescence photon.
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As the name indicates, two-photon fluorescence requires that two photons with
energy lower than the energy gap between the ground and excited state (higher
wavelength) are absorbed at the same time in order to excite the fluorophore. The
combined energy of the two photons still has to exceed the energy gap. This can be
described in a quantum mechanical manner where the first photon is absorbed
exciting the fluorophore to a virtual intermediate state. The second photon is then
absorbed to bring the fluorophore energy over the energy gap. This has to happen on a
very short timescale of approximately 0.1 fs to 1 fs [98], [99] due to the short lifetime
of the virtual intermediate state. Two-photon excitation was first proposed by
Goppert-Mayer in 1931 [100], but it was not until 1961 that two-photon excitation was
realized experimentally by Kaiser et al. [101]. The implementation of two photon
excitation in a LSM setup was performed by Denk et al. in 1990 [102], which was a
major development in fluorescence microscopy.

In two-photon fluorescence LSM, the signal is generated from two-photon
fluorescence and the image is a representation of the fluorescence intensity of the
sample in the imaging region. Relatively high photon densities are required to achieve
two-photon excitation due to the low probability of the process. The high laser
intensities required for this technique are achieved by a pulsed laser with a short pulse
length. This ensures high peak intensity, while keeping the average laser intensity on a
reasonable level.

One-Photon Two-Photon
excitation excitation

2
I o I,
................. Focal plane

Figure 3.6 Excitation differences of one- and two-photon fluorescence. The
fluorescence intensity I is proportional to the laser intensity I; for single photon
excitation, whereas it is proportional to the squared laser intensity for two-photon
excitation.

Two-photon LSM offers several advantages over the single-photon LSM counterpart.
The fluorescence intensity has a quadratic dependence on the incident light intensity
[102], [103] as opposed to the linear dependence in single photon fluorescence. This
greatly reduces the excitation volume and localizes the region that fluoresces since the
incident light intensity peaks in the center of the focal volume and then rapidly
declines as depicted in Figure 3.6. Two-photon excitation has a small diffraction-
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limited excitation volume down to 0.1 um3 [99], [104]. This provides a high spatial
resolution without the need to insert a confocal pinhole that blocks scattered photons,
but can cause chromatic aberrations and a reduction in throughput [102]. Another
important feature of two-photon LSM is the longer wavelength of the excitation light
source. Two-photon LSM is typically operated with an excitation wavelength of 700 nm
to 1100 nm. This allows for a deeper penetration into biological tissue and lower
background noise due to less Rayleigh scattering [103], [104]. As fluorescence is
generated only in the focal volume, any scattered photons at the fluorescent
wavelength originate from the focal volume and are thus a useful signal. The small
excitation volume combined with the higher penetration depth allow for three-
dimensional imaging of samples. The small excitation volume furthermore leads to a
significant decrease in bleaching and phototoxicity effects [102]-[104]. Dyes do not
necessarily have the same excitation spectrum for single- and two-photon excitation.
The two-photon excitation spectrum tends to be broader and blue-shifted compared
to single-photon excitation. This often allows for simultaneous excitation of multiple
different fluorophores using a single excitation wavelength and thus for a
simultaneous imaging of multiple cellular parts or dyes [104]. Not all dyes are excited
in a two-photon excitation scheme at the same energy as in a single-photon excitation.
One example of this is symmetrical molecules such as Rhodamine B [99], [105]. Finally,
the two-photon fluorescence excitation scheme provides the possibility of functional
imaging [106]. Two-photon laser scanning microscopy thus provides many and
significant advantages over conventional transmission imaging.

The experimental setup used in this work consists of a pulsed laser source coupled to
an advanced LSM. The setup is depicted in Figure 3.7. The inverted microscope is a
Zeiss laser scanning microscope LSM 510 Meta-NLO which consists of a scanning and a
filter unit. The scanning unit contains two galvanometric scanning mirrors that allow
for a fast and precise scanning of the laser over the sample. A piezo-electric element
allows for precise scanning of the objective in the axial direction with step sizes down
to 25 nm. The filter unit consists of a broad range of beam splitters, filter sets and
pinholes. This allows for a broad range of applications and can be adapted according to
the excitation scheme and the detection range. The microscope is equipped with two
highly sensitive photomultiplier tubes for fluorescence LSM as well as another
photomultiplier tube for transmission imaging. Finally, the microscope is equipped
with a 32 channel polychromatic detector. The setup contains several light sources
that can be used depending on the application:

Table 3.1 List of available light sources for the fluorescence LSM setup.

Light source Properties

Mercury lamp White light source

Argon laser 458 nm, 488 nm & 514 nm
2 Helium-Neon lasers 543 nm & 633 nm
Ti:Sapphire laser 680 nm-1080 nm Pulsed
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The mercury lamp can be used for transmission imaging and the Argon and HeNe laser
can be used for single photon LSM. In this work, the Ti:Sapphire laser (Chameleon,
Coherent) was the primary light source. The laser wavelength can be tuned in a broad
range but in this work the operating wavelength was always 800 nm. The laser
produces very short laser pulses of approximately 100 fs using a mode-locked pulse
generation scheme. This ensures the very high peak powers required for two-photon
excitation. The pulse repetition rate is 80 MHz which corresponds to 12.5 ns between
pulses. This is significantly longer than the typical fluorescence lifetime of
approximately 1 ns and thus ensures that the excited states have decayed and
saturation can be avoided [102]. Either a Zeiss EC Plan-Neofluar 40x 1.4 NA oil
objective or a Zeiss Objective EC Plan-Neofluar 10x 0.3 NA air objective was used to
focus the laser onto the sample.

Bandpass filter
Detection
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v
Beam splitter
Dichroic
mirror m@Tunable laser
(O W
g Objective
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Figure 3.7 Schematic setup and image of the two-photon LSM setup. A pulsed lased

is coupled into the microscope over a dichroic mirror and scanned over the sample
by a set of galvanometric scanning mirrors. The collected light is filtered to remove
excitation light and other background signals before being detected by
photomultiplier tubes. The white inverted microscope and its controlling electronics
can be at the center and on the left side of the photo. The Ti:Sapphire laser is in the
background. The respective cryostage used for low-temperature experiments (see
section 3.2) is on the right side of the photo.

3.3.2 Raman laser scanning microscopy

Confocal Raman Microscopy (CRM) allows for visualization of both chemical and
physical information, here in particular in and around cells in slowly frozen samples,
and is therefore a powerful tool to investigate frozen cells. The chemical imaging is a
major advantage over conventional microscopy techniques since this brings another
layer of information in addition to morphological information. The fate of a given
sample can be determined, in some cases, by correlating certain compounds with
physical and chemical events. This can be used to detect ice crystallization in vitrified
samples which is a sign of an unsuccessful cryopreservation process [58], [76]. By using
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Raman spectroscopy, ice crystallization can be identified with higher precision and
lower threshold than with conventional techniques. Ice is, in other words, a marker for
devitrification, which in principle can be detected retrospectively during storage.
Another major advantage of Raman microscopy is that it is a label-free microscopy
technique unlike many fluorescence microscopy techniques. This means that this
technology can be employed on samples already in storage and without the
introduction of specific fluorescence markers.

Raman microscopy has long since been an established tool in life sciences for a wide
variety of applications [107]. It has for example been employed in identification of
cancer cells [108]-[110], stem cell differentiation [87] and intracellular hydrodynamics
[111]. It was recently introduced into cryobiology by Dong et al [33] in order to study
ice crystal distribution in human foreskin fibroblasts during cryopreservation. This is a
significant advance since a more detailed study on intracellular ice could be performed
whereas TM can only detect whether intracellular ice is present or not. Raman
microscopy has since then been used to study devitrification [112], hydrohalite
formation with and without DMSO [113]-[115], the redox activity in frozen yeast cells
[116] and the characteristics of different CPAs as well as their influence on the
cryopreservation process [117]-[120]. Raman spectroscopy has also been employed in
a post-thaw analysis of the influence of vitrification of ovine oocytes [85], [121].

3.3.2.1 Raman scattering

CRM is based on Raman scattering first described in 1928 by Raman et al. [122], for
which the Nobel prize was awarded in 1930. When a photon interacts with a molecule,
there is a chance for it to be scattered either elastically (Rayleigh scattering) or
inelastically (Raman scattering). Raman scattering is a rare occurrence with only one in
10® photons being Raman scattered [107], [123]. An inelastic scattering event is a
process were a part of the photon energy is absorbed by (Stokes scattering) or
released from (Anti-stokes scattering) a molecular vibrational mode. Let us consider a
Stokes scattering event. An incident photon with the energy E = hw, can excite a
virtual energy state in a molecule and upon relaxation it can end up in one of the
vibrational modes with the energy E = hw,. When the latter happens, part of the
photon’s energy is absorbed and it will have a frequency corresponding to the energy
of: E = hi(wy — w,). This process is depicted in Figure 3.8. The photon energy is
similarly changed in an Anti-stokes scattering event to E = h(wy + w,), where
vibrational energy has been absorbed by the photon. The intensity of the Raman signal
Iraman €an be described as [124]:

Iraman = liaseroN, (3- 1)

where [}, is the laser intensity, o is the scattering cross section of the investigated
compound and N is the number density of scattering molecules. This means that the
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magnitude of the Raman signal can be used as a measure for the quantity of a given
compound or molecules in the focal volume of a given setup.
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Figure 3.8 Light incident on H,O molecules is scattered and changes frequency
according to the vibrational modes of the molecule. In the case of Rayleigh
scattering, the energy of incident and scattered photons are identical. In the case of
Raman scattering, the energy of the scattered photons is lower (Stokes) or higher
(Anti-Stokes) than the energy of the incident photons according to the vibrational
modes of the molecule.

Raman scattering is similar to fluorescence but there is a very important distinction. In
Raman scattering, the photon is never completely absorbed as in fluorescence which
means that the fluorescence effect only takes place when the photon energy
corresponds to the energy difference between energy levels in the molecule. The
Raman effect is in contrast a scattering event, meaning that it in principle can occur at
any photon energy. The Raman process gives, however, a very weak signal compared
to both Rayleigh scattering and fluorescence. In practical applications, mainly
fluorescence is a problem since Raman scattered photons can drown in a high
fluorescence background whereas Rayleigh scattered photons can be filtered along
with the excitation laser. Fluorescence is 10° to 10° times stronger than Raman
scattering [125], mainly due to a huge difference in interaction cross sections. The
interaction cross section o for Raman scattering is typically approximately 103 cm?
[126] whereas it is approximately 10"°cm? for biological fluorophores [127]. This
means that Raman spectroscopy is in general only applicable to samples showing very
low autofluorescence and works best on samples with no fluorescence at all. There are
approaches to circumvent this problem such as probing in the near-infrared (NIR)
region where fluorescence absorption is absent or by separating the fluorescence
signal from the Raman signal in the time-domain using a pulsed laser and a signal gate
[125]. Both of these methods do, however, require more advanced equipment in form
of either a spectrometer for the NIR-region or a time-resolved setup. Two related
measurement techniques have been developed exhibiting a significant increase in
Raman intensity, but they also have major disadvantages over conventional CRM.
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Surface Enhanced Raman Spectroscopy (SERS) exploits the fact that Raman scattering
is enhanced in molecules close to a surface (of for example a nano-particle) exhibiting
a resonant plasmon surface mode [128]. The main disadvantage of this method is that
either nanostructured surface films or metal nanoparticles have to be introduced into
the sample. In Coherent Anti-Stokes Raman Scattering (CARS), a second laser source
with a frequency corresponding to a single vibrational mode is introduced. This
vibrational mode is then populated allowing for a very efficient probing of the anti-
stokes Raman mode [129]. This method is, however, limited to only probing this single
mode and not the entire Raman spectrum.

3.3.2.2 Confocal Raman Cryomicroscopy

In order to study the local chemical and physical environment in and around frozen
cells, a home-built confocal Raman microscope has been employed. A Raman
microscopy image consists of a full Raman spectrum at each pixel which is recorded by
scanning a laser over the sample and recording the spectrum at each point. A sketch of
the confocal Raman microscope is shown in Figure 3.9. The Raman microscope is in
principle set up in the same manner as a conventional confocal laser scanning
microscope but differs in the choice of filters and detectors. A 532 nm solid-state laser
(Compass 315M-150, Coherent) has been used as light source. Before being led into
the microscope (Eclipse LV100, Nikon) the beam is expanded using two lenses in order
to make full use of the aperture of the microscope objective. The microscope contains
a dichroic mirror that reflects the laser beam towards the sample and transmits light at
longer wavelengths, i.e. Raman scattered light from the sample. Unless otherwise
specified, a 40x oil-immersion objective (EC Plan-Neofluar, Zeiss) with numerical
aperture (NA) of 1.4 has been employed for all Raman studies to focus the light onto
the sample. A cryo-chamber (MDS600, Linkam), described in section 3.2, containing
the sample is placed on a XYZ-piezo stage (P-563.3CD, Physik Instrumente) with a
resolution down to 0.5 nm allowing for scanning of the laser over the sample. The
Raman scattered light is collected using the same microscope objective and
transmitted through the dichroic mirror and coupled into a multimode optical fiber
(AFS50/125Y, Thorlabs) with a core diameter of 50 um. This fiber both acts as a pinhole
making the setup a confocal microscope and transmits the light into a spectrometer
(Shamrock 303, Andor) mounted with a CCD-camera (iDus DU401A-BR-DD, Andor). A
300 lines/mm grating in the spectrometer was chosen since this allows collection of
Raman spectra from the laser wavelength to well beyond the highest frequencies
found in Raman spectra, as the focus of this study is to retrieve information on both
the fingerprint region and the stretching mode region simultaneously. The
disadvantage of such a fine grating, the limited spectral resolution has to be accepted.
The piezo-stage and spectrometer were controlled through a LabVIEW interface in
order to record CRM images. Single Raman spectra were recorded using the Andor
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SOLIS spectrometer software. Samples for CRM were prepared on the cryostage
between two coverslips as described in section 3.2.

There is a major drawback to CRM in comparison to other conventional techniques - it
is a very slow technique. Since Raman scattering is a rather rare event, relatively long
integration times for each pixel are required and in combination with movement times
of the XYZ-stage this results in a long acquisition time. In this study, the minimum
integration time was 100 ms per pixel and combined with the movement of the XYZ-
stage an image takes approximately 13 to 14 minutes for a 64 x 64-pixel image. This
should be compared to transmission microscopy or two-photon microscopy where an
image takes at most one minute to acquire. In the field of cryobiology, time is not a
major issue since the samples are frozen and stable within the timeframe of Raman
microscopy image acquisition.

Sample
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Detection % 0

Dichroic
mirror
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Figure 3.9 Schematic drawing and image of the confocal Raman microscope. The
excitation laser is guided over a dichroic mirror to the sample over which it is
scanned in a raster fashion. The same optics then collects the Raman scattered light
and is transmitted through the dichroic mirror towards a spectrometer using an
optical fiber. The confocal Raman microscope is fitted with a Linkam cryostage.
Courtesy Dr. Frank Stracke.

The setup is mainly characterized by its spatial and spectral resolution since these are
the limiting factors of the setup’s capabilities. The point spread function of a given
parameter is measured by recording a signal from a source that is much narrower than
the actual resolution. The width of this point spread function is correlated to the
resolution and can in principle be determined through deconvolution. When the input
signal is much smaller is than the resolution, the width of the point spread function
corresponds to the resolution. The spectral resolution can thus be determined using
light only from the laser under the assumption that the laser’s wavelength band is
much narrower that the spectral resolution of the spectrometer. This is shown in
Figure 3.10a, and from this a spectral resolution of 34 cm™ is found by taking the full
width at half maximum (FWHM). The spectral resolution is primarily dependent on the
grating used, but also the slit width at the entrance of the spectrometer; the narrower
a slit the better resolution but this comes at a price of signal strength [130]. In our
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setup, it is not possible to change the slit width that is determined by the connecting
optical fiber which is 50 um.

In a similar fashion measure the spatial resolution is found by scanning the laser over
particles much smaller than the spatial resolution and their measured size is then the
resolution. Such a measurement has been performed using titanium dioxide particles
of a size of approximately 500 nm and a Raman microscopy image of such particle is
shown in Figure 3.10b. This reveals a lateral FWHM of approximately 810 nm and an
axial FWHM of approximately 2500 nm for the point spread function. This does not
correspond to the spatial resolution of the setup due to the particle size. The exact
shape of the particle is unknown and a deconvolution cannot be made. The resolution
is by definition better than the point spread function measured and a lateral spatial
resolution of 810 nm is sufficient for the studies performed with the CRM setup.
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Figure 3.10 a) Instrument response function of the spectrometer. The laser has a
narrow linewidth that can be used to record the point spread function. A Gaussian fit
gives a spectral FWHM of 34 cm™. b) Raman image of a titanium dioxide particle
smaller than the spatial resolution of the setup. The spatial resolution can be
determined by fitting a Gauss function to the intensity. This reveals a lateral FWHM
of 810 nm and an axial FWHM of 2500 nm.

3.3.2.3 Analysis of Raman spectra

Raman images are essentially 3D-images where each pixel of a 2D scan consists of a
complete Raman spectrum. A 2D-image can be generated by integrating a band in
each Raman spectrum corresponding to a specific chemical compound for each pixel
(i, j) position:

Wend
IRaman(i'j) = f 1((1), i'j) dw — IBackground(i'j): (3- 2)
Wstart
where I(w, i, j) is the measured Raman signal and the integration limits are wg;4,+ and

Weng - The background correction, Iggekgrouna(i;j), are defined as a linear
interpolation between the Raman band edges as
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IBackground(irj)
=0.5 - (wend - wstart) ' (I(wendr i;j) + I(wstart; i,j)) (3- 3)

This particular formula was chosen to allow for a distinction Raman bands that are in
very close proximity or even overlapping bands, such as the OH-stretching band and
the hydrohalite bands. This method has been described in [115], [131] and is visualized
in Figure 3.11.
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Figure 3.11 A Raman spectrum of a typical CH-stretching mode. This illustrates how
the background signal was chosen when integrating a Raman band. First published in
[114].

This integration acts as a virtual filter that can be applied in post-processing and a
Raman image can be generated for each relevant chemical compound. The results of
this data processing are images containing both structural and chemical information.
An example of a Raman image of a murine fibroblast cell frozen in PBS to -50 °C at
1 °C/min is shown in Figure 3.12 along with a conventional transmission image for
comparison. In the transmission image, the cell and a dendritic channel leading to the
left is seen. This is all information that can be extracted from the transmission image.
Using Raman imaging, the cellular matter is imaged using the CH,-stretching mode as
well as hydrohalite bands. Here, it is immediately seen that the dendritic channel is
filled with hydrohalite and that the cellular matter is displaced towards the edges of
the cell indicating that intracellular ice has formed. There is furthermore hydrohalite
that has formed in close proximity to the cell. None of this information can be
extracted using conventional transmission imaging.
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Figure 3.12 Images of a murine fibroblast cell using a) Transmission imaging, b) CRM
of cellular matter and c) CRM of hydrohalite. The CRM images give a much more
detailed picture on the local environment of the cell. The cellular matter is, for
instance, displaced towards the edges of the cell indicating that intracellular ice has
formed. This is not visible using transmission imaging. Further information is
retrieved on the distribution of hydrohalite in the vicinity of to the cell. Scale bar is
10 pm. First published in [115].

New software was developed using the Matlab environment in order to analyze the
data generated by the LabVIEW interface for data acquisition. This was necessary for a
further image analysis than what the LabVIEW interface could provide. The main
functionality of the software is to calculate Raman images based on equation (3.2).
This allows for post processing of the data and makes it easy to perform further
analysis of existing data if new correlations between compounds are discovered. The
main image statistical analysis method that was implemented was the ability to
generate colocalization plots between two compounds. Colocalization plots will be
explained and used to a great extent in section 5.3 for the analysis of CRM images.
Further methods that were implemented are image correlation, image ratios and the
ability to overlay images.

Figure 3.13 shows a screenshot of the graphical user interface of the newly developed
image analysis software. The bottom three images are the CRM images generated
when integrating the red, green, and blue band shown in the example Raman
spectrum. The Raman spectrum corresponds to the pixel marked with the white
arrows and can be chosen by the user. Instead of a third image different statistical
analysis method based on the two first images can be chosen.
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Figure 3.13 Screenshot of the software that was developed in order to analyze the
measured Raman data. The three images correspond to CRM images generated from
integrating the red, green, and blue band, respectively. The Raman spectrum is
displayed when selecting a pixel by clicking one of the images. The shown spectrum
corresponds to the pixel marked with arrows. The three bands chosen in this image
correspond to cellular matter, ice, and hydrohalite, respectively.
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3.4 Differential scanning calorimetry

The phase change from liquid water to crystalline ice plays a major role in cryobiology
and cryopreservation. This phase change is heavily influenced by the various chemical
additives in the sample medium as well as the temperature profile used. All phase
changes either require heat (endothermic) or release heat (exothermic). Ice
crystallization can thus be studied on a macroscopic level by measuring the heat
released during freezing and the most common method to measure this is by
differential scanning calorimetry (DSC). This method can furthermore detect eutectic
crystallization as this is an exothermic process and measure the glass transition
temperature since the heat capacity of the sample changes at this temperature. This
makes this method ideal for characterizing and studying phase changes in media
during cryopreservation. Samples undergoing DSC measurements are limited to a
relatively small volume and sealed in such a manner that a post-DSC investigation of
the microbiological characteristics such as cell viability and functionality is impossible
and always requires a separate experiment using other more suitable sample
containers.

The DSC used in these experiments (DSC 8500 fitted with an autosampler, Perkin
Elmer) is a double-furnace DSC. Here, the relative heat-flow of two sample containers
is measured when exposed to a given temperature protocol. One contains the
investigated liquid whereas the other is an empty reference container. The relative
heat-flow measured thus corresponds directly to the heat-capacity and phase changes
of the sample. When ice crystallizes, heat is released and less heat is required to
maintain the given temperature. A negative heat-flow thus indicates that an

Heating elements

Purge gas |:> /\

Figure 3.14 Schematic setup and image of a two-furnace DSC. The two furnaces are
placed on a copper block that can be cooled with liquid nitrogen and are equipped
with electrical heating elements. The combination of the cooled copper block and
heating coils allows for temperature control over a broad range. By measuring the
difference in electrical power needed to keep both samples at a specific
temperature, the relative heat flow can be measured.
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exothermic process such as ice crystallization is taking place. Figure 3.14 shows a
schematic setup and image of the DSC used. The two sample holders are placed on a
copper block that is cooled with liquid nitrogen to -160 °C. The samples can either be
cooled slowly or rapidly to below the glass transition temperature using ballistic
cooling (as fast as possible but uncontrolled cooling) and thereby vitrifying the
samples. Each sample holder is furthermore equipped with an electrical heating
element and a thermocouple. This allows for programming of a temperature protocol
that the sample experiences, from vitrification to thawing.

A sample container used in the DSC along with the sample press is depicted in Figure
3.15. The sample medium is pipetted into the sample pan and sealed with a lid using
the sample press. The pipetted medium is often weighed so that a correlation can be
made between the signal size and absolute amount of sample medium undergoing a
phase change.

- Sample pan

@ Sample lid
/’_‘\}\
_— Sealed sample
==

btz

Figure 3.15 Images of the DSC sample press along with the aluminum sample

containers.

A typical DSC temperature protocol and measurement is shown in Figure 3.16. Here,
the sample is vitrified and subsequently heated at a constant rate until room
temperature is reached. This allows for a measurement of the glass transition
temperature, crystallization temperature and melting temperature. In the following,
such measurements will be called temperature sweep measurements (T-sweep). A
crystallization point is commonly determined as the onset temperature which is
defined as the point where the tangents of the crystallization dip and base heat flow
intersect. The tangents are shown as red lines in Figure 3.16b. The glass transition
temperature is determined utilizing that the heat capacity above and below the glass
transition temperature is different. This results in a kink in the heat flow over this
temperature range and the glass transition temperature is taken at the middle of this
inclination. The kink can be seen at the marked glass transition temperature in Figure
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3.16b. Using these methods the glass transition and crystallization temperature are
determined to -128.8 °C and -112.2 °C for 20 wt% DMSO, 20 wt% EG and 30 mMol
trehalose mixture from the T-sweep measurement depicted in Figure 3.16b. The
determination of a melting temperature is more complicated since these
multicomponent samples melt over a broad range of temperatures which causes a
broad melting peak that slowly rises before abruptly decreasing when the sample has
fully melted. Comparing the maximum of the melting peak with the melting of a single-
component sample (water) under the same conditions allows for a determination of
the temperature under which water can start to crystallize, i.e. when the sample first
reaches the liquidus line in the phase diagram, see Figure 2.1. This makes DSC
measurements ideal to study phase changes in cryopreserved samples and can be
employed to study devitrification where ice crystallizes releasing heat.
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Figure 3.16 a) Temperature protocol used for T-sweep DSC measurements. The
sample is first cooled below the glass transition temperature and subsequently
heated at a constant rate to room temperature. b) The relative heat flow between
the sample and reference is measured during the constant heating. Here, a typical
measurement is shown for a sample consisting of 20 wt% DMSO, 20 wt% EG and
300 mMol trehalose. From this measurement, the glass transition T, crystallization
T . and melting temperature can be determined.

For some applications a different temperature protocol is used in which the sample is
hold at a constant temperature in order to study a given process isothermally. In this
study devitrification, i.e. ice crystallization in vitrified samples, are investigated
isothermally using DSC. The temperature protocol used for the devitrification
experiments are presented in Figure 3.17. Compared to the standard protocols used to
investigate phase transitions such as the one shown in Figure 3.16, a long isothermal
period is added where the sample can devitrify. Using ballistic cooling the sample is
first cooled rapidly to -140 °C, clearly below the glass transition temperature T at
around -130 °C. The sample is kept at this temperature for five minutes in order for the
system to equilibrate. Afterwards the sample is heated at 25 °C/min to the
temperature T;5, Where the devitrification process is investigated isothermally. The ice
crystallization rate is proportional to the endothermic heat flow measured at this
temperature. The heating rate of 25°C/min is sufficiently fast compared to the
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duration of the devitrification process that typically occurs on the timescale of over 10
minutes to several hours. The sample is finally heated to room temperature.
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Figure 3.17 Temperature protocol used for the isothermal measurements of
devitrification kinetics. Following vitrification, the sample is heated to T';;, where the
sample is kept for the duration of the devitrification. By repeating this measurement
at different T, the crystallization constant can be determined.
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4 MACROSCOPIC DISTRIBUTION
OF SAMPLE COMPOUNDS

Ice crystallization plays a major role in cryobiology. It is therefore worthwhile
describing the major influences on crystallization, growth and structures of ice crystals.
The following description and discussion primarily apply to the slow freezing approach
since ice crystallization is avoided when vitrifying samples in a fast freezing process.
Pure water is almost never encountered in the field of cryobiology but instead complex
cell media are used with CPAs added. This change the crystallization of ice significantly
compared to pure water. In most cases it can be assumed that the system can be
described as an aqueous binary mixture. This is possible when one component, besides
water, is predominantly present in the mixture. Cell media can often be described as
saline water in terms of freezing properties but when CPAs are added to the mixture
they becomes the dominant part of the mixture since they are commonly added in
higher concentrations compared to NaCl. When multiple CPAs are added to the
preservation medium then the system can no longer be approximated as a binary
mixture. Ice crystallization in binary mixtures does, however, exhibit many similarities
compared to more complex mixtures and these observations can be transferred.

When ice crystallizes a dendritic channel network is formed with high CPA
concentrations. The preserving feature utilized in cryopreservation is that the cells are
encapsulated in an amorphous glassy substance formed in the dendritic channels. The
health of each individual cell is therefore highly dependent on the local environment
that is to a large degree governed by the overall macroscopic ice crystal structure and
thus the dendritic channel structure. This chapter takes a more macroscopic
perspective on ice crystal crystallization and thus the structures commonly found in
slowly frozen cryopreserved samples.

4.1 Structure formation process

A macroscopic perspective of a slowly frozen sample is depicted in Figure 4.1. When
the temperature decreases, ice crystals will start to form increasing both CPA and NaCl
concentration in the remaining liquid. As the ice crystals grow, they will form long
dendrites as opposed to spheres. This results in a complex network of dendritic
channels. If ice crystals rather grew in spheres then instead small ‘islands’ of
concentrated media would be observed. A vast majority of the cells in the sample will
in the storage state be located in the dendritic channel since ice crystals are more
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likely to nucleate extracellularly simply due to the higher volume of extracellular
medium compared to the relatively low intracellular cytoplasm volume. The overall
average concentration of CPA and NaCl does not change in the sample when ice
crystallizes but it changes locally in the dendritic channels. If it is assumed that the
sample is in a thermodynamical equilibrium then it follows that the CPA and NaCl
concentrations are the same in all dendritic channels. Very different dendritic channel
structures and ice crystal sizes can be encountered in cryopreserved samples. This
affects dendritic channel width and thus whether ice is in direct contact with cell
membranes.

Start During freezing End

Chaci T CCPAT

Decreasing temperature

Cooling rates: ~1-100°C/min

Figure 4.1 Macroscopic perspective on ice crystal crystallization in slowly frozen cell
culture samples and how dendritic channel structures are formed.

The overall dendritic channel structure and ice crystal size are from a macroscopic
perspective governed by four factors that are listed in Table 4.1. The chemical
composition of the cell medium plays the biggest role since this determines both the
freezing point according to its phase diagram and viscosity of the sample. The freezing
rate, sample chamber and recrystallization can, under certain circumstances, still play
a major role in the overall dendritic channel structure. In the following all influence
factors and their effect on the cryopreserved sample are described separately.

Table 4.1 The four influences factors on overall dendritic channel structure and their
effect on the cryopreserved sample

Influence factor Effect on cryopreserved sample

Chemical composition Change in phase diagram & viscosity
Freezing rate Supercooling & crystallization speed
Sample chamber Impact on supercooling and ice nucleation
Sample temperature Recrystallization
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Chemical Composition

The chemical composition of the cell medium plays the major role in the formation of a
dendritic channel network. The phase diagram of the sample is mainly determined by
the chemical composition of the sample. Figure 4.2 contains a phase diagram for a
binary system and shows the different states a sample undergoes during freezing (red
arrows). From the phase diagram the ice to liquid ration can be calculated at any given
temperature as well as for the storage state assuming that an eutectic crystallization is
avoided. By using a different CPA or changing the concentration of the current CPA,
the overall amount of ice formed in the sample changes. The amount of ice formed in
a sample has a strong influence on the dendritic channel structure. The chemical
composition furthermore has an effect on the viscosity. A high viscosity will slow down
the water flux towards the ice crystal boundaries and thus reduce the ice crystal
growth rate. This will potentially lead to a more fine-grained ice crystal structure since
new ice nuclei will have time to form in the remaining liquid depending on the freezing

rate.
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Figure 4.2 Binary phase diagram with the various states that a sample undergoes
during freezing. The chemical composition follows the red arrows as temperature
decreases. When ice forms, the remaining liquid is concentrated (State 1). The liquid
will typically be supercooled (State 2) between the eutectic and glass transition
temperature before entering the storage state (State 3) where the remaining liquid
becomes glassy. Alternatively, a eutectic crystallization of the liquid occurs at or
below the eutectic temperature.

Freezing rate
The ice crystal nucleation rate and the ice crystal growth rate are highly dependent on
the temperature of the sample. The interplay between formation of new ice crystal
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nuclei and the growth of existing nuclei determines to a great extent the ice crystal
structure and granularity. This means that the governing factor over the temperature
in the cryopreservation process, i.e. the freezing rate can potentially have a high
impact on the resulting ice crystal structure.

If the freezing rate is very low then the ice crystal growth is limited by the phase
diagram. As the freezing rate increases, the chance of forming new ice nuclei also
increases. This means that a high freezing rate will result in many small ice crystals and
therefore a much more fine masked network of dendritic channels whereas a low
freezing rate results in fewer but larger ice crystals. Having a fine masked dendritic
network mean that the overall length of the dendritic channels will be longer. Since
the ice to liquid ratio will remain constant the dendritic channels will be narrower to
accommodate for this. The average distance from a cell to the nearest ice boundary is
smaller in this case, which might have an impact on cell membrane stability. A high
freezing rate also increases the risk of ice crystals to nucleate within cells as previously
discussed.

The sample can in some cases also supercool, i.e. when temperatures below the
freezing point is reached without nucleation of ice crystals. This is depicted in Figure
4.3. A sample without supercooling will follow the red line through the phase diagram.

" _
\ AL Supercooling and structure size:

Low supercooling - Large crystals
High supercooling - Small crystals

Temperature, [°C]

Eutectic temp
Ice and hydrates

-

0 Solute concentration

Figure 4.3 Depiction of a binary phase diagram and potential supercooling. The
remaining liquid will follow the red arrows when no supercooling occurs. When a
sample experiences supercooling it leaves equilibrium along the vertical green
arrows. When ice nucleates, the remaining liquid will be brought back to equilibrium
at the liquidus line.
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When a sample supercool, no ice will nucleate upon reaching the freezing point and
further cooling, which is depicted as the green arrows. At some point ice will, however,
nucleate and the ice crystals will quickly grow to bring the sample back to
thermodynamical equilibrium. At this point both the ice crystal growth rate and
nucleation rate are higher compared to the case of a low cooling rate resulting in
more, but smaller, ice crystals. The risk of supercooling increases with the freezing
rate. If the freezing rate is very low, ice will nucleate very close to the freezing point
eliminating supercooling. It should be mentioned that viscosity of the sample also
plays a major role in supercooling. The freezing rate should therefore be seen in
relation to the viscosity and thus chemical composition with regard to supercooling.
Please note that in the case of extremely fast freezing there is a special approach to
cryopreservation exploiting extreme supercooling without any ice crystallization at all
and is discussed in section 2.1.2.

Sample chamber

The topology of the sample chamber sets the boundary of the sample and thus the
dendritic channel structure. The chosen sample container can thus influence the
overall structures encountered in a sample especially when the container is small. The
most obvious example is the difference between a sample in a common cryotube and
a sample sandwiched between two coverslips. In a cryotube, ice crystals can grow in
any direction whereas the ice crystal growth is practically limited to two-dimensional
growth between the coverslips due to the low height of the sample.

The chosen sample chamber for the cryopreservation process can also have an effect
on the nucleation of ice crystals in the sample and thus potentially on supercooling.
The origin of nucleation can be considered to be either heterogeneous or
homogeneous. Heterogeneous nucleation describes instances where an external effect
causes the nucleation such as an impurity [132]. Homogeneous nucleation describes
the process where the molecules randomly form a stable crystal structure [133], [134].
The sample chamber can influence both heterogeneous and homogeneous nucleation.
An impurity or mechanical deformity in the sample chamber wall can act as a
heterogeneous seed and thus increase the nucleation rate. The homogenous
nucleation can be influenced by the volume of the sample. Ice nuclei have a higher
chance to spontaneously form when more water is present in the sample. A sample
with a higher volume thus has a lower risk of supercooling. Supercooling is generally
not beneficial to samples cryopreserved with the slow freezing approach. This
increases the risk of intracellular ice crystallization and the ice crystal growth then
varies between samples due to different amounts of supercooling. This in principle
makes the cryopreservation process more inconsistent and a broader range of results
from the cryopreservation process should be expected.

Supercooling can be eliminated by employing a scheme where heterogeneous
nucleation of ice crystals is initiated at a given temperature through various means
such as seeding of ice crystals, chemically or mechanically [132]. Chemically induced
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nucleation can be induced through the introduction of a component that is known as a
good ice nucleator such as silver iodide [135]. Initial studies of silver iodide
encapsulated in an alginate bead have been performed and proved to reduce
supercooling in PBS/DMSO samples. The encapsulation served as a method to avoid
contamination of the rest of the sample with silver iodide. These experiments are,
however, outside the scope of this study. Mechanically induced nucleation by touching
the medium with a pre-cooled needle is the widespread method to induce nucleation
[132]. Other mechanical methods such as light shaking or ultrasound pulses among
others are also employed.

Sample temperature

Relatively high temperatures can lead to recrystallization. Recrystallization describes
the effect when two crystals fuse in order to minimize the total surface energy of the
crystals. This process also happens in frozen aqueous samples. Recrystallization of ice
crystals is typically a slow process compared to ice crystal growth and only occurs well
above the glass transition temperature. This means that very specific circumstances
have to occur in order for recrystallization to have a significant impact on the dendritic
channel structure. Recrystallization is more pronounced when the ice crystals in the
sample are small resulting from either high cooling rates or high degree of
supercooling. A sample kept on storage at -80 °C for an extended period (hours) will
probably experience recrystallization. Recrystallization will also occur at temperatures
above the eutectic temperature but is then difficult to distinguish from ordinary ice
crystal growth. Recrystallization can only be studied under isothermal conditions. This
topic will be investigated in more in section 6.2, where recrystallization kinetics is
studied at various temperatures.

4.2 Ice crystal morphology in cryopreserved samples

In this section, examples will be shown of typical structures found in cryopreserved
samples and how the different parameters discussed in the previous section can affect
these. In particular the effect of increasing the CPA concentration or the freezing rate
and an example of supercooling will be shown. Here, both two-photon LSM and Raman
microscopy will be used to image these different examples.

4.2.1 Typical structures found in cryopreserved samples

Typical examples of structures found can be seen in Figure 4.4. Here, multiple samples
of 5% DMSO in PBS were frozen to -80 °C at a rate of 1 °C/min using the large volume
sample chamber described in section 3.2.1. Fluorescein was added to the sample. This
means that the dendritic channels fluoresce green due to the low solubility of the dye
in ice and can be imaged using two-photon LSM. In addition to single images multiple
overlapping images were recorded from the samples. The overlapping images can be
stitched together to form a longer and larger image as the one shown in Figure 4.4.
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From the images it can be seen that the ice crystals form a complex network of long
narrow channels. The network is comprised of multiple long parallel channels onto
which a set of shorter channels are connected that are also parallel to each other. The
ice crystals in these samples are thus comprised of long dendrites from which smaller
dendrites originate in an almost equidistant manner. From sample 1, the ends of the
ice crystal dendrites are seen to have a hexagonal structure. This hexagonal structure
will not appear if the ice crystal growth was impeded by other ice crystals or the
sample container wall. In addition it can only be visualized if the image perspective is
adapted to the ice crystal orientation. The lengths of the channels are seen to vary
between the orders of 100 um to 1 mm. The ice crystals in these samples are thus
significantly larger than typical single cell sizes of 1 um to 10 um. The widths of the
channels are here estimated to be in the same order of magnitude as typical cell sizes.

Samplel Sample 2 Sample 3

Sample 1 Crosssection

Figure 4.4 Two photon LSM images of cryotube cross section samples comprised of
5% DMSO in PBS. The samples are cooled to -80 °C at 1 °C/min. The dendritic
channels are dyed with fluorescein. Here, typical structures found in cryopreserved
samples can be observed. The sample 1 cross section is comprised of multiple
overlapping images that are stitched together. The scale bar is 250 um for all images.
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Z=0pum Z=40 pm
Z=80pum Z=120 um

Figure 4.5 Two-photon LSM images of 5 % DMSO in PBS frozen to -80 °C at 1 °C/min
recorded at different layers of the cryopreserved sample. The images are recorded
each with an axial distance of 40 um. The area marked with the red circle shows how
two dendritic channels in two different planes are connected by a vertical dendritic
channel. Scalebar is 250 um for all images.

In order to get a sense of the three dimensional network of the dendritic channels, a
stack of LSM images can be recorded. One example hereof is shown in Figure 4.5
where four images have been recorded at different layers with a z-distance of 40 um.
It should be noted that the axial resolution of the setup is not as good as the lateral
resolution. This results in channels from the image at z = 0 um (defined as the sample
top) still being visible at z = 120 um (distance into the sample), but these are out of
focus resulting in a higher background fluorescence in these areas. These images also
show long dendritic channels with lengths longer than the size of the LSM image
(>1250 pm). These channels are not only present in the top image but parallel
channels also exist further into the sample. This indicates that the dendrites are not
only parallel in an individual plane but are also parallel in a thicker sheet of dendrites.
The thickness of this sheet is likely to be dependent on the amount of ice crystal nuclei
formed during ice crystallization and growth in the samples. The images in Figure 4.5
underline that the dendritic channel network formed in slowly frozen samples truly is a
three-dimensional network. Let us focus on the area marked with a red circle. This
area contains a dendritic channel in the focal plane at z = 0 um that extends several
100 um beyond the bottom left edge of the image. Going further into the sample
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structures are seen that appears to be isolated islands of the liquid. Finally, at
z = 120 um a dendritic channel perpendicular to the channel atz = 0 um is seen in
this area. From this it can be concluded that these two dendritic channels are
connected by a vertical channel that appears as isolated islands in images between
z =0 pumand z = 120 um. The reason that most of the dendritic channels are in the
focal plane is that the images are recorded relatively close to the top surface of the
sample. Here, ice dendrite growth is limited by the topology of the sample container,
and the images are not a complete replication of a cross section of a cryotube. It is
rather a close approximation due to the freezing conditions of the large volume sample
chamber used.

When the amount of CPA changes, the chemical properties also change fundamentally
and thus also the freezing characteristics. Both a 1 % DMSO and a 10 % DMSO in H,0
sample (20 pL) have been frozen under identical conditions as an example hereof.
Raman images of DMSO in these samples are shown in Figure 4.6. The dendritic
channels show as the light blue to red regions, whereas the dark blue areas correspond
to ice crystals. The Raman images have been recorded using a pixel integration time of
100 ms and an image size of 250 um x 250 um. From these two images, the dendritic
channel network qualitatively shows the same type of structure with long channels
and a few isolated island of concentrated DMSO. The main difference between these
images appears to be the perpendicular distance between the individual channels. The
distance was measured to be between 15 pm and 25 um for the 1 % DMSO sample
whereas it is between 25 pum and 40 um for the 10 % DMSO sample. The ice crystals
are thus smaller for lower amounts of DMSO. This can directly be attributed to the
nucleation rate of ice crystals. In order for ice crystals to be smaller, there have to be
more ice nuclei. The nucleation rate is higher in the 1 % DMSO sample since the initial

1% DMSO 10 % DMSO 1
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Figure 4.6 Comparison of dendritic channel network formed in a 1 % DMSO in PBS
and a 10 % DMSO in PBS sample. The samples were small volume samples (~20 pL)
and frozen to -80 °C at 1 °C/min. The images were recorded using Raman microscopy
and are normalized to the maximum DMSO signal within each individual image.
Scalebar is 50 um for both images.
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viscosity is lower. At some temperature, the DMSO concentration in the channels is
identical in both samples due to the samples consists of the same components, i.e.
have the same phase diagram. The difference in DMSO concentration thus only
changes the amount of initial ice nuclei formed in the sample. As the end
concentration of DMSO in the dendritic channels is identical in both samples it follows
that the dendritic channels in the 10 % DMSO sample are significantly wider since the
DMSO to ice ratio is higher. The coarser dendritic channel network of the 10 % DMSO
sample also result in fewer but broader dendritic channels. Alternatively, more and
larger islands of DMSO could form. This is not visible in the Raman images as the
images are normalized to the highest Raman signal within each individual image. An
absolute measurement of dendritic channel width is highly dependent on the focal
plane chosen for the particular image and is subject to variation within the same
sample, making a direct comparison of dendritic channel width between different
samples impractical. An initial estimate of dendritic channel width in the two Raman
images found channel widths of approximately 4 um to 5 pum for the 1 % DMSO sample
and 5 um to 6 um for the 10 % DMSO sample.

4.2.2 Influence of supercooling on the dendritic channel structure

Supercooling can have a profound effect on ice crystallization and dendritic channel
network. With a high level of supercooling, ice nucleation is delayed but results in a
higher nucleation rate and ice crystal growth at the onset of the first ice formation.
The effect of supercooling can be seen in Figure 4.7 where a sample consisting of
5 % DMSO in PBS has been frozen following the overall temperature scheme depicted.
The sample was a small volume sample between two coverslips and frozen at a rate of
5 °C/min to ensure a high degree of supercooling. The ice crystallization is delayed due
to the supercooling, which results in a slight increase in temperature at the onset of ice
nucleation as indicated in the temperature scheme. Ice crystallization releases energy
in the form of heat and due to the high crystallization rate, this result in a slight
increase in sample temperature. The increase in temperature depends on sample
volume, thermal contact to the cooling agent (here the silver block) as well as the heat
capacity of the cooling agent. This does not play a role in samples without supercooling
since the heat released is readily removed from the sample. The supercooling in this
sample results in a very fine-masked dendritic channel network as seen from the LSM
image at Time A. The sample was then heated to just below the freezing temperature
before being re-cooled to -80 °C. This melted most of the ice crystals in the sample but
not all. This ensures that ice crystals exists in the sample during the second cooling
period and these ice crystals act as controlled nucleation centers of the samples. This
means that the sample does not experience supercooling at the second cooling period.
The result hereof can be seen in the LSM image taken at Time B. Here, the ice crystals
appear significantly larger and the dendritic channel network is coarser. The reheating
and subsequent cooling was repeated a second time. The resulting dendritic network
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at Time C is also shown. The resulting dendritic channel network shares similarities
with that at time B but has regions with slightly bigger ice crystals. This indicates that
the sample only partially melted since it is very unlikely that the same dendritic
channel network forms at two separate freezing processes that only share small
amounts of small ice crystals.

- — Freezing point
AN — Sample temp.

Nucleation

Temperature

Figure 4.7 Here, a 20 puL 5 % DMSO sample is frozen according the depicted scheme
with cooling and heating rates of 5 °C/min. Two-photon LSM images where recorded
at three points in time. Supercooling is present resulting in very small ice crystals as
seen at time A. Heating the sample to just below the freezing temperature with
subsequent freezing simulates controlled nucleation resulting in much larger ice
crystals as seen at time B and C. Scale bar is 250 um for all images.

This experiment shows what profound effect supercooling can have on ice
crystallization. Since ice nucleation is random in nature, it follows that also the degree
of supercooling is random. To ensure a high consistency and quality of a
cryopreservation procedure it is thus required that supercooling is avoided. The
success of a cryopreservation procedure using the slowly frozen approach is
dependent on controlling cell dehydration effects and thus the ice crystal growth rate.
If various supercooling occurs in the cryopreserved samples then it follows that the ice
crystallization rate varies and thus also the success of the cryopreservation procedure.
Supercooling is an unwanted effect in slowly frozen samples since it increases the risk
that intracellular ice form due to a reduction of cell dehydration and a high ice
nucleation rate. Depending on the sample and cryopreservation procedure, it might
therefore be worthwhile to consider inducing controlled ice crystal nucleation to
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improve the rate of success as well as consistency of the preservation procedure since
it eliminates supercooling as in the images at time B and C. This can for example be
achieved by introducing a precooled needle to the sample.

The cooling rate plays a significant role in the degree of supercooling that appears in a
given sample. To visualize this, two samples of 10 % DMSO have been frozen to -80 °C
at 1 °C/min and 50 °C/min respectively. Raman images of the samples can be seen in
Figure 4.8. The sample frozen at 1 °C/min is unlikely to supercool due the significantly
longer cooling period compared to the sample frozen at 50 °C/min. The small ice
crystals found for the sample frozen at 50 °C/min can thus be attributed to a high
degree of supercooling.

1 °C/min

Ajisuajul pazijew.on

Figure 4.8 Here, two samples of 10 % DMSO in PBS are frozen to -80 °C at 1 °C/min
and 50 °C/min. The Raman images show significantly different structures what can
be attributed to different levels of supercooling. Scale bar is 50 um for both images.

4.3 Cross sections of cryopreserved cell cultures

Cell cultures have also been frozen using the large volume sample container in order to
get a macroscopic perspective on ice crystal structures and cell distribution over the
entire sample. Here, murine fibroblasts have been frozen in a 5 % DMSO — 95 % PBS
medium down to -80 °C at 1 °C/min. First, the cell medium was added to the sample
chamber. The cells were subsequently pipetted to the sample. The cell nuclei were
stained with Hoechst 33342 whereas the dendritic channels are dyed using fluorescein.
It is possible to excite both dyes by a laser pulse with a wavelength of 800 nm in a two-
photon excitation. The dyes emit light at different wavelengths and can through a
clever choice of beam splitters and band pass filters be imaged at the same time.
Figure 4.9 and Figure 4.10 show two examples of entire cross sections over the
samples (see pages 73 and 74). The samples will be denoted sample A and sample B,
respectively for future reference. Recording of the cross section is started at one side
of the cryochamber marked with red in the figures. The sample was then shifted after
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each image was recorded. The laser is then refocused to optimally record the next
image. This is required since the focal plane of the microscope does not coincide with
the top layer of the sample. The XY-axis of the microscope does furthermore not
coincide with the XY-axis of the manual translation stage. This resulted in a horizontal
shift in the images over the entire cross section.

Now the ice crystal structures in these two samples will be considered. The ice crystal
structure appears to be of different nature in these samples. The ice crystals in sample
A consist of ice crystal rods with various orientations. The dendritic channels
furthermore appear broader and more irregular as a result of the rod-like ice crystals.
The ice crystal structure of sample B coincides more with the other crystal structures
observed previously in this chapter. Here, the ice crystals have merged and no distinct
ice crystal rods can be observed. Instead a dendritic channel network is formed with
channels extending over several images, i.e. several millimeters. The difference of the
ice crystal structures might be caused by a significant difference in the primary
nucleation origin, i.e. close to or far from the focal plane, or due to the particular
topology limitations set by the sample chamber. The ice crystal structures appear
consistent over the entire sample for both cases. This could lead to the conclusion that
a single image would be representative for the whole sample. This is, however, not
necessarily the case which will be evident when the distribution of cells over the cross
section is analyzed in more detail.

The distribution of dendritic channels and cells can be studied in a quantitative manner
by summing the value of green and blue channels over each horizontal line based on
spectral data. This gives an indication of the amount of dendritic channel (green) and
cells (blue) in a given horizontal line. The result of the normalized summation is shown
for both samples as the graph on the left side of the images. This gives a more
guantitative perspective on the respective distributions, but no absolute statistics
since the image intensity is dependent on the focal plane chosen as well as other
effects such as laser intensity, bleaching, water condensation etc. It can be used an
additional tool to evaluate the crystal structures and cell distribution apart from a
simple visual inspection of the images. If the distribution of dendritic channels is
considered, then a rather uniform distribution is seen over the entire cross section.
This is consistent with the observation of the same type of ice crystal structures
observed over a cross section. For sample A, two peaks appear in the dendritic channel
distribution. Both these spikes can be attributed to a high background signal either
originating from underlying dendritic channels or a sheet of dendritic channels located
between the top coverslip and the underlying ice crystals. Similar background signals
can be observed in the images for sample B, but they do not seem to have an impact
on the calculated dendritic channel distribution, possibly due to them being present in
a majority of the images.

Now the distribution of cells in the samples will be considered. A visual inspection of
the two cross sections reveals that the cells are primarily localized in a smaller area
toward the center of the sample. This is confirmed by the calculated distribution based
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on spectral analysis of the samples. The calculation of the distribution is here particular
useful since cells located in the dendritic channel can be difficult to see. This is to our
knowledge the first direct measurement of the macroscopic cell distribution in a large
volume cell culture sample. The localization of cells in the sample center is an
interesting observation since cell density is a parameter used to optimize a given
cryopreservation protocol. This measurement shows that the cell density is not
uniform over the sample, and the sample volume and cell count cannot directly be
converted to a cell density during a cryopreservation process.

The reason for to the cell localization predominately in the center of the sample can be
found in one of two effects. The cells are pipetted into a medium with a viscosity
higher than water due to the DMSO. The cells might therefore not have had the time
to completely disperse in the sample before the onset of ice nucleation. The cells could
instead migrate toward the center of the center of the sample during freezing. It is safe
to assume that ice starts to nucleate at the side of the sample and during ice growth
water will freeze at the ice front increasing the CPA concentration. This creates a flux
of CPA toward the center of the sample and this would also push the cells toward the
center.

Whether the localization of cells in the sample center has a positive or detrimental
effect on the cryopreservation is not known. Cells in the center will on one hand
experience a delay and slowdown in the osmolyte increase, reducing the risk of an
osmotic shock that can happen when ice is growing rapid. This is a purely positive
effect on the quality of the cryopreserved sample. The cell concentration is on the
other hand higher in the dendritic channels at the sample center, which increases the
risk of contact between a cell membrane and an ice crystal. It has been proposed that
such a contact can induce intracellular ice and thus endanger the cell [136]. This could
be imagined to have a detrimental destabilizing effect on the cellular membrane and a
closer study of the cell distribution can help to understand the predominant
mechanism. A close visual inspection of the two cross sections reveals that the cells
are primarily located in the broad dendritic channels for sample A, which was to be
expected. In sample B, the cells appear to be located in inclusions of CPA, particularly
in the center of the sample with the highest cell concentration. For sample A this only
happened rarely. It can be detrimental to a cell to be located in such an inclusion since
this will increase the risk of contact between the cellular membrane and the
surrounding ice which can have a negative effect on the membrane stability. It should,
however, be noted that the dendritic channels form a 3D network as previously
discussed in section 4.2.1 and it is not possible to exclude that the cells are located in
vertical dendritic channels instead of inclusions.

72



Chapter 4 Macroscopic distribution of sample compounds
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Figure 4.9 Cross section of sample A. Big volume sample of murine fibroblast cells
frozen in 5 % DMSO to -80 °C at 1 °C/min. The dendritic channels and cell nuclei are
dyed green and blue, respectively. The red lines describe the sample container wall.
The graph on the left describes the overall distribution of dendritic channels and cell
nuclei.
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Channels

Cells

Figure 4.10 Cross section of sample B. Big volume sample of murine fibroblast cells
frozen in 5 % DMSO to -80 °C at 1 °C/min. The dendritic channels and cell nuclei are
dyed green and blue, respectively. The red lines describe the sample container wall.
The graph on the left describes the overall distribution of dendritic channels and cell

nuclei.
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5 MICROSCOPIC DISTRIBUTION OF
SAMPLE COMPOUNDS

Cells and cell media undergo significant changes during the freezing process of
cryopreservation mainly due to the phase transition of water from a liquid to a solid
state. This changes both the physical structure and chemistry in and around cells and
plays a major role in the viability of a given cell. Most of these changes and in
particular the local chemistry cannot be observed using conventional microscopy
techniques such as transmission microscopy, which only gives morphological
information. Cryobiological studies are therefore often performed as analysis of
viability and functionality pre and post cryopreservation. Any damaging effects during
freezing, storage and thawing will accumulate and are in such a study impossible to
distinguish or pinpoint. When a cell culture sample is frozen, ice crystallizes and the
remaining liquid forms a complex network of dendritic channels. The cells are primarily
located in these channels. The size of the ice crystals, width of dendritic channels,
distribution of cells and viability of cells is dependent on the cryopreservation protocol.
The ice crystallization rate has a major impact on the sizes of ice crystals and dendritic
channels and when supercooling occurs, variations of the phase structures are to be
expected even for identically prepared samples. Being able to image these physico-
chemical properties can thus shed a new light on cryopreservation since the fate of
cells is so dependent on the local environment during freezing.

This chapter will take a microscopic perspective on the cryopreservation process and
show how Raman scattering can be utilized to investigate the local environment in and
around cells. This can furthermore give insights to events that happened in the sample
during freezing retrospectively. In particular, it will be investigated how the chemical
compound hydrohalite can be correlated to eutectic formation and thus used to
pinpoint where this process occurred in a given sample. This method is an analytical
approach to retrospective analysis of cryopreserved samples and the influence of
DMSO on hydrohalite formation will also be investigated as it is a common CPA.

5.1 Confocal Raman microscopy

CRM allows for imaging with both chemical and physical information, here in particular
in and around cells in slowly frozen samples, and is therefore a powerful tool to
investigate frozen cells. It is possible to distinguish between different molecules with
Raman spectroscopy since they have different vibrational modes. A chemical
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compound or its form can be identified from certain peaks and bands in the Raman
spectrum of the scattered light. Raman scattering and the CRM setup was explained in
detail in section 3.3.2. In Figure 5.1 several Raman spectra are shown for some
relevant compounds, namely water, ice, cellular material, DMSO and hydrohalite.
These reference spectra are very important to record before proceeding with the
Raman study of a complex mixture of multiple compounds, since these enables an
analysis and distinction between the individual compounds. The reference spectra are
recorded using samples only containing one compound if possible. The Raman
spectrum of cellular material has been recorded using a sample of adherent murine
fibroblasts in PBS. The spectrum of hydrohalite has been recorded by first cooling a
brine solution with 25 wt% NaCl to -50 °C and subsequently heating it to just below the
eutectic point. This seeds tiny hydrohalite crystals throughout the sample. The Linkam
cryostage has a small aperture in the center allowing for transmission microscopy. The
temperature is slightly elevated at this location compared to the silver block resulting
in large pure hydrohalite crystals along the edge of the cryostage grown from the tiny
hydrohalite seeds. This allowed us to record a Raman spectrum of pure hydrohalite.
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Figure 5.1 Raman spectra of several relevant compounds: Water (solid and liquid),
hydrohalite, DMSO and cellular matter. These spectra of single compounds can be

used as a reference when studying complex samples. The amide | Raman band seen
in the inset can be used to identify cellular matter in samples containing DMSO.

A Raman spectrum is often divided into two regions: the fingerprint region below
2300 cm™ and the stretching mode region above 2300 cm™. This distinction is made
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based on the types of vibrational modes found in the region, i.e. bending and
stretching modes. The fingerprint region is the most commonly used region in Raman
spectroscopy as it allows to distinguish between chemical compounds. For
cryobiological studies the stretching mode region contains some very useful
information as will be shown in the following.

Water

Water has a major Raman band in the stretching region between 2800 cm™ and
3600 cm™, the OH-stretching mode, whose shape depends on whether the water is
liquid or solid. Water molecules have three distinct stretching modes that comprise the
Raman spectrum: A symmetric stretching mode (3520 cm™ - 3545 cm™), an anti-
symmetric (3625 cm™ - 3650 cm™) stretching mode as well as a bending overtone
mode (3230cm™ - 3260 cm™) [137]-[139]. The wavenumber of each mode is
dependent on the temperature. Water molecules ordered in an ice crystal enhance the
bending overtone mode in the lower frequency side of the OH-stretching band. This
makes it possible to distinguish between liquid and solid water in a frozen cell culture.

Hydrohalite

The hydrated NaCl-crystal, hydrohalite, has several stretching modes in the high-
frequency end of the OH-stretching band [140]—[142]. These modes are, however, very
close in frequency and it is therefore only possible to distinguish two Raman peaks
with our current setup, due to a limited spectral resolution, as seen in Figure 5.1. The
first is located at 3400 cm™ and the second at 3520 cm™. They will be denoted
hydrohalite | and hydrohalite I, respectively, for future reference. These two peaks

QNa
* Nl

"2 H0

Figure 5.2 Sketch of the hydrohalite crystal lattice. Image taken and modified from
[215]. The Na- and Cl-molecules are located pairwise in the crystal lattice. The water
molecules have specific positions in the crystal lattice giving rise to a distinct Raman
spectrum.
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originate from water molecules located at specific positions in the hydrohalite crystal,
but exhibit relatively narrow Raman bands in comparison to water molecules in a
liquid or ice due to the limited number of positions they can occupy in the hydrohalite
crystal [143] as shown in Figure 5.2. This signature enables us to distinguish water
molecules in hydrohalite from liquid or solid water. The relative strength between
these two peaks depends on the crystal rotation with respect to the laser polarization
[142] and this can be used to distinguish between crystals of different orientation. It
can furthermore be seen from the Raman spectra that the bending mode of H,0
around 1600 cm™ is enhanced considerably when compared to pure H,O. This can in
principle be used to differentiate hydrohalite in solutions where the high frequency
bands overlap with other modes. This is, however, not the case in these studies since
very few compounds have vibrational modes with frequencies of magnitudes
comparable to hydrohalite.

CH-stretching band

The CH-stretching modes also contain a symmetric and an anti-symmetric mode
similar to the OH-stretching [144], which is why the CH-stretching is sometimes seen as
one or two peaks depending on the composition of the compound. The CH-stretching
band is very favorable to image cellular matter, since this gives the highest signal-to-
noise ratio.

Amide | protein band

If a sample however multiple compounds with CH-bonds, such as DMSO, then another
band would have to be used to image cellular matter. In this case the CO-stretching
mode around 1655 cm™ correlated to the Amide | protein structure [145] can be used
instead. This allows for imaging of both cellular matter and hydrohalite in samples
containing DMSO although with a worse signal to noise ratio putting an even higher
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Figure 5.3 Raman spectrum of the Amide | protein structure of Bovine Serum

Albumin. Here, the Raman band around 1655 cm™ correspond to the CO-stretching
mode of the protein structure.
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demand on limiting background noise. Figure 5.3 shows the Raman spectrum of bovine
serum albumin with the amide | protein peak clearly visible around 1655 cm™. The
band around 1450 cm™ can be attributed to CH, scissoring modes and CHs bending
modes in side chains [146]. A Pearson’s correlation coefficient [147] of 0.91 between
Iceu,cy and Icei amider has been found from the CRM image of a frozen murine
fibroblast in PBS in Figure 3.12. This sample does not contain any DMSO and can thus
be used as a control for this correlation. This correlation was made with the part of the
CRM image only containing the cell. This confirms that ey amiqer €an indeed be used
to image cellular matter, which is very useful in samples containing CPAs such as
DMSO.

Table 5.1 Table of integration limits used to generate the CRM images.

COMPOUND Orart @ ond
Iy 3380 cm™ 3460 cm™
Iyya 3500 cm™ 3580 cm™
Iceucn 2820 cm’™! 3030 cm™
Icen amider 1530 cm™ 1700 cm™
Ipuso 2900 cm™ 3580 cm™

CRM images are created by integrating a Raman peak as described in section 3.3.2.3.
Table 5.1 gives the integration limits used to generate the CRM images in this work.
For the samples containing DMSO, the Amide | Raman band I¢e;; amiger Will be used to
identify cellular matter instead of the CH2 Raman band I¢¢; cy-

5.2 Chemical markers for retrospective analysis

Raman spectroscopy is a non-contact method to identify chemical compounds in
frozen biological samples. Depending on the sample composition and cryopreservation
protocol, this identification can be used in a retrospective analytical manner to draw
conclusions on processes that have occurred in the sample. One example hereof is the
identification of ice crystals in vitrified samples that indicate that devitrification has
occurred and that the sample most likely has experienced a suboptimal cooling or that
the sample has been heated to above the glass transition temperature. The use of
Raman spectroscopy to investigate this has been discussed in [112]. The devitrification
of vitrified samples will be investigated in section 6.3.

Another example that will be investigated in detail in this chapter is the chemical
compound hydrohalite. When isotonic saline water is cooled, ice will at some point
start to crystallize, and since NaCl is not dissolvable in ice, the NaCl-concentration will
rise in the remaining liquid lowering the freezing point. Upon further cooling, the ice
crystals will grow until a temperature minimum is reached, at which the remaining
liguid will crystallize in a so-called eutectic crystallization through which hydrohalite
will form. This happens at a temperature of -21.1 °C and a NaCl concentration of
23.3 wt%. The cooling process can be described by a phase diagram, as the one shown
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in Figure 5.4, under the assumption that the system is in a thermodynamic equilibrium.
Cells are sensitive to eutectic crystallization and Han et al. [52] report a drop in viability
from 63.9 + 2.3 % to 17.8 + 2.5 % in rat prostate tumor cells due to eutectic
crystallization and speculate on the damaging mechanism. It is however not possible to
draw a conclusion on the damaging mechanism since it was not possible to establish
the location of the eutectic crystallization. This information is critical to increase the
understanding of the underlying mechanism. This is now possible by employing CRM,
where hydrohalite is used as a marker for eutectic formation under the assumption
that the sample can be described as a two-component system of H,O and NaCl. It is
evident from the phase diagram of brine in Figure 5.4 that hydrohalite can only form
through an eutectic crystallization in samples with an initial isotonic NaCl-
concentration, and will in such a case act as a marker for eutectic crystallization. It is
therefore possible to use CRM to pinpoint where eutectic crystallization has occurred.
This can for example be seen in Figure 5.5 where a cell has been frozen in a PBS
solution. Here eutectic crystallization has occurred in the dendritic channel. A part of
the hydrohalite signal overlaps with the signal from the cellular material and eutectic
crystallization has therefore occurred either inside the cell or directly outside the cell.
A fine spatial resolution is not possible as the cell is flat compared to the focal volume
of the incident light. This will be discussed in detail in section 5.3 where image
statistics will be employed to determine the location of the hydrohalite.
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Figure 5.4 Binary phase diagram of NaCl and water. This phase diagram is based on
the data in [148]. The red arrows describe the path through the phase diagram that a
saline water solution takes with decreasing temperature. For a PBS solution, ice
crystals will start to grow below -0.55 °C and thereby increase the NaCl-
concentration and decrease the freezing temperature in the remaining liquid. The
line between the brine and ice + brine phase is the so-called liquidus line.

Hydrohalite will be a product of eutectic formation in any mixture containing NaCl to a
higher or lesser extent. Hydrohalite can also form through other means in solutions
more complex than the two-component H,O/NaCl solution. DMSO is a commonly used
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CPA in cryopreservation protocols and it has a profound impact on the physical and
chemical characteristics of the solution. Here, hydrohalite is no longer an absolute
marker for eutectic formation but rather an indicator that a part of the
cryopreservation process has failed. This is investigated and discussed in section 5.4.
Besides checking for hydrohalite formation as a marker for a non-ideal
cryopreservation procedure Raman spectroscopy can also be applied for
phenomenological retrospective analysis in that representative Raman spectra taken
over an extended time period are compared. Changes in the Raman spectra indicate
that a chemical reaction or a physical transformation (such as ice crystallization) has
occurred. Changes in the Raman spectra should in general be considered as bad for the
cryopreserved samples since the aim of cryopreservation is to stop all chemical and
biological processes. The exact chemical reaction can be difficult to identify due the
complexity of Raman spectra in the fingerprint region. With detailed information on
the sample composition and the preserved cells it will be possible to detail describe
the chemical and biological processes based on the Raman spectra. It will for example
be possible to detect stem cell differentiation retrospectively using Raman
spectroscopy [87].

5.3 Spatial distribution of hydrohalite frozen cell cultures

It is well established that intracellular ice crystallization is lethal to cells but the precise
mechanism still remains unclear. Ice crystals draw and bind water from the entire cell
making it inaccessible for the cell. This can have two consequences. Large ice crystals
can de-mix the cellular interior and thereby damage the structure of the cell, in
particular the cytoskeleton, in such a degree that the cell cannot recover after thawing
but ice crystals can also draw water away from for instance proteins and thereby
dehydrating them. This induces significant conformational changes [149] and that
destabilize the protein, which can be detrimental to the cell. Intracellular hydrohalite
can be assumed to have similar effects on a cell as ice since it also is a crystalline
structure containing H,O molecules. Hydrohalite formation can thus be assumed to
just as lethal to cryopreserved samples as intracellular ice crystallization.

CRM was performed on samples containing either murine fibroblasts or human IPS cell
colonies in PBS in order to study whether hydrohalite forms only outside cells or if it
also forms inside cells.

5.3.1 Methods for spatial distribution measurements

Samples containing either murine fibroblasts or IPS colonies have been studied. The
murine fibroblasts were cooled to -50 °C at a rate of 1 °C /min. Here, 24 CRM images
were recorded distributed over four different samples. The samples with IPS colonies
were likewise cooled to -50 °C at a rate of 1 °C/min. 58 CRM images of IPS colonies
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were recorded of 11 different samples. All measurements here were performed using
PBS and a sample volume of approximately 10 uL — 20 plL. This corresponds to a
sample height of 40 um — 80 um. Only adherent cells were used. A pixel integration
time of 100 ms was chosen and an image size of 64 pixels x 64 pixels. The scan area
was 50 um x 50 um for the murine fibroblast samples and 100 um x 100 um for the IPS
colony samples. The larger imaging area for the IPS colony samples were chosen due to
the spatial size of the colonies. It was often not possible to scan the entire IPS cell
colony. The imaging parameters were chosen in order to be able to record several
images of the same sample which would otherwise have been difficult due to lengthy
measurement times. This did however prove to have a sufficient signal-to-noise ratio

- |
Hydrohallte

Transmission image Overlay CRM image

for a detailed analysis.

Figure 5.5 Transmission image and a CRM overlay image of a murine fibroblast cell in
PBS cooled to -50 °C at 1 °C /min. The overlay image is a common RGB-image with
the Raman signal from cellular matter and hydrohalite in the red and green channel,
respectively. Here, black corresponds to ice. Scale bar is 10 um. First published in
[115].

Let us first study the example shown in Figure 5.5 where murine fibroblasts in PBS
have been cooled to -50 °C at 1 °C/min. Here, the Raman responses from cellular
matter, Iy 11, and hydrohalite, Iy, are shown in red and green respectively. In this
example, there is a clear overlap between the Raman responses of cellular matter and
hydrohalite in the upper part of the cell. This does lead to a conclusion that the
hydrohalite must be located within the cell but great care should be taken when
interpreting these images. The cells in the sample are adherent on a glass coverslip and
will as such spread out over the glass with the result that the cell are relatively flat
compared to the length of the focus. With this in mind a definite conclusion on the
location of the hydrohalite cannot be made since hydrohalite located in very close
proximity outside the cell or intracellular hydrohalite are indistinguishable. This is also
underlined by the fact that this image contains hydrohalite that is located in a dendritic
channel, i.e. outside the cell, and that this channel starts at the edge of the cell. At the
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channel-cell intersection, the hydrohalite signal is very high, but does the signal come
from intracellular or extracellular hydrohalite or even both? Image statistics can be
applied in order to answer this question. Due to the fact, that quantity of a compound
and its Raman signal are proportional, a spatial correlation between hydrohalite and
cellular matter means that the hydrohalite are indeed located within the cell.
Analyzing a large number of samples with CRM, images revealed that the hydrohalite
crystals formed are very fine-grained compared to the spatial resolution of the setup.
This results in a fixed ratio between the two hydrohalite bands and it is therefore
sufficient to only image one of them, i.e. the brighter hydrohalite | band. The
distribution of compounds in the eutectic phase also appears to be uniform.

5.3.2 CRM image analysis

A scatter plot can be generated from a CRM image where each data point corresponds
to the signal strength of two chemical compounds in a single image pixel. Such a
scatter plot is presented in Figure 5.6a and has been generated from Figure 5.5 using
the normalized Raman signal from cellular matter and hydrohalite. A pixel, (i, j),
containing only either cellular matter or hydrohalite will thus be located along the x-
and y-axis, respectively. Pixels containing neither, i.e. only ice, will be located in the
lower left corner. It is evident from the colocalization scatter plot that a large quantity
of pixels only contains ice, which was expected by a visual inspection of the CRM image
in Figure 5.5. Pixels located in the remainder of the colocalization scatter plot contain
hydrohalite and cellular matter in different ratios. The scatter plot can be difficult to
interpret as a large quantity of data points located in the lower left corner,
corresponding to ice. The only conclusion that can be drawn based on this scatterplot
is that the dendritic channel is filled with hydrohalite, which was already concluded
based on the CRM overlay image in Figure 5.5. This is seen as a significant amount of
data points located along the y-axis above the value 0.2. The low number of data
points containing any cell at all can also lead to erroneous correlation calculations.
Further processing of the data is therefore required before any conclusions can be
drawn.

Instead of a scatter plot a colocalization density map is used, which plots the density,
p, of the data points (ICe”(i,j),IHH(i,j)) on a logarithmic scale. This emphasizes
regions with a lower quantity of data points and therefore eases the interpretation of
trends found in the image. Using log(p) will lead to a numerical problem in regions of
the plot with no data points, i.e. p = 0, and log(p + 1) has been chosen instead. The
colocalization density map of the image in Figure 5.5 is shown in Figure 5.6b. From this
density map, three parts can be identified. Firstly, the densely packed data points in
the lower left corner that can be attributed to ice. Secondly, data points located along
a line close to the hydrohalite axis. Finally, data points located along a line containing
both hydrohalite and cellular matter.
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Figure 5.6 a) Colocalization scatter plot of the CRM found in Figure 5.5. Each data
point (Iceu(i, ) /Iceimax » Iun(6,§) /Tnn max) in the scatterplot corresponds to a
pixel in the CRM image. b) Colocalization density plot of the CRM image found in
Figure 5.5. The colocalization density plot show the normalized log(p + 1) where
p is the density of data points found in the colocalization scatter plot. First
published in [115].

Parts of a CRM image with no signal of cellular matter are straightforward to interpret,
both based on the CRM image itself and using the colocalization density map. Here,
the hydrohalite is strictly located outside the cells. The corresponding data points are
located close to the x- and y-axes in the colocalization density map. Part of the
hydrohalite in the CRM image shown in Figure 5.5 can therefore be identified as
extracellular.

Most of the CRM images do however contain an overlap and it is here that the
colocalization maps prove the most useful, since a distinction between intra- and
extracellular hydrohalite is here almost impossible to make just by a visual inspection.
The recorded CRM images will be categorized into three cases using these
colocalization density maps: Extracellular hydrohalite, Intracellular hydrohalite, and
Extracellular shell of hydrohalite. Some of the images do however fit into more than
one case. An image can for instance both contain a hydrohalite filled dendritic channel
as well as a cell with intracellular hydrohalite. The example in Figure 5.5 is a good
example of this. This will be elaborated during the analysis of the different cases.

5.3.3 Types of hydrohalite formation

In this section, the spatial distribution of hydrohalite will be analyzed for different
samples containing murine fibroblasts. Three different cases of hydrohalite can be

identified (based on this model system):

A. Extracellular hydrohalite
B. Intracellular hydrohalite
C. Extracellular shell of hydrohalite
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Case A: Extracellular hydrohalite

A typical example of extracellular hydrohalite is shown in Figure 5.7. Here it can be
clearly seen from the CRM that the hydrohalite is primarily located in dendritic
channels surrounding the cell. This is also confirmed by the colocalization density map
where the data points are primarily located at the axes. This is the most distinct
feature of extracellular hydrohalite indicating a clear spatial separation of cells and
hydrohalite. At the edge of the cell some pixels contain both hydrohalite and cellular
matter and this result in the data points located closer to the center of the
colocalization density map when taking into account the limited resolution in the axial
direction. It should however be safe to assume that all hydrohalite in this image is
extracellular. This type of extracellular hydrohalite was found in 11 of 24 images.
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Figure 5.7 CRM image and corresponding colocalization density map typical for
extracellular hydrohalite. The image contains a single murine fibroblast cell in PBS
that is frozen to -50 °C at 1 °C/min. Scale bar is 10 um. First published in [115].

Case B: Intracellular hydrohalite

Figure 5.8 show a typical example of a cell containing intracellular hydrohalite. It can
be seen from the colocalization density map that a significant part of the data points
are located along a truncated line towards the top right corner, indicating that the
hydrohalite is indeed intracellular. This is a direct proof that eutectic crystallization can
indeed take place inside a cell. There are however also parts of the cell containing no
hydrohalite. This could be areas were some of the cellular component have
concentrated, such as organelles, nucleus etc. This result in data points located under
the line and the data points form a triangular pattern in the colocalization density map.
It is thus the particular shape of the density plot that reveals the true intracellular
nature of hydrohalite.
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Figure 5.8 CRM image and corresponding colocalization density map typical for
intracellular hydrohalite. The image contains two murine fibroblast cells in PBS that
is frozen to -50 °C at 1 °C/min. The cells both contain relatively large ice crystals
marked by arrows. Scale bar is 10 um. First published in [115].

Extracellular hydrohalite will not spatially correlate with cellular matter. The
hydrohalite found in these samples are finely grained as previously mentioned and will
consequently have a uniform distribution within a cell. This results in a linear
correlation between the Raman signal from cellular matter and hydrohalite. This has
been illustrated in Figure 5.9. Imagine a laser scanning over a cell filled with fine-
grained hydrohalite from left to right. No signal from the hydrohalite or cellular matter
is recorded outside the cell. As soon as the laser hits the cell, a signal from hydrohalite
and cellular matter is recorded which increases further into the cell. The relative
increase of the signal from hydrohalite and cellular matter are identical since the fine-
grained hydrohalite results in a fixed volume ratio of the two components. Regions in
the image containing either extracellular hydrohalite or only cellular matter can have a
stronger signal compared to the intracellular eutectic phase, but a combination of the
two are not possible. A linear correlation in the colocalization density map is therefore
a clear sign that the hydrohalite in the image has formed in the cytoplasm of the cell.
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Figure 5.9 Sketch of a laser scanning through a cell filled with fine-grained
hydrohalite crystals. If the hydrohalite is evenly distributed then there will be a
linear correlation between the Raman signal from the hydrohalite and cellular

matter.
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Of the 24 recorded CRM images, 12 contained cells with intracellular hydrohalite. The
cells shown in Figure 5.8 also contain a large intracellular ice crystal. The ice crystals
can be seen as dark spots marked with arrows and that are surrounded by hydrohalite
and cellular matter. In fact 11, of the 12 CRM images showing intracellular hydrohalite
contained intracellular ice and all 12 images were taken of two of the four samples.
This could indicate that there is a close correlation between intracellular ice formation
and hydrohalite crystallization.

The single image containing intracellular hydrohalite but no ice is shown in Figure 5.10.
The image contains two cells and the colocalization map shows that hydrohalite must
indeed be located within the cell due to a spatial correlation of the two components.
Based on these observations of intracellular ice, one of the following two conclusions
can be made. Either the chemical and physical conditions favoring intracellular ice
crystal crystallization are also favoring hydrohalite crystallization or ice acts as
nucleator or promoter for hydrohalite crystallization. Both of these conclusions seem
plausible since the hydrohalite crystal does contain water molecules.

A cell will dehydrate during cooling and if no intracellular ice crystals are formed then
the osmotic inactive water might be bound to biomolecules, which in turn could be
thought to inhibit hydrohalite crystal formation and growth. On the other hand, if
intracellular ice is forming then the cell will have a larger volume, but here the water is
bound to the ice crystals. Both cases do however have the same amount of free water
in the cell that is necessary for hydrohalite crystallization, but different morphologies

that influence hydrohalite crystallization.
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Figure 5.10 CRM image and corresponding colocalization density map showing
intracellular hydrohalite but no intracellular ice crystals. The image contains two
murine fibroblast cells in PBS that were frozen to -50 °C at 1 °C/min. Scale bar is
10 pm. First published in [115].

It would be reasonable to assume that the intracellular ice crystals are formed first,
since ice can start crystallizing under the freezing point of -0.52 °C whereas hydrohalite
can only form below the eutectic temperature of -21.2 °C. For the ice and hydrohalite
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to form simultaneously, the sample would have to be supercooled to a least 20 °C
below the freezing point. This is not impossible and is very dependent on the
experimental conditions. Since the samples were cooled at 1 °C/min it does, however,
seem unlikely that the samples reach a supercooling of 20 °C. This does seem to favor
the assumption that ice is formed first, since the chemical and physical conditions are
different at the time of ice nucleation and hydrohalite nucleation.

It has been shown that hydrohalite particles in the atmosphere can act as a
heterogeneous ice crystal nucleator [150], [151]. The opposite mechanism therefore
seems likely, which further strengthens the argument that ice can act as a nucleator
for hydrohalite. Upon further inspection of Figure 5.8, it is also seen that all of the
hydrohalite seems to be located close to the intracellular ice crystals which would be
the case if the ice crystals act as nucleators. It should however be noted that ice is not
necessary for hydrohalite crystallization and it can form spontaneously, which was
observed in one CRM image.

Case C: Extracellular shell of hydrohalite

Figure 5.11 shows a typical example for an extracellular shell of hydrohalite. As in the
case of intracellular hydrohalite the Raman signals of cells and hydrohalite overlap in
the CRM image but the colocalization density maps typically show an inverted “U”
pattern that can be explained using Figure 5.12. Imagine a laser scanning from left to
right over a cell where fine-grained hydrohalite crystals have formed a shell just
outside the membrane. The laser starts outside the cell where only an ice signal is
recorded. When the laser moves over the cell both the signal from the hydrohalite and
cellular matter will increase until a maximum of hydrohalite is reached. Further
scanning into the cell will then have an increased signal from cellular matter whereas
the signal from hydrohalite decreases. This leads to the inverted “U” pattern. Since
there is no obvious spatial correlation, it would be expected that this hydrohalite is
extracellular and have formed a shell just outside the cellular membrane. This has also
been proposed by Okotrub et al. [113] in a spectroscopic study of yeast cells but has
never been shown using CRM. Out of the 24 images, nine showed an extracellular shell
of hydrohalite. In these nine images, no intracellular ice crystal formation was
observed. The shell hydrohalite was only found in the two samples were no
intracellular hydrohalite was found.

Cells are located among large extracellular ice crystals, not necessarily in direct
contact, and an unfrozen liquid. When a eutectic crystallization occurs, the unfrozen
liquid between the cell and ice crystals turns into hydrohalite forming a shell around
the cell. It is safe to assume that the hydrohalite will have an effect on the membrane
due to direct contact of the compounds. Hydrohalite has a density of 1.61 g/cm3 that is
significantly different from a density of a 23.3 wt% brine solution, which are 1.18
g/cm’. A larger quantity of hydrohalite formed in very close proximity to a cell could
therefore induce a sudden pressure differential over the membrane and thereby
mechanically damage or even rupture the membrane. Hydrohalite furthermore binds
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electrolytes from the immediate surroundings of the cell changing the local chemical
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Figure 5.11 CRM image and corresponding colocalization density map typical for
extracellular shell hydrohalite. The image contains a single murine fibroblast cell in
PBS that is frozen to -50 °C at 1 °C/min. Scale bar is 10 um. First published in [115].

environment significantly. A sudden drop in unbound electrolytes will cause an
osmotic shock and an influx of water into the cell. This could also be detrimental to the
viability of the cell. Hydrohalite does however also draw Na® and ClI" ions from the
surrounding medium, which in turn changes the osmotic properties of the cell. This can
induce an osmotic shock to the cell with even more water flowing out of the cell. Big
changes of cell volume will not occur since cells at this point are surrounded by ice.
Hydrohalite crystallization does however only happen below the eutectic temperature,
where all liquid phases in principle should have turned solid and might thus not play a

role in cell viability.
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Figure 5.12 Sketch of a laser scanning through a cell where hydrohalite crystals have
formed an extracellular shell just outside the lipid membrane. When the laser scans
over the cell, the Raman signal from cellular matter and hydrohalite will rise evenly
at the start. As the laser focus moves further into the cell the Raman signal from
hydrohalite will decline compared to that of cellular matter.
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5.3.4 Statistics of hydrohalite distribution in murine fibroblasts

Table 5.2 summarizes the findings of our study on spatial distribution of hydrohalite in
murine fibroblast cells. This study supports the findings of Okotrub et al. in that
hydrohalite can form a shell around cells, but this conclusion should be extended. It
has been shown here that hydrohalite can indeed form within cells by eutectic
crystallization. The lethality of eutectic crystallization should therefore be seen as a
two-fold damaging mechanism.

It was also found that intracellular hydrohalite formation is much more probable in
samples where intracellular ice formation occurs. This indicates that ice acts as an
important nucleator for eutectic crystallization but based on one image with
intracellular hydrohalite where no intracellular ice was present it could be shown that
ice is not required as a promoter for hydrohalite formation.

Table 5.2 Summary of the CRM studies of spatial hydrohalite distribution in
murine fibroblast cells. Some of the CRM images could be assigned to multiple
classes. 24 CRM images were recorded.

MURINE FIBROBLAST CELLS

CASE Quantity
A: EXTRACELLULAR HYDROHALITE 11

B: INTRACELLULAR HYDROHALITE 12

C: SHELL HYDROHALITE 9

NO HYDROHALITE IN IMAGE 2

5.3.5 Spatial distribution of hydrohalite in IPS cell colonies

The experiment was repeated using IPS cell colonies. Here 58 CRM images on 11
different samples which were frozen to -50 °C at 1 °C/min similar to the murine
fibroblast samples were recorded in collaboration with Manon Schmidt (student
internship at Fraunhofer IBMT). IPS cell colonies are usually preserved using
vitrification [152] and slow freezing protocols are still under development for these
sample types. The IPS cell colony samples will also give another perspective on
hydrohalite formation due to the colony forming aspect of the IPS cells. The recorded
CRM images can be subdivided in three categories depending on the colony size and
the location of the image acquisition. Roughly a quarter of the CRM images were
recorded of small IPS cell colonies, i.e. colonies smaller than the 100 pum x 100 um scan
area. The remaining images contain large colonies, i.e. colonies larger than the scan
area, and are taken either at the edge or the center of the colony. This can have an
influence on the analysis of the individual image since a different amount of the
surrounding environment is contained within the image.
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The study of cell colonies larger than the scan area can lead to two problems in the
analysis:

1. Hydrohalite and ice crystals located in between cells could erroneously be
categorized as intracellular.

2. A larger quantity of cells in the image affects how the colocalization density
maps look in a few cases.

It turns out that the second problem poses the biggest challenge in the analysis of the
CRM images.

Case A: Extracellular hydrohalite

Extracellular hydrohalite is often easily recognizable due to the decoupling of the
Raman signals from cellular matter and hydrohalite. Figure 5.13 shows the CRM and
corresponding colocalization density map of the center of an IPS cell colony were
extracellular hydrohalite has formed. This can be deduced even with the significant
spatial overlap between the two signals and a colocalization density map that slightly
resembles that of case B for murine fibroblasts shown in Figure 5.8. Here long channels
filled with hydrohalite with small channels branching off are seen. These channels are
considerately longer than the dimension of a single cell in the colony and must
therefore be located outside the cells. If the hydrohalite were located within the cell
then the hydrohalite crystal growth would be limited by the cellular dimensions. For
the CRM images recorded at the edge of a large colony or of a small colony,
extracellular hydrohalite was also found in the surrounding environment. Extracellular
hydrohalite was found in 21 of the 58 CRM images. This is a slightly lower frequency
compared to the murine fibroblast samples (11 of 24 CRM images). Considering that 21
of the CRM images were recorded at the center of large IPS cell colonies where this
type of extracellular hydrohalite is a rare occurrence. The probability of finding
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Figure 5.13 CRM image and corresponding colocalization map showing extracellular
hydrohalite. The image contains a frozen IPS cell colony in PBS that were frozen
to -50 °C at 1 °C/min. The CRM image was recorded at the center of a large colony.
Scale bar is 20 um.
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extracellular hydrohalite is even slightly higher in IPS cell colony samples compared to
murine fibroblast samples.

Case B: Intracellular hydrohalite

Figure 5.14 shows the CRM and corresponding colocalization density map of the edge
of an IPS cell colony where intracellular hydrohalite has formed. The hydrohalite in this
image is found to be spatially overlapping with the IPS cell colony in such a manner
that it has to be located within the cells. The hydrohalite structures are limited by the
extent of the cells and no hydrohalite is found in the surrounding environment. This
can also be seen in the colocalization density map were no data points are located
along the hydrohalite axis and a pattern is formed resembling that found for
intracellular hydrohalite for the murine fibroblast cells as seen in Figure 5.8. It could be
speculated that the hydrohalite is not located within the cell, but rather outside and
between the cells. If the hydrohalite were located outside the cells then there would
be an equal probability that hydrohalite would form just on the edge of the colony or
in channels in the ice phase. This is here not the case and it thus seems very likely that
the hydrohalite is located intracellular. For the IPS cell colony samples 18 CRM images
is considered to contain intracellular hydrohalite crystals, i.e. belonging to Case B.

It would be interesting to investigate whether intracellular ice crystals are similarly
frequent in samples with IPS cell colonies as with the murine fibroblast samples. It is,
however, not possible to determine whether the IPS cells contain intracellular ice
crystals due to the colony formation. In the murine fibroblast cells, ice crystals were
identified as dark areas surrounded by cellular material. This is only possible for single
cells and not for colonies. In colonies, dark areas could just as well correspond to ice
crystals situated between two cells and it is thus not possible to identify intracellular
ice crystals based on CRM images. The example in Figure 5.14 does not seem to
contain any dark areas in cells that might be attributed to ice crystals. A closer visual
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Figure 5.14 CRM image and corresponding colocalization map showing
intracellular hydrohalite. The image contains a frozen IPS cell colony in PBS that
were frozen to -50 °C at 1 °C/min. The CRM image was recorded at the edge of a
large colony. Scale bar is 20 um.
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inspection of the remaining CRM images containing IPS cells with intracellular
hydrohalite only reveals four out of the 18 images with structures that might arise due
to intracellular ice. Compared to the murine fibroblast samples were almost all cells
that contained hydrohalite also contained ice. It seems unlikely that intracellular
hydrohalite would form without any ice crystals either being present already or form
as the hydrohalite forms. If the ice crystals are very fine-grained then they would be
rather difficult to contrast and spot in a CRM image, and this could be the reason why
ice crystals are not visually seen. This could indicate that the supercooling has been
high in these cases, which will increase the ice crystallization speed and form very
small ice crystals.

Case C: Extracellular shell of hydrohalite

The identification of shell hydrohalite over IPS cell colonies is significantly more
difficult than with the single cell analysis of murine fibroblasts. The cells often fill the
entire image with a large amount of hydrohalite spatially overlapping the cells and if
care is not taken then this can erroneously be categorized as intracellular. Two
examples of shell hydrohalite are shown in Figure 5.15. It was first observed that a part
of the hydrohalite is located away from the cells and forming a sheet along the sample.
This result in almost all of the images categorized as class C are also categorized as
class A — 14 of 18 CRM images. This can also be seen in the colocalization density map,
in particular for the first example, as data points located along the hydrohalite axis.
This means that a sheet of the remaining liquid has formed along the glass coverslip
instead of dendritic channels.

A significant amount of the hydrohalite does also overlap the cellular matter. The
colocalization density map does, however, not exhibit the characteristic ‘U’ pattern as
found in the case of single murine fibroblast cells. This can in part be attributed to the
amount of extracellular hydrohalite an in part the spatial extent of the colonies. The
surface of an IPS cell colony is rather rough and it seems like hydrohalite has only
gathered in crevasses in the surface. The colocalization map is thus instead an
expression of the roughness of the colony surface and does not always result in the
inverted ‘U’ pattern. Both shown examples do, however, show a tendency towards this
pattern. The hydrohalite structures found in the CRM images are significantly different
from those found with intracellular hydrohalite, see Figure 5.14, and have sizes larger
than single IPS cells. The hydrohalite must therefore have formed an extracellular shell
around the IPS cell colony. This type of shell hydrohalite is found in 22 of 58 CRM
images.

The long extracellular hydrohalite stripes in the CRM images indicate that the
hydrohalite has nucleated far from the colony and has grown in the remaining liquid
phase close to the coverslip. The crystal growth direction is then slightly changed upon
reaching a colony and thereby overgrowing the colony. The hydrohalite structures
seen in Figure 5.15 have the same appearance as lamellar eutectic growth, which is a
common occurrence in metal alloys [153], [154].

93



Chapter 5 Microscopic distribution of sample compounds

Cell
>0.8
P
(@]
=
3
(=8
=
D
o
o
(0°]
I )
) 0
Hydrohalite
Cell
>0.8
p
: 5
g 3
r ol
I | N
1% 2
= N . )
| o - ]
O 02 0
2 04 06 08 1

Hydrohalite
IC/IC,max

Figure 5.15 CRM images and corresponding colocalization maps showing
extracellular shells of hydrohalite. The images contain frozen IPS cell colonies in PBS
that were frozen to -50 °C at 1 °C/min. The CRM images were recorded at the edge
and the center of large colonies, respectively. Scale bar is 20 um.

Summary: Hydrohalite formation in IPS cell colonies

The measurements of hydrohalite in IPS cell colony samples are summarized in Table
5.3. As with the murine fibroblasts, three distinct cases of hydrohalite were identified,
albeit with slightly different frequency. Eutectic crystallization can occur in colony
forming cells or in very close proximity to the colonies. Formation of colonies does thus
not offer any protection against eutectic crystallization. This was expected since the
eutectic crystallization is dependent on physical and chemical conditions of the
sample. Only the chemical composition is changed inside the cells, but not sufficiently
strong to inhibit the eutectic crystallization of the brine. It appears from Table 5.3 that
intracellular hydrohalite is more frequent in large colonies compared to small colonies.
Large colonies thus promote a physio-chemical state where eutectic crystallization can
more likely occur. One explanation for this correlation could be that cells in the center
of the colony could dehydrate less than cells at the edge. When more water is
available then a eutectic crystallization is more likely. Another scenario could be that
the larger intracellular volume of the large colonies can reach a higher supercooling
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than that of smaller colonies, thereby promoting intracellular hydrohalite formation
when compared to smaller colonies.

From Table 5.3 it is evident that the most cases of shell hydrohalite happen at the edge
of a colony (including small colonies). This could be explained by hydrohalite
nucleating far from the colony and grow toward it before being stopped at some point
near the edge of the colony. One important aspect of an extracellular shell of
hydrohalite in the context of cell colonies is that this shell has the possibility to disrupt
cell-cell contacts. The cell-cell contact in IPS cell colonies plays a major role both in
their generation but also for further survival and differentiation. If the cell-cell contacts
are disrupted in such a manner that the colony will start to dissociate post-thawing
then that can lead to apoptosis or unwanted differentiation of the stem cells [152],
[155]-[157]. It is therefore highly relevant not only to check for intracellular
hydrohalite formation but also closely monitor the formation of hydrohalite shells in
order to establish a sufficient quality control for stem cell colonies.

Table 5.3 Summary of the CRM studies of spatial hydrohalite distribution in IPS cell
colonies. Images were recorded of small colonies as well as of the edge and center of
large colonies. The number in parenthesis indicates how many images were recorded
of each colony type. Some of the CRM images could be assigned to multiple classes.
58 CRM images were recorded.

IPS CELL COLONIES

CASE Small Edge Center Total
(16) (21) (21) (58)
A: EXTRACELLULAR HYDROHALITE 8 10 3 21
B: INTRACELLULAR HYDROHALITE 2 7 9 18
C: SHELL HYDROHALITE 8 10 4 22
NO HYDROHALITE IN IMAGE 4 1 6 11

5.4 Influence of DMSO on hydrohalite crystallization

Through the addition of just a tiny amount of DMSO as a CPA to a saline solution, the
freezing properties are changed dramatically. The mixture is no longer binary and can
only be described by the more complex ternary phase diagram as shown in Figure 5.16.
Here, a 2D projection of the liquidus surface onto the composition plane is shown for
the water-rich part of the phase diagram. The liquidus surface describes the surface
between the liquid phase and the ice/liquid phase. The isothermal black lines thus
indicate the freezing point of ice for a given mixture. The concentration of each of the
three components can thus be read by following a line parallel to the dotted line to the
corresponding scale. The concentration at a given point of water is for example found
by reading the scale horizontal adjacent of the given point. The red line denotes the
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so-called eutectic trough and is a temperature minimum, i.e. the freezing temperature
increases again at the other side of the red line and the freezing component changes.

0

0 20 40 60
DMSO wt% —

Figure 5.16 Ternary phase diagram of NaCl/H,O0/DMSO describing the liquidus
surface between the liquid phase and ice/liquid phase. This phase diagram is
generated using the equations found in [158]. This phase diagram shows a 2D-
projection of the liquidus surface. The red line describes the eutectic trough at which
two phases will crystallize instead of one. The green line describes how a sample
moves through the phase diagram upon cooling until the eutectic point at point C is
reached. First published in [114].

The Water/NaCl/DMSO phase diagram does not only contain one eutectic point. Three
eutectic points has been proposed for this system: One at 13 wt% NaCl, 28 wt% DMSO
and -35 °C, one at 11 wt% NaCl, 31 wt% DMSO and -38 °C and one at 3 wt% NaCl,
54 wt% DMSO and -70 °C [158], [159]. The exact positions of these eutectic points
have not been established precisely due to the tendency of watery solutions with a
high content of DMSO to form a glass before any crystallization takes place. At these
eutectic points, both hydrohalite will form as well as DMSO hydrates on the form
DMSO-3H,0.

In order to describe the freezing process in such a phase diagram, the ratio R of a
solution is defined as the ratio of mass percentages of DMSO and NaCl:

B = Cbmso (5.1)

Chact
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Depending on R and the initial concentration of DMSO, the freezing process can fully
be described. It can also be determined how and when hydrohalite will form as well as
which of the three eutectic points will be reached.

Consider as an example a solution with an initial composition of R = 1.2 at position A
in the phase diagram that is cooled beyond the initial freezing point. Since both NaCl
and DMSO are not dissolvable in ice, these will be concentrated in the remaining
liquid, keeping their ratio R constant during the freezing process. The composition of
the remaining liquid will thus follow the line toward position B under growth of the ice
crystals upon further cooling as shown by the green line in Figure 5.16.

At point B, the remaining liquid will reach a so-called eutectic trough at which two
phases will start to crystallize as opposed to only ice. Depending on R, this can be
either hydrohalite or a DMSO-hydrate. In our example and for all solutions with
R < 2.5, hydrohalite will start to form. Since now both water and hydrohalite are
crystallizing, DMSO will concentrate with the result that R is no longer constant but
rises as more and more hydrohalite crystallizes. Upon further cooling point C will be
reached which is a eutectic point at which the solution can undergo a eutectic
crystallization. This is, however, a rare occurrence since the remaining liquid is so
viscous at this point that it will rather form a glass. It is exactly this formation of glass
in and around a cell that protects during cryopreservation and explains the beneficial
effect of DMSO on cryopreserved samples and why it can acts as a CPA. This type of
protection is similar to many other types of CPAs.

5.4.1 CRM of hydrohalite in a DMSO solution

Figure 5.17 contains a transmission image and a Raman microscopy image of a sample
with 4.85 wt% DMSO in concentrated PBS with corresponding to R = 1.2 frozen
to -60 °C at a rate of 5 °C/min. By employing a hypertonic solution, broader dendritic
channels will be formed along with larger hydrohalite crystals making them easier to
image. The initial hypertonic concentration will not affect the path through the phase

Figure 5.17 Transmission image and CRM of hydrohalite crystal cluster in a solution
of 4.85 wt% DMSO in concentrated PBS corresponding to an R = 1.2. The sample
was cooled to -60 °C at 5 °C/min. Scale bar is 10 um. First published in [114].
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diagram or the end concentration since these are solely governed by R. Dendritic
channels are clearly visible in the lower left corner of the transmission image.
Structures in the remainder of the image cannot readily be identified, revealing some
of the limitations of conventional transmission imaging and the need for additional
imaging technology like CRM. By analyzing the spectral band from 2870 cm™ to
2925 cm™ corresponding to the CH-vibration mode and using equation (3.2) a Raman
image of DMSO is generated. This is shown as green in Figure 5.17. The two visible
hydrohalite bands are likewise imaged by integrating from 3340 cm™ to 3440 cm™ and
from 3490 cm™ to 3550 cm™ and overlaying them in Figure 5.17 as blue and red,
respectively. The tone of red/purple/blue indicates the orientation of the hydrohalite
crystal with respect to the polarization of the incident light. The dark areas in Figure
5.17 can be attributed to ice crystals where neither DMSO nor hydrohalite are present.
It should be noted that the black area in the lower left corner of the image arises from
an air bubble in the immersion oil at the coverslip surface changing the focus of the
objective dramatically and decreasing the collection efficiency.

The resulting multi-channel Raman image shown in Fig 515 can now be analyzed in
order to reveal much more detailed information on the sample than the transmission
image could provide. The DMSO is seen to be concentrated into long narrow channels.
Closer inspection of the Raman spectra of these channels, do not exhibit signs of ice.
This would have been expected if a eutectic crystallization has taken place and the
sample temperature of -60 °C is indeed below the first eutectic point. There is
furthermore not seen any Raman signal that could originate from a DMSO-hydrate or
hydrohalite. It can thus be concluded that the remaining liquid is supercooled due to a
very high viscosity and that it is unlikely that any further phase transitions will happen
in the remaining liquid.

The Raman image reveals that the structures found in the center of the image are
formed from hydrohalite crystals. Here a cluster of hydrohalite crystals has formed and
since the color tone of the hydrohalite crystals varies over the image it can be
concluded that it is indeed a cluster of separate crystals and not a single contiguous
crystal. Clusters like this were found throughout the sample. It is curios that the
hydrohalite crystals clump together in this manner, since the probability of the
nucleation of a hydrohalite crystal should in principle be equal throughout the
remaining liquid. This could either be attributed to regions of the sample with
favorable nucleation conditions or one hydrohalite crystal can promote the nucleation
of further hydrohalite crystals in close vicinity. As no smaller clusters of hydrohalite
crystals corresponding to small regions with favorable nucleation conditions could be
imaged, the nucleation promotion through other hydrohalite crystals seems more
likely. It can also be seen that the hydrohalite seems to extend between the dendritic
channels. This indicates that a thin layer of the remaining liquid exists just below the
glass surface of the coverslip, where the hydrohalite can form and propagate. It can be
concluded from the CRM image that the hydrohalite has not formed as a result of a
eutectic crystallization supporting what was expected based on the phase diagram of
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the mixture. A eutectic crystallization would in principle occur simultaneously in all the
dendritic channels leading to an evenly distribution of hydrohalite over the entire
sample, which clearly is not the case.

This shows that CRM can be used to image samples for cryopreservation also
containing DMSO and spatially resolve the relevant structures found.

5.4.2 Temperature-dependence of hydrohalite crystallization

Hydrohalite can also form in a continuous crystallization process in aqueous samples
containing DMSO. This process is possible can be visualized by exploiting the fact that
freezing and heating are exactly reverse processes in the absence of supercooling. As
the heating process is easier to monitor, it will be used to gain a better understanding
of hydrohalite crystallization from an aqueous solution also containing DMSO.
4.85 wt% DMSO in concentrated PBS corresponding to R = 1.2 is first cooled to -60 °C
at 5 °C/min and then heated while taking CRM images at regular intervals during the
heating process. The sample will follow the same path as described in Figure 5.16 and
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Figure 5.18 a) CRM images of hydrohalite crystals in a solution of 4.85 wt% DMSO in

concentrated PBS corresponding to an R = 1.2 at -50 °C, -45 °C and -40 °C. The
sample was cooled to -60 °C at 5 °C /min and subsequently heated and held at given

temperatures where a CRM image was recorded. Scalebar is 10 um. First published in
[114]. b) Measured amount of hydrohalite at various temperatures. The predicted
shape of the amount of hydrohalite is based on the ternary phase diagram and the
lever rule. c) Ternary phase diagram of the NaCl/H,0/DMSO system containing the
points noted used for calculating the quantity of hydrohalite formed during freezing.
The line through point C' and M also goes through the point 100 % NaCl which is
outside the shown phase diagram.
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will thus contain hydrohalite formed continuously as well as eutectically. At regular
intervals, the temperature was kept constant in order to record a CRM image. Three of
the images are shown in Figure 5.18a taken at -50 °C, -45 °C and -40 °C. Due to the
guantity of images, a resolution of 64 x 64 pixels and an integration time of 100 ms per
pixel were chosen to keep the recording time manageable. In these images, it can
again be seen that the DMSO concentrates in dendritic channels. Also the hydrohalite
is located in dendritic channels, but these domains do not contain any DMSO. The
hydrohalite gradually melts as the temperature is increased releasing brine into the
dendritic channels where it mixes with the highly concentrated DMSO. This remaining
liquid then flows into the domains previously occupied by hydrohalite. The hydrohalite
does furthermore seem to keep its orientation during the melting process. The melting
process has also been visualized in Figure 5.18b, where the hydrohalite signal from
entire images has been summarized and plotted against temperature. Here it is seen
that the hydrohalite signal decreases significantly until -30 °C is reached and stays
stagnant at higher temperatures, indicating that the hydrohalite crystals are
completely melted. This corresponds nicely with the phase diagram shown in Figure
5.16, from which a melting point at approximately -30 °C at point B is expected. Since
the decrease of hydrohalite happens over a temperature range of approximately 20 °C
and thus over hours it can be concluded that the hydrohalite has formed in a
continuous process and not through eutectic crystallization since this process can only
occur at a specific temperature. Hydrohalite is furthermore only found in specific areas
and not distributed throughout the dendritic channel network, which would be the
case when a eutectic crystallization has occurred. Any continuous formation of
hydrohalite will have a significant impact on the chemical environment surrounding
cells in the sample and thus an influence on the success of the cryopreservation
process.

Figure 5.18b shows an approximation of the expected amount of hydrohalite as a
function of temperature for a sample with R of 1.2 that has been calculated by
applying the lever rule twice for the corresponding ternary phase diagram and the
initial conditions of the given sample. This method has been outlined for general
ternary phase diagrams in [46], [160] and will here be applied to the NaCl/H20/DMSO
ternary system. To this end the ratio K is defined. Similarly to the definition of R the
ratio K can be defined as

K = Comso (5.2)
Chz0

K remains constant along the line from the point 100 % NaCl, 0 % DMSO & 0 % H,0
through the point M to point C’ in the ternary phase diagram shown in Figure 5.18c.

At a given point C’' along the eutectic trough, i.e. between point B and C in the phase
diagram shown in Figure 5.18c, the fraction of ice f;.. and the fraction comprised of
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the remaining liquid and hydrohalite f;qenn in the sample can be found by applying

the lever rule, as described in section 2.1.1, once to get

_ Cnaci+pmsom — Cnaci+pmso,a (5.3)

fice -

CNaci+pmso,m
Cnaci+pmsoa (5.4)

fliq&HH -
CNaCl+DMSO,M

Here Cyaciapmso denotes the total amount of NaCl and DMSO, i.e. Cyqci+pmso =
Cnact + Cpuso, with the following subscript (4, M) denoting the position in the ternary
phase diagram as defined in Figure 5.18c. The points A and M correspond to the initial
sample composition and the intersection of the line defined by R and K, in the ternary
phase diagram respectively.

To solve this equation the composition at point M needs to be known. Along with the
definition of R and utilizing that the sample only consist of NaCl, H,0 and DMSO

C
R = —PMSO (5.5)
CNaCl
1= Chz0 + Cpuso + Cnac (5.6)

Exploiting all of the established equations the sample composition at point M is found

to:
CNacim = ﬁ (5.7)
Comsom = % (5.8)
Crzom = ﬁ (5.9)

By applying the lever rule a second time fj;,eny can be split into a liquid and a
hydrohalite part and thereby calculate the fraction of the remaining liquid that has
been turned into hydrohalite, fyy:

_ Cpsmo+nz0,cr = Cpsmo+Hz0,M (5.10)
HH =
Cpsmo+Hz0,c1 — AH20

Here Cpspo+mz20 denotes the total amount of DMSO and H,0 at the positions M and C’
in the phase diagram as denoted by the subscripts. The amount of H,O bound in
hydrohalite is denoted ay,o and calculated from molecular weight to comprise
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=38.1 wt% of hydrohalite. A prediction of the quantity of hydrohalite as a function of
temperature can be calculated by determining fyy for all points between B and C in
the phase diagram. A further estimate can be made of the amount of hydrohalite
formed through eutectic crystallization by converting the remaining amount of NaCl at
point C to hydrohalite. The approximation shown in Figure 5.18b has been normalized
to coincide with the measured values.

The approximation of the expected hydrohalite does to some extend correspond to
the actual findings. Below -30 °C, the amount of hydrohalite increases until the
eutectic point is reached at -38.3 °C, where the liquid crystallizes creating hydrohalite
crystals instantly. Below the eutectic point, the expected amount of hydrohalite
deviates from the expected, since the hydrohalite amount should remain constant, but
it instead increases steadily. This deviation can be attributed to the fact that phase
diagrams always describe the system in thermodynamic equilibrium. This is most likely
not the case in this experiment especially at lower temperatures where the viscosity of
the liquid rises significantly inside very narrow dendritic channels. This results in a non-
equilibrium supercooled state with respect to the eutectic point and a slow increase in
hydrohalite instead of the sudden increase of hydrohalite as expected from the
calculation based on the phase diagram. The deviation from the thermodynamic
equilibrium seen here can be attributed to the higher supercooling found in small
volume samples as previously discussed in section 4.2.2. This result underlines that
phase diagrams should only be used with care in cryobiology respecting the limited
applicability of equilibrium equations to highly dynamic systems prone to supercooling.
Samples containing the common CPA DMSO tend to deviate from a thermodynamic
equilibrium at temperatures below the eutectic temperature. Both ice crystallization
and eutectic crystallization are random processes and will therefore only occur with a
given probability. In order to illustrate this, differential scanning calorimetric
measurements were performed on four different samples each repeated three times.
This measurement technique can determine phase transitions and was described in
section 3.4. Eutectic crystallization was detected in six of the twelve repetitions. Two
example DSC curves are shown in Figure 5.19, one with and one without eutectic
crystallization. The endothermic peaks upon heating are smaller than the exothermic
dips on cooling due to a lower heating rate of 2 °C/min compared to a cooling rate
of -10 °C. This will make the endothermic peak appear smaller when plotted against
temperature as opposed to time. When plotting against time the peak have the same
area. This underlines that eutectic crystallization is a random event that only happen
with a given probability according to the experimental parameters.

It would be ideal if hydrohalite could be used as an absolute marker for eutectic
crystallization in a retrospective analysis of samples during storage, since this
information can be extracted using Raman spectroscopy and will give an indication of
the sample quality with respect to cell viability. It has, however, been seen that when
DMSO is added to a brine solution, hydrohalite does not only form through eutectic
crystallization but also continuously. This relation also holds true for most other CPAs.
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Hydrohalite is thus not a universal direct marker for eutectic crystallization, but it
should not be disregarded on this basis. During any eutectic process of solutions
containing NaCl, hydrohalite will be a product. When no hydrohalite is seen in a
sample then it can be concluded that eutectic crystallization has not occurred under
the assumption that the performed measurement is representative for the whole
sample.
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Figure 5.19 DSC-measurement of a sample containing 4.85 wt% DMSO in
concentrated PBS corresponding to R = 1.2 with a total volume of 5 pL. The
cooling rate was -10 °C/min and the heating rate was 2 °C/min. Broad peaks
between 0 °C and -30 °C that can be attributed to crystallization (on cooling) and
melting (on heating) of ice. A pronounced dip can furthermore be seen for the red
trace at -38 °C during cooling, which can be attributed to eutectic crystallization.
First published in [114].

5.4.3 Murine fibroblast cells frozen in PBS with DMSO as CPA

CRM studies have been performed on samples containing murine fibroblasts similar to
the ones in section 5.3 but in a medium with the addition of DMSO. A clear difference
in results compared to samples without DMSO as presented in section 5.3 where
hydrohalite was found in every sample would be expected. Six samples with adherent
murine fibroblast cells were cryopreserved in a medium consisting of PBS and 0.5 wt%
DMSO corresponding to R = 0.6 instead of R = 1.2 as in the previous studies. This
does however not significantly change the overall path through the ternary phase
diagram during the freezing process and a large part of hydrohalite will form over a
continuum of temperatures.

The samples were frozen to -50 °C at 1 °C/min. Hydrohalite is only observed in two of
the six samples and one of them only contained a very small limited quantity of
hydrohalite. The previous results showed that hydrohalite always form in hypertonic
solutions with R = 1.2. The main difference between these measurements and the
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Figure 5.20 CRM images and corresponding colocalization density maps of murine
fibroblast cells in a PBS solution with 0.5 wt% DMSO. The images originate from the
same sample that was frozen to -50 °C at 1 °C/min. Scale bar is 10 um.

ones done on hypertonic solutions is that the dendritic channels are in this case
narrower when the eutectic trough is reached and hydrohalite crystallization can
commence. Assuming a ratio R = 0.6 and employing equation (5.4) the liquid fraction
can be found to be composed 4.8 wt% and 23.9 wt% for the isotonic and hypertonic
solution, respectively upon reaching the eutectic trough. This cannot directly be
translated to dendritic channel width, but it underlines that the amount of liquid phase
is much smaller upon reaching the eutectic trough for lower DMSO concentrations.
The dendrite arm width is directly correlated with the solidification time and it can
thus be speculated that the main factors inhibiting hydrohalite formation in this case
are of kinetic nature. In the very narrow dendritic channels, higher viscosity or
impeded diffusion could play a major role in preventing hydrohalite formation. The
viscosity of the liquid is very dependent on temperature and DMSO content. The
temperature and chemical composition of the liquid are, however, comparable for the
initial isotonic and hypertonic solutions along the eutectic trough and it is therefore
unlikely that the viscosity is the main factor impeding hydrohalite growth. When the
dendritic channels are very narrow then the diffusion flux is very limited towards any
hydrohalite crystal nuclei. This effect is furthermore enhanced by the high viscosity
found in the channels. These kinetic effects slow hydrohalite formation down
considerately. If the samples were held at a constant temperature of -50 °C for a long
period hydrohalite would be expected to form. It is however not possible to tell how
much time would be needed for this to happen. This could be days or even longer and
has therefore not been experimentally tested.
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Figure 5.20 shows three CRM images and their corresponding colocalization density
maps recorded for the sample containing a significant amount of hydrohalite crystals.
In these images, Ice;; amiger has been used to image the cells instead of I oy, as this
signal could not be distinguished from the Raman signal of the CH-bonds in. The first
image clearly shows extracellular hydrohalite with no spatial overlap between cellular
matter and hydrohalite. The two other images show an extracellular hydrohalite shell.
None of the images in Figure 5.20 or the additional ones taken but not depicted here
showed any intracellular hydrohalite or ice. This could in general be due to the physical
and chemical conditions found in the cells are inhibiting hydrohalite formation.
Through the addition of DMSO to the sample, hydrohalite will only form at lower
temperatures as compared to pure brine. This means that the cell will dehydrate more
up until the point where hydrohalite can form. Supercooling is not expected to have
any different influence on intracellular hydrohalite formation as ice can start to form at
-0.7 °C and -0.5 °C with and without 0.5 wt% DMSO, respectively and similar levels of
supercooling are expected. It is not possible to conclude that hydrohalite formation is
an exclusively extracellular phenomenon in samples containing DMSO based on these
results. This will require a larger data set and in particular CRM images where
hydrohalite are present. The data set however clearly show how the presence of
DMSO decreases the probability of hydrohalite formation and thereby providing
protection to the cryopreserved cells.

5.4.4 |PS cell colonies

A common concentration of DMSO in cryopreservation protocols is around 10 % [22].
CRM studies have therefore been performed on IPS cell colonies in PBS with 10 %
DMSO (11 wt%), in order to investigate the storage state of such a system. The lower
DMSO concentration for the murine fibroblasts was chosen in order increase the
probability of hydrohalite crystallization. The eutectic temperature of the current
solution is approximately -70 °C. The CRM images are recorded at -80 °C clearly below
the eutectic temperature and to ensure that no further chemical processes occur
within the timeframe of the experiment.

Here, seven samples were frozen to -80 °C at 1 °C/min and 26 CRM images were
recorded. Two examples are shown in Figure 5.21 including a transmission image and
CRM images of DMSO and cellular material. The DMSO signal shows a strong spatial
overlap with both cellular material and dendritic channels. The IPS cells are thus filled
with DMSO, which is expected since DMSO is a membrane-penetrating chemical
compound. The magnitude of the DMSO signal appears to be comparably strong inside
cells and in the dendritic channels.

A clear indicator that a glassy storage state has been reached and that the sample is
not in a thermodynamic equilibrium is that hydrohalite was not detected in any of the
measurements. It is well-known that aqueous solutions with a high concentration of
DMSO tend to form a glass upon cooling due to a drastic increase in viscosity. This
means the liquid phase becomes so viscous that no further ice crystallization can take
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place both inside as well as outside the cells and a phase diagram can no longer
describe the state of the sample. The storage state of a cell is therefore a glassy state
where no chemical, physical or metabolic processes can occur and it can be reached by
two very different cryopreservation approaches: slow freezing and vitrification of
samples. The main difference between the two approaches is the way in which the
glassy state is achieved. In slowly frozen samples, ice concentrates CPA up to a point
where it is so viscous that it can be described as a glass. In vitrification, the solution is
frozen fast enough so that ice cannot crystallize before a glassy phase is reached.

With the initial composition of 11 wt% DMSO and 0.9 wt% NaCl it is estimated that
around 60 % of all hydrohalite found would have formed due to eutectic
crystallization. This is based on similar calculations as in section 5.4.2. The onset of
hydrohalite formation is calculated to be -69.1 °C just above the eutectic crystallization
temperature. This means that the sample has left the thermodynamic equilibrium
before this temperature has been reached. This means that that no eutectic
crystallization has occurred in the samples.

Transmission image Cellular material

Figure 5.21 Transmission image and CRM images of DMSO and cellular material of
two samples containing IPS cell colonies in a PBS solution with 11 wt% DMSO (10 %
DMSO). The samples were frozen to -80 °C at 1 °C/min. DMSO was found both in
dendritic channels and cells. No hydrohalite was observed. Scale bar is 20 um.
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5.5 Fiber based Raman spectroscopy of cryopreserved samples

It is not possible to deploy the previously described Raman laser scanning microscope,
see section 3.3.2, in an environment that allow for measurements on samples during
storage due to both the delicate nature of the microscope but also due to the topology
of samples in storage, since the CRM setup is optimized for flat surfaces with a good
optical access. This led to the development of a fiber based Raman spectroscopy probe
in collaboration with Askion GmbH. The aim of this collaboration was to develop an
optical sensor technology that can extract Raman spectra of stored samples in a cryo-
workbench such as the Askion C-line workbenches. A cryo-workbench is a workbench
that allows for manipulation and freezing of cryopreserved samples in a dry cryogenic
environment so that the cold-chain is maintained. These Raman spectra can be used in
a retrospective analysis of cryopreserved samples to retrieve chemical information
already during storage instead of a post thaw analysis. The spectra extracted can then
be used in a retrospective analysis based on the knowledge established in the
preceding sections. First a detailed description of the setup will be given and followed
by a presentation several Raman spectra as a proof of concept while underlining the
advantages and challenges in designing such a setup.

5.5.1 Experimental Raman probe setup

One of the requirements for this setup was that the Raman spectra generated
represent an average of the whole sample and the focal volume of the setup should
therefore be relatively large. The setup should furthermore reduce the amount of
delicate instrumentation that is required to be present in the same cold environment
as the sample in order to minimize technical issues arising from thermally induced
mechanical stress. This led to the choice of a single-fiber design where the laser
excitation and signal collection pass through the same fiber between the low
temperature and room temperature region. Finally, the setup should be designed for
the analysis of samples in commonly used cryotubes with a diameter of 10 mm and a
container wall thickness of 1 mm.

The setup is similar to the fluorescence and Raman microscopes described in this
chapter but has some significant particularities due to the inclusion of optical
components and fibers in a low temperature region. The setup is shown in and
consists of a room temperature and a low temperature part connected by an optical
fiber transferring the excitation and Raman scattered light. The optical probe on the
low temperature part was kept relatively simple in order to minimize technical issues
due to thermal induced mechanical stress and designed in such a manner that it can be
deployed in several different environments such as a liquid nitrogen dewar or a cryo-
workbench. A solid state 561 nm laser (Oxxius Slim) with a power of 140 mW was used
as the excitation light source. The excitation light was led over a beam expander and
laser clean-up filter (Semrock LLO2-561-25). A dichroic mirror (Semrock Di02-R561-
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Figure 5.22 Image and sketch of the fiber based Raman spectroscopy setup.

25x36) directs the excitation light to a lens that couples the light into a multimode
optical fiber (Leoni AFS600) with a core diameter of 600 um. The optical fiber acts as
the optical connection between the room temperature part of the setup and the low
temperature part. The optical fiber was connected to a probe that was developed for
this study. The probe consists of a small metal cylinder containing three lenses where
the optical fiber can be attached. The three lenses are designed to collimate and focus
the light exiting the fiber and correct for aberrations, respectively. The aberration
correction using a toric lens is required since the sample surface is curved and
therefore acts as a lens in itself. This specific design of the probe ensures the highest
possible focal volume quality. The probe also acts as a detection path and collects the
Raman scattered light and couples it into the optical fiber. Since the Raman scattered
light has a longer wavelength than the excitation light, it can pass through the dichroic
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mirror and a detection filter (Razoredge F76-561 — Semrock LP561RS) that further
filters out any light from the laser as well as stray light. The light is then coupled into
another multimode optical fiber (Thorlabs) with a core diameter of 1000 um. This
optical fiber leads the collected light to a spectrometer (Ocean Optics — USB 2000) that
records the Raman signal. Two sample holders were developed for the use in the fiber
based Raman setup, one with a fixed position for the use in a cryo-workbench and one
where the focus can be scanned over the sample positioned in a dewar using manual
translation stages. The sample holder designed for cryo-workbench use is shown in
Figure 5.22.

5.5.2 Fiber-based Raman cryospectroscopy

The fiber-based Raman spectroscopy is now applied to samples contained in cryotubes
that are typically used for storage in biobanks. As a reference the signal from an empty
tube is also measured. The samples were frozen in the vapor phase of liquid nitrogen
in a dewar close to the liquid nitrogen surface. This mimics a slow freezing protocol,
albeit not with a perfectly controlled cooling rate. This is sufficient as the first
measurements should serve as a proof of concept. Figure 5.23 shows the Raman
spectra of a cryotube containing 10 % DMSO in H20 and an empty cryotube for
comparison. When subtracting the signal of the empty cryotube from the sample
spectrum as shown on the right in the features in the spectrum can be identified as
this removes the other features found the recorded spectra.

In the 10 % DMSO sample, the OH-stretching band between 3000 cm™ and 3400 cm™
and the pronounced the peak signifying ice around 3100 cm™ can be seen. This
method thus can be used to detect ice in frozen samples which is an important marker
for vitrified samples since this indicates that the sample has undergone devitrification.
The formation of ice is detrimental for vitrified samples and will be investigated in
detail in section 6.3. This is an example of how chemical information can be extracted
and used to investigate the history of a sample retrospectively.
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Figure 5.23 Raman spectra of an empty cryotube and a cryotube containing
10 % DMSO in H,0. When subtracting the two spectra from each other the Raman
spectrum of ice is clearly visible.
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The two presented spectra however also show some of the issues when designing this
type of sensor technology for the use in biobanks. First of all there are two
pronounced Raman peaks around 2900 cm™ and 3700 cm™ in the spectra not related
to the sample. The two peaks have rather different origins. The peak at 2900 cm™
originates from the CH molecule bonds in Polyethylene of the sample container wall.
When the excitation light crosses the container wall, Raman scattered light from the
CH bonds will be collected by the optical probe and get mixed with the signal from the
sample. This signal is so strong that the spectrometer was saturated in this region for
the chosen integration time. A longer integration time was chosen in order to
maximize the signal from the sample. This Raman peak completely overlaps the signal
from DMSO and biological material in the sample used in the previous studies. If these
components are to be investigated with this technology it is required to take other
vibration modes into consideration. This is, however, not a trivial matter since these
are significantly weaker and can easily drown in the background signal. This issue can
in principle be resolved by changing the cryotube material to glass that has a very low
Raman response. On a large scale this is very impractical due to the higher cost and
lower mechanical stability of glass containers. An alternative could be to use cryotubes
with a thinner container wall in order to minimize the Raman signal. Further
investigations could also be made into the Raman response of various types of
cryotubes to find the most ideal sample container with respect to a retrospective
analysis using Raman spectroscopy. The second Raman peak at 3700 cm? originates
from OH in the optical fiber [161]-[163] connecting the warm and cold part of the
setup. Since a single fiber is used for both excitation and detection signal the Raman
response of the fiber gets mixed with the Raman signal from the sample. A residue of
OH molecules remains in the optical fibers during production. Special fibers have a
lower amount of OH residue but even though these were used for all fiber-based
measurements in this work the Raman peak is still visible. Due to sufficient spectral
separation it does not overlap any relevant Raman information from the sample. There
is furthermore Raman peaks around 800 cm™and 500 cm™, not visible in the spectra
shown in Figure 5.23 originating from fused silica in the optical fiber [164]. The Raman
peak at 500 cm™ is the most intense and problematic. When analyzing the fingerprint
region below 2300 cm™ of the Raman spectra is of importance. This response from the
optical fiber might overlap with some of the features limiting the application range of
the technology. The fingerprint region below 2300 cm™ is especially important when
conducting a phenomenological retrospective analysis of cryopreserved samples as
shown in section 5.1. This region contains the most complex vibrational modes and
changes over time signify chemical or biological changes of the sample whereas
changes in the stretching mode region rather indicate changes in the chemico-physical
state of the sample. All of these cannot be observed when Raman scattering of the
optical fiber is present in the recoded spectra.

The first and most practical solution is to shorten the optical fiber as much as possible,
since this will reduce the absolute amount of Raman scattered light generated. This
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will not completely remove Raman scattered light from the optical fiber but can
reduce it to a bearable amount. The fiber should still be long enough so that
measurements are practically viable in the various environments. This can easily be
implemented and has also been used in all of the fiber-based measurements in this
work. Another solution would be to use separate fibers for the excitation light and
detected signal. The Raman scatter arises as the relatively high power of the excitation
laser without significant contributions from the relatively weak detection signal. Using
a two-fiber design requires much more complex optics on the cold side of the
experiment including optical filters that are not desighed to be cooled to the
temperatures required. This means that equipment could be destroyed or suffers
changes in their otherwise well-defined optical characteristics to such a degree that
repeatable measurements are not possible.

The Raman spectra are also influenced by autofluorescence in the optical fiber. This
fluorescence was highest close to the laser excitation wavelength. Fluorescence is a
much stronger process compared to Raman scattering as discussed in section 3.3.2.1.
Autofluorescence of the fiber superimposes the fingerprint region of a recorded
Raman spectrum and is an important challenge to solve in order to expand the usable
range of this sensor technology. To mitigate this problem investigations of various
fibers were conducted to identify the fibers with the lowest fluorescence but a truly
fluorescence-free fiber does not exist. A fiber with low OH content and a large core
diameter was chosen and it was furthermore ensured that the coupling of the
excitation light into the fiber was as good as possible so that fluorescence from the
fiber cladding was eliminated.

Fluorescence could be reduced by to using an excitation light source with a longer
wavelength. Fluorescence is dependent on the excitation wavelength and a longer
wavelength will reduce or even remove fluorescence from the optical fiber. Using
excitation light with a higher wavelength will shift the Raman scattered light to even
longer wavelengths. The frequency difference dependence of Raman scattering mean
that a wavelength shift of the excitation light causes an even larger shift of Raman
scattering in the wavelength space. This is both an advantage and a disadvantage. This
shifts the Raman scattered light further away from the fluorescence light and should
therefore be easier to detect. The detection efficiency of silicon-based spectrometers
does however drop with increasing wavelength and is not possible above 1100 nm
[165]. This could be resolved by employing GaAs based spectrometers, but their
significantly higher costs are a clear disadvantage for widespread use in biobanks. A
tradeoff between fluorescence and detection efficiency should therefore be made
when choosing the excitation light source.

Despite its limited applicability to the fingerprint region this sensor technology is very
promising in that it provides information that has been inaccessible up until now from
stored samples. Figure 5.24 show two Raman spectra obtained with this technology.
Samples with 50 % DMSO and 20 % NaCl are frozen in the vapor phase of liquid
nitrogen right above the liquid surface. In the DMSO sample, the Raman response from

111



Chapter 5 Microscopic distribution of sample compounds

the DMSO at around 3000 cm™ can be identified as the characteristic double peak
even though a high CH-band signal from the container wall superimposes the
spectrum. It can furthermore be concluded that the sample has vitrified and not
undergone devitrification since the characteristic ice peak at 3100 cm™ is absent in the
OH-stretching part of the Raman spectrum. For the 20 % NaCl solution the ice peak is
present as expected. A hydrohalite peak is furthermore clearly visible in the Raman
spectrum at 3400 cm™ and it can thus be concluded that eutectic crystallization has
occurred in this sample.

These are two examples of how Raman spectroscopy can be used to retrospectively
analyze the history of given cryopreserved samples. Here, specific markers have first
been identified in model experiments using the CRM technique for the analysis of
samples under storage conditions using the fiber based Raman spectroscopy sensor
technology. This serves as a proof of concept for retrospective analysis. It also
demonstrates that more information can be extracted from stored samples in order to
ensure an ongoing high quality of the cryopreservation storage performed by
biobanks. This technology can also be applied in a phenomenological manner where
Raman spectra are recorded in regular intervals. Any changes detected when
comparing spectra taken at different times of the storage period indicate that
relaxation processes are still present and could impair the quality of the sample.
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Figure 5.24 Raman spectra of two samples containing 50 % DMSO or 20 % NaCl
dissolved in H,0. The DMSO sample is seen to be vitrified due to the absence of ice.
An eutectic crystallization has occurred in the 20 % NaCl sample signified by the
hydrohalite peak.

5.6 Raman spectroscopy in retrospective analysis

The application of confocal Raman microscopy (CRM) in cryobiology has been
demonstrated in this chapter. It has been shown how CRM can be used to image
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frozen cell culture samples. These microscopy images reveal detailed information on
the distribution and concentration of various chemical constituents of the sample on a
microscopic scale. Also crystal size and distribution can be studied with CRM with the
help of related chemical compounds. CRM has been used to investigate the formation
and distribution of hydrohalite crystals in cryopreserved samples. It has been shown
that hydrohalite can act as a marker for eutectic crystallization, which has been shown
to reduce to significantly reduce the cryopreservation success in vital cell biobanking
[52]. Intracellular hydrohalite formation was directly proven and on the basis of this
study it can be concluded that also intracellular eutectic crystallization appeared. This
direct proof contributed to the understanding of the lethal mechanisms of eutectic
crystallization.

This work focused on the stretching mode region in the high frequency end of the
Raman spectrum. This region primarily represents the structural information of the
sample where different compounds directly related to the phase composition of the
sample can be distinguished. This includes glassy water, ice, CPA or hydrohalite.
Detrimental effects derived from a retrospective analysis based on the stretching
mode region are therefore related to unwanted crystalline structures in the sample.
Relevant chemical markers identified here are hydrohalite for eutectic crystallization in
slowly frozen samples and ice for devitrification of vitrified samples.

Further studies should also consider the low frequency region of the Raman spectrum
also called the fingerprint region. This region contains information on more complex
molecules that can directly be related to specific biological compounds and the
biofunctionality of the stored cells. In this manner, the biological state of the sample
could be extracted and analyzed already during storage. Such analysis could for
example reveal information on CPA cytotoxicity [85], [86] or stem cell differentiation
(87].

Raman scattering is a very promising physical effect for the use in retrospective
analysis as it allows the identification of various chemical compounds in a non-contact
mode with diffraction limited spatial resolution. It is also particularly suited for an
analytical approach to retrospective analysis since specific chemical compounds often
give direct information on specific events that have taken place in the sample.
However, it is not possible to employ CRM on cryopreserved samples due to
restrictions imposed by typical sample containers. For practical use in biobanking,
simpler Raman spectroscopy methods such as the fiber-based method presented in
section 5.5 are better suited than CRM. This method allow for as a meaningful
application of retrospective analysis in biobanking since analyzing Raman spectra from
samples in storage is possible with this technology. The fiber-based Raman
spectroscopy setup shown in section 5.5 acts as a proof of concept in this regard. It is
optimized for a specific common container type, but could just as well be optimized for
other sample container geometries.
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In order to exploit Raman scattering for retrospective analysis purposes in biobanking,
model systems should first be studied using CRM and this knowledge can then be
exploited to measure cryopreserved samples in storage with one-shot spectroscopy
measurements.

For the use in retrospective analysis, a Raman spectrum should represent the entire
sample in order to acquire comprehensive data. This, however, has the disadvantage
that intracellular ice crystals cannot be distinguished from extracellular ice crystals
meaning that one of the most prevalent mechanisms for cryoinjuries related to sample
structure cannot be identified. Such a distinction would only be possible with a
microscopic investigation of the ice crystal distribution. This shows one of the limits
related to simple one-shot measurements where only average values can be extracted
and detailed spatially resolved information is not available.

Although the strength of Raman spectroscopy lies in the analytical approach to
retrospective analysis, it can also be employed in a phenomenological manner.
Phenomenological retrospective analysis allows confirming whether the freezing
procedure was successful according to the markers identified in a preceding analytical
study of this sample type. Alternatively, a Raman spectrum is recorded upon reaching
the storage temperature and in regular intervals thereafter. Changes in Raman spectra
from a sample over time indicate that chemical or biological processes are taking
place. If this is the case, then the sample is not stable and the integrity of the sample is
at risk. The exact changes in the Raman spectra could possibly reveal what processes
are occurring in the sample. Further analysis might reveal the exact type of processes
and changes that are taking place in the sample. This would, however, require a
detailed understanding not only of the sample constituents and how they are
represented in a Raman spectrum but also how processes influence the constituents
and their manifestation in the spectrum.

The present study focused on cell culture samples but can in principle be extended to
other sample types such as blood plasma or urine. This would require the identification
of another set of markers for retrospective analysis that can describe typical
degradation processes in these sample types. The application of Raman spectroscopy
on cryopreserved samples containing complex pieces of biological material such as
tissue samples or seeds can, however, be more challenging. Such samples are
significantly larger than focal volumes practically possible for a Raman spectroscopy
setup. It would thus be required to record many spectra in order to obtain
representative data. It should however still be kept in mind that such samples are very
heterogeneous and Raman spectroscopy is therefore not necessarily a viable option.
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6 STRUCTURAL KINETICS AT
ELEVATED TEMPERATURES

6.1 Introduction

The core idea of a cryopreservation process is to halt relaxation processes both
physico-chemical, such as ice crystallization, recrystallization and chemical changes, as
well as biological, such as metabolism and stem cell differentiation. This is achieved by
cooling samples below their glass transition temperature, T,. The glass transition
depend on the composition and history of the sample, especially the cooling and
heating rate employed in its preservation and measurement [83] and is typically
measured to be approximately -130 °C for aqueous samples. Below this temperature
the sample is considered stable. Above this temperature the sample is instead only
metastable or even unstable depending on the time spent at the given temperature
and the chemical composition of the sample [58] These regions in the stability diagram
are depicted in Figure 6.1a. This play an important role for the understanding of the
vitrification process of cryopreserved samples, since the samples must pass through
the metastable region fast enough to avoid any ice crystallization.
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Figure 6.1 a) Path through a stability diagram for a typical vitrification process. The
sample is passing through a metastable region where ice can possibly start to
crystallize, which will reduce the viability of cells in the sample. Inspired by [58]. b) If
a sample is heated above the glass transition temperature devitrification can start to
occur. Here, sample transport and withdrawal of a neighboring sample are possible
causes. The damage to the sample is irreversible and will accumulate throughout its
lifetime.
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Samples are typically stored in the vapor phase above a liquid nitrogen reservoir. The
temperature in this gas phase is not as well defined as in liquid nitrogen, making it
difficult to monitor and control the sample temperature at all times during storage. In
a biobank, the temperature of a sample may experience unwanted fluctuations during
storage. This can happen accidentally through power or LN2 shortages, but also
through handling of the samples, for instance when a neighboring sample is being
extracted, when the sample is being transported or when the sample is being handled
in a cryo-workbench where the temperature often is in the range of -100 °C to -130 °C.
Figure 6.1b illustrates an example of a cryopreserved sample that is accidentally
heated due to the retrieval of a neighboring sample and sample transport. As the
sample temperature is not monitored at all time it is currently not possible to
determine if a sample has experienced temperature elevations during storage or the
magnitude and period of such incidents.

Such temperature elevation can have a detrimental impact on the sample quality.
Germann et. al. [166] have for instance shown that repeated temperature elevation
causes reduced cell viability, recovery and immune response in slowly frozen stored
T-cells, compared to samples without temperature elevations. It is furthermore well
established that ice crystallization in vitrified samples, called devitrification, has a
significant impact on sample quality [76]. This will only happen if the sample is exposed
to temperatures above the glass transition temperature and maintaining a cold-chain
below -130 °C is therefore paramount to a high sample quality in biobanking. Despite
being a focus area of biobanks it is not always possible to keep such a cold chain. In
addition, some samples are stored at -80 °C only, which will slow down relaxation
processes in the sample drastically, but never stop them completely.

How a sample responds to a temperature elevation depends on the cryopreservation
approach chosen; slowly frozen or vitrified and can start to arise above the glass
transition temperature in both cases. In slowly frozen samples, ice recrystallization is
prominent whereas devitrification is the dominant mechanism impairing the quality of
vitrified samples. The rate of a given effect is very dependent on temperature and
might therefore be too slow to be observed directly, but has to be investigated over
months or even years. It is further unknown what has happened to samples stored for
decades. All kinetic effects are, however, accumulative and irreversible, meaning that
it is not possible to recover a ruined sample and multiple short exposures to high
temperatures can have a similarly detrimental effect on sample quality as a longer
exposure or higher temperature.

In this chapter first the kinetics of recrystallization of ice crystals in slowly frozen
samples consisting of 10 % DMSO in H,O will be investigated using fluorescence
microscopy. Thereafter the devitrification of vitrified samples will be studied on four
different CPA solutions in varying concentration using isothermal differential scanning
calorimetry (DSC).
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6.2 Structural dynamics in slowly frozen media

When a sample is slowly frozen, ice will form during the freezing process. Usually many
smaller ice crystals will form depending on supercooling and crystal growth rate
compared to the cooling rate. Higher cooling rates will produce smaller ice crystals.
When the sample is subsequently elevated to higher temperatures, large ice crystal
will grow at the expense of smaller crystals, as depicted in Figure 6.2.

Time

Figure 6.2 During recrystallization, large ice crystals grow due to a mass transfer from
small ice crystals. This process occurs to minimize the overall total surface energy in
the system.

Recrystallization happens in order to minimize the surface energy of the ice crystals
bringing the system closer to an equilibrium state without changing the macroscopic
phase composition, i.e. the overall amount of ice in a sample remains constant but
only the ice crystal morphology changes due to recrystallization. The Kelvin effect also
plays a role in recrystallization as mentioned in section 2.2.3 and describes the effect
that the size of an ice crystal has on the ice freezing point [84]. Small crystals have a
higher surface to volume ratio causing a depression of the freezing point compared to
large crystals. This means that smaller ice crystals, sharp edges or narrow parts of ice
crystals melt faster than larger rounded crystals at a given temperature. Multiple
temperature elevation for extended periods of time will eventually result in a mass
transfer towards the larger crystals. Recrystallization has been shown to be the cause
of cell blackening during thawing of cryopreserved oocytes [31], [167]. Blackening of
cells is commonly used as an indicator for intracellular ice crystallization and has a
negative effect on cell viability. Recrystallization is thus seen as a major threat to cells
during the thawing of the cryopreservation process [34], [168].

There are three types of recrystallization: Isomass, migratory and accretive
recrystallization [84]. Isomass recrystallization only changes the geometry of a single
crystal toward a more spherical geometry through mass transfer from one part of the
crystal to another and thereby minimizing the surface energy. Migratory
recrystallization describes the mass transfer from one ice crystal to another one
minimizing the overall free energy of the system. Finally, accretive recrystallization
describes the process where two crystals merge and form a larger crystal with
corresponding lower surface energy.
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In the following the recrystallization of slowly frozen samples consisting of 10 % DMSO
in H,0 will be studied at different temperatures. A fluorescence microscope is used in
order to image the dendritic channels and ice crystals in the samples. Fluorescence
images are recorded at regular and relevant intervals in order to record changes in the
ice crystal morphology. The mean diameter of the ice crystals present in the sample is
a parameter that describes the recrystallization process well, since large ice crystals
grow at the expense of smaller ones, thereby increasing the overall average ice crystal
diameter. The mean ice crystal diameter takes into account both migratory and
accretive recrystallization into account. It does, however, not consider isomass
recrystallization that would require a study of isolated ice crystals. Since the ice
crystals are very closely packed in the sample it can be safely assumed that the other
two types of recrystallization will dominate.

A recrystallization model has been proposed for fructose solutions [84], [169] and
aqueous solutions with anti-freeze glycoproteins [170]. This model only considers
recrystallization of distant ice crystals not in direct contact with each other. The typical
structure of cryopreserved samples with narrow dendritic channels cannot fully be
described with the help of this model that ignores limitations of crystal growth. It is
well known from metallurgy that the driving force behind recrystallization declines as
the grain sizes increases approaching a limit size [171]. For the samples studied in this
work, this is due to an inhibitory effect of the remaining liquid in the dendritic
channels. A more suitable model, denoted recrystallization curvature model in the
following, relates ice crystal growth to the ice crystal curvature [172]:

dDmean(t) 1 1 (6.1)
ko)

Here, Dy0an(t) is the average diameter of ice crystals in the sample undergoing
recrystallization, k is the kinetic recrystallization constant and D; is the maximum
diameter achievable through recrystallization. This equation cannot be solved
analytically for Dy,eqn(t). A regular regression can thus not be used to find the
characteristic parameters for the given system. The differential equation is instead
solved numerically in Matlab. This is done by inserting a set of parameters (k, D,) and
initial condition D,,eq,(0) into the differential equation (6.1) and calculating
Diean(t + 6t) from Dy,pqn(t) and Dyyeqn(t) for the entire measurement duration.
The parameters k and D; are then varied in order to minimize the summed square of
residuals SSE:

SSE = Z(Dmodel - Ddata)2 (6- 2)

From this a coefficient of determination, R?, can be calculated that describes how well
the model fit the data.

118



Chapter 6 Structural kinetics at elevated temperatures

SSE Z(Dmodel - Ddata)2

RP=1———=1-
SStot Z(Dmodel - Dmean(t))z

(6.3)

This provides the kinetic recrystallization constant and the maximum diameter for the
investigated sample at the given temperature. The initial condition is given from the
average ice crystal diameter in the first measurement of a measurement series.

The ice crystals in the slowly frozen samples are, however, not spherical but rather
irregular elongated shaped. The resulting deviation from the model can be estimated
based on the circularity C of a given area [173]:

c= 41A (6.4)
PZ

Here, A and P are the area and perimeter of a given area. The circularity is a
parameter between zero and one where a circle has a circularity of one. Since the
recorded images are two-dimensional, this will give the best estimation of whether the
imaged ice crystals are indeed spherical.

Recrystallization is a highly temperature dependent relaxation process. This is
expressed in the recrystallization curvature model through an Arrhenius temperature
dependence of the kinetic recrystallization constant [172]. The initial ice crystal
structure, and thus the initial parameters of the recrystallization process, is highly
dependent on various parameters such as chemical composition, cooling rate and
supercooling as discussed in chapter 4. The measurements performed here give
insights to temperatures and time scales on which the recrystallization process occurs
in samples containing CPAs. The results are not directly transferrable to other media
due to the variation in the experimental parameters and initial state of the sample.
Each medium composition thus has to be characterized separately. These
investigations do however provide insights to the durations at given temperatures for
a DMSO at a commonly used concentration.

6.2.1 Experimental setup

In order to investigate the recrystallization process, the simple fluorescence
microscope described in section 3.2.2 was used as this very simple and compact setup
allows long duration studies, i.e. several days or even weeks. In principle, the more
advanced two-photon fluorescence microscope described in section 3.3.1 could have
been used to achieve a better image quality but long-term studies are impractical
when the Linkam cryostage is employed, due to a constant requirement of liquid
nitrogen and a limited storage capacity at the experimental setup of maximum 2 I. This
amount of liquid nitrogen is sufficient for approximately four hours of cryostage
operation depending on the temperatures and cooling rates employed in a given
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experiment. The whole microscope would therefore be required to be cooled in a
freezer or cryo-workbench what is feasible with the smaller and simpler microscope
but not with the large and delicate two-photon laser scanning microscopy setup. The
measurements in this study were performed in time periods of maximum 7 hours.
Experiment durations above four hours were achieved by manually refilling the storage
dewar during operation of the cryostage.

Samples consisting of 10 % DMSO in H,O with fluorescein added were investigated in
this study. The dye will concentrate in the dendritic channels since it is not dissolvable
in ice. This allows for a direct imaging of the dendritic channels with the dark areas
being the surrounding ice crystals. Samples of 10 uL were prepared on the cryostage as
described in section 3.2 and continuously cooled to a temperature
of -30 °C, -40 °C, -50 °C or -70 °C at a cooling rate of 3 °C/min. The samples were then
kept at their temperature and fluorescence images were recorded regularly in order to
study the recrystallization dynamics. The initial recrystallization speed is higher than
the subsequent part of the recrystallization process. Therefore more images were
recorded at the first part of each experiment. This gives an insight both to the
temporal recrystallization phenomenon as well as the influence of temperature on this
process.

6.2.2 Fluorescence image analysis

The recorded fluorescence images were analyzed using the Nikon NIS-Elements
software in order to detect ice crystals and their size automatically. Each image was
treated with the following analysis protocol in order to obtain consistent data:

1: Locate regional minima

2: Convert image to binary based on threshold
3: Detect edges of crystals

4: Segment oblong structures

5: Detect and list crystal size and circularity

First, local minima were detected in an image to establish an approximate position of
all ice crystals, since dark areas in the image correspond to ice crystals. The image was
then converted to a binary image based on a fixed threshold for all measurements. In
other words, all pixels with values below a certain threshold were given the value 1,
i.e. an ice crystal, whereas pixels with values above the threshold were assigned the
value 0. This is not an ideal method of ice crystal detection since the decision of
whether or not an ice crystal exists in the given location can be more complex than just
the pixel value. This simple method could lead to small errors in detection of ice crystal
sizes but still allows for comparison between images if the threshold is kept constant.
This method can in any case be used to detect ice crystal size trends and relaxation
processes.
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The edges of ice crystals were then identified as pixels with the binary value of one
that have least one neighboring pixel with the binary value of zero. The Nikon NIS
Elements software was then used to segment oblong ice crystals at narrow parts of the
ice crystals. This was necessary in order to differentiate between closely packed ice
crystals. If this step was excluded, all of the ice crystals in an image would be identified
as very few large ice crystals instead of the hundreds or thousands of ice crystals
actually in the sample. The parameters for this segmentation were kept constant for
the analysis of all images. Finally, each separate ice crystal is identified and listed along
with its corresponding area, i.e. the amount of pixels surrounded by perimeter pixels,
as well as the perimeter pixels from which the circularity can be calculated.

Figure 6.3 shows an example of the image analysis performed with the Nikon NIS
elements software. Here, a sample frozen to -40 °C and kept at this temperature for
five minutes is shown both as raw data and as the image resulting from the analysis
algorithm. The first image shows the complex network of dendritic channels as the
light areas, whereas the ice crystals are the dark areas in the image. The second image
shows the pixels identified as ice crystals in red and all ice crystal perimeter pixels are
shown in green. An ice crystal is thus identified as a red area surrounded by a green
line. This image also shows how the software segments larger oblong ice crystals at
points where the ice crystals get narrower. In this image, 1087 ice crystals were
detected with diameters ranging between 4.1 um and 18.3 um and with a mean
diameter of 7.8 um.

elements software is shown for a sample frozen to -40 °C at 3 °C/min and kept for
five minutes. The image on the left shows the dendritic channel network and ice
crystals (dark areas) as recorded with the fluorescence microscope. The image on the

right shows the result of the image analysis with red pixels identifying ice crystals
and green pixels their perimeter. Scale bar is 50 um.
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6.2.3 Recrystallization in slowly frozen media

The ice crystal size and circularity distribution are the key indicators for
recrystallization and a typical example will be shown for a better understanding of the
remaining analysis. The dynamics of recrystallization will then be investigated based on
the recrystallization curvature model. The influence of different sample temperatures
on the recrystallization dynamics is studied by comparing samples kept at different
temperatures between -30 °C and -50 °C. Finally the detrimental effect of water

condensation on the measurements is briefly discussed.

Ice crystal size and circularity distribution

Each recorded fluorescence image contain between several hundred and a few
thousand ice crystals. As can be seen from Figure 6.3 these crystals appear in various
shapes and sizes. It appears from the fluorescence image in Figure 6.3 that the ice
crystal sizes are not homogenously distributed over the entire image. There are
regions with either smaller (top and center part of image) or bigger crystals (bottom
left and right part of image). The image is, however, large enough to show a
representative distribution of ice crystals in the sample since over 1000 ice crystals are
contained within this single image. Two parameters that characterize the ice crystals
are the approximated ice crystal diameter as well as the circularity of the ice crystal as
defined by equation (6.4). The distribution of the ice crystal diameters as well as the
circularity for a sample upon freezing to -30 °C is shown in Figure 6.4.
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Figure 6.4 Histograms of the initial ice crystal diameter and circularity distributions
for a sample cooled to -30 °C at a cooling rate of 3 °C/min. A lognormal and normal
distribution function has been fitted to the two datasets, respectively.

The distribution of ice crystal diameters at a given time t, D(t), seems to follow a

lognormal distribution of the form:
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Here, o is a scaling parameter that defines the width of the distribution. The mean
diameter at time t is denoted D,y .4, (t). The distribution of crystal sizes does thus not
follow a normal distribution but is skewed towards smaller ice crystals. From the
histogram it can furthermore be observed that the analysis algorithm cannot identify
very small ice crystals with a diameter below 4 um. No ice crystals were detected
below this size in any of the measurements and it is very unlikely that these small ice
crystals do not appear in any of the samples. This effect occurs due to the threshold
settings chosen for the analysis algorithm. The choice of threshold is a balancing act
between removing noise, only identifying ice crystals in the focal plane and
segmenting the oblong ice crystal structures in a meaningful consistent manner for all
images where the ice crystal sizes vary greatly. By choosing consistent threshold
settings trends and developments of the ice crystal size can still be observed in a
guantitative manner even though the image analysis algorithm only provides an
approximation to the real structure of the sample. The lognormal distribution was
fitted to the ice crystal size distribution for each fluorescence image in order to extract
the scaling parameter o. This give information on how the size distribution changes
with time during recrystallization.

The distribution of ice crystal circularity is also shown in Figure 6.4. Here it is seen that
the distribution approximately follow a normal distribution with a center value of 0.58.
The recrystallization curvature model generally assumes spherical ice crystals. The
description of a sample based on this model is thus more accurate for samples with
higher values of the circularity. The ice crystals found in slowly frozen samples are
never spherical, but rather oblong and irregular crystals and the circularity is a
measure of this irregularity. Ice crystals with a lower circularity have regions with a
higher melting point due to the Kelvin effect as previously stated. A given sample with
a lower average circularity will thus exhibit average recrystallization rates higher than
in samples with few completely spherical ice crystals.

Dynamics of recrystallization

Let us now consider a single sample kept at -40 °C. The Fluorescence images shown in
Figure 6.5 were recorded at 5 min, 30 min, 60 min and 120 min after the isothermal
holding temperature of -40 °C has been reached. The overall duration of this
experiment was 300 min. A majority of the recrystallization did however occur within
the first hour of the experiment and it is therefore difficult to see any changes visually
beyond the 120 min measurement. The fluorescence images clearly show that ice
crystals grow bigger over time and that the dendritic channel network gets coarser
through a recrystallization process. Since the overall composition of the sample and
the relative amount of ice do not change during this experiment, the average ice
crystal size increases while the number of ice crystals decreases. It can furthermore be
concluded that the dendritic channels get wider since the ice in the sample is
contained in fewer but larger ice crystals.
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Figure 6.6 shows the temporal development of the mean ice crystal diameter,
Dipean(t), of the sample shown in Figure 6.5. Here it is seen that the mean ice crystal
diameter initially grows rapidly to around 9 um and then the growth slowly tapers off
approaching a limit diameter of 9.3 um. The recrystallization curvature model given in
equation (6.1) has been applied to this dataset with the initial condition D,,,4,(0) =
7.8 um given as the ice crystal mean diameter retrieved from the first data point in this
measurement series. The resulting fitting curve plotted in Figure 6.6 follows the data
very well which is also confirmed by the calculated parameter R? of 0.97. From this
analysis, values for the kinetic recrystallization constant k = 1.80 umz/min and the
diameter limit value D; = 9.32 um could be retrieved. Figure 6.6 also shows the
scaling parameter o characterizing the width of the ice crystal size distribution as a
function of measurement time. The distribution width increases in a similar manner as
the mean ice crystal diameter.

This indicates that the large ice crystals grow relatively more than smaller ice crystals.
This will result in a bigger spread of ice crystal sizes and thus a wider size distribution.
This form of ice crystal growth where some crystals grow significantly faster than
others can be denoted as abnormal crystal grain growth as defined in [174]. Normal
grain growth in contrast describes processes where the individual crystal growth rate is
relatively uniform within a sample resulting in a decreasing number of crystals. Several

Figure 6.5 Fluorescence images of the same sample recorded 5 min, 30 min, 60 min
and 120 min after the isothermal holding temperature of -40 °C has been reached.
Scalebar is 50 pm.
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conditions can contribute to abnormal crystal growth as the dominant process [174].
Normal crystal growth is generally limited due to the high DMSO concentration of the
dendritic channels acting as second phase particles, i.e. particles not participating in
the recrystallization process. An ice crystal can thus only grow on the expense of other
ice crystals at the stage where the samples are investigated, i.e. after at the nucleation
and initial ice crystal growth stage. This holds true for most recrystallization processes
in cryopreserved samples. Ice crystals being the limit diameter of the ice crystal
recrystallization process are another condition required for abnormal growth.
Comparing the limit value of 9.32 um to the initial mean crystal diameter shows that
abnormal growth is indeed possible during the experiments performed.

The samples furthermore initially contain a few ice crystals that are significantly bigger
than the remainder of the sample. The first fluorescence image for this investigated
sample has an ice crystal with an approximated diameter of 17.09 um whereas the
mean diameter is 7.83 um. The large ice crystal is thus is thus over twice as big as the
mean crystal which is another indicator for abnormal grain growth [172].
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Figure 6.6 Mean crystal diameter D,,,..,,(t) (black) and width of the ice crystal size
distribution o (red) of a sample cooled to -40 °C at 3 °C/min and kept isothermally for
300 min. The recrystallization curvature model of equation (6.1) has been fitted to
the ice crystal diameter.

By repeating the experiment at different temperatures, the recrystallization curvature
model can be tested for various conditions and the influence of temperature on the
recrystallization process can be investigated. Figure 6.7 shows fluorescence images of
three different samples kept isothermally at -30 °C, -40 °C and -50 °C, respectively. The
images were recorded at 5 or 60 minutes after the hold temperature has been
reached. It is clearly evident from these images that the recrystallization process is
significantly faster at higher temperatures. Major structural changes of the ice crystals
can be observed within the first hour of measurement for the sample kept
isothermally at -30 °C whereas only minor or no changes can be visually detected for
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the sample at -50 °C. It is even possible to observe clear differences after only five
minutes for the sample kept at -30 °C. These fluorescence images are thus a good
example of how recrystallization is dependent on temperature through the kinetic
recrystallization constant and how temperature-sensitive a sample can be when a
given threshold temperature is exceed.

-30°C

-40°C

-50°C

Figure 6.7 Fluorescence images of three different samples kept at -30 °C, -40 °C
and -50 °C, respectively. The images are recorded 5 min and 60 min after reaching
the isothermal temperature. Scale bar is 50 um.
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The collected data for all measurements are shown in Figure 6.8. Three samples were
kept at -30 °C and are denoted sample #1, #2 and #3. The two samples kept at -40 °C
and the single sample kept at -50 °C, are denoted sample #4, #5 and #6, respectively.
The recrystallization process appears to have run its course within approximately one
hour for the samples kept at -30 °C, what can be seen as the mean crystal diameter
being constant from one hour and onward. For the samples kept at -40 °C the limit
mean crystal diameter is first reached after several hours. The recrystallization process
was still ongoing for sample #6 kept at -50 °C when the measurement series was
terminated due to time constraints after 4.5 hours. It is furthermore seen that the ice
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Figure 6.8 Mean crystal diameter D .., (t) and ice crystal size distribution width for
all measurements carried out at -30 °C, -40 °C and -50 °C. The recrystallization
curvature model of equation (6.1) has been fitted to the mean ice crystal diameter.
Data points marked as a ‘x’ for sample #6 has been excluded from the model fit due
to problems with ice condensation on top of the sample manifested by a significant
decrease in mean ice crystal diameter.
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crystal mean diameter for sample #6 appears to decrease in the middle of the
measurement series. The ice crystals in the sample do not decrease in size in reality.
This artifact can be attributed to condensation of water on top of the sample
introducing errors in the automated image analysis. This will be discussed in more
detail at the end of this section. The data points marked as an ‘X’ are therefore
excluded from further analysis of this dataset. For all samples, an increase in the ice
crystal size distribution width o can be observed. The width initially increases rather
rapidly before becoming approximately constant as the recrystallization rate
decreases. This is expected since then the ice crystal size distribution and thus the
width should remain unchanged when no recrystallization occurs. The increase in o
indicates that abnormal ice crystal growth occurs in all samples as expected on the
reasoning presented before.

The recrystallization curvature model has been applied to each measurement series
and the resulting kinetic recrystallization constant k, limit diameter D, as well as
coefficient of determination R? is collected in Table 6.1 along with the initial mean
diameter D,,,04n(0). The recrystallization curvature model describes the data well for
sample #1 through #5 as seen from R? > 0.9. The model does not describe sample #6
as well which is reflected in a reduced R? and would be expected due to the issues
with water condensation. The kinetic recrystallization constant is an expression of the
speed of the process. The mean Dy, (0) for the samples at -30 °C and -40 °C was
found to 8.47 um = 0.74 um and 8.00 um £ 0.04 um. The mean kinetic recrystallization
constant was found to 7.01 + 1.09 pm?/min and 1.60 + 0.29 pm?/min for the samples
kept at -30 °C and -40 °C respectively. This means that the recrystallization rate is a
factor of 4.4 higher for a population of ice crystals with the same initial ice crystal size
distribution when the temperature is increased with 10 °C. If this trend holds true then
a much lower k than the 1.21 umz/min found for sample #6 would be expected what
seems possible when considering the limited reliability of the data caused by water
condensation. Also the much lower limit diameter found compared the other

Table 6.1 Table contains the initial condition and values extracted by applying the
recrystallization curvature model to the measured data. D,;.,,,(0) is the initial
condition for the differential equation. k and D, are the kinetic recrystallization
constant and ice crystal limit diameter respectively. The goodness of fit parameter R?
is also given. Four data points has been excluded from the analysis of sample #6
which is why it is marked by a *.

Sample Temperature D,,00,(0) [um] Kk [p.mZ/min] D4 [pm] R’

Sample #1 -30°C 8.54 7.92 9.71 0.96
Sample #2 -30 °C 7.69 5.81 9.35 0.93
Sample #3 -30°C 9.17 7.31 10.62 0.92
Sample #4 -40 °C 8.03 1.80 9.32 0.97
Sample #5 -40 °C 7.97 1.39 9.23 0.96
Sample #6* -50 °C 7.71 1.21 8.24 0.87
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measurements is questionable. Even though the recrystallization process is not
completed it would still be expected that the recrystallization curvature model to take
this into account and successfully model the process from the initial rise in ice crystal
diameters. Variations in image contrast, however, can lead to changes in the measured
ice crystal size since they are detected automatically based on threshold values. When
the image contrast is not consistent over a measurement series, what could also have
been the issue for sample #6 as a result of the water condensation, the retrieved
values for the ice crystal sizes might be skewed.

Since measurements where only conducted successfully for two holding temperatures,
a definitive value for the activation energy of the kinetic recrystallization constant
cannot be given but a tentative estimation of the activation energy of 69.9 ki/mol
based on an Arrhenius relation. This value should only be used with care but gives a
rough estimation of the activation energy for the type of samples investigated in this
study. The activation energy for ice recrystallization has been studied under various
conditions. One study has utilized the recrystallization curvature model in a same
manner as this study to investigate recrystallization in frozen muscle tissue and found
an activation energy of 116.4 kJ/mol [172]. Further studies found an activation energy
of 121.3 kJ/mol for two ice crystals brought into contact in air [175] and 114.9 kJ/mol
for the recrystallization of intracellular ice in oocytes upon warming [31]. Two other
studies found activation energies of 112-126 kJ/mol [176] and 46-48 kJ/mol [177] for
aqueous glucose and sucrose solutions intended for ice cream production. Most of the
reported activation energies are much higher than what was found here. A comparison
of these activation energies should only be compared with caution due to the low
number of data points available. For the glucose and sucrose solutions it was argued
that a variation of sample constituents and experimental parameters caused the high
difference in activation energies. The investigated samples in this study contained
fewer second phase particles compared to the other reports where often other types
of material were present such as muscle, fat and oocytes. The activation energy thus
seems sensitive to the sample in question as well as the experimental parameters.

The limit diameter appears to be correlated to the initial mean diameter in some
manner. This is illustrated in Figure 6.9 where the limit diameter D, is plotted against
the initial mean diameter D;,.4,(0) for sample #1 through #5 showing a direct
proportionality except for sample #2. The absolute increase in mean ice crystal
diameter is thus higher in samples that initially contain larger ice crystals but the
relative size increase is approximately consistent for the investigated samples. This
means that large ice crystals can more easily incorporate small ice crystals and thereby
absolutely grow more than medium-sized ice crystals. This is another indicator for the
abnormal ice crystal growth.
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Figure 6.9 Ice crystal limit diameter D; as function of initial mean ice crystal
diameter D,,,.,,(0) for samples #1 through #5.

Water condensation

An experimental problem was encountered when the sample was cooled to -50 °C or
below. At these temperatures, water vapor condensation appeared on top of the
samples and ice crystals started to form on top of the sample due a leak in the
cryostage. An example of the formed ice crystals can be seen in Figure 6.10 where the
investigated sample has been cooled to -70 °C. Already at the onset of the isothermal
part of the experiment, small ice crystals can be observed. The size of these ice crystals
should not pose any significant issues with the experiment. These ice crystals,
however, grew to diameters of approximately 30 um to 40 um during the course of the
experiment. In macroscopic terms, these are still small ice crystals but they were large
enough to disturb the recording of the fluorescence images. They cast significant
shadows in the fluorescence images and lead to a decreased image contrast in these
parts of the image. Since the image quality was to poor and inconsistent over a single
measurement series a meaningful image analysis was not possible in this case. Already
for an isothermal temperature of -50 °C this problem posed a challenge to record high
quality fluorescence images. Multiple attempts were conducted but only sample #6
could successfully be measured without significant water condensation on top of the
sample but the subsequent data analysis showed that this problem also persisted for
this data set.

The cryostage should in principle provide a dry atmosphere by forming a closed
chamber around the sample and pumping the dry nitrogen exhaust gas into the
chamber. The cryostage is designed in this manner to allow for microscope
investigations using air objectives. Due to the growth of ice crystals on the sample it
can however be deduced that moist air must be leaking into the cryostage chamber
continuously throughout the experiments. With the duration of the measurement
series performed here, this only manifested as ice crystals at temperatures
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below -50 °C. It should be expected that ice crystals can also form on top of samples at
higher temperatures if the experiment duration is extended significantly.

The fluorescence microscope was designed to work in a cooled environment or freezer
so that the disadvantages of a constant needed supply of liquid nitrogen for the
cryostage can be circumvented allowing for significantly extended measurement series
duration. If the microscope is employed in such an environment it is paramount that
the atmosphere is kept very dry or that a method is developed that can gently remove
ice from the sample before each fluorescence image recording.

Ice crystals

360 min:

Figure 6.10 Fluorescence images of a sample and transmission images from the top
of the sample. The sample has been cooled to -70 °C at 3 °C/min. Ice crystals are seen
to grow on top of the sample casting dark shadows in the fluorescence image.
Scalebar is 50 pum.

6.2.4 Retrospective analysis based on recrystallization

Recrystallization can be seen as an aging marker for slowly frozen cryopreserved
samples. It is a thermally activated process that can occur in a cryopreserved sample if
it experiences elevated temperatures. This process is faster at higher temperatures
and the study shown in this work can serve as an example of how a relaxation process
can be accelerated through temperature elevations and thus studied within a
reasonable timeframe. Samples are stored below the glass transition temperature in
order to avoid changes the ice crystal morphology and local cell environment..
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Recrystallization is dependent on the initial ice crystal size distribution. An analysis of
the ice crystal size distribution is an example for the phenomenological approach to
retrospective analysis. An initial measurement is required, to which further
measurements can be related to and changes in the ice crystal size distribution can
then be attributed to recrystallization. A single measurement of the ice crystal size
distribution cannot in itself reveal to what extent recrystallization has occurred in a
slowly frozen sample. Measurements of the mean ice crystal sizes over time will
indicate retrospectively if a cryopreserved sample has been heated significantly above
the glass transition temperature.

The method that has been introduced here to measure recrystallization cannot directly
be applied to cryopreserved samples stored in biobanks. The method presented here
requires both a fluorescence dye and a good optical access to the sample. As phenol
red is often contained in cryopreserved samples, the fluorescence should be sufficient
for this type of analysis. The optical access to stores is, however, very limited.
Biological samples are typically preserved in cryotubes where optical measurements
are only possible through the strongly bent and slightly opaque surface of the
sidewalls. While transparent material in principle allows for optical measurements, the
high resolution imaging required for the analysis of recrystallization is not possible
with these standard sample containers.

In order to use recrystallization as marker in retrospective analysis another method
needs to be developed. An obvious choice for such a technology would be light
scattering measurements. Here a light beam is sent through the sample and scattering
of light can be detected by decreased transmission intensity. Such methods are well
established to for example measure ice crystal sizes in clouds [178] or measuring
particle and colloid sizes by dynamic or static light scattering [179], [180]. For an
application of this scattering method to cryopreserved samples, several challenges
need to be addressed. On the one hand, there are some technical obstacles related to
high-precision optical measurements at cryogenic temperatures like water
condensation or the mechanical stability of individual components at very low
temperatures. On the other hand, the samples themselves possess some
characteristics that limit the applicability of scattering techniques to cryopreserved
samples [181]. The large amount of ice in the sample results in a high density and
overall quantity of scattering surfaces that makes a quantitative description of small
variations very difficult. Also the non-uniform ice crystal size distribution typically
found in the samples limits the reliability of the scattering measurements since the
effect of large crystallites is dominating over other contributions. In addition, the
application of light scattering methods in biobanks is generally limited to static
measurements since the scattering particles are not mobile in cryopreserved samples.
In order to still exploit the fluorescence imaging method presented in this work to
cryopreserved samples in biobanks, a monitoring seal can be added to each sample
container or sample rack. This could for example be a planar seal in which the ice
crystals can form and allows for a good optical access. Monitoring the ice crystal size

132



Chapter 6 Structural kinetics at elevated temperatures

distribution within this seal can then reveal recrystallization and thus indicate that the
cold chain has been broken. This technology will be discussed in the following section.

6.2.5 Application of recrystallization kinetics as a TTI

It is not always possible to track temperature fluctuation of a single sample throughout
its lifetime. The temperature is typically measured in the controlled environment
surrounding the samples. Therefore it is often unknown if a sample has been exposed
to high temperatures during its storage time and if so for how long. The understanding
of the recrystallization dynamics in cryopreserved samples allows for a retrospective
analysis using the simple fluorescence microscopy method. Based on the studies
shown in this work, a new method was developed that allows determining locally for
each slowly frozen sample whether it has been exposed to too high temperatures for
extended periods. As Time-Temperature-Indicator (TTI), a quality seal is attached to
each cryopreserved sample. A TTl is an indicator that shows the accumulated
temperature history of a sample as it shows when the sample has been exposed to a
given temperature for a given duration. Such a seal activates as it is heated above a
given threshold and is thus ideal to prove if the cold-chain of a sample has been
maintained.

Seal

L

N

Figure 6.11 A Time-Temperature indicator could be positioned in the lid of a cryotube
as indicated in the sketch. The TTI would consist of a thin layer of liquid consisting of
water, a CPA and a fluorescent dye. When frozen with the sample, a unique pattern
will form that can be imaged with fluorescent microscopy. Changes in the pattern
during storage indicate recrystallization and thus exposure to high temperatures.

The seal could contain a binary mixture, for example DMSO in H,0, and a fluorescent
dye. Upon freezing of the sample, the seal would also freeze generating a unique
pattern or fingerprint of dendritic channels and ice crystals. By designing the TTI using
an aqueous mixture of DMSQO, it is ensured that the freezing process of the seal closely
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follows the processes also occurring in the cryopreserved sample it is attached to. The
TTI would thus be sensitive to temperature in the way as the sample itself. By placing
the TTI in direct contact with the cryotube it is ensured that the quality seal will
experience the same temperature variations as the sample. Such a seal could be
located in the lid of each cryotube as sketched in Figure 6.11 or in a sample rack.

When the sample is exposed to elevated temperatures, this pattern will irreversibly
change depending on the temperature and duration of the incident due to
recrystallization. A qualitative comparison (either visually or by an automated image
comparison) of the pattern right after freezing, at regular intervals and before thawing
will reveal if the sample has been exposed to elevated temperatures during its storage.
In other words, if recrystallization is detected it can be concluded that the cold chain
for the sample has been broken.

The readout of the seal cannot be falsified since the pattern generated will always be
unique and can be regarded as a fingerprint of the cryopreserved sample. It cannot be
replaced and proves the genuineness of a sample. The idea of using patterns that can
be readout optically to prevent counterfeiting has already been proposed. One such
study employs luminescence in polyvinyl alcohol thin films from the doped lanthanides
europium, terbium and dysprosium to create patterns that are virtually impossible to
replicate [182]. The study reports a staggering encoding capacity of 7°°® for a 60 x 60
pixel RGB image. The fluorescence images produced in this current study have an even
higher resolution and therefore an even higher potential encoding capacity. The
unique pattern can also help in sample tracking. An error rate for sample tracking and
relabeling of up to 0.1 % [183] has been reported. This can cause a loss of valuable
specimens or errors in research in particular for studies where the investigated
specimens are of limited quantity.

Instead of tracking the specific pattern of each specific sample, a generic measure
would make this technology easier to implement as it does not require a full record of
the sample history. As shown in the present study, the ice crystal size can be used as
an indicator for the storage conditions a cryopreserved sample has been exposed to in
the past. The use of this metric number also circumvents the problematic requirement
of image analysis of fluorescence images recorded at the same spot on the TTI for a
meaningful comparison. In addition, it also provides quantitative information on the
recrystallization process that can be used to estimate the damage that the
temperature fluctuations have caused in the sample. The size of the ice crystals is
related both to the magnitude and duration of temperature variations, i.e. a small
AT-At (change in temperature and time) results in a small change and a big AT-At result
in a big change of the average ice crystal size. It is therefore possible to estimate the
severity of temperature elevations in the storage history.

The concept of TTls is not new and different technologies have been developed for the
food industry in order to track if the cold-chain has been broken [184]. These TTls are
often based on chemical reactions or mechanical processes [185] but the proposed
method does possess several advantages over conventional TTls. To our knowledge
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the first method that is applicable very low temperatures encountered in biobanking.
It also provides a quantitative measure and allows a determination of the extent to
which the cold chain has been broken. In addition, the quality seal is directly activated
upon freezing as it has a chemical composition comparable to the sample. The readout
of a fluorescence image is a convenient method that only requires basic training or
that can be automated and can be performed in a cryo workbench. The main
advantage of such a seal is that the quality of the sample can monitored in a non-
contact manner without thawing the sample. This is a decisive advantage over
conventional methods for quality control that would typically require that the sample
is being thawed [186]. The application of such a seal would furthermore allow for a
simple control of the freezing protocol by comparing the actual ice crystal size
distribution in the seal with an expected distribution based on the wanted
temperature profile.

Such a seal could find its application for samples where a very high quality is needed,
and an unbroken kept cold-chain is crucial. This is for example important in
personalized medicine where samples are sensitive and limited in quantity [183].
Samples that have suffered temperature related damage during storage could be
discarded whereas undamaged samples could come with a certification proving proper
storage. Another area where a high quality cryopreservation process is required is in
systems biology [186]. Biobanks could use the quality seal as guarantee for personal
samples in storage and ensure that the samples are of high enough quality to allow for
systematic comparisons required in systems biology and identify disease-related
alterations. Another field of application could be samples in long-term storage. Here,
multiple violations of the cold chain could occur during the storage period which can
lead to accumulated and irreversible effects within the sample. Through regular
controls of the seal it can be determined if the quality is degrading over time and if it is
worth keeping the sample in storage.

6.3 Kinetics of devitrification

The preserving feature of the vitrification cryopreservation method is that no kinetic
chemical or biological processes can proceed both extracellular and intracellular. In
contrast to the slow freezing approach studied before, the entire sample is a glass
without any ice formation. The vitrification of samples can be achieved with high
cooling rates above 100 °C/min depending on CPA and its concentration [61]. It is
paramount for the sample quality that ice does not start to crystallize during the
entirety of the preservation process from freezing to thawing of the sample. When the
sample is elevated above the glass transition temperature, the kinetics in the sample is
activated through a decreased viscosity, which means that ice crystals can nucleate
and start to grow. This relaxation process is called devitrification and should be
avoided in order to preserve the integrity and quality of the cryopreserved sample.
Devitrification is an irreversible effect and it is impossible to recover a devitrified
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sample. As in the case of slowly frozen samples, temperature elevations above the
glass transition temperature during the storage period can have fatal consequences for
the sample quality and the risk of devitrification rises with the period and magnitude
of the temperature elevation. It is also well-established that devitrification during
warming has a detrimental effect on the quality of vitrified samples [75], [76]. It has
recently been shown that high warming rates are very important for the survival and
recovery of vitrified mouse oocytes [21], [34], [45], [77], [78]. In these studies, the role
of the warming rate was shown to have an even higher impact on the success of the
preservation than the cooling rate. This underlines that even short temperature
elevations pose a significant risk of devitrification. This threat can be mitigated through
an increased stability of the vitrified state, achieved for example by advanced
cryopreservation media or temperature protocol. This will improve the resistance of a
vitrified sample against unforeseen temperature elevations and ultimately leading to
more consistent recovery rates of samples in long term storage.

The cooling rate required to reach the vitrified state is effectively another way to state
a maximum duration and temperature a sample can withstand before ice is
crystallizing. It is also highly dependent on the chemical composition of the sample
[58], [61] and it can therefore be assumed that also the devitrification process is also
dependent on the chemical composition of the sample. Devitrification is a relaxation
process and does not occur instantaneously when the temperature exceeds the glass
transition temperature. It is rather a time dependent process that depends both on the
temperature and the chemical composition of the vitrification medium, i.e. the choice
of CPA and its concentration.

Several studies have been performed to determine the ice crystallization kinetics for
vitrified aqueous solutions with different CPA compositions [61], [75], [82], [187]-
[189]. Most of these studies focus on determining the minimum cooling and heating
rate required to successfully achieve a vitrified state and subsequently thaw under
optimal conditions. In practice the highest possible cooling and heating rates are
usually employed to ensure a successful preservation process.

The study in this work aims at shedding more light on the practical consequences of
devitrification on biobank procedures and the handling of vitrified samples. To this
end, commercially available PBS and CPAs will be used without any further purification
steps in order to mimic conditions found in practical applications. The focus of the
investigation addresses the question how long it takes for a sample to devitrify and
thus indirectly how long a vitrified sample can safely be kept at this temperature.

In this section the devitrification and thus stability of glasses in samples with different
CPA compositions will be investigated. In this manner, a protocol can be established
and evaluated in order to estimate maximum exposure time a vitrified sample can
withstand without appreciable devitrification. Furthermore, the influence of CPA
concentration on the devitrification kinetics is investigated of common CPAs. The
experimental procedure is tested on an established vitrification medium to preserve
human embryonic stem cells (hESC) so that the stability of the vitrified state can be
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directly compared for common CPAs. Based on these findings, improvements to
current vitrification protocols are proposed.

In the following, the Johnson-Mehl-Avrami-Kolmogorov (JMAK) model is introduced to
describe the devitrification process. Then, the methods used for sample preparation
and experimental setup are described. The following common CPAs will be studied
with respect to their influence on the devitrification dynamics: DMSO, ethylene glycol
(EG) as well as EG/DMSO mixed at a 50:50 volume ratio. The three CPAs will be mixed
in different concentrations expressed in wt%. In addition an established vitrification
medium for hESC cultures in the following denoted the VS medium [26], [190], [191].
DSC measurements are performed at different temperature for each sample type to
study the devitrification process. The results presented in this section have been
published in [192].

6.3.1 Johnson-Mehl-Avrami-Kolmogorov model for devitrification

The devitrification process is usually described by the JIMAK model [75], [188], [193]-
[195]. This model will therefore be employed to analyze the ice crystallization kinetics
during the devitrification process. The JMAK model describes crystallization in glasses
or supercooled liquids. The model was developed and presented in a series of papers
between 1937 and 1941 [196]-[200]. Here, the will be applied to model ice
crystallization in vitrified samples. The JMAK model is developed for isothermal
conditions only. Other studies used the JMAK model as a basis for further models
where the temperature is increased constantly over time [193], [195], [201]-[204]. As
pointed out in [194], [195] some theoretical problems arise with these models and
only isothermal will therefore be used in this study.

Consider now a vitrified medium that has been heated to a constant temperature T,
above the glass transition temperature T. It can be described as a supercooled liquid.

At some point, ice crystals will nucleate and start to grow as show in Figure 6.12.

NI

] > [

Figure 6.12 Schematic of the devitrification process. Above the glass transition
temperature a series of ice nuclei can form and start to grow. Initially the crystal
growth is not impeded, but as time goes on the ice crystals will come into contact.
This slows down crystal growth since the crystal surface area is decreasing.
Eventually, the crystal growth will come to a standstill.
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During this initial part of the devitrification process the overall ice crystallization rate
will increase as more ice grains form and grow. At some point ice crystals will come in
contact and merge, reducing the surface area and thus the overall ice crystallization
rate. In addition, the volume where new ice grains can nucleate is reduced slowing the
nucleation of new ice crystals. Eventually the ice crystallization saturates and will come
to a practical standstill. The devitrification process is thus dependent on both the
nucleation rate and the growth rate of ice crystals. Both or these processes are
dependent on temperature. Devitrification kinetics should thus be described as a time-
and temperature-dependent process.

Under the assumption of isothermal conditions, the JMAK model gives an expression
for the fraction of ice crystallized X at a time t [195]:

X(t)=1-—exp (—A ftlv (ftudt> dt’) (6.6)
0 t!

Here, I, and u denotes the ice nucleation and growth rate, respectively. t’ is the onset
of nucleation. The dimensionality of ice crystallization growth is contained inm, a
parameter that coincides with the dimensionality of the sample in the case of interface
limited ice formation. A is a combined expression for all parameters that are constant
over time. If the ice nucleation and crystal growth rate are assumed to be independent
from each other and constant over time at the sample temperature T;5,, then
equation (6.6) can be rewritten to the so-called Avrami equation [194]:

X(@) =1 —exp(=(K(Tiso))") (6.7)

Here, K (T}s,) denotes the crystallization constant at the sample temperature T, and
contains both the ice nucleation and growth terms. n is related to the dimensionality
of the crystallization in a similar manner as m. In this analysis a three-dimensional
crystallization will be assumed. Dependent on the nucleation rate and whether the
controlling mechanism of the ice crystallization is interface or diffusion limitation, the
dimensionality parameter n can take different values as listed in Table 6.2 [194].

Table 6.2 Table with possible values for n under various conditions.

Nucleation rate Interface limited Diffusion limited
Constant n=4 n=>5/2
Zero n=3 n=3/2

The crystallization constant exhibits an Arrhenius dependence on temperature:

Ea ) (6.8)

K(Tiso) = Koexp (— =
Lso
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The activation energy of devitrification and gas constant are denoted E4 and R
respectively. K, is a constant that hypothetically describes the asymptotic
crystallization constant at infinitely high temperature T = oo, K, = K(0). In order to
ensure robust fitting of the crystallization constant equation (6.8) is transformed to a
linear relation between In(K) and T~ 1:

In(K) = In(K,) — % 71 (6.9)

To compare the devitrification kinetics between different chemical compositions a
devitrification time t, can be defined as the time it takes for x % of the devitrification
to occur. Based on equation (6.7), the relative devitrification of the sample can be
expressed as:

x =X(ty) =1 —exp(=(K(T)t)") (6.10)
This equation can then be solved to find the devitrification time ¢,

In(1 — x)/™

T (6.11)

tx(T) = -

This expression can then be used to extrapolate the devitrification time also for
temperatures that exceed the measurement range once the temperature dependent
crystallization constant has been determined. The devitrification time is an expression
for the stability of a sample and high t, indicates that the cryopreserved sample is
robust against temperature fluctuations. Due to the asymptotic nature of the
devitrification process, a full crystallization cannot be observed. Therefore tys will be
used in the following analysis as a timescale for quasi-complete devitrification.
Devitrification times t, for alternate crystallization fractions would effectively only
shift t,(T) curves vertically and maintaining their shape. Any t,(T)-curve can thus be
used as a parameter for the stability of the vitrified state.

6.3.2 Methods for devitrification measurements

By employing DSC, the devitrification process can be measured as it allows for
measurement of the heat released during ice crystallization. By employing this
technique isothermally, the devitrification process can be studied, since the heat flow
is directly proportional to the ice crystallization rate. This section will describe the
experimental procedures used and the application of the JMAK model to the measured
data for these investigations before summarizing the parameters that will be
extracted.
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Sample preparation

To investigate the influence of the chemical composition on the devitrification,
different CPAs in PBS and an established medium for vitrification, were used to
prepare the samples. The following CPA compounds have been investigated: DMSO
(WAK-Chemie Medical), EG (Sigma-Aldrich Chemie) and a 50 vol%/50 vol% EG/DMSO
mixture. These compounds were added to PBS (Gibco, Thermo-Fischer Scientific) in
varying concentrations in the range 43 wt% to 54 wt% and a total of 14 samples were
prepared in this way. In addition, an established medium (VS) for vitrification of hESC
cultures was investigated. The medium is prepared as described in the following [26].
A hESC medium comprised of Dulbecco’s modified eagle medium (Gibco, Thermo
Fisher Scientific DMEM F12) is supplemented with 0.1 mMol/l B-mercaptoethanol
(Sigma—Aldrich Chemie GmbH), 20 % syntactical serum replacer, 2 mMol/| L-glutamine,
1 % non-essential amino acids, 4 ng/ml human recombinant bFGF, 100 U/ml penicillin
and 100 pg/ml streptomycin (all from Invitrogen). Then, 20 vol% DMSO and 20 vol% EG
were added to the hESC culture medium as CPAs. Finally, 300 mMol sucrose (Sigma-
Aldrich Chemie) was added.

To prepare samples for DSC measurements, 45 uL of each solution were pipetted into
a sample pan (B016-9321, 50uL, Perkin Elmer) as described in section 3.4. Each sample
was weighed so that the magnitude of the DSC signal can be related to a specific
amount of water. Then, the sample was sealed with an aluminum lid using a sample
press (Perkin Elmer Universal Crimper Press). These steps are depicted in Figure 3.15.
The sample was then loaded into the DSC along with an empty reference sample.

Temperature protocol

The JMAK model is only valid for isothermal conditions and a corresponding
temperature DSC protocol will have to be employed. The devitrification is studied at
different temperatures for each sample type so that the activation energy of the
devitrification process E4 and the asymptotic crystallization constant K, can be
determined for the different chemical compositions. After the sample is vitrified, the
sample is heated to the isothermal temperature T;5, at which it is held so that the
devitrification process can be investigated. Details on the isothermal DSC protocol can
be found in section 3.4. Typically, isothermal temperatures range of 10-15 °C was
investigated for each sample type.

To determine an upper limit for the isothermal temperature Tj5,, a temperature-
sweep (T-sweep) measurement was performed for each sample type before
proceeding with isothermal measurements. Samples were heated from -145 °C to
20 °C at a heating rate of 10 °C/min and both a crystallization temperature T, and the
glass transition temperature T, are retrieved from this experiment. As the heating rate
of 10 °C is rather fast compared to the duration of the isothermal measurements,
crystallization indicates that the devitrification is a very fast process at this
crystallization temperature. This temperature can thus be used as a practical
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temperature limit when studying devitrification at isothermal conditions. The
theoretical upper limit for this type of measurements is the eutectic crystallization
temperature, which will be discussed in section 6.3.4. Details on typical T-sweep
protocols and the determination of crystallization and glass transition temperatures
have been outlined in section 3.4.

Calorimetric measurements

In DSC the heat-flow, Q(t) is measured over the course of a given temperature profile.
In the case of devitrification, it can be assumed to be proportional to the crystallization
rate of. This can be expressed in the following equation:

Q(t) x —d)éit) (6.12)

The fraction of crystallized ice X(t) can be retrieved from the heat flow Q(t)
determined in the DSC measurements based on the following equation:

JyQeehdt’

X0 =
Syt enat’

(6.13)

Here t,,4 is defined as the time when the crystallization process is complete, i.e. when
Q(t) = 0 mW. In practice t,,q is chosen as the time where Q(t) is negligible and
smaller than the background noise. This allows for an application of the IMAK model to
data retrieved from the DSC measurements and thereby investigate the devitrification
kinetics.

Dimensionality exponent n in the JMAK-model

Before taking a look on the complete DSC results the dimensionality exponent n has to
be determined so that the DSC measurements can be properly interpreted. The value
of n depends on the nucleation rate during the devitrification and the limiting factor of
the crystallization process. The crystallization will be assumed to be a three-
dimensional process what is justified considering that ice crystals have no preferred
growth direction and that the sample containers do not limit growth in specific
directions. To double check this, the IMAK model was applied to all data sets while
keeping n as a variable. An average value of n = 3.07 + 0.57 has been found acros all
samples and temperatures investigated and n = 3 will therefore be used for all further
analysis of the measurement data. This corresponds to an interface-limited
crystallization process, see Table 6.2. Ice crystal growth is in this case limited from
water molecules crossing the ice crystal surface.
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Evaluation of measured data using the JMAK model

Here, an outline for the extraction of the devitrification kinetic parameters will be
presented through an example of a typical measurement. Figure 6.13 shows an
isothermal DSC measurement of the heat flow. Here, a 49 wt% EG/DMSO sample was
kept at an isothermal temperature T;5, =-100 °C. From this measurement a maximum
ice crystallization rate is seen at approximately 12 minutes and the devitrification
process has run its course at around 30 minutes. Using equation (6.13), the
crystallized fraction X(t) can be calculated. From this the time tqs after which 95 % of
the crystallization is completed can be determined to tg5 =20.9 minutes, as shown in
Figure 6.13. The JMAK model described by equation (6.7) using n = 3 has been fitted
to X(t) and the crystallization constant K(—100 °C) of 0.067 min™ for the isothermal
temperature Tj;, =-100 °C could be retrieved. The same experiment has been
repeated at six different temperatures for this particular sample. The determined
crystallization constants are shown in Figure 6.13 with an Arrhenius fit on the form of
equation (6.9). The parameters for the devitrification constant could then be
determined based on these data. For the 49 wt% EG/DMSO sample an activation
energy for devitrification E4 of 57.8+0.7 kJ/mol is found and the asymptotic
crystallization constant In(K,) of 37.5+0.5 In(min™). This data analysis has been
applied to all measurements of the devitrification kinetics.
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Figure 6.13 Here the heat flow of a typical isothermal measurement is shown. The
sample consisted of 49 wt% EG/DMSO and was kept at -100 °C. From the heat flow
the crystallized fraction X(t) has been calculated. The JMAK model has been fitted to
X(t) to yield a crystallization constant of 0.067 min using n = 3. A measured value
for tgs5 has also been marked as a square. b) Here an Arrhenian fit is shown for the
crystallization constant of the 49 wt% EG/DMSO sample. The fit yielded Ep of
57.840.7 kJ/mol and a In(K) of 37.5+0.5 In(min™). The data point marked as a star
corresponds to the measurement performed at -100 °C as shown in a).

The symmetrical shape of the devitrification curve remains unchanged as long as I,,u3
describing the product of of nucleation and growth rate is kept constant [196]. Since
our data can be modelled by the IMAK model it can be concluded that either changes
in I,u3 are negligible or that changes in the ice crystal nucleation and growth rates
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compensate each other for the conditions used in the experiments. The latter scenario
seems very improbable as the devitrification process is expected to be far more
sensitive to changes in growth rate than nucleation rate due to the growth rate being
cubed. For both DMSO and EG it is safe to assume that the nucleation rate during
devitrification is zero above -104 °C according to literature [81], [205]. The
devitrification experiments are however conducted at temperatures as low as -120 °C
and nucleation cannot be neglected. The nucleation rate of DMSO has been shown to
have a maximum at approximately -130 °C that rapidly decreases with increasing
temperature [81]. Here the JMAK model with an exponent of n = 3 was furthermore
found to model the data well indicating a negligible nucleation rate according to Table
6.2. The temperature-dependence of the devitrification process must therefore be
dominated by changes in ice crystal growth rates in the experiments shown in this
work.

CPA concentration increase through ice crystallization

When ice crystallizes in a vitrified sample then the CPA will concentrate between the
ice crystals as they are poorly dissolved in ice. By integrating the crystallization dip of
the T-Sweep measurement the amount of water crystallizing in the sample as a
percentage of the total sample weight can be estimated. Correlating this to the total
amount of water in the sample the overall increase of CPA concentration in the non-
crystallized part of the sample can be estimated assuming that the CPA will be evenly
distributed in the remaining liquid. CPA could be strongly enriched at the ice crystal
grain boundaries during crystallization. It still allows for an estimation of the average
increase of DMSO in the liquid. It is safe to assume that only ice is crystallizing during
the course of the experiments. Since the formation of hydrates, the only other
compounds that possibly could be present, is extremely unlikely compared to ice
crystallization. This is corroborated by the absence of eutectic melting in the T-sweep
measurement, which would have shown as an endothermic peak at the eutectic
temperature depending on the hydrate formed [206].

A T-sweep measurement for the 43 wt% DMSO sample provides an example for the
calculation of the CPA concentration increase. Here, energy of 1.13 J was found to be
released during crystallization. Assuming a heat of fusion of pure water of 334 J/g ice
must have formed from 3.38 mg H,0 corresponding to 7.0 wt% of the sample. In the
following, this ratio of water crystallized will be denoted ;... The actual heat of fusion
of ice crystals is slightly lower in binary mixtures [207] which leads to a slight
underestimation of the water crystallized. The sample contained a total of 27.55 mg of
water and the final DMSO concentration in the non-crystallized part of the sample can
be calculated as:

Mpumso,o

Ccpaend =
' Mpmso,0 T Mu20,0 — Mu20,crystallized (6.14)

_ 20.79 mg
~ 20.79 mg + 27.55 mg — 3.38 mg

= 0.462
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The absolute increase in CPA concentration, AC-p, in the non-crystallized part is thus
given as

ACcpa = Cepaena — Cepao (6.15)
ACDMSO = CDMSO,end - CDMSO,O = 46.2 wt% — 0.430 wt% = 3.2 wt% (6 16)

It should be noted that these values are only estimates and not exact as the slope of
the heat flow curve changes before and after the crystallization due to changes in heat
capacity and a precise calculation of the heat flow integral is thus not possible. Precise
integrals are not possible to perform due to a change in heat capacity and therefore
slope of the DSC curve before and after the crystallization event. The heat of fusion is
also unknown for these particular samples which leads to an underestimation of the
CPA concentration increase as previously argued.

Summary of devitrification parameters extracted using DSC

For all the samples data is retrieved from both the T-sweep as well as the isothermal
DSC measurements. Here a brief summary of the parameters describing the
devitrification kinetics that is determined in work will be given.

From the T-Sweep the glass transition temperature T, and a crystallization
temperature T, can be determined. From the magnitude of the crystallization dip the
amount of water crystallizing in the sample ;.. can be calculated when related to the
weight of the sample. This furthermore leads to an estimation of the resulting absolute
increase in CPA concentration AC;p,4 in the non-crystallized part of the samples for the
relevant samples.

From the isothermal measurements and the application of the JMAK model the
devitrification parameters of activation energy E4 and the asymptotic crystallization
constant K, can be determined. In a second step tys(—100 °C), the devitrification at -
100 °C, and T (tys = 1 h), the temperature required for quasi-complete devitrification
within one hour, can be calculated. Both tg5(—100 °C) and T(tos = 1 h) serve as a
method to investigate the effect of changing the initial CPA concentration on the
devitrification kinetics. This gives a measure that allow for a direct comparison of CPAs
and concentration. This measures how stable a given sample is at specific
temperatures and can be used as a parameter to evaluate handling procedures for a
sample with a given CPA composition. Other temperatures or devitrification times
could similarly be used to mimic the conditions of the handling procedure.

After the data has been presented for the various CPAs these parameters will be
presented in Table 6.3.
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6.3.3 Measurements of devitrification kinetics

Using this DSC technique DMSO, EG and EG/DMSO mixtures were investigated at
varying concentrations. Each compound was investigated at four or five
concentrations. Furthermore the VS medium was investigated. Here both the T-sweep
measurements and the isothermal measurements will be presented for each CPA type
along with the application of the JIMAK model. The results are collected in Table 6.3.

DMSO:

The DSC measurements for the DMSO mixtures are summarized in Figure 6.14. Five
concentrations of DMSO were investigated: 43 wt%, 44 wt%, 45 wt%, 46 wt% and
47 wt%. For each concentration, a 10 °C/min T-sweep DSC measurement was
performed. These are shown in Figure 6.14a where the glass transition (triangle) and
crystallization (circle) temperatures are marked. The crystallization temperature poses
a practical upper limit to the isothermal DSC measurements and retrieved from the T-
sweep measurements. It is seen to increase significantly with concentration which was
expected as higher concentrations of DMSO typically result in a stronger tendency to
form a glass [61]. By increasing the concentration of DMSO from 43 wt% to 46 wt%,
the crystallization temperature increases from -110 °C to -77 °C. The crystallization
temperature for the 47wt% sample is seen to be higher than that of 46 wt% which was
unexpected and can be attributed to the crystallization dip partly overlapping the
melting peak. This effectively skews and stretches the crystallization dip and a precise
determination of the crystallization temperature becomes very difficult. The aim of
these measurements was to establish an upper temperature limit for the isothermal
measurements and a rough estimate of the crystallization temperature is sufficient.
Isothermal measurements should generally not be performed close to or above the
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Figure 6.14 a) T-sweep DSC measurement using a heating rate of 10 °C/min for the
DMSO-mixtures and the retrieved glass transition (triangles) and crystallization
(circles) temperatures have been determined. b) Measured devitrification times tg5
(squares) and fits according to the JMAK model. The glass transition temperature T,
(triangles) and crystallization temperature T, (circles) retrieved from the 10 °C/min
T-sweep measurement are also included.
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eutectic temperature, which is approximately -70 °C for aqueous mixtures of DMSO
[206]. It is furthermore observed that the glass transition temperature only varied
slightly from -132.5 °C to -131.1 °C for different concentrations of DMSO. The melting
temperature decreased with increasing the DMSO concentration. Both of these
observations are accordance with other studies of DMSO mixtures [206], [208].

From the T-sweep measurements the amount of water crystallized in the sample has
been estimated. This crystallization resulted in the DMSO concentration in the non-
crystallized part increased by 3.2 wt% for the 43 wt% DMSO sample. Similarly a DMSO
concentration increase of 3.5 wt% was found for both the 44 wt% and 45 wt%
samples. It was not possible to estimate the amount of crystallized water in the 46
wt% and 47wt% samples since the crystallization dip were close to or overlapping the
melting peak.

For each concentration, a series of isothermal DSC measurements were carried out at
different temperatures. From these measurements, the devitrification time tq5 was
determined for all different concentrations of DMSO and isothermal holding
temperatures. From these measurements, the temperature dependence of the
crystallization constant is determined. Figure 6.14b shows these values (squares) along
with a fit (lines) based on equations (6.9) and (6.11) that allows to retrieve the values
of ty5 based on the crystallization constant K(T). The glass transition (triangles) and
crystallization (circles) temperature retrieved from the 10 °C/min T-sweep DSC
measurement are shown along with at the devitrification times tq5 for every particular
mixture and temperature.

The devitrification times in Fig. 6.16b shows that the devitrification kinetics exhibits a
strong dependence on the initial DSMO concentration. The higher the DMSO
concentration, the more stable the amorphous state is. It can thus be concluded that
the devitrification process slows down at higher concentrations. If samples are given
devitrification times of, for example, one hour, the 43 wt% DMSO sample experiences
a full crystallization already at very low temperatures around -125 °C whereas the
47 wt% DMSO is only fully devitrified at -92 °C. This difference in sample stability is
considerable and the 47 wt% DMSO sample is significantly less sensitive to short-term
temperature elevations slightly above the glass transition temperature. These results
show that even small changes in CPA concentration can lead to significant changes in
the stability of the amorphous state.

EG

The results of the DSC measurement of the EG samples are shown in Figure 6.15. EG
was investigated in concentrations of 50 wt%, 51 wt%, 52 wt%, 53 wt% and 54 wt%.
The 10 °C/min T-sweep measurements are shown in Figure 6.15a. Here the same
overall trend as with the DMSO samples are seen, where higher concentrations lead to
a higher crystallization temperature and a lower melting temperature whereas the
glass transition temperature remains unaffected. By increasing the EG concentration
from 50 wt% to 53 wt%, the crystallization temperature increases from -94 °C
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to -65 °C. Even though EG has a higher eutectic temperature than DMSO [209] an
overlap of the crystallization dip and the melting peak is still seen for the highest
concentrations used in this study. Therefore, only the results from lower EG
concentrations were used for the ice crystallization analysis. From the 50 wt% and
51 wt% samples, an increase of EG concentration during the crystallization by 5.5 wt%
and 6.9 wt% in the non-crystallized part of the sample is estimated. This increase in the
EG concentrations resulting from ice crystallization is significantly stronger than the
concentration increase found for DMSO samples indicating that a higher percentage of
the water crystallizes and that DMSO to a larger extent inhibits ice crystallization. The
52 wt% sample showed a lower melting temperature than expected compared to the
other data sets. This is likely due to an error in the experimental procedure for this
particular sample that caused a shift or mismatch of the temperature scale. The data
for this sample have been kept to allow for a discussion of the consequences of such
errors in the experimental procedure in section 6.3.4.

Figure 6.15b contains the measured devitrification times tqs (squares) and
corresponding fit (lines) based on the JMAK model in equation (6.11). Again the same
trend is seen as with the DMSO samples, namely a strong dependence of the
devitrification time on the initial EG concentration. For the EG samples the one hour
devitrification time spans the temperature range of approximately -110 °C to -81 °C for
the investigated concentrations. This is a slightly shorter more narrow temperature
range as that of DMSO. This indicates that the devitrification of EG samples is less
dependent on the initial CPA concentration compared to DMSO. The measured values
for the devitrification times of the 52 wt% sample does not lie in the expected ranges
when comparing to the 51 wt% and 53 wt% samples what could be expected based on
the errors in the experimental procedure mentioned before. An indication hereof was
already found in the T-sweep measurements.
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Figure 6.15 a) T-sweep DSC measurement using a heating rate of 10 °C/min for the
EG-mixtures and the retrieved glass transition (triangles) and crystallization (circles)
temperatures have been determined. b) Measured devitrification times tq5 (squares)
and fits according to the JMAK model. The glass transition temperature T, (triangles)
and crystallization temperature T (circles) retrieved from the 10 °C/min T-sweep
measurement are also included.
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EG/DMSO
The 50 vol% / 50 vol% EG/DMSO mixture was investigated in four different
concentrations: 47 wt%, 48 wt%, 49 wt% and 50 wt%. The results of the DSC
measurements are shown in Figure 6.16. The 10 °C/min T-sweep measurements in
Figure 6.16a show that the crystallization temperature increases from -100 °C to -80 °C
when increasing the CPA concentration from 47 wt% to 50 wt%. This increase of the
crystallization temperature is, however, smaller compared to the samples with only
either DMSO or EG where the crystallization temperature increased by the same
variation of the concentration of 25 to 30 °C. This already gives a first hint that the
EG/DMSO mixture is less sensitive to concentration changes. For the highest
investigated concentration of 50 wt%, an overlap between the crystallization and
melting peak can be observed. The crystallization temperature determined for this
sample seems to align with the other measured crystallization temperatures retrieved
from the EG/DMSO measurement series. This was slightly unexpected since an overlap
between the crystallization dip and melting peak in the pure EG or DMSO samples led
to an underestimation of the crystallization temperature. From the T-sweep
measurements only small variations in the glass transition temperature
between -130.5 °C and -131.5 °C are found. The increase in concentration AC.p4 after
complete devitrification is 5.3 wt% for the 47 wt% sample and 5.1 wt% for the 48 wt%
sample. These values are in between the data retrieved for the DMSO and EG samples
as expected. For the 49 wt% sample there is a potential overlap between the
crystallization dip and melting peak and the amount of crystallized water cannot be
determined accurately. The measured and fitted devitrification times tq5 are shown in
Figure 6.16b. Here, an increase in devitrification times with increasing CPA
concentration is seen as expected. The temperature required for complete
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Figure 6.16 a) T-sweep DSC measurement using a heating rate of 10 °C/min for the
EG/DMSO-mixtures and the retrieved glass transition (triangles) and
crystallization (circles) temperatures have been determined. b) Measured
devitrification times tq5 (squares) and fits according to the JMAK model. The glass
transition temperature T, (triangles) and crystallization temperature T . (circles)

retrieved from the 10 °C/min T-sweep measurement are also included.
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devitrification within one hour increases from -115 °C to -95 °C when increasing the
concentration of EG/DMSO from 47 wt% to 50 wt%. This is a slightly shorter
temperature interval as compared to either the DMSO or EG samples. This still holds
true when compensating for the higher concentration range of 4 wt% that was
investigated in the case of the EG and DMSO samples. The devitrification kinetics are
thus less dependent on the concentration for the EG/DMSO mixture. As with the EG
samples, there is one sample where the devitrification kinetics does not seem to align
with the other samples. The devitrification times for the 48 wt% EG/DMSO sample has
a lower slope compared to the other samples. This deviation could in part be
attributed to the measurement performed at -112 °C where the measured tqs5 is lower
than the corresponding extrapolation based on the measurements at other isothermal
temperatures. The retrieved isothermal crystallization constant K(—112 °C) is then
also lower which in effect reduces the activation energy Ex as yielded from the
Arrhenius fit and thus the slope of the fitted to5. From Figure 6.16a a melting
temperature higher than expected for this particular sample was observed. This could
indicate an error in the experimental procedure as with the 52 wt% EG sample and will
also be discussed in section 6.3.4.

VS medium

Due to its application in the vitrification of hESC cultures, only a single sample with the
VS medium was measured and the CPA concentration was thus not varied. Figure 6.17
shows the results of the DSC measurements. As it contains 38.5 wt% of the 50/50
EG/DMSO mixture, it can best be compared to the EG/DMSO samples and the data for
the 47 wt% EG/DMSO sample are included in Figure 6.17 for comparison. The
10 °C/min T-sweep measurement of the VS medium is shown in Figure 6.17a. Here it is
seen that the crystallization temperature is -104.4 °C which is lower than the lowest
concentration of the EG/DMSO samples. This was to be expected since it only contain
38.5 wt% EG/DMSO as opposed to 47 wt%. The difference is, however, unexpectedly
small when the significant difference in EG/DMSO concentration is taken into
consideration. This effect can be attributed to the sucrose in the sample since the VS
medium contains 300 mMol sucrose or 9.0 wt% sucrose in addition to the EG/DMSO.
Sucrose is also used frequently as a CPA [22] and the 9.0 wt% thus contribute
significantly to the overall preservation properties of the VS medium. Another
noteworthy feature of the VS medium is that it shows the highest glass transition
temperature T, =-128.9 °C of all the investigated samples. The low crystallization
temperature is a clear indication that the sample should be less stable than the 47 wt%
EG/DMSO sample but only the isothermal DSC measurements can reveal whether this
can also be translated to decreased sample stability. From the crystallization dip an
estimation of the ratio of crystallized waterr;,, = 7.8 wt% is made. In the non-
crystallized part of the sample initially containing 52.5 wt% water this causes an
absolute increase of 3.3 wt% and 0.7 wt% of EG/DMSO and sucrose, respectively. This
increase in the EG/DMSO concentration is very low compared to the values retrieved
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for the EG/DMSO samples. Especially when considering the much lower initial CPA
concentration in the VS medium, a much higher increase in CPA concentration would
be expected.

The results of the isothermal DSC measurements are shown in Figure 6.17b. Here it is
observed that the devitrification times ty5 for the VS medium are lower than those of
the 47 wt% EG/DMSO sample. It can thus be concluded that the VS medium has the
least stable glass phase of all samples where both EG and DMSO are present. This was
expected due to the low crystallization temperature found in the 10 °C/min T-Sweep
measurement and the higher glass transition temperature does not seem to have a
significant influence on the devitrification kinetics. As the concentration of 38.5 wt%
EG/DMSO in the VS medium is significantly lower even shorter devitrification times
would have been expected when comparing the 47 wt% EG/DMSO sample. The
sucrose in the VS medium seems thus to have a significant stabilizing effect on the
sample stability. The stability effect of sucrose on the VS medium is also confirmed by
the temperature of -118.1 °C required for complete devitrification within one hour,
very close to the value of -114.2 °C found for 47 wt% EG/DMSO.

a) VS medium b) VS medium
47 wt% EG/DMSO
g -V 4 - = VS medium
E o] 47 wt% EG/DMSO = 1 day
J £,
% iy 1 hour
= - oo
- VS medium i)
% 0 1 min
T T T T 1 T
-120 -100 -80 -60 -40 -20 -130 -120 -110 -100 -90 -80
Temperature, [°C] Temperature, [°C]

Figure 6.17 a) T-sweep DSC measurement using a heating rate of 10 °C/min for the VS
medium and the retrieved glass transition (triangles) and crystallization (circles)
temperatures have been determined. The DSC measurements for the 47 wt%
EG/DMSO sample has also been shown for comparison. b) Measured devitrification
times tg5 (squares) and fits according to the JMAK model. The glass transition
temperature T, (triangles) and crystallization temperature T (circles) retrieved from
the 10 °C/min T-sweep measurement are also included.

Summary of DSC measurements.

The parameters characterizing the devitrification are collected in Table 6.3 for all
sample compositions. The values for the crystallization temperature marked with a
star indicate an overlap between the crystallization dip and melting peak. The samples
marked with two stars contain potential experimental errors as previously mentioned.
From these isothermal measurements it should be clear that some chemical
compositions are significantly more sensitive to temperature elevation in that the
devitrification time is very short at -100 °C.
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Table 6.3 Parameters extracted the T-sweep and isothermal DSC measurements.

Ty, T 1rice and ACcpy Were retrieved from the T-sweep measurements. E4, K,

isothermal

the

from

retrieved

1h) were
measurements and based on fits to the JMAK model. T, data points marked with

tos(—100°C) and T(tog

a * indicate overlap between the crystallization dip and melting peak in the T-

sweep measurements. ** indicates samples with potential experimental errors.

CPA Ccpao T, T, Tice OCcpa E, In(Ko) t95(—100°C) T(tgs = 1h)
[wt%] [°C] [°C] [wt%] [wt%] | [kJ/mol] :235;: [min] [°C]
DMSO 43 -131.5 -110.2 7.0 3.2 38.8x1.4 27.6%1.1 0.77 -124.1
44 -132.7 -103.3 7.4 3.5 41.8+4.6  28.7+£3.5 1.92 -117.2
45 -132.0 -94.6 6.6 3.5 54.6x7.1 36.5%5.2 6.13 -109.8
46 -131.4 -76.8 NA NA 49.9+0.9 30.1+0.6 136.0 -95.8
47 -131.1 -79.4%* NA NA 52.1+9.2 31.0%6.0 263.4 -92.6
EG 50 -130.4 -93.7 10.0 5.5 59.916.9 40.415.0 5.00 --109.8
51 -130.7 -83.2 12.0 6.9 51.6£2.4 32.3%0.7 48.80 -101.0
52%* -130.4 -75.2 NA NA 64.2+1.1  39.7%£0.7 188.4 -95.5
53 -129.5 -65.0* NA NA 44.1+£1.5 24.6x1.0 620.6 -85.8
54 -130.9 -68.0* NA NA 46.1+5.9 25.2+3.7 1352.7 -81.4
EG/DMSO 47 -131.5 -99.3 10.2 5.3 55.9+1.4 38.5%+3.0 1.88 -114.2
48%** -130.5 -90.9 9.7 5.1 42.0+7.9 26.9+5.7 13.99 -108.3
49 -131.0 -87.7 NA NA 57.9+0.7 37.5%0.5 21.78 -104.3
50 -130.8 -78.4* NA NA 49.7+1.9 29.6+1.3 186.1 -94.2
VS medium | 38.5/9.0| -128.9 -104.4 7.8 3.3/0.7| 54.3+2.4 38.4+1.8 0.73 -118.1
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6.3.4 Discussion of the DSC measurements and the JMAK model

The devitrification can be studied using isothermal DSC measurements. As shown in
Figure 6.13, the JMAK model can be used to describe the devitrification kinetics of the
investigated chemical compositions. The Arrhenius dependence of the crystallization
constant is a further indicator that the JMAK model provides a correct description of
devitrification. It also allows us to make further observations regarding the crystal
growth rate, ice crystal nucleation and the influence of CPA concentration. Based on
the JMAK model, different media can directly be compared with respect to the
amorphous state stability for temperatures above the glass transition temperature. It
is, however, worth taking a closer look on the JMAK model before proceeding with a
comparison of the media.

General discussion of the JMAK model

Multiple methods have been developed using non-isothermal DSC to investigate the
devitrification kinetics [194]. Typically T-sweep measurements are used to investigate
the dependence of the crystallization temperature on the heating rate. A T-sweep
measurement usually takes less than a quarter of the time of an isothermal
measurement depending on the experimental parameters. While this makes the
isothermal technique used for the present study a very time-consuming technique this
method is easy to perform and the data analysis does not require further assumptions
or approximations to the JMAK model [193]-[195]. This makes the data processing
straight forward and the obtained results in data that are easy to understand and
employ in further practical applications.

Devitrification describes the process of ice crystallization in a sample that initially was
vitrified, i.e. in a glassy state. Devitrification has several implications for the
cryopreserved sample. As more and more water is crystallizing to ice, the water
content of the remaining sample decreases what leads to an effective increase of the
CPA concentration. This means that less water is available for further ice crystal growth
and the higher CPA concentration results in a higher viscosity of the non-crystallized
fraction of the sample [210], [211]. Both of these effects will cause a slowdown in the
crystal growth rate. The JIMAK model, however, assumes a constant crystal growth rate
[196]. This discrepancy might lead to a deviation of the measured data from the
model. Taking a look at the measurements again, for example the one depicted in
Figure 6.13, a noticeable slowdown in the crystallization is not seen. It can thus be
concluded that changes in the crystal growth rate due to an increase in CPA
concentration are negligible. This becomes even more obvious when considering the
variations of the crystal growth rate induced by temperature changes which is clearly
seen from the devitrification charts shown in Figure 6.14b through Figure 6.17b. This is
in accordance with another study using video-microscopy where ice crystal growth
rates in 45 wt% DMSO samples were found to be constant albeit in a short timeframe
below one minute [82].
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From Table 6.3 it can furthermore be seen that the concentration increase in the non-
crystallized fraction is in the range of the initial concentration differences between the
individual samples. While it was observed that the initial concentration has a
significant impact on the overall devitrification kinetics, the changes in CPA
concentration due to crystallization of ice have only a negligible influence on the
devitrification process and thus crystal growth rate. It can thus be concluded that the
initial CPA concentration is mainly influencing the nucleation part of the devitrification
process. This could in principle be checked by studying the granularity of the samples
during vitrification similar to the experiments in section 6.2.3, but the non-transparent
aluminum sealed sample containers required for ballistic cooling do not allow for
optical measurements of the vitrified sample.

Nucleation in a vitrified sample can either be homogeneous when ice nuclei
spontaneous self-assemble or heterogeneous when related to impurities, defects in
the sample container or at cells in the samples. If this heterogeneous nucleation is
constant it will not change the shape of the devitrification curve [196] but speed up
the overall devitrification. Here, it is believed that this effect is minimal since sample to
sample variations are not seen but rather consistent trends when changing the CPA
concentration. For the EG/DMSO and VS medium samples, studies of the nucleation
during the devitrification process have not been reported in the literature and there
exists a possibility that ice crystals can nucleate during the devitrification process. A
distinction between the temperature dependence on ice nucleation and the crystal
growth rate can thus not be made. In order to make this distinction, other types of
experiments would have to be performed for example in a similar way as the video-
microscopy studies in [82]. For the EG/DMSO medium it can, however, still be
concluded that the initial CPA concentration is primarily influencing the nucleation part
of the devitrification process.

Finally, it can be extracted that the crystallization reaction must be an interface-
controlled reaction from the JMAK model. This means that the ice crystal growth is
limited by the rearrangement of water molecules directly on the ice grain surface and
not by long-range transport of water molecules through the surrounding medium
towards the ice crystal surface. This conclusion is first of all based on the average
dimensionality exponent n that could be determined to 3.07 + 0.57. Under the
assumption that the nucleation rate is negligible, this is an indication that the reaction
is interface controlled. Another argument for this conclusion is that any appreciative
effects of a decreasing water concentration are not seen and thereby increasing
viscosity in the non-crystallized part of the sample. This would significantly influence
the diffusion of water in the sample and thus have a non-negligible effect on the
crystal growth kinetics. With a high-viscosity phase, such as the vitrified glassy aqueous
phase in these samples, a gradient of water concentration would then arise leading to
a lower water concentration at the ice-grain surface. Low water content in the direct
vicinity of the ice grain surface would then slow down the ice crystal growth due to the
limited availability of water molecules required for further ice crystal growth. This
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effect is analogous to diffusion controlled chemical reactions where the reaction rate is
limited by the transport rate of the reactants to the location of the chemical reaction.
From this it follows that the ice crystal growth is interface limited.

The theoretical upper limit of the JMAK model is the eutectic temperature. Care should
be taken when extrapolating tys towards the glass transition and melting temperature.
A vitrified sample is not in thermodynamic equilibrium and devitrification is a process
in order to bring the sample back into equilibrium. A sample above the eutectic
temperature has a different equilibrium sample composition compared to below this
temperature. Ice crystal growth is then limited at a different absolute amount of ice in
the sample which change the devitrification dynamics. This makes the eutectic
temperature the theoretical upper limit for the JMAK model. The lower limit of the
JMAK model is the glass transition temperature since this mark a change in the
physical properties of the vitrified state such as the viscosity and heat capacity. Below
the glass transition temperature the molecules in the sample are packed in a
configuration with a low enough energy to be in a stable configuration compared to
the amount of thermal energy present in the system and no crystallization will occur at
all.

It turns out that both nucleation and ice crystal growth are not exhibiting Arrhenius
dependence over a broad temperature range. It has been shown that nucleation of
crystals in a solution of containing DMSO is not exhibiting an Arrhenius dependence
[58], [81]. The ice crystal growth rate can be assumed to be an Arrhenian in a broader
temperature range [195]. It does, however, deviate from an Arrhenius dependence
since the viscosity shows that behavior close to the glass transition temperature
according to the Vogel-Tammann-Fulcher- model [58] as discussed in section 2.2. In all
cases an Arrhenius dependence of the crystallization constant was seen, as shown in
Figure 6.13b. The crystal growth rate thus follows an Arrhenius dependence in the
temperature ranges investigated. To approximate the devitrification kinetics in the
ranges of time and temperatures used in practical applications handling procedures in
biobanks, extrapolations of the crystal growth rates to higher temperatures can be
assumed to be valid for temperatures below the eutectic temperature.

Measurement deviations

Two samples (52 wt% EG and 48 wt% EG/DMSO) showed a significantly different
behavior compared to all the other measurements. It is noteworthy that these two
samples deviate from the other ones in opposite directions, i.e. the 52 wt% EG sample
has the highest activation energy with rather low standard deviation and the 48 wt%
EG/DMSO has the lowest activation energy with rather high standard deviation. This
indicates that different effects are influencing the measurements for the two samples.
These will be discussed individually starting with the EG/DMSO sample at 48 wt%.

The deviation of the 48 wt% EG/DMSO can be attributed to an erroneous single
measurement at -112 °C leading to a low activation energy with a high standard
deviation. The raw data of the heat flow Q(t), its conversion to crystallized fraction

154



Chapter 6 Structural kinetics at elevated temperatures

X(t) and the corresponding fit to the JMAK model of this particular measurement is
shown are Figure 6.18a. The heat flow is seen to start at a negative value. From the
isothermal measurement at -112 °C a devitrification time tos of 100 min was found. If
this particular measurement is excluded from further analysis, then devitrification
times as shown in Figure 6.18b are found. Here the measurement at -112 °Cis included
as a red star while not part of the further analysis. Now the devitrification times for
48 wt% EG/DMSO sample align with the other concentrations.

a) 0. 1205 b) EG/DMSO
O Heatflow = 47 wt%
5 O  Ice crystallized = 100§ R g— = = = =1 = A8 wit%||1year
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Figure 6.18 a) Heat flow data for the -112 °C 48 wt% EG/DMSO measurement. The
heat flow has additionally been converted to the crystallized fraction Q(%). A fit to
the JMAK model gives the devitrification time t95 = 100 min. b) Devitrification times
tos for the EG/DMSO samples. Here the, -112 °C 48 wt% EG/DMSO measurement
(marked as a red star) has been disregarded in the analysis. Based on fitting all other
data points to the JMAK model (lines), a devitrification time tq95 of 160 min was
found for 48 wt% EG/DMSO sample.

The values extracted from applying the JMAK model to the 48 wt% EG/DMSO sample
with and without the -112 °C measurement are listed in Table 6.4. Without the -112 °C
measurement, both E4 and K, are seen to increase. Their standard deviations
decrease which would be expected when excluding a deviating measurement from the
analysis. The data shown in Table 6.4 give a better description of the devitrification
kinetics in a sample containing 48 wt% EG/DMSO in PBS than the values listed in Table
6.3 and should be used for further discussion. Care should however be taken when
concluding from this dataset since it only contain three data points.

Table 6.4 Comparison of devitrification parameters for the 48 wt% EG/DMSO sample
with and without the inclusion of the measurement at -112 °C in the JMAK model
analysis.
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With -112 °C Without -112 °C
E, 42.0+79kJ/mol 55.5+4.5kl/mol
In(K,/min~1) |26.9+5.7 36.7+3.3
tys(—100 °C) 13.99 min 9.21 min
T(tes =1h) |-108.3°C -108.0 °C
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Based on this analysis a devitrification time tg5 of 160 min at -112 °C would be
expected which is significantly longer than the measured 100 min. The isothermal has
thus been subject to an event that resulted in a faster devitrification. If for instance the
purge gas flow was incorrectly adjusted then a discrepancy between measured and
actual sample temperature could occur which then leads to a faster than expected
devitrification time. If not caused by an error in the experimental procedure, this can
only be caused by the crystallization process already proceeding at a constant rate for
the first ten minutes or a change in heat capacity before and after the devitrification.
The baseline for the heat flow is determined as the plateau after the devitrification
process. In this case a constant heat flow over 20,000 data points was used to
determine the baseline heat flow representing 33 minutes after the devitrification
process has ended. It seems unlikely that the crystallization rate starts and remains
constant for a while before increasing. It is furthermore interesting that the starting
heat flow differs from the heat flow after the devitrification process has ended. The
consequence of this is that the JMAK model starts to deviate from the measured data
at the tails of the crystallized fraction. As this deviation is minor as seen from Figure
6.18a and it cannot be the major concern for this particular sample and another reason
must be found for the deviating values

The measured devitrification times for the 52 wt% EG sample did also not align with
the other sample as the slope of the devitrification times seems be steeper than
expected when compared to the other samples. All measurements of a single
concentration are performed on a single sample and the measurements of the 52 wt%
sample are consistent over the entire temperature range. Errors in the mixture
preparation can be excluded since a too high or low EG concentration would shift the
curve towards the 51 wt% or 53 wt% samples maintaining the slope. Either the
nucleation properties of this particular sample have been influenced in some manner,
thereby increasing the temperature sensitivity of the sample or an error has occurred
in the experimental procedure. The nucleation would be affected by impurities in the
mixtures or defects in the sample container. The calibration of the DSC instrument is
highly dependent on a constant stable purge gas flow and changes in this can cause
errors in the temperature or heat flow readout. This could have caused the deviations
observed. The errors persisted for all measurements for this particular sample. It is
therefore not possible to compensate as it was for the 48 wt% EG/DMSO
measurement.

Both the crystallization temperature retrieved from the T-sweep measurements and
the devitrification times determined in the isothermal measurements that were in
good agreement with the results found for the other samples. These measurements
can thus still be used to estimate the stability of these samples, but the results should
not be extrapolated beyond temperatures used for the experiment due to the increase
in slope. Even though the overall devitrification times seem to deviate substantially,
the devitrification time at -100 °C t45(—100 °C) and the temperature required for
quasi-complete vitrification T (tys = 1 h) values can therefore still provide useful
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information on a given medium composition. The isothermal measurement approach
is thus rather robust toward minor errors in the experimental procedure.

EG & DMSO

Let us now evaluate the different CPA compositions investigated. The DMSO, EG and
EG/DMSO samples will be discussed first before proceeding with the VS medium and
relate the properties of this vitrification medium to the common CPA mixtures. It
should be noted that in the following, only the initial CPA concentration used to
prepare the samples is considered and not the increasing CPA concentration of non-
crystallized fraction of the sample. The stability of the glassy state is determined by the
initial CPA concentration. In the following, it will be investigated for all different CPA
types which concentration is required in order to achieve a given level of stability and
how changes in the CPA concentration translate into changes of the sample. To this
end, the devitrification time at -100 °C to5(—100 °C) and the temperature required
for quasi-complete devitrification T(tos = 1h) are studied as a function of
concentration. These are shown in Figure 6.19 and convey the same information as the
devitrification charts in Figure 6.14b through Figure 6.17b albeit on different scales
due to the exponential correlation between time and temperature.
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Figure 6.19 Dependence of initial CPA concentration on the devitrification kinetics. a)
T(tgs = 1 h) and b) t95(—100 °C). T(t95 = 1 h).

From Figure 6.19 it can be seen that DMSO forms a glass that is more stable than EG
which has also been found in other studies [189], [208]. The EG/DMSO mixture shows
an intermediate stability as expected. In addition the CPA concentration required to
achieve the same stability of the vitrified state is lower in the case of DMSO compared
to EG. Let us now take a close look on the effect of changing the initial CPA
concentration. The devitrification time t9s(—100°C) changes by a factor of 342 when
changing the concentration of DMSO by 4 wt%. This shows that even small increases in
the CPA concentration can have a significant impact on the stability of the vitrified
sample and make the difference between a devitrified and an intact sample, when
handling the sample at a given temperature. When increasing the EG concentration by
4 wt%, the devitrification time tq5(—100 °C) increases by a factor of 271. This means
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that samples with DMSO as a CPA are more sensitive to changes in the initial CPA
concentration. For practical applications in the field of cryopreservation, this can be
viewed as a positive attribute since the properties of the vitrification medium can be
manipulated with smaller concentration changes. This means that DMSO is the better
CPA compared to EG when looking from the perspective of stability and its sensitivity
to concentration change. There are, however, numerous other aspects affecting the
choice of CPA. In order to achieve a successful vitrification procedure, these need to be
considered when developing new vitrification media and protocols. One of these
aspects is the cytotoxicity of the CPA. It is commonly known that DMSO is cytotoxic
and extended exposure of cells to high concentrations of DMSO, should be avoided.
This cytotoxicity is higher at elevated temperatures and different methods are
employed where for example the CPA concentration is gradually increased along with
decreased temperatures such as multistep or liquidus tracking have been developed
[26], [58]. A high sensitivity of the amorphous state with respect to initial CPA
concentration is advantageous for these approaches as it allows the stability to be
improved with only minor concentration variations. In the case of a cytotoxic CPA, the
sample stability can then be optimized while minimizing the detrimental effects by
keeping the concentration relatively low. This underlines that the choice of CPA is
always based on a trade-off between multiple parameters and the stability of the
vitrified state is only one of many parameters that has to be taken into account.

The range of concentrations of EG/DMSO required to achieve a stable vitrified state
comparable is in between the ones found for DMSO and EG as seen from Figure 6.19.
This does not come as a surprise as an intermediate behavior would be expected for a
mixture. It is therefore and unexpected finding that EG/DMSO is less sensitive to
concentration changes than both DMSO and EG individually. By changing the
concentration by 3 wt%, the devitrification time t9s(—100 °C) only changes by a factor
of 99 as compared to 177 and 124 for DMSO and EG, respectively. This means that the
formation of new nuclei during freezing is less dependent on the overall CPA
concentration in the vitrification medium. This can be attributed to the fact that the
individual CPAs DMSO and EG are present in these samples in much lower
concentrations. The concentrations required in order for water to react with DMSO or
EG and form hydrates are much harder to reach in the EG/DMSO mixture. The
properties of water are strongly changing when at least one compound in the solution
allows for the formation of a hydrate. This effect is directly described in the binary
phase diagrams for DMSO and EG. Far from the eutectic crystallization temperature
the freezing point varies less with the concentration for lower absolute amounts of
CPA. When both DMSO and EG are present but in lower concentrations, the properties
of water and thus the formation of new ice nuclei is influenced by the presence of CPA
to a lower extent.
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VS medium

Let us now consider the VS medium. This sample has the shortest devitrification time
tys(—100 °C) of 0.73 min of all investigated samples and is thus less stable above the
glass transition temperature compared to the other investigated CPA compositions.
This is a very short devitrification time and appropriate measures would have to be
implemented when cooling, handling and heating samples with this CPA composition.
This can furthermore prove detrimental during longer storage times where the risk of
unwanted temperature elevations increases. In addition, higher cooling and heating
rates would be required for a successful preservation process. This raises the question
of why this medium is employed in biobanking instead of more stable CPA
compositions. Vitrification procedures are constantly being developed further and
optimized [212], [213]. Especially the cooling and heating of cryopreserved samples
have been the focus in order to improve the vitrification procedure. This means that
the key to improve further and being able to preserve also very sensitive cell types
does not lie in cooling or thawing more effectively but in the composition of the
vitrification media. When the exterior parameters such as cooling, thawing and a very
stable storage temperature have been fully optimized, any further improvements on
the vitrification technique can only come from optimizing the interior parameters, i.e.
the media composition, and new innovation can afford to not include the most stable
and robust media compositions. If best practices are employed in maintaining high
standards regarding the temperature protocol it can be beneficial for the overall
quality of the sample to accept lower sample stability in order to reduce the negative
effects of the CPAs. In the case of the VS medium studied here, the CPAs DMSO and EG
have partially been replaced by sucrose. This effectively reduces the cytotoxic effects
of DMSO and EG while maintaining the glass forming tendency. A trade-off was thus
made where stability of the vitrified state was sacrificed in order to reduce cytotoxic
effects. This does, however, require good standards for cooling, thawing and storage
where the sample is protected against unwanted temperature elevations.

Activation energy

One of the describing characteristics of devitrification is the activation energy. A
previous study found activation energies between 30 and 35 kJ/mol for ice crystal
growth in DMSO solutions [194]. This is significantly lower than the activation energies
in the range of 38 to 55 kJ/mol determined in this study as seen from Table 6.3. The
activation energy for the 45 wt% was found here to 54.6 kJ/mol which is around 70 %
higher than the value of 31.5 kl/mol reported in [194]. This discrepancy can be
attributed to the way both experiments are performed. The study in [194] is only
investigating growth rates of single ice crystals that are spaced apart. Here, a
macroscopic perspective is taken on the entire devitrification process including
nucleation, ice crystal growth and recrystallization. These are all thermally activated
processes that influence the overall activation energy of the devitrification. The main
reason of the deviations is, however, found in the sample composition. The study in
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[194] uses pure water as solvent whereas the PBS used for this study contains 155
mMol NaCl and 3 mMol phosphates (with different protonation levels). Electrolytes
disturb the order of water on a molecular level which can have a significant impact on
the ice crystal growth process. This shows that even small changes to such an
experiment can have an effect on the devitrification dynamics and such DSC
measurements should be done on samples that mimic real samples for
cryopreservation as close as possible.

Critical cooling rate

Due to the direct relation between vitrification and devitrification, the data presented
here mirror the critical cooling rate required to achieve a successful vitrification.
Higher concentrations of CPA where found to result in a more stable vitrified state
above the glass transition temperature. The critical cooling rate is similarly dependent
on the CPA concentration and higher CPA concentrations have a lower critical cooling
rate. Since the critical cooling rate is directly linked to the time a sample can stay at a
given temperature before ice starts to crystallize, the presented devitrification data
can directly reveal the cooling rates required to reach the vitrified state for a give
sample composition. This means that samples with high concentrations of CPA are not
only more robust towards temperature elevations over the glass transition
temperature but also pose fewer requirements to the cooling method used.

A definite advantage of using the approach presented in this study is that the result is
two parameters specific to a given media (E4 and K;;) and from these the stability of
the vitrified sample can be described and the effect of exposure to elevated
temperatures for a given duration can be determined. This is opposed to extracting the
information from a time-temperature-transition (TTT) chart as presented in section
2.2.2 that states the time required for a given fraction to crystallize at a specific
temperature [59]. The TTT-chart should similarly be established for each media in
question.

6.3.5 DSC as an evaluation tool in biobanking

The use of DSC has already proven to be a valuable tool in biobanking for the
characterization of cryopreservation media where phase transitions can be
determined and investigated. It has furthermore been used to investigate critical
cooling rates for different vitrification media [61]. The application of DSC has, however,
not been limited to investigating purely chemical and physical characteristics of media
used in cryobiology. Biological processes have also been investigated and one example
of this is the use of DSC to measure water transport in cells during freezing [90], [214].
The study presented in this work shows that DSC can be used to study the
devitrification kinetics of vitrified media.

In particular it was shown that DSC can be used to determine the stability of the
amorphous state in a vitrified sample. This is an important parameter to characterize a
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vitrification medium. Depending on the actual application and cell line that is to be
preserved the robustness towards slight temperature elevations could prove to be the
key to assure high quality of cryopreserved samples even small increases in initial CPA
concentration increase the devitrification time significantly. The trade-off between
sample stability and risks resulting from high CPA concentrations might be worth
considering. It could be imagined that it is worth increasing the CPA slightly for an
improved stability of the amorphous state at the cost of the detrimental effects caused
by higher CPA concentrations.

The devitrification behavior can be determined in samples with well-defined
vitrification media. The robustness towards temperature elevations above the glass
transition temperature can be determined based on the characterization of a
representative sample with the same chemical composition without extracting the
sample from the storage tank and thereby endangering the preserved biological
material. If a sample has experienced temperature elevations, for example through
LN2 shortage, power shortage or prolonged handling in a cryobench, a worst case
scenario can be established to determine the risk of devitrification.

The overall temperature is only rising slowly when the sample is exposed to an
environment with elevated temperatures due to the low heat capacity of air. As the
data in this work the devitrification kinetics at given isothermal sample temperatures
the devitrification time tg5 determined in this study can be seen as a worst case
scenario. However, the sample volumes used for the preparation of vitrified samples
are often small or have a container with high heat conductivity as described in section
2.1. Such samples would then experience a fast adaptation to the reservoir
temperature and a rather pessimistic estimation of the stability might hold true in that
case. When developing handling procedures, the worst case scenario described by
isothermal DSC measurements can be used as upper limit for the temperature budget
of the cryopreserved sample in such a manner that devitrification would not occur
even for the most sensitive samples.

One could speculate that when a sample has been exposed to short temperature
elevations multiple times but below temperatures where devitrification occurs that
more ice nuclei form in the sample. The formation of these nuclei is irreversible and
would be conserved below the glass transition temperature. More ice nuclei in a given
sample before thawing commences increases the risk of devitrification. This puts an
emphasis on the requirement of a very rapid thawing process in order to avoid
devitrification upon warming. This effect can be deduced from the DSC measurements
since the CPA concentrations reduce the amount of ice nuclei formed in the sample
and thus increase the devitrification time. This can be concluded based on Figure 6.19
which shows the increase in devitrification time with CPA concentration and that
n = 3.07 + 0.57. This is in line with other studies where it was shown that high
heating rates are critical for the success of vitrification as a cryopreservation procedure
[21], [34], [45], [77].
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An evaluation of a new medium for vitrification would include four distinct steps. First
the appropriate sample volume for the measurements is established so that the heat
released during crystallization does not exceed the measurement capability of the DSC.
Then a T-sweep measurement is performed in order to establish a temperature region
in which the isothermal measurements can be performed. Here the upper limit is the
onset of crystallization in the T-sweep measurement, as this temperature indicates the
temperature where crystallization is a relatively fast event. Then isothermal
measurements are performed where the sample is heated rapidly from a vitrified state
to a holding temperature and held here for the duration of the devitrification process.
This is repeated with the same sample for several temperatures at relevant
temperature intervals. The final step is the data analysis where the heat flow data is
converted to the crystallized fraction and fitted to the JMAK model. From this the
devitrification times can be extracted for the relevant temperature intervals and
crystallization fractions.

Since the measurements are performed on model samples DSC can as such not be
applied in a retrospective analysis, but it gives valuable insight into the pitfalls and
structural kinetics of vitrified samples. If a DSC analysis of the vitrification medium
shows that there exists a major risk of devitrification in a sample then this particular
sample could be investigated closer using a non-contact method such as Raman
spectroscopy that method would be able to determine whether ice has crystallized in a
sample. This could be done by employing a fiber-based Raman spectroscopy setup as
discussed in section 5.5 [112]. This setup is capable to detect devitrification of vitrified
samples and can thus be used as an additional tool for quality control in biobanks
storing vitrified samples. DSC measurements and Raman spectroscopy complement
each other. The DSC data can for instance help in quantifying the chemical compounds
found with Raman spectroscopy and Raman spectroscopy can help identifying the
processes measured using DSC. While neither of the methods alone can show the
complete picture, they provide a powerful tool for quality control in biobanks when
used together.

6.4 Recrystallization and devitrification: Parallels and differences

This chapter has been devoted to studying relaxation processes in cryopreserved
samples. Here, both recrystallization in slowly frozen samples and devitrification of
vitrified samples have been investigated. Recrystallization and devitrification can
appear as very different processes but they do share similarities. In this section,
various parallels and differences between the two processes will be highlighted.

Both recrystallization and devitrification are temperature-dependent relaxation
processes that bring the sample toward a more favorable state with lower free energy
in the sample. Both processes are unwanted in cryopreserved samples since they
signify an unstable condition. Cryopreservation aims at keeping the sample in a stable
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state where chemical and biological processes are arrested. Both processes thus
indicate suboptimal storage conditions and can be used as a marker for sample aging.
This can be exploited for quality control of cryopreserved samples during storage and
sample conditions can be monitored and tracked when detecting markers for
recrystallization and devitrification. The study of devitrification can furthermore be
used to evaluate preservation media with respect to the stability of the vitrified state.
Recrystallization cannot be used to evaluate preservation media in a similar fashion,
since the slow freezing approach does not rely on the structural integrity of the sample
but rather on the interplay between ice crystallization, medium concentration and
cellular response.

Recrystallization mainly occurs in samples preserved using the slow freezing approach
whereas devitrification only occurs in samples preserved through vitrification. The
samples are thus very different in a structural manner. Slowly frozen samples consist
of ice crystals and a complex network of concentrated medium whereas vitrified
samples are a uniformly distributed glass. A slowly frozen sample is closer to
equilibrium with respect to the phase composition at the given temperature, whereas
the vitrified state is far from equilibrium. The resulting relaxation processes are
therefore of completely different nature. Recrystallization is the redistribution of a
crystalline phase whereas devitrification is a phase transition where ice crystals
nucleate and grow.

Recrystallization and devitrification are similar in that both processes are governed by
diffusion of water molecules and thus the viscosity in the dendritic channels and
amorphous state, respectively. Both relaxation processes can be accelerated through
an increase in temperature since this will lower the viscosity and this increase the
mobility of the individual constituents of the sample. The viscosity in the dendritic
channels of a slowly frozen sample is expected to be comparable to that of a vitrified
sample since the CPA is concentrated to similar levels as used for the vitrification
approach upon ice formation and growth. The temperature regime required for
comparable process rates in the different sample types are, however, very different.
Recrystallization requires higher temperatures in order for water molecules to break
the crystal lattice bonds before a net diffusion takes place toward the larger ice
crystals. This extra energy is not required in the devitrification process. This difference
is reflected in the fact that similar relaxation rate were found when studying
recrystallization around -40 °C but devitrification at much lower temperatures
around -100 °C.

Also the temperature-dependences of these processes are different in nature.
Recrystallization is governed by diffusion and crystal surface effects. Both these
processes depend on temperature in a similar manner. The temperature-dependence
of recrystallization can thus be expressed as a simple Arrhenius relation. Devitrification
is driven by nucleation and growth of ice crystals. These processes have maxima at
very different temperatures. Growth of ice crystals is similar in nature to
recrystallization but include only surface effects on the growing ice crystal and not on
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both growing and shrinking ice crystals as in recrystallization. Devitrification will have a
more complex temperature-dependence compared to recrystallization, with a
maximum of the relaxation rate at a given temperature and smaller rates at lower and
higher temperatures. In section 6.3 it was, however, shown that ice crystal nucleation
has only a minor influence on the devitrification dynamics and the devitrification rate
can still be approximated by an Arrhenius relation in the temperature range
investigated. While devitrification and recrystallization is driven by different processes,
they still show similarities in their temperature dependence albeit with different
activation energies and process rate in the high temperature limit.

Devitrification and recrystallization lead to different changes in the sample
morphology. Therefore, different measurement methods are optimal or even required
in order to detect the different relaxation processes. In this work, DSC was used to
study devitrification. This method cannot be applied for the detection of
recrystallization since the absolute quantity of energy released by this process is too
low and standard calorimetry cannot be used. As DSC measurements require special
sealed aluminum containers, this technology cannot be used on stored cryopreserved
samples. Here, Raman spectroscopy would be more suitable where distinct spectral
signatures of ice or other involved compounds like hydrohalite can be detected. Also
this method is not applicable for detection of recrystallization in stored samples since
all these signatures are expected to be present in the sample but it is only their spatial
distribution that reveals the recrystallization dynamics. Therefore, fluorescence
imaging was used to study recrystallization in this work. Slowly frozen samples are
well-suited for two-dimensional imaging technologies. For stored samples, however,
the quality of the optical access is typically too bad in order to allow for a fine
resolution of the ice crystal size distribution inside the sample. More quantitative
methods like light scattering are better suited for this task as described in section
6.2.4. This technology should in principle also be able to detect devitrification, but
even low amounts of ice could be detrimental and this low amount of ice crystals
might be below the detection threshold. It is therefore crucial to choose a suitable
method adapted to both the underlying aging process of a specific cryopreserved
sample and to the specific limitations imposed by maintaining existing samples in their
storage state.
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/ CONCLUSION AND OUTLOOK

This thesis investigates different methods for retrospective analysis of cryopreserved
samples and study slow processes that can occur in frozen media. To this end, a broad
range of experimental techniques has been applied. It was possible address the
challenges and identifying specific requirements that need to be fulfilled in order to
allow for a meaningful analysis. On this basis, key technologies suitable for
retrospective analysis of cryopreserved samples during storage could be developed
and tested.

Raman spectroscopy has been identified as a key technology since it can provide
chemical and biological information of samples in a non-contact manner. Confocal
Raman microscopy (CRM) allows for unprecedented chemical imaging of frozen
samples and can be used to identify chemical compounds that act as a marker for
specific events during a cryopreservation process. In-situ CRM has been used to probe
the phase structure of slowly frozen samples at temperatures below the eutectic
temperature. Here, ice and hydrohalite has been identified as two chemical markers
that correlate to detrimental events that might occur during cryopreservation. Ice
signifies devitrification for vitrified samples whereas hydrohalite signifies eutectic
crystallization in slowly frozen samples. By using CRM at cryogenic temperatures along
with novel colocalization data analysis, the hydrohalite distribution in murine
fibroblasts and IPS cell colonies was investigated. With this method it was for the first
time possible to distinguish between intra- and extracellular hydrohalite. The influence
of CPA on hydrohalite formation was also investigated and it was found to significantly
inhibit hydrohalite formation.

To gain further insights into the dynamics when the sample temperature is elevated
during storage structural relaxation processes were investigated for both slowly frozen
and vitrified samples. For slowly frozen samples, the rate of recrystallization of ice
crystals was investigated using fluorescence microscopy. This study provides sufficient
information in order to perform phenomenological retrospective analysis of sample
during storage. By measuring the ice crystal size distribution and comparing it to its
initial value it can be detected whether a sample has been exposed to elevated
temperatures. For vitrified samples the formation of ice crystals, so-called
devitrification, was investigated using differential scanning calorimetry (DSC). Here the
JMAK model was found to describe the devitrification process well. Measurements
showed that the initial CPA composition has a significant influence on the
devitrification time of the amorphous vitrified sample and thus on the stability and
robustness of the vitrified state toward devitrification.
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The findings of these very fundamental studies can then be transferred into
technologies and methods that allow improving on current protocols and quality
control mechanisms. Throughout this work, several applications for the use in
cryopreservation and biobanking have been discovered.

Vitrification media can be evaluated by DSC. Based on the procedure used in this work
a vitrification medium can be characterized and it robustness toward devitrification
can be predicted. When developing handling procedures, the stability of the vitrified
state can be used to determine an upper limit for the temperature budget of a
cryopreserved sample in such a manner that devitrification would not occur even for
the most sensitive samples.

A method that allows for cross section imaging of whole vials during a
cryopreservation process has been developed. Cross-section imaging of whole vials
during cryopreservation is possible based on a novel sample container and freezing
method. In this work, it has been used to study the distribution of cells in a suspension
during slow freezing. This technology could also be used to study supercooling under
more realistic conditions or help establishing deliberate freezing protocols where the
cell position in the vial is controlled to further optimize the cryopreservation outcome.
As method for non-contact measurements of cryopreserved samples, a fiber-optical
method has been developed. It allows for retrospective analysis of samples during
storage based on the extraction of Raman spectra. Relevant chemical markers that
directly relate to the state of both slowly frozen and vitrified samples have been
identified and can be used for monitoring samples already in storage. Such a sensor
technology allows retrieving detailed information about the quality of a cryopreserved
sample without the need for thawing of the sample.

Finally, a novel quality seal technology has been proposed that allows monitoring that
the cold-chain has been kept throughout the lifetime of a cryopreserved sample. A
protection from elevated temperatures is an important requirement for successful
biobanking and a concept for a time-temperature indicator (TTl) based on
recrystallization was developed in order to analyze the cold chain retrospectively. The
TTI consists of a thin film of an aqueous binary mixture that is frozen along with the
sample and provides good optical access for fluorescence imaging. If its ice crystal size
distribution changes over time it can be concluded that the cold chain has been broken
and a careful characterization of the TTI allows for an estimation of a time-
temperature equivalent that the sample has been exposed to.

Despite numerous relevant findings and cryopreservation being in use for decades,
there are still many open questions that will require further studies. Besides
contributing to a better understanding of the cryopreservation process, this work
highlights some of the scientific questions that are still unanswered.

The methods used in this work can be distinguished in imaging and non-imaging
technologies. This work shows how novel optical measurement techniques can be
employed in the field of cryobiology to gain new insights. While conventional
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fluorescence microscopy is widely used to image biological samples, two-photon
microscopy provides higher resolution and a longer penetration depth into the sample.
It does, however, still require that relevant components of the sample are labeled with
fluorescence markers. This restriction can be circumvented with CRM that images
chemical compounds present throughout the sample without the need for specific
additions or sample treatment. It allows for a study of the changing chemical
environment that occurs during freezing of cell suspensions and is especially suitable
for a detailed analysis of model systems. Since cryotubes that are commonly used as
sample containers do not allow for imaging, other non-contact methods need to be
used in order to extract information from samples in storage. The most promising non-
imaging technology is Raman spectroscopy. It can extract chemical information of
stored samples that was previously inaccessible. Different markers could be identified
that are directly related to the quality of the sample and allow for retrospective
analysis of the structural integrity. Further studies should be made in order to
correlate these markers with the post-thaw quality of different sample types. In
addition, direct markers for the biofunctionality should be sought in the fingerprint
region of the Raman spectrum in order to directly retrieve information on the
biological state of the sample. The corresponding signature of these markers is,
however, expected to be very weak since cells are diluted in the extracellular matrix. A
highly sensitive Raman measurement would need to be developed in order to resolve
meaningful information from the fingerprint region.

Based on Raman spectroscopy, cryopreserved samples can be analyzed in a
retrospective manner. Retrospective analysis is a new perspective on quality control in
biobanking where the sample quality is monitored already during storage and not only
assessed post thaw. This is particularly relevant for applications where a high sample
quality is required or for applications where the sample material is very limited and
valuable.

This thesis shows retrospective analysis of cryopreserved samples offers a distinctive
advantage for quality control in biobanks.
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