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Abstract iii

Abstract

For the management of reactive systems, controllers must coordinate time,
data streams, and data transformations, all joint by the high level perspective
of their control flow. This control flow is required to drive the system correctly
and continuously, which turns the development into a challenge. The process
is error-prone, time consuming, unintuitive, and costly. An attractive alter-
native is to synthesize the system instead, where the developer only needs to
specify the desired behavior. The synthesis engine then automatically takes
care of all the technical details. However, while current algorithms for the
synthesis of reactive systems are well-suited to handle control, they fail on
complex data transformations due to the complexity of the comparably large
data space. Thus, to overcome the challenge of explicitly handling the data
we must separate data and control.

We introduce Temporal Stream Logic (TSL), a logic which exclusively ar-
gues about the control of the controller, while treating data and functional
transformations as interchangeable black-boxes. In TSL it is possible to spec-
ify control flow properties independently of the complexity of the handled
data. Furthermore, with TSL at hand a synthesis engine can check for realiz-
ability, even without a concrete implementation of the data transformations.
We present a modular development framework that first uses synthesis to
identify the high level control flow of a program. If successful, the created
control flow then is extended with concrete data transformations in order to
be compiled into a final executable.

Our results also show that the current synthesis approaches cannot re-
place existing manual development work flows immediately. During the de-
velopment of a reactive system, the developer still may use incomplete or
faulty specifications at first, that need the be refined after a subsequent in-
spection. In the worst case, constraints are contradictory or miss important
assumptions, which leads to unrealizable specifications. In both scenarios, the
developer needs additional feedback from the synthesis engine to debug errors
for finally improving the system specification. To this end, we explore two
further possible improvements. On the one hand, we consider output sensi-
tive synthesis metrics, which allow to synthesize simple and well structured
solutions that help the developer to understand and verify the underlying be-
havior quickly. On the other hand, we consider the extension of delay, whose
requirement is a frequent reason for unrealizability. With both methods at
hand, we resolve the aforementioned problems and therefore help the devel-
oper in the development phase with the effective creation of a safe and correct
reactive system.
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Zusammenfassung

Um reaktive Systeme zu regeln miissen Steuergerdte Zeit, Datenstréme und
Datentransformationen koordinieren, die durch den iibergeordneten Kontroll-
fluss zusammengefasst werden. Die Aufgabe des Kontrollflusses ist es das
System korrekt und dauerhaft zu betreiben. Die Entwicklung solcher Sys-
teme wird dadurch zu einer Herausforderung, denn der Prozess ist fehleran-
fallig, zeitraubend, unintuitiv und kostspielig. Eine attraktive Alternative ist
es stattdessen das System zu synthetisieren, wobei der Entwickler nur das
gewiinschte Verhalten des Systems festlegt. Der Syntheseapparat kiimmert
sich dann automatisch um alle technischen Details. Wahrend aktuelle Algo-
rithmen fiir die Synthese von reaktiven Systemen erfolgreich mit dem Kontrol-
lanteil umgehen kénnen, versagen sie jedoch, sobald komplexe Datentransfor-
mationen hinzukommen, aufgrund der Komplexitét des vergleichsweise grofen
Datenraums. Daten und Kontrolle miissen demnach getrennt behandelt wer-
den, um auch grofie Datenrdumen effizient handhaben zu koénnen.

Wir prisentieren Temporal Stream Logic (TSL), eine Logik die ausschliefs-
lich die Kontrolle einer Steuerung betrachtet, wohingegen Daten und funk-
tionale Datentransformationen als austauschbare Blackboxen gehandhabt wer-
den. In TSL ist es moglich Kontrollflusseigenschaften unabhéngig von der
Komplexitdt der zugrunde liegenden Daten zu beschreiben. Des Weiteren
kann ein auf TSL beruhender Syntheseapparat die Realisierbarkeit einer Spez-
ifikation priifen, selbst ohne die konkreten Implementierungen der Datentrans-
formationen zu kennen. Wir présentieren ein modulares Grundgeriist fiir die
Entwicklung. Es verwendet zunéchst den Syntheseapparat um den iibergeord-
neten Kontrollfluss zu erzeugen. Ist dies erfolgreich, so wird der resultierende
Kontrollfluss um die konkreten Implementierungen der Datentransformatio-
nen erweitert und anschliefend zu einer ausfithrbare Anwendung kompiliert.

Wir zeigen auch auf, dass bisherige Syntheseverfahren bereits existierende
manuelle Entwicklungsprozesse noch nicht instantan ersetzen kénnen. Im
Verlauf der Entwicklung ist es auch weiterhin moglich, dass der Entwick-
ler zunéichst unvollstéindige oder fehlerhafte Spezifikationen erstellt, welche
dann erst nach genauerer Betrachtung des synthetisierten Systems weiter
verbessert werden koénnen. Im schlimmsten Fall sind Anforderungen inkon-
sistent oder wichtige Annahmen iiber das Verhalten fehlen, was zu unreal-
isierbaren Spezifikationen fiihrt. In beiden Féllen bendétigt der Entwickler
zusétzliche Riickmeldungen vom Syntheseapparat, um Fehler zu identifizieren
und die Spezifikation schlussendlich zu verbessern. In diesem Zusammen-
hang untersuchen wir zwei mogliche Erweiterungen. Zum einen betrachten
wir ausgabeabhingige Metriken, die es dem Entwickler erlauben einfache
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und wohlstrukturierte Losungen zu synthetisieren die verstédndlich sind und
deren Verhalten einfach zu verifizieren ist. Zum anderen betrachten wir die
Erweiterung um Verzogerungen, welche eine der Hauptursachen fiir Unreal-
isierbarkeit darstellen. Mit beiden Methoden beheben wir die jeweils zuvor
genannten Probleme und helfen damit dem Entwickler wéahrend der Entwick-
lungsphase auch wirklich das reaktive System zu kreieren, dass er sich auch
tatsachlich vorstellt.
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Chapter 1

Introduction

The number of computational devices surrounding us today is exploding and
has revolutionized the regular interaction with our everyday environment.
While these devices allow us to precisely manage different tasks, most of them
are already out of scope to any human assistant. Their importance covers a
wide range of applications, such as mobile apps [I33], embedded devices [61],
robots [75], hardware circuits [15], GUIs [33], and interactive multimedia [126].
Especially safety critical systems, such as vehicles, aircrafts or large industrial
plants heavily rely on a safe and secure control [125, 82], but also common
devices, like mobile phones, are required to work reliable and continuously
over long term periods [I33]. As a consequence, the correct and secure design
of these systems has turned into one of the major challenges for humanity in
the 21*" century.

Regarding the current development, more and more of these devices are
of a reactive nature. For their permanent operation, it does not suffice any
longer, if they only take a single input, which then is turned into a single
output. Instead, they need to continuously interact with their environment
to serve users at any time and under all possible circumstances, yielding an
infinitely ongoing input-to-output behavior. Unfortunately, especially the de-
velopment of these so called reactive systems turns out to be much harder
than creating their classical terminating counterparts [568]. The combination
of repetitive tasks, irregular user request, and different “modus operandi”
induces a vast rise in complexity, which cannot be handled by traditional
algorithms and approaches.

While research on classical algorithmic transformations has revealed many
strong insights leading to a fundamental understanding of the underlying
problems, the design of reactive systems still challenges people and companies
all around the world [58, [87, 125]. For mastering these challenges, we need bet-
ter fundamental insights that enable the prevention the deceitful traps along
the development process, while at the same time being expressive enough to
cover all of the users’ requirements. To this end, developers need new tools
that utilize these models effectively and provide insights up to any required
amount of precision.
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One of the first major advances towards this desire, is the principle of
verification. Already the roman politician and lawyer Cicero stated:

“Cuiusvis hominis est errare, nullius nisi insipientis in errore perseverare.”
Anyone can err, but only the fool persists in his fault.

Cicero teaches us that as long as a human developer is involved we always have
to expect that there will be errors that are made. Verification is a mechanism
to countervail this behavior by providing methods and tools to identify and
understand these errors by revealing them to the user.

Under the scope of reactive systems, the general methodology behind ver-
ification can be summarized as follows: Given an existing implementation of
a reactive system, we first extract a simplified model that (ideally) behaves
exactly the same as the original, but abstracts from unnecessary technical
details that do not influence the generated behavior. At the same time, all
desired properties of the input/output behavior are formalized using a suitable
specification formalism, such as a temporal logic. Applying the established
theoretical machinery, we then verify that every possible execution following
an arbitrary sequence of uncontrollable inputs from the environment satisfies
the behavioral specification.

A rough overview over the verification process is depicted in
First, a simplified model is abstracted from the manually created system im-
plementation, which then is transformed into an automaton. On the other
hand, the specification is translated to an automaton as well, which then is
complemented to cover all violating behavior. Both steps may involve inter-
mediate translations via other automata models or specification logics, de-
pending on the exact specification formalism used. Finally, the intersection
between both automata is built. If the language of the resulting cross-product
automaton is empty, then there is no path violating the property and, thus,
the property is satisfied. If the language is non-empty, the existing member
provides a counter-example for the violation of the property. A slight modi-
fication of the verification process is also known as model checking, where we
elide the task of first creating a system abstraction and instead directly start
from the abstracted system model.

If verification succeeds, then it is formally proven that the implementa-
tion satisfies the formalized requirement and, thus, is error free. Otherwise,
an input sequence is revealed that violates one or multiple of the given re-
quirements, which is assumed to be violated as well, when executed on the
original implementation. If this is case, then the verification tool has found
a bug and the developers need to revise the created implementation. If the
bug cannot occur in reality, then their is a mismatch with the formalized
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requirements and the underlying system model demanding a refinement of
the system abstraction. Verification already has proven it’s success in in-
dustry [18, 24} 54, [60] and has been explored extensively, both in terms of
theory [8, 29, 37, [38] [86, 116 119] and practice with respect to scientific
tools [10], 55, 59| 63].

Verification gives us a mighty tool to encounter development failures. How-
ever, despite its obvious advantages, it also introduces an additional burden.
Instead of only manually creating the requested system by hand, developers
now also are required to create a specification, using a suitable formalism to be
understood by a machine and a matching system abstraction. Both steps con-
sume additional time and produce additional costs, which may not countervail
simpler methods, such as testing or manual inspection. Likewise, verification
does not free us from the task of creating the system under consideration in
the first place. We still need programmers and engineers for creating it. Cor-
respondingly, technical issues and other cumbersome considerations remain
to be resolved through manual interaction in the end.

Motivated by these drawbacks, there are some more extensive thoughts:
May it be possible to automatically create the system under consideration?
Just from the given specification?
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Figure 2: Overview over the synthesis process.

The question is known as the synthesis problem and was first formulated for
reactive systems by Alonzo Church [48] in 1963. Synthesis elides the tedious
task of manually creating a system by hand and instead asks for automatically
creating it from a behavioral specification. Similar to the process of verifica-
tion, as depicted in synthesis first translates the specification into
an automaton. However, for synthesis, the inputs from the environment are
not determined by a single property that needs to be violated. Instead, the
synthesized system must satisfy the specification against every possible input
behavior. Correspondingly, the problem does not reduce to an emptyness-
check of an automaton, but leads to an infinite game, played between the
system and its environment. With respect to this game, the specification
then is realizable if and only if the system player wins against every possible
behavior of the environment. The final system implementation is then given
by the winning strategy of the system player in this game. An overview of
the synthesis process is illustrated in

While the synthesis approach itself sounds promising, unsurprisingly, it
also comes at a price: in general, the synthesis of reactive systems is compu-
tationally much harder than their verification. In a nutshell, it is required to
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unfold the strategy tree along every possible sequence of inputs, resulting in a
much higher complexity of the synthesis algorithm. Synthesis mostly received
attention from the theoretical perspective for a long time. However, recent
improvements of computational devices and new algorithmic solutions have
revived the practical relevance of synthesis again.

Many achievements in the area of verification can be re-utilized for synthe-
sis, like for example the extensive automata theoretical backend. Therefore, it
is not very astonishing that recent advances on the underlying automata the-
ory, originally developed for the purpose of verification, also can be leveraged
for synthesis. What comes at a surprise, however, is that there still are no
big success stories, which show that synthesis approaches are ready for real-
world development as well. While there are some success stories, such as the
synthesis of the AMBA AHB bus arbiter, an open industrial standard for the
on-chip communication and management of functional blocks in system-on-a-
chip (SoC) designs or the IBM generalized buffer [I4], they still are limited to
small hardware examples that cannot compete with complex system designs,
as given by most the applications considered in practice today.

This is especially surprising, since for verification such success stories do
exist [I8, B0, 115, 135, 78], raising the question: Why is this the case? Es-
pecially, as both techniques utilize the same automata theoretic backends. In
order to find an answer to this question consider the following experiment,
which reveals an important, but missing principle for the practical applica-
tion of synthesis. We consider a compact reactive application that everybody
already has been used before. It is a simple kitchen timer device, which allows
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to set up a timer that keeps track of time-dependent processes in the kitchen.
It consists of three buttons for setting a time and starting or stopping a timer,
a screen to display the remaining time, and a buzzer to notify the user if the
time is over. shows a real-world implementation of such a device and
it’s components, together with a short overview of its functionality.

Our goal will be to synthesize an implementation for the device from a
behavior specification only, instead of creating it manually by hand. If it is
indeed legal to assume that current synthesis frameworks can handle such an
application, then the corresponding design and synthesis process should be
easy. Therefore, the behavior of the timer is fixed according to the following
list of requirements, where we used the real-world application of
for obtaining a reference behavior. We do not go into detail for all of the
expressed properties. Nevertheless, we still provide the complete list to give
an intuition of to process of creating reactive system specifications.

1. Whenever the MIN and SEC buttons are pressed simultaneously, the timer
is reset, meaning the time is set to zero and the system stays idle until
the next button gets pressed.

2. If only the SEC button is pressed and the timer is not currently counting
up or down, then the currently set time is increased by one second.

3. If only the MIN button is pressed and the timer is not currently counting
up or down, then the currently set time is increased by one minute.

4. As long as no time greater than zero has been set and the system is idle:
if START/STOQP gets pressed and the timer is not already counting up or
down, then it starts counting up until it is stopped by any button pressed.

5. If a time has been set and the START/STOP button is pressed while the
timer is not currently counting up or down, then the timer starts count-
ing down until it is stopped by any button pressed.

6. The timer can only be started by pressing start.

7. The timer can always be stopped by pressing any button while counting
up or down.

8. It is possible to start the timer and to set some time simultaneously.

9. The buzzer beeps on any button press and after the counter reaches zero
while counting down.

10. The display always shows the time currently set.



First, we collect the inputs and outputs of the system, as given by its phys-
ical interface. The application consists of three binary inputs, one for each
button, and 29 binary outputs, one for the buzzer, controlled via a square
wave of varying frequency, and 28 to display the four digits, each consisting
of a seven-segment display. In order to bring the aforementioned informal
requirements into a machine readable format, we also need a formalism for
specifying the input/output behavior. The most popular formalism for such
tasks is Linear-time Temporal Logic (LTL) [I16]. The logic combines Boolean
and temporal reasoning, which is everything that we need for specifying the
aforementioned properties. In LTL, inputs and output of the system are han-
dled as atomic proposition, i.e., as named literals that evaluate at each point
in time either to true or false. LTL is also used in the annual synthesis com-
petition syNTcomp |70} 68 [71]. Hence, it not only is supported by many
existing and efficient synthesis tools [I05] [41], but also represents an accepted
standard for the evaluation of our considerations, as selected by the research
community. With LTL at hand, we are ready to specify the first property:

Whenever the MIN and SEC buttons are pressed simultaneously the timer
is reset, meaning the time is set to zero and the system stays idle until
the next button gets pressed.

In LTL the property of Min and SEC being pressed simultaneously is expressed
by 4min A isec, which states that the input atomic propositions ,,;, and ise.
must both evaluate to true at the current point in time. The reset to zero is
observed at the output by every digit displaying a zero. Let o be the output
atomic propositions for each digit 0 < d < 4 and segment element 0 < s < 7.
Then the property of all digits displaying zero is specified by:

PzerO = /\ (_‘02 A /\ ij)

0<d<4 0<s<7
s#3

Furthermore, the system being idle is specified by stating that the output
does not change from the current to the next execution in time:

PipLE = /\ (0; — OOZ)
0<d<4
0<s<7

The temporal O-operator allows us to move one time step into the future.
The final specification of the first property then is given by:
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O (iMIN N lspec = Pzero N ( \/ (—ip A O'Lb)) R @1DLE>

be{MIN, SEC, STASTO }

The temporal operator [J denotes that the respective sub-property must be
satisfied in every time step, while the temporal operator R states that the
sub-property ¢;p must be satisfied as long as it is not released by a button
being pressed, which might potentially never be the case. Note that the
“gets pressed” property is formalized by a button input changing from the not
being pressed state to being pressed. This completes the specification of the
first property. We conclude that it is indeed possible to specify the stated
behavior with LTL and are motivated to continue with the second property:

If only the SEC button is pressed and the timer is not currently counting
up or down, then the currently set time is increased by one second.

We immediately recognize that the expressed behavior covers multiple situ-
ations to be reflected within the specification. First, consider that the one
second increase produces many different displayed values depending on the
currently displayed time. In particular, it implies that we need to consider
every possible of these situations using a big case distinction, since LTL can
only relate Boolean inputs with Boolean outputs. At this point, we leave it
to the reader to calculate the exact number of these cases and to write them
all down. We only note to take care that also all cases are covered, for which
the minutes need to be increased as well due to an overflow.

The mindful reader, however, already has recognized that this turns out
to be tedious task, which does not even countervail the work to be spent
into a manual implementation. However, even worse, even if we are patient
and manage to finish the task eventually, then we probably still will not get
a solution, since the utilized synthesis tool most likely cannot handle the
Boolean complexity that we have introduced with the encoding.

Exactly this restriction will face us regularly, introducing a fundamental
challenge for current synthesis approaches. Being restricted to the Boolean
data domain, we always need to break down complex data to this level at
first. The result is an additional overhead for both: the developer, required
to break down complex data to the Boolean level, and the synthesis tool,
required to capture the Boolean representation to bring it back into context
of the overall behavior. This clearly introduces unnecessary overhead, which
we should try to avoid instead.

But how to circumvent the problem? We previously stated that verifica-
tion is successfully used in practice. Hence, isn’t there any existing method



already used in verification that is able to help us with synthesis as well? If we
only need to verify the second property against an existing implementation,
then we probably would formalize it differently:

ispe A Olspo A ﬁ(ﬁiMlN A O'ipin V Tisrasto N OiSTARTSTOP> A O 70counTUPPOWN
— O (timetﬂ = time; + 1)

This formalization first checks that only the SEC button is pressed, using a
simple Boolean combination over the input buttons. Then, it checks whether
the counter is currently counting up or down. To this end, we assume that all
regions of the verified code are labeled through an additional output, high-
lighting whether the counter is currently counting up/down or not. Adding
such an additional output is easy for the programmer or, depending on the
programming framework, can even be done automatically. Furthermore, we
need to verify whether the time was increased by a second, where we use the
same trick: we label all regions of the code, where time gets increased by a
second, and then provide this labeling as an additional output. Thereafter, we
reduced the verification of a huge number of possible combinations to checking
only a few additionally produced outputs, and, thus, avoid the corresponding
state space explosion problem. We already illustrated this process in
through the initial reduction from the actual system implementation to an
abstract model that only covers the relevant information.

Hence, why do we not apply the same idea for synthesis too? The reason
is simple. We do not have an existing implementation for marking the re-
gions, since creating this implementation is the synthesis task to be executed
in the first place. Can this circumstance be resolved in order to synthesize
our kitchen timer? Or does synthesis indeed force us to encode all possible
combinations of increasing time by a second in the Boolean data domain? Is
this Boolean overhead an unavoidable burden, which synthesis must handle
in order to automatically create an implementation from a specification? Or
does there exist a better solution?

In this thesis, we show that there indeed is a counterpart to the intermediate
abstraction step, as leveraged for verification, that can be utilized for syn-
thesis as well. Remember that for verification we rely on the circumstance
that there exists an additional abstraction that hides unnecessary details from
the specification, while for synthesis, such an abstraction does not exist. For
resolving this mismatch, our solution is to use a universally quantified ab-
straction. Hence, instead of relying on a specific abstraction that is provided
by the user, we utilize a symbolic representation such that the synthesized
implementation must be correct for any possible matching instantiation.
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1 Temporal Stream Logic

Our solution is Temporal Stream Logic (TSL), a specification language that
leverages a clean separation of the implementation’s search space into data
and control. This provides many advantages. It allows developers to focus on
the reactive control, while complex data and their transformations are hidden
behind the universal abstraction. A similar concept is also used in program-
ming languages, where programmers hide the details of a complex routine
behind a procedure or a function call. Therefore, it is not necessary to con-
sider all of the inner workings of every written procedure in order to assemble
the final program, but only to have an understanding of every procedure’s
effect or their behavior. The same principle is utilized for synthesis with TSL.

The immediate advantage of a universal abstraction is that developers do
not need to have a real implementation of the data entities and their transfor-
mations at hand, since TSL synthesis guarantees a correct behavior, indepen-
dently of the finally used implementations. This is especially important for
initial design phases, where developers need to evaluate different concepts and
interaction possibilities, even before they want to consider every detail of how
data structures and the conversations between them need to be represented.

TSL uses the same temporal and Boolean operators as LTL, but atomic
propositions are exchanged with a more expressive formalism. In TSL, inputs
and outputs are data streams of arbitrary type. To argue about values of
input streams, universally quantified pure predicates are used. For example,
the predicate p i checks for the property p on the input stream i. The
predicates reduce properties of the data to Boolean decisions, used to guide
the control flow of the reactive application. However, for the production of
outputs TSL relies on a different approach. The logic not immediately argues
about values or their properties, as they are produced by the system, but
instead about how and from which sources they are produced. This is in
contrast to LTL, where the output values themselves (and, thus, also their
properties) are related to the inputs. TSL instead uses the notion of updates,
like [0 «< £ i], expressing that a pure function f is applied to an input i
and the result is piped to the output o. In combination with temporal and
Boolean operators T'SL therefore is expressive enough to specify the control
behavior of reactive systems.

Another feature of TSL is that it leverages the principle of purity. Purity
ensures that values, as returned by functions and predicates, only depend
on the corresponding argument inputs, e.g., if a function f is applied to the
input i and the result is once passed to o7 ([o; <= f i]) and once to oy
([o2 «= £ i]), then both resulting values, that are passed to o; and oz, are
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the same. In other words, a function f is not allowed to maintain internal state
and must be side effect free. Purity is a powerful principle, with its origins
in functional programming languages, which allows to consider function and
predicate implementations by their equivalent mathematical counterparts. We
use purity in T'SL to tame the expressive power of the universal abstraction.
If a function or predicate would not be required to be pure, then it could
produce different values with every possible application, even if the inputs
stay the same, eliminating the idea of using different symbolic representations
for different functions and predicates at all. Instead, any application could
produce any result at every possible point in time.

Utilizing purity, however, comes at a price: the implicitly induced repeata-
bility of application results makes the synthesis problem undecidable. This is
in contrast to LTL, where the synthesis problem is 2EXPTIME-complete [117].
Hence, we trade theoretical decidability against practical scalability, which is
an acceptable trade-off with respect to the advantage of being able to synthe-
size realistic systems that finally can be instantiated to practical applications.

To deal with the undecidability result, we present a method for synthesiz-
ing TSL that combines Bounded Synthesis [45] with counterexample-guided
abstraction refinement (CEGAR) [31]. The method approximates the TSL
synthesis problem via LTL queries that allow the environment player to relax
the general purity assumption. Our approximation is sound, in the sense that
if the weaker LTL specification is realizable, then the encoded TSL specifica-
tion is realizable as well. However, the reduction is not complete. Thus, it
may be that LTL synthesis returns an unrealizability result, even if the spec-
ification is realizable. An overview of the respective design process is given
in The approximation allows for inconsistencies, since loosing the
semantic meaning of predicates and functions in TSL enables the environ-
ment player to evaluate the same predicate differently on the same system
input when evaluated at different points in time. To fix this, we first analyze
the returned counter-strategy in case of unrealizability, for whether it violates
purity in order to win in the created LTL approximation. In this case, we
call the counter strategy spurious. The respective analysis requires an up-
per bound n on the size of the counter strategy, which is provided using the
bounded synthesis approach. Finally, to countervail the spurious behavior, we
refine the approximated LTL specification by adding additional assumptions
that forbid the spurious behavior and re-execute the LTL synthesis tool af-
terwards. The CEGAR loop is continued until either a non-spurious counter
strategy is found or the specification gets realizable.

If TSL synthesis is successful, then a control flow model (CFM) is returned
that implements the control of the specified reactive system. By utilizing LTL
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Figure 4: TSL synthesis uses a modular design. Each step takes input from
the previous step as well as interchangeable modules (dashed boxes).

synthesis as a backend, the control part of the program is still returned as a
Boolean structure, such as a circuit or Mealy machine. This Boolean structure
then selects the correct function transformations at the right points in time
according to the specification. The CFM, however, does not instantiate the
symbolic representation of functions and predicates with concrete implemen-
tations yet. Instead, they are provided by the developer afterwards, using
implementations that are coded in their preferred functional programming
languages or using external libraries and API calls. In order to implement
a CFM as part of a larger functional programming context we utilize Func-
tional Reactive Programming (FRP). FRP is a programming paradigm that
uses stream processing components, which are connected as part of a con-
trol flow network. FRP provides the ideal framework for describing programs
that handle infinite data streams of arbitrary and polymorphic type. There
are different design patterns used to realize FRP, such as Applicative FRP,
Monadic FRP, and Arrowized FRP. Our synthesis engine is compatible with
all of them, but depending on the concrete design pattern used, different code
needs to be generated from the CFM. Hence, after synthesis, the designer
selects his or her favorite FRP library, the corresponding design pattern and
implementations for all function and predicate terms. Our framework then
puts everything together and produces code that can be compiled to an exe-
cutable with the corresponding FRP compiler.
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1 COUNTUP = [ time <- countup time dt ];
2| COUNTDOWN = [ time <- countdown time dt ];
3| INCMIN = [ time <- incMinutes time ];
4| INCSEC = [ time <- incSeconds time J];
5| IDLE = [ time <- time 1;
6
7| ZERO npxs= eq time zero();
8 RESET = Min && Sec;
9 COUNTING = COUNTUP || COUNTDOWN ;
10| ANYKEY = press Min || press Sec || press StartStop;
11| START — press StartStop && !press Min
12 &% !'press Sec;
13| STARTANDMIN = press StartStop && press Min
14 &% X !Sec & X X !Sec;
15| STARTANDSEC = press StartStop &« press Sec
16 &% X !'Min && X X !Min;
17
18| xor x y = 1(x<>y);
19| press x = !'x & X x;
20| tillAnyInput x = (x & !'ANYKEY) W (RESET || x && ANYKEY);
21
22| initially guarantee {
23 !COUNTING && (X COUNTING -> START);
24 !'INCSEC && !'INCMIN ;
25 [ beep <- false 1];
26| }
27
28| always guarantee {
29 RESET <-> [ time <- zero() ];
30
31 !COUNTING && press Sec && X !Min<->X INCSEC;
32
33 !'COUNTING && press Min && X !Sec <->X INCMIN;
34
35 ZERO -> ((IDLE & START -> X tillAnyInput COUNTUP)
36 W (INCMIN || INCSEC));
37
38 INCMIN || INCSEC
39 -> (('COUNTING &% START -> X tillAnyInput COUNTDOWN) W X ZERO);
40
41 X !'COUNTING & X X COUNTING
42 -> X START || STARTANDMIN || STARTANDSEC ;
43
44 COUNTING && ANYKEY && X !RESET -> X tillAnyInput IDLE;
45
46 !COUNTING && (STARTANDMIN || STARTANDSEC)
47 ->X X tillAnyInput COUNTDOWN;
48
49 X (COUNTDOWN && ZERO) || ANYKEY <->X [ beep <- true J;
50 xor [ beep <- true ] [ beep <- false ];
51
52 [ dsp <- display time 1];
53] }
! (—) negation && (A) conjunction || (V) disjunction X (O) next
-> (—) implication ~ <-> (4») equivalence W (W) weak until

Figure 5: The full kitchen timer specification.
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Figure 6: Timer applications: the left picture shows the desktop application
built with the Yampa FRP library, the center picture shows a web version built
with the Threepenny-GUI library, and the right picture shows the hardware
version built with the functional hardware description language ClaSH. All
applications have been synthesized from the same specification of

Our experiments on the design and synthesis of reactive systems from
TSL specifications reveal extremely positive results. We successfully synthe-
sized systems like the kitchen timer, a music player app and a controller for
autonomous vehicles in the Open Race Car Simulator (TORCS) [44]. In gen-
eral, the systems we designed with T'SL range from classic reactive synthesis
problems, like escalator control, through programming exercises from func-
tional reactive programming, to novel case studies like an interactive arcade
space shooter implemented on an FPGA [50]. In contrast to manually writ-
ten programs, our specifications only cover the control flow behavior, which is
easy to read and easy to extend. In contrast to classical specification logics,
the specifications are close to the natural language descriptions, easy to un-
derstand, and do not need to encode complex data transformations by using
unreadable Boolean encodings.

These propositions are underlined by the full specification of the kitchen
timer, given in our textual TSL specification format, in[Figure 5] The kitchen
timer’s control is directly synthesized from this textual representation, result-
ing in a satisfying CFM. By utilizing FRP, we can instantiate the created
CFM using different FRP libraries that embed the application in different
environments. For example, we created a desktop application, using the Ar-
rowized FRP library Yampa, a web application, using the Monadic FRP library
Threepenny-GUI, and a hardware version, using the Applicative hardware de-
scription language ClaSH. The desktop version is a standalone application to
be run on your personal computer, while the web version can be accessed over
the network using a browser. The hardware version, on the other hand, is im-
plemented on an FPGA that is connected to a physical display, real hardware
buttons and a buzzer. The resulting applications are depicted in
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TSL synthesis enables the successful creation of reactive applications from
temporal logic specifications. The logic leverages a clean separation between
data and control such that the synthesis engine can focus on the control, while
data instances and their transformations are postponed to be concertized
afterwards. A full discussion of the semantics of TSL, the CEGAR based
synthesis procedure, and the connection to FRP and real world applications

are presented in

2  Output Sensitive Synthesis

With the ability to separate the representation of data from the actual control,
we made a big step forward towards enabling synthesis as a design method
for the creation of reactive systems. Towards our goal of reaching a fully
synthesis enabled work flow there are, however, still some more obstacles
to overcome. Instead of programming a system by hand, developers now
have to create specifications. Although they offer obvious advantages against
manually created programs, they also introduce some new challenges. One
major challenge is the transition from a deterministic controller description,
as implicitly induced by a program, to a broader solution space, of which all
instances satisfy the specification. While in theory, the synthesizer can freely
choose of any of theses solutions, in practice system designers still may want
the possibility to choose the solution that best fits their needs. To this end, we
need more than just a single push button technology. Instead we need output
sensitive methods that allow to impose additional quality requirements on the
result, thus, enabling developers to choose among all of the possible satisfying
solutions.

One of the most well known output sensitive methods is Bounded Syn-
thesis [45], where the solution - usually represented as a Mealy machine - is
bounded in the number of Mealy states. Hence, beside the specification itself,
the developer additionally provides a positive integer bound that limits the
overall search space. Therefore, the developer now has an additional metric
that for example allows to favor smaller solutions against larger ones. Nev-
ertheless, just restricting the size of the final solution may not be enough. A
Mealy machine - from a simple perspective being nothing else than an edge
labeled, directed graph - still allows for more degrees of freedom. For exam-
ple, in the way of how the edges are connected to vertices. Even with the
number of states of the solution being fixed, the synthesized result still may
be unnecessary complex, and, thus, should be avoided to be chosen by the
developer.
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Figure 7: Three implementations of the TBURST4 component of the AMBA
bus controller. Standard synthesis with Acacia+ produces the state graph on
the left with 14 states and 61 cycles. Bounded synthesis produces the graph
in the middle with 7 states and 19 cycles. The graph on the right, produced
by bounded cycle synthesis, has 7 states and 7 cycles, which is the minimum.

For an example consider the three Mealy machines depicted in
All of them have been synthesized from the same specification, describing the
TBURST4 component of the AMBA AHB bus arbiter [14]. The first solution
on the left results from a standard game based synthesis approach, as im-
plemented by the Acacia+ tool [I7]. The second solution in the middle uses
Bounded Synthesis, where the bound has been chosen such that it matches
the minimal number of required states of any realizable solution. Finally, the
solution on the right also matches a bound on the number of simple cycles
that are part of the solution graph. A simple cycle is a path through the graph
that starts and ends in the same vertex and visits every vertex in between at
most once. Such a cycle can be seen as a single instance of the observable
infinite behavior, where in general, the overall behavior is composed of switch-
ing between multiple such instances. Our intuition tells us, that if a solution
contains less simple cycles, then it also has a simpler structure with respect
to the solution graph. It turns out that this intuition is indeed confirmed by
the theory. Our analysis shows that the number of simple cycles of a solution
can be a highly explosive factor. Hence, bounding it to a minimum leads to
much simpler solutions. Regarding the example of this simplicity is
clearly visible. In most cases, a designer would prefer choosing the leftmost
solution in favor of the two other ones.

Our algorithm for bounding the number of cycles is based on Tiernan’s
cycle counting algorithm for directed graphs [I38]. The algorithm executes
an exhaustive search, while keeping track of the vertices that already have
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Figure 8: The witness trees for an example state graph with three simple
cycles. The state graph is shown on the left. The first graph on the right
proves that vertex 1 appears on two cycles (via vertex 2 and vertices 2 and 3).
The second graph proves that vertex 2 is on a cycle not containing vertex 1
(via vertex 3) and that there are no more cycles through vertex 3.

been visited. To this end, the graph is unfolded to a tree from some arbitrary
root vertex v such that no vertices repeat on every branch. The number of
vertices in the tree, leading back to v, then is equal to the number of simple
cycles containing v. Next, the vertex v gets removed from the graph and the
algorithm recursively determines the number of cycles that do not contain v
on the remaining sub-graph. The overall number of cycles is equal to the sum
of both results. The algorithm is linear in the number of cycles of the graph.

Our synthesis procedure combines this algorithm with Bounded Synthesis
by using a SAT-solver to simultaneously constrain the number of vertices
of the encoded Mealy machine, as well as the number of simple cycles. To
this end, we first guess three witnesses: the realizing Mealy machine, their
cross-product with the specification automaton, and a ranking function that
bounds the number of rejecting states visited by the cross-product. These
witnesses and their encoding are taken according to the standard bounded
synthesis [45] approach. On the other hand, we guess a forest of trees that
covers the execution of Tiernan’s algorithm and link it to the graph shape
that is implied by the Mealy machine. Putting a bound on the number of
edges in the witness trees that lead back to the corresponding roots finally
completes our encoding.

An example for the guessed witnesses of the bounded cycle encoding is
depicted in Figure[§] The left graph depicts the shape of the state graph of a
given Mealy machine, while the right graphs represent the resulting witness
trees. The first graph witnesses that vertex 1 appears on two cycles (via vertex
2 and vertices 2 and 3). Similarly, the second graph witnesses that vertex 2
is on one more cycle (via vertex 3). Overall, there are no more than three
simple cycles in the graph, as witnessed by the last cycle-free witness tree.
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Our experiments reveal that Bounded Cycle Synthesis performs similar
in terms of computational overhead as the standard Bounded Synthesis ap-
proach. The overhead of imposing an additional bound on the number of cy-
cles is measured to increase just linear with the given bound. While Bounded
Cycle Synthesis clearly cannot handle as many specifications as game based
synthesis techniques, our results still show that the structural quality of our
solutions is much better. In that sense, our approach is of interest for the syn-
thesis based development of reactive systems, because it enables the synthesis
of optimized solutions for decomposed or partial specifications that can be
joint to an overall satisfying implementation after they have been synthesized.

Output sensitive synthesis methods extensively explore the solution space of
correct solutions, while at the same time introducing selectable quality met-
rics to the process. Such flexibility is especially desired for the development
of reactive applications, since developers acquire the possibility to pick those
solutions that best fit their needs [87]. To this end, different strategy rep-
resentation models have been considered [19]. Indeed, there is no limitation
towards rudimentary models, like Mealy machines or basic graphs. More
compact representations can be utilized as well. In practice, developers prefer
models that can be executed efficiently on the target execution platforms and
fit the underlying programming contexts.

Motivated by these observations, we also explore synthesis methods for
some of these more compact models in their function as potential targets for
output sensitive synthesis. Beside bounding the number of simple cycles and
the states of the underlying Mealy machine, we consider Boolean circuits,
where explicit bounds on the number of latches and gates are provided by the
user. Furthermore, we explore the efficiency of synthesizing Boolean programs,
which use standard programming language elements like while loops and con-
ditionals. Our model is inspired by Madhusudan, who used an automata
theoretic approach extending standard unbounded synthesis towards synthe-
sizing reactive programs [I00]. Finally, we also consider a model for register
programs, which instead build on more assembler like instructions language
that works on registers and with jump instructions. Our results show, that
Boolean circuits are best suited for most of today’s application cases. Espe-
cially, since they provide very natural metrics by the amount of latches and
gates that are used. Furthermore, due to their easily parallelizable execution
semantics, they best fit with current FRP approaches, since they allow to
consider the circuit structure as part of a stream processing network. More
details on the encodings that are used for these output sensitive synthesis

approaches and their experimental evaluation are presented in
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3 Delay Games

If synthesis is successful, then the synthesizer returns a solution that satisfies
the specification and can be further processed towards an executable applica-
tion. However, if synthesis is not successful, then there must be a mismatch
among the provided requirements that cannot be resolved by the synthesizer
in order to create a satisfying reactive system. In such a case, it is of highly
importance that developers are able to identify the problem for refining the
specification and taking care of the initial misunderstanding. More concrete,
developers need feedback for debugging unrealizability results.

Helping developers in resolving potential issues requires the identification
of the error’s cause within the specification at first. For reactive system spec-
ifications this cause can be analyzed in two stages. Unrealizability either is
caused by an inconsistency among the system requirements or by the envi-
ronment producing a sequence of inputs that results in invalid behavior, no
matter how the system responds. In the first case, the specification is un-
satisfiable, since the inconsistency remains present independently of how the
environment behaves. In the second case, however, the specification is as-
sumed to be satisfiable, i.e., there is at least one input sequence for which
a satisfying output assignment exists, but it is still rendered unrealizable by
the environment, i.e., there exits a counter-strategy that beats every possible
system implementation.

A first notion for explanations of unrealizability has been considered by
Cimatti, Roveri, Schuppan, and Tchaltsev [28], where they identified min-
imal unsatisfiable cores for the Generalized Reactivity(1) fragment of LTL
(GR(1)) [16] based on activation variables. The work was later extended
towards full LTL by Schuppan, discussing challenges of suitable notions for
unsatisfiable and unrealizable cores [129]. Regarding unsatisfiability on its
own, Schuppan further analyzed the possibility of extending the unrealizable
core with temporal information about the cause of the problem using in-
formation on temporal relevance [I30] and temporal resolution graphs [I31].
Nevertheless, while formal notions of unsatisfiable and unrealizable cores pro-
vide locatable targets for corresponding algorithms, the resulting cores still
may be hard to understand for developers. The corresponding problem was
studied explicitly in the area of autonomous robots [94] 12T, 122].

Eliding the task of explaining the issue to the user can be achieved by
automatically repairing the specification instead. Therefore, existing ap-
proaches usually assume that the problem is caused by the environment, i.e.,
the specification is satisfiable, but not realizable. In this case, the general
idea is to weaken the environment through the extension of the specifica-
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tion by environment assumptions, which forbid problematic inputs. To this
end, corresponding assumptions should be extracted automatically from the
counter-strategy for the environment witnessing the unrealizability result.

A first realization of specification repair was presented by Chatterjee et al.,
who extracted minimal assumptions from the underlying game graph [25]. It
is, however, not guaranteed that especially those assumptions are selected
that are best suited for achieving realizability and can be expressed by simple
LTL formulas. Improvements towards these requirements have been provided
by template-based classifications, which guide the selection of the assump-
tions [92]. Furthermore, output sensitive metrics, like the length of the longest
path leading to an unsafe state, have been considered [27]. Another consider-
ation for the identification of problem causes, used to guide the specification
repair, leverages the notion of strong satisfiabiliy [49], which requires that the
specification is satisfiable and that there exists at least one satisfiable output
sequence for every possible input. Note that is in contrast to a realization
via a uniform system strategy [I07]. Thus, strong satisfiability can be seen as
an intermediate notion placed between satisfiability and realizability. Finally,
the application of a CEGAR-based approach for a multi-stage refinement of
environment assumption has been considered for GR(1) [2].

Due to the infeasible scalability of the resulting algorithms and high com-
plexity classes, incomplete and approximating methods have been studied as
well. For the GR(1) fragment, approximations of possible winning regions in
the underlying game graph [83] and countertrace-based heuristics [84] have
been used. For full LTL, the problem also has been studied under the assump-
tion of bounded environments [34] B8]. Finally, for cyber-physical systems,
like robots acting in a physical environment, online approaches have been
applied. For example, run-time monitoring of environment assumptions has
been considered for the detection of assumption violations of the environment
to trigger recovery transitions that reestablish the correct behavior [149].

Lifting reactive synthesis towards distributed architectures makes the prob-
lem undecidable in general. Hence, similar results are implied in the unreal-
izability case. Nevertheless, for simple architectures, consisting only of two
processes, pattern-based refinement techniques generating assume-guarantee
specifications from the respective counter-strategies still can be considered [3].
Furthermore, for general architectures, unrealizability can be witnessed via
sets of traces, whose elements are utilized for disproving every possible imple-
mentation strategy [46].

In summary, the identification of issues in faulty specifications for reactive
systems has been experienced to be a challenging task (cf. [85]). The key
challenges are the identification of core properties that produce unrealizabil-
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ity and the identification of the mismatch between a specified property and
the designer’s intend. If both of these indicators are revealed, then they can
be leveraged together to provide feedback for the user, or even to automati-
cally repair the specification. Automatically deriving the designer’s intend is,
however, a highly problem specific task and, thus, very hard, if considered to
be resolved automatically. Especially, as the resolution of an error according
to the designer’s intend may cause the requirement of other changes in the
specification, which then need to be resolved as well. Handling such chains
of required changes thus usually behaves too diverge to be managed by a
completely automated process.

A more reasonable approach is to identify classes of problem types for
unrealizability instead, which regularly appear during the design of temporal
specifications. Therefore, if errors are detected according to multiple such
classes, then class-specific explanations of the errors’ sources can be provided.
Designers then can choose among the presented options to select the one
that best fits their needs. Moreover, they get a much better overview of the
required tweaks that are necessary in order to archive realizability.

In this sense, we present a method for targeting a specific type of errors leading
to unrealizability. We consider problems that are introduced by temporal
dependencies between the actions of the system and the environment players.
To this end, consider an example where a data value, arriving via an input
stream, must be saved whenever a specific property p of that value changes.
On a first instance a developer could formalize this requirement ¢ as follows:

P = D(ﬂ(pi<—>Op i)<—>[s<—<i])

As it turns out, the formula ¢ is unrealizable. Regarding the aforementioned
approaches, ¢ is satisfiable, as for example witnessed by the case where the
input never changes, and even strong satisfiable, since knowing the whole fu-
ture sequence of inputs in advance allows to schedule the updates at the right
positions in time. Furthermore, the whole sub-formula below the [J-operator
already provides a minimal unrealizable core, since every element of this sub-
formula is relevant for the unrealizability result. Finally, note that ¢ could be
fixed by adding environment assumptions, like for example “the input never
changes”, but regarding the property’s intend this is of little help. The prob-
lem that the developer introduced here, is that a change of the property p i
requires to compare p i at the time of the update with the previous evaluation,
which is at the second evaluation of p i. In the specification ¢, however, the
update is required too early. Hence, the developer missed putting a O-operator
before the update term [s «—<1i].
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For such types of unrealizable specifications developers instead need the
right explanation of the cause for unrealizability describing the temporal con-
flict between the players. Such a kind of mismatch in the temporal dependen-
cies can be identified by using delay games as already considered by Hosch
and Landweber in 1972 [64]. In a delay game, the requirement of a strict
alternation between the system and environment is relaxed. As a result, one
of the players can postpone her moves to obtain a lookahead on the oppo-
nent’s moves. With lookahead at hand, the specification ¢ is realizable, since
the system can delay the output by a single time step to match the tempo-
ral dependencies. Thus, with the introduction of delay, the developer gets
immediate feedback of the error’s nature and even a resolution strategy, as
delivered by the winning strategy of the delay game.

The exact complexity of solving delay games and the bounds on the re-
quired lookahead to be utilized by the system player previously had been
unknown. The result of Hosch and Landweber shows that it is decidable
whether a delay game with w-regular winning condition is won with bounded
lookahead, but an upper bound on the required lookahead could not be es-
tablished. The result was improved by Holtmann, Kaiser, and Thomas, who
proved a first doubly-exponential upper bound on the lookahead for delay
games with parity winning conditions and showed that those games can be
solved in doubly-exponential time [62]. We improve on these results by low-
ering the required lookahead and the complexity to a single exponent and
show that both bounds are tight. Furthermore, we also lift the problem to
full LTL, i.e., while solving realizability for LTL is doubly-exponential in the
size of the formula it rises to triply-exponential with the introduction of de-
lay. Furthermore, triply-exponential lookahead is sufficient, but at the same
time may be necessary for the system in order to win. More details about
delay games and the corresponding proofs of the aforementioned results are

presented in
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4 The Reader’s Guide to the Thesis

We start slowly, with preliminaries in building a common ground
for the later considerations. As a warm-up, we introduce the reactive sys-
tem model, as well as notions for infinite words and trees. Then, we expand
our thinking to infinite games together with the notions of the correspond-
ing system and environment strategies. We continue by introducing Mealy
machines and conclude with Linear Temporal Logic (LTL), considered to be
the traditional specification logic for reactive systems. We fade out with a
system example to put ourselves again into the read-to-start positions for the
upcoming discussions.

Arriving at we then immediately head over to TSL. We consider
the necessary changes to the underlying reactive system models, along which
we explore the definition of the logic itself, as well as its realizability and
synthesis problems. Then, we revisit the kitchen timer specification from the
introduction and formulate it, this time precisely, by using TSL. Beside that,
we also consider the specification of a music player app to further advance
our experience with the art of TSL system design.

Afterwards, we enter the adventure zone of our trip, which is introduced
by the undecidability proof of TSL. We explore different resolution strategies,
where we first analyze, whether a reduction to fragments of TSL can help in
making the problem decidable. Unfortunately, this excursion does not yield to
a satisfactory result. Hence, we try to rescue the situation, by switching to the
world of infinite games instead. There, we explore step by step which changes
to the standard game semantics are necessary as soon as predicate and update
terms are added to the setting. We especially dive into the determinacy
question of these games, as well as into the restrictions that are needed to
secure ourselves against the rising potential of dangerous infinite branching.
Along the way, we further discover the answer to the question of how much
memory the players need in order to win a TSL based game. It turns out that
both players may need infinite memory in order to win.

Armed with these new insights, we then leave the game world behind, and
again tackle the undecidability problem from the logic’s side. We introduce
our final solution using an approximate reduction of TSL to LTL that is inter-
actively refined in a CEGAR like fashion. We show that the approximation is
sound, but incomplete. Therefore, we are able to effectively synthesize reac-
tive control behavior that is guaranteed to satisfy the given TSL specifications
by construction. In this context, we then have a closer look into the synthe-
sized results yielding towards our idea of a Control Flow Model (CFM) that
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provides an intermediate abstraction for different implementation frameworks.

Next, we connect the abstract CFM implementation model to Functional
Reactive Programming (FRP). To this end, we introduce the concept of FRP
in general and give an overview of the leveraged programming concepts. We
consider the time model of FRP and how it connects to the classical reactive
system models and temporal logics. Furthermore, we learn about different
FRP instantiations in terms of programming patterns. Therefore, our discus-
sion covers Arrowized, Applicative, and Monadic FRP.

We finish with a selection of the different application domains that can
be targeted with TSL synthesis. To this end, we present domain specific
examples that demonstrate the flexibility of TSL. At the same time, a de-
tailed analysis of the application specifics and their influence on the synthesis
performance has been prepared. The discussion is complemented by an ex-
perimental evaluation, where the TSL approximation has been analyzed in
combination with different state of the art LTL synthesis tools. The chapter
is closed with a short summary of the successfully targeted challenges, as well
as the remaining open questions.

Some parts of already have been published in previous re-
search papers. The logic TSL originally was introduced by the paper Tem-
poral Stream Logic - Synthesis beyond the Bools, which was published at the
31th International Conference on Computer Aided Verification (CAV 2019).
The connection to FRP was first explored by the paper Synthesizing Func-
tional Reactive Programs, published at the Haskell Symposium 2019. Both
papers have been created by the thesis author together with Mark Santolucito,
Ruzica Piskac, and Bernd Finkbeiner. They also cover all of the experimental
evaluations that are presented in the chapter. All game related considerations,
however, and the excursion with respect to fragments of TSL are extending
this research and have not been published so far.

Even with the separation of data and control through TSL at hand, there
still are other problems that limit synthesis in terms of practical applications.
These problems already can be considered at the level of LTL. One of these
problems is the inspectability on the synthesized results, which is especially
of interest for specification designers in order to verify their design intents.
While the synthesis result is ensured to be functionally correct according
to the correct-by-construction paradigm, there is still no guarantee that the
returned solutions not unnecessarily exhibit a complex representation.

These problems can be targeted with output sensitive synthesis methods,
which measure the algorithmic complexity of the problem in terms of output
metrics, instead of the input with respect to the specification size. For an
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overview, we first revisit the idea of bounded synthesis [45], which actively
bounds the solution size with the bound being considered as an additional
input to the synthesis problem. The approach sets the basis for our later
considered extensions that are based on other metrics than the solution size.

One of these metrics is the number of simple cycles in the solution graph.
We pursue the intuition that a large number of simple cycles also increases the
amount of potentially varying behavior. Thus, keeping the number of simple
cycles at a minimum reduces potential behavior changes, finally leading to
simpler solutions in general. We underline this intuition with theory and
some experiments. To this end, we prove that the number of simple cycles
indeed is an explosive metric. We show that it can explode triply-exponential
in the formula size, which is even worse than the maximal explosion in the
size of the solution graph that only grows at most doubly-exponentially in the
formula size. Thus, keeping the number of simple cycles small is indeed helpful
in order to avoid such kind of an explosion. Our experimental evaluation
also reveals that the synthesized solutions, for which the number of simple
cycles is bounded in addition to the solution size, indeed are better to inspect.
Furthermore, according to our evaluation bounding the number of simple
cycles introduces no additional overhead in terms of synthesis times.

We further consider output sensitive methods that depend on the repre-
sentation of the synthesized result. The most simple output model is a Mealy
machine, which reflects the configuration graph of a solution only in terms
of a flat graph representation. Other models, however, deliver more compact
representations as well, like Boolean circuits or programs. Therefore, we also
consider output sensitive solutions that target metrics, which are specific to
these compact models. We consider the number of gates and latches as part
of the circuit representation, the size of the intermediate run graphs, and the
number of Boolean variables of assembler like or nested loop-based programs.
We provide SAT based encodings for all of these approaches and compare
them according to the observable tradeoffs with an experimental evaluation.

covers research that already has been published as part of
previous publications. Bounded Synthesis originally was introduced by Sven
Schewe and Bernd Finkbeiner and is only revisited for the sake of completion.
Bounding the number of simple cycles first was explored in the paper Bounded
Cycle Synthesis published at the 28th International Conference on Computer
Aided Verification (CAV 2016). The paper was written by the thesis au-
thor together with Bernd Finkbeiner. A first exploration of output sensitive
synthesis methods for reactive programs was given by the paper Bounded
Synthesis of Reactive Programs published at the International Symposium on
Automated Technology for Verification and Analysis (ATVA 2018). The pa-
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per was written by the thesis author together with Carsten Gerstacker and
Bernd Finkbeiner. However, the paper primarily focuses on the comparison
of the output sensitive approach with an automata based equivalent, as intro-
duced by Madhusudan. This thesis, instead, focuses on the underlying SAT
encoding and the comparison with other output sensitive methods that are
based on different representation models.

Verification is used to identify whether a manually created implementation
satisfies the specification, while synthesis only creates specifications that are
correct by design. However, this does not imply that there always are systems
that satisfy the specification. While engineers cannot introduce errors any
more, since they have been removed from the equation, the designers still
can, because they now are in charge of creating a specification that covers all
of their design intents. Nevertheless, there is no guarantee that designers only
come with intends that always are conflict free. Consequently, specification
developers must be able to fix and debug specifications that are unrealizable
as well.

There are already many approaches that deliver feedback for an unreal-
izable specification, but some specific types of errors still are hard to detect.
To this end, we consider the introduction of delay to the underlying infinite
game in In a delay game, one player obtains a lookahead on her
opponent’s moves, which may allow her to win games with lookahead that she
would loose otherwise. The introduction of delay, thus, offers new debugging
possibilities for errors that are caused by access to inputs that are assumed
to arrive too early in time.

Delay games with parity winning conditions already have been consid-
ered in the past, but previous results only established a doubly-exponential
upper bound on their algorithmic complexity. We improve these bounds to
a single exponent and at the same time complement them with matching
lower bounds. To this end, we also consider the special cases of reachability
and safety winning conditions in more detail. Our final results show that an
additional exponential blowup always arises when introducing lookahead to
games with w-regular winning conditions. Thus, using delay as a debugging
method for specifications that are only realizable with lookahead comes at an
additional cost. The chapter formally introduces the delay game setting and
provides proofs for all of the aforementioned results.

Some results of already have been published as part of previous
publications. The upper and lower bounds for delay games with reachabil-
ity, safety, and parity conditions first have been introduced by the paper
How much Lookahead is meeded to win Infinite Games? published at the
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42nd International Colloquium on Automata, Languages, and Programming
(ICALP 2015). In the original paper, two proofs are given for the upper
bounds. The first one additionally provides a method for solving delay games
with parity winning conditions, while the second one proves a slightly bet-
ter bound, but does not yield a constructive algorithm. In this work, an
adapted version of the first proof is given that matches the better bounds
of the aforementioned second proof. Thus, only a single proof is needed.
Another difference is that the games of the original work are played implic-
itly on the languages of w-automata, while in this work we target a concrete
graph based game definition instead, where the edges are labeled by atomic
proposition, thus, inducing an w-regular language instead. The lower bounds
for delay games with LTL winning conditions originally are from the paper
Prompt Delay published at the 36th TARCS Annual Conference on Founda-
tions of Software Technology and Theoretical Computer Science (FSTTCS
2016). Both papers have been created by the thesis author together with
Martin Zimmermann.

The thesis closes with a final discussion in
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Chapter 11
Preliminaries

We use the symbol N to denote the set of non-negative integers and NT to
denote the set of positive integers. Elements of N are abbreviated by small
roman letters, preferably n,m,j and k. For all n,m € N with n < m we
use [n,m] to denote the set {n,n + 1,...,m} and shorten the special case of
[0,n — 1] by [n], where [0] = 0 and [0o] = N. To denote sets, we prefer using
big roman letters like S, P and Q). The cardinality of a set S is denoted by |5,
where for infinite sets S we fix |S| = co. The power set of S is denoted by 2.

A walue is an arbitrary object of arbitrary type. We use V to denote
the set of all values. A special subset is given by the set of Boolean values
B C V, which are either true € B or false € B. An n-ary function f: V" =V
determines a new value from n given values. We denote the set of all functions
(of arbitrary arity) by F. The arity of an n-ary function f is accessed by
#(f) = n. Constants c are functions of zero arity and at the same time values,
i.e., c € FNV. An n-ary predicate p: V" — B checks a truth statement
on n given values. The set of all predicates (of arbitrary arity) is denoted
by P C F. For a function f: A — B, mapping elements from a domain A C
V to a co-domain B C V, and some set C C A we use f(C) for the set
{be B|ceCAf(c)=>b}. For the sake of readability, we also use B¥! to
denote the set of all total functions with domain A and image B.

If X is aset and n € N we use X" to denote the set of n-ary tuples
over X and number its components from 0 to n — 1. The length of an n-ary
tuple ¢ is given by #(¢t) = n. We use f for the arity of functions, as well as for
tuples lengths’; since the interpretation is always clear from the context. The
projection pr; projects to the j-th component of a tuple of arbitrary length
for any j € N. If the tuple has no such component, then pr; is undefined. To
denote concrete tuple instances, we use round brackets, e.g. (1,2,3) € N3.

Let X be some set of variables. A Boolean formula ¢ over X is a formula
constructed according to the grammar ¢ := true | x € X | =¢ | ¢ A¢. The
semantics of Boolean formulas are defined with respect to truth assignments
to the variables of X. Truth assignments are given by subsets Y C X, where
all variables in Y are assigned true and all variables not in Y are assigned
false. Semantics then are defined via a satisfaction relation E, where Y E x
ffeeY, YE- il X\YEp, andYEpAJdiIT Y Epand Y E 9.
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Additional derived Boolean operations are defined as usual: false := —true,
disjunction @ V 9 := =(—¢ A =), and implication ¢ — ¥ := —p V9. We use
B*(X) to denote the set of all Boolean formulas over a set of variables X.
Furthermore, B (X) denotes the set of all positive Boolean formulas, i.e.,
formulas build by only using the primitives true, false, variables x € X, con-
junction A, and disjunction V. For a set of variables X, we use the con-
straint ezactly, (X) to denote: exactly n € N variables of X must be satisfied.

1 Reactive Systems

Reactive systems are systems that receive input from the environment, man-
age internal state, and produce output to the environment.

Reactive

System — Output

Input —

As the systems are reactive, these actions happen repeatedly over the infi-
nite amount of time. In general, this definition matches almost any system
in our environment, from biological systems over ecological ones up to the
entire universe. However, in the scope of this theses, we only use it to cap-
ture physical computation devices, possible equipped with physical sensors
and actors, and their respective models used for the formal description and
analysis in computer science. In this scope, we consider a simplified model of
time, where we assume that time is represented as a countably totally ordered
sequence of points in time, as mathematically reflected by N. In computer
science, such a time model is usually sufficient, since the physical principles
today’s computers use to execute calculations depend on discrete state and,
thus, need discrete updates as part of their execution semantics.

We further restrict ourselves to the synchronous model of time, where time
is discrete and the process of reading input and producing output strictly
alternates. In this model, the internal state then either is updated between
reading inputs and producing outputs or together with the production of the
output. All other models, that do not fit the aforementioned characteristics,
are usually considered to be asynchronous.

For the synchronous model, two major mathematical frameworks have
been proven useful to express the behavior of reactive systems over time:
infinite words and infinite trees, where the latter is an extension of the former.
While strongly simplifying the capabilities of real world models, infinite words
and trees still allow to analyze important properties of reactive systems and
provide fundamental building blocks to express their temporal behavior.
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2 Infinite Words

An alphabet is a non-empty, finite set of symbols, usually denoted by X or T.
Elements of an alphabet are called letters. Let an alphabet X be given, then
the concatenation w = wows ...w,_1 of finitely many letters of ¥ is called a
finite word over ¥, where n defines the length of w also denoted by |w|. The
only word of length 0 is the empty word denoted by e.

The concatenation of infinitely many letters defines an infinite word which
has infinite length. We usually use small roman letters w and v to denote finite
words and small greek letters «, 3, and v to denote infinite words. For words
that are either finite or infinite we default to denote them by small roman
letters w and v. The set of all finite words over ¥ is denoted by ¥* and the
set of all infinite words by ¥¢. Their union is denoted by L*/* = ¥* U X,
For ¥* \ {e} we also use the shorter notation X*. Given some word w € ¥*/*
we have that for all n € [Jw|] the n-th letter of w is denoted by w, and the
first letter is at wg. Every function f: ¥ — X is lifted to words w € X*/% by
point-wise application, i.e., f(w) = f(wo)f(wy)... € (X/)*/~.

Like letters, we can concatenate any finite word v € ¥* with words
w € ¥** to new words vw. For a word w = vyv; we call vy the prefix of w
and vy it’s suffix. If ¥ is an alphabet then each subset of ¥* is a language
over finite words and each subset of X“ is a language over infinite words.
Respectively, each subset of ¥*/% is a language over finite and infinite words.

For infinite words v € ¥* we are also interested in letters of « that appear
infinitely often. To this end, we utilize the notion of the infinity set Inf(a),
defined as Inf(a) = {o € ¥ | ¥n € N. Im > n. oy, = 0}

3 Infinite Trees

A X-labeled Y-tree t: T* — ¥ is a partial function, defined over a domain
D, C T*, that maps positions in the tree to labels of ¥. The domain D,
needs to be prefized closed, i.e., for any vw € Dy with v,w € T* it must
be that v € D;. If D, = T*, then we say that ¢ is input-complete. The
empty word e denotes the root of a tree, from which the tree branches ac-
cording to it’s directions Y. A branch v C Y* is a finite or infinite se-
quence of directions such that every prefix w of v is in the domain of ¢, i.e.,
w € D;. Finite branches w € T* are not allowed to have further children
after the last position of the branch, i.e., Yo € Y. vvo ¢ D,. The out-
come of a branch v € T*% of a tree t: T* — X is the sequence of labels
appearing along the branch, denoted by t!v. It is defined via the unique
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a
a b
fazs/ \tme falSE/ &rue
a b a b

Figure 9: An example for the graphical representation of a tree. The depicted
tree branches according to B and is labeled by letters from {a,b}.

sequence tlv = « such that |a| = |v| and Vn € [[V]]. ay, = t(vors ... vp).
Every tree ¢ induces a word language L£(t) = {tiv | v € Dy }. If the tree t
is input-complete, then it’s induced language L£(t) is input complete as well.
If Y = B, then we call ¢ a binary tree. We depict trees the classical way,
where the structure of the tree is given as a graph, positions are identified
by the corresponding labels and branches are labeled with the corresponding
directions. An example of a tree illustration is given in The tree is an
input-complete binary tree that branches according to the Boolean values true
and false and is labeled by the letters a and b. In general, we depict trees
such that they grow from the top to the bottom.

4 Infinite Games

The interaction between the environment and the system can be considered as
an infinite, two player game between the input player “Player I”, representing
the environment, and the output player “Player O”, representing the system.
The rules of the game are given in form of a game arena, which consists of
vertices, either owned by Player I or Player O, and an edge relation labeled
by possible moves. The players play in the arena by moving a single token
along the edges, which has been placed on some designated vertex initially.
The player that owns the vertex currently holding the token is in charge of
moving it to a successor. Therefore, a player can choose among any successor
that is allowed by its transition relation. By choosing a successor, the player
produces a symbol, as given by the transition relation.
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Figure 10: Graphical example of an arena. The round vertices describe
the vertices owned by Player O and the angled ones the vertices owned by
Player I. The edges in between denote the possible moves of the players. The
initial vertex is marked by an incoming arrow without a source.

Definition 1. An arena A = (X7,%0, V7, Vo, vr,05,00) is a tuple where
e Y; is a non-empty, finite set of inputs,
e Y is a non-empty, finite set of outputs,
e V7 is the set of vertices owned by Player I,
e Vo is the set of vertices owned by Player O,
e vy € V7 is the initial vertex,
e §r: Vi x ¥ — Vp is the transition relation of Player I, and
e Jo: Vo X X — V7 is the transition relation of Player O.

The size of A, denoted by |A|, is defined to be |Vi| + |Vo|. If V; and Vo
are clear from the context, then we also use V' = V; U Vo to denote the
set of all vertices of an arena.

An example arena A° = (X7, X0, V7, Vo, v, 91, 00) is depicted in|Figure 10} It
consists of five vertices owned by Player I (Vi = {vg, v2,v4,v6,vs}) and four
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vertices owned by Player O (Vo = {v1,vs,v5,v7}). The players play in the
arena by moving a single token along the edges, which has been placed on vg
initially. The player that owns the vertex currently holding the token is in
charge of moving it to a successor. Therefore, a player can choose among any
successor that is allowed by its transition relation. By choosing a successor,
the player produces a symbol, as given by the transition relation. In the
example, Player I produces either the input ig or the input i; and Player O
produces either the output og or the output o;. Moving the token ad infinitum
through the arena produces an infinite play.

Definition 2. A play p in an arena A = (X, X0, Vi, Vo, vr1,01,90) is an
infinite sequence

p = (d,i0,v5,00) (v}, i1,vP,01) ... € (Vi x 81 x Vo x £p)*
such that v} = v; and for all n € N we have that 6;(v.,4,) = v and
6o(vS,0,) = vl, ;. The set of all possible plays on A is denoted by
Plays(.A).

Some plays in the arena A° of would be for example:
L pt= (’Uo,io»’Ubol)(Uo,il,UB,Oo)((M,il,vl,oo)(vmio,U5,01))w

2. pi = (1}07il,U3700)((1}47i(),’U7701)(’U6,il,v7700)(’l]8,i0,’l)5701))w

Each players’ decisions of which successors to choose are determined by the
player’s strategy. A strategy has access to the whole history of a play, i.e.,
Player P for P € {I,O} places it’s decisions as responses to all previous
decisions of the opponent Player P~ (where I. = O and O= = 1I).

Definition 3. A strategy for Player P € {I,O} in a given arena
A= (21,%0,Vr,Vo,vr1,d1,00) is an input-complete ¥ p-labeled ¥ p.-tree
op: (Ep:)* — Xp.

A strategy of for Player O on the arena A° of would be for example:

og ifv=i,
01 if?}Eio

a5 (o) = {

Note that our strategy definition only takes into account the input/out-
put symbols that have been chosen by the opponent player, but not the
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vertex on which the token is currently placed on. This is sufficient, since
the vertex holding the token can always be reconstructed from the previous
choices of the opponent and the player’s strategy when starting from the ini-
tial vertex.

Definition 4. A play p = pgp1 ... on an arena A is consistent with a
strategy oo of Player O iff for every n € N with p, = (vl,4,,v2,0,)
we have that op(igiy...4,) = o,. A strategy oy of Player I is consis-
tent with p iff o7(0p01 ...0n-1) = i, for all n € N. The set of all plays
consistent with a strategy op is denoted by Plays(A, op).

Regarding our example, both of the aforementioned plays pl and p? are con-
sistent with the strategy o§.

To play a game in an arena, it remains to determine which of the players
has won after the players played ad infinitum. To this end, we equip the arena
with an additional winning condition, which fixes the set of infinite plays that
are winning for Player O and loosing for Player I. At the same time, the
complement set fixes the plays that are winning for Player I and loosing for
Player O.

Definition 5. A game G = (A, Win) is a tuple consisting of an arena A
and a set of infinite winning plays Win C Plays(.A) through the arena.
We call a play p winning for Player O iff p € Win and winning for
Player I otherwise.

We consider the following standard winning conditions Win over infinite se-
quences of elements from = = V; x X x Vp x X, i.e., with Win C =¥

e The safety winning condition fixes a special subset S C Vi U Vp of safe
vertices. A play is winning iff all vertices visited are elements of S.

SAFETY(S) ={a € E¥ | Vn € N. pry(an) € S A pry(ay) € S}

e The reachability winning condition fixes a special subset R C V; U Vp
of goal vertices. A play is winning iff it visits at least one goal vertex
of R.

REACH(R) ={a € E¥ | In € N. pry(an) € RV pry(ay,) € R}
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e The parity winning condition is defined with respect to a coloring func-
tion : V7 U Vo — N that assigns each vertex a natural number, the so
called color of the vertex. A play is winning iff the maximal color seen
infinitely often is even.

PARITY(Q?) = { @ € E¥ | max(Inf(Q(pry(«)))UInf (Q(pry(w)))) is even }

Let A = (X7,%0,V1,Vo,vr,01,00), then Gy = (A, SAFETY(S)) with § C V
is a safety game, G5 = (A, REACH(R)) with R C V is a reachability game,
and G = (A, PARITY(Q?)) with Q: V — N is a parity game.

For example, G = (A°,REACH({v5})) is a reachability game that is
played in the arena of with the goal of Player O to reach ver-

tex vs.

Definition 6. Let G = (A, Win) be a game and op be a strategy for
Player P on A. The strategy op is a winning strategy iff every play
p € Plays(A, op) is winning for Player P.

Both of the aforementioned plays p? and p! are winning for Player O, but
the strategy of is not, since Player I can trap it’s opponent to the set of
vertices vg, v1, and v9 by always moving back to v;. Correspondingly, Player I
has a winning strategy in the game G instead. We call games where always
one of the players has a winning strategy determined.

Definition 7. A game G = (A, Win) is determined iff there is either a
winning strategy oo for Player O or a winning strategy o; for Player I.

Note that by the definition of a winning condition it is impossible that both
players win a game. However, it may be possible that none of the players
has a winning strategy, in which case the game is not determined. For all
winning conditions considered so far (safety, reachability and parity), the
corresponding games are all determined (cf. for example [50]).

Also note that safety, reachability and parity winning conditions only take
the vertices into account, that have been visited during a play, but completely
ignore the edge labeling. This is also the reason why games in the literature are
often defined without an additional edge labeling. However, we will consider
more advanced winning conditions later in this thesis that require to take the
edge labeling into account.
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5 Implementations

While infinite trees provide a sound and complete model to express the behav-
ior of a reactive system, they are not amenable to be used in practice, since
their representation is infinite by definition. Thus, we only use them as part
of our mathematical toolbox. For practical considerations, we also require
compact models that are designed to provide finite model representations.

One of the oldest and most popular models is given by Mealy machines,
which are named after their inventor: George H. Mealy [104]. Intuitively,
the model compresses a tree into a finite transition graph, where the states
of the graph identify the repetitive behavior of the tree. Similarly, a Mealy
machine can be considered as a complete infinite tree, whose labeling is ex-
tended with collections of labels indicating the states and where all sub-trees
starting in a position labeled with the same state are consistent among the
whole tree.

Definition 8. Mealy machines M = (X1, X0, M, mr, dym, £) consist of
e a set of inputs Xy,

e a set of outputs Yo,

a set of states M,

an initial state my € M

e a transition function dy: M x X7 — M, and

an output function £: M x X5 — Yo.

The outputs produced by a Mealy machine only depend on the current state
and the last inputs. The size of M, denoted by |[M], is defined to be |M].
The transition function dy can be lifted to words over ¥; using the func-
tion &f: (X7)* — M, recursively defined via d;(e) = my at first and
O (wv) = om(df(w), v) for the remaining steps.

Construction 1. Every Mealy machine M induces an input-complete
infinite tree ty: (X1)* — X0 via the infinite application of dy and ¢, i.e.,
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0,{r1} = {91}

{rob {r1, 2} = {a1}

* — {92}

Figure 11: Graphical representation of the Mealy machine M.

for all n € N it holds that

tv(Vovy - .. Un) = (O3 (Vo . V1), Up).

We define the semantics of M by the induced tree ty;, leading to the word
language L£(M) of M to be defined as L(tp1). Mealy machines are depicted as
directed graphs, where vertices represent the states of the machine and edges
the transitions. Furthermore, each transition is labeled by the input triggering
the transition and the corresponding output produced by £. If multiple inputs
produce the same output, we correspondingly group them together, where we
use * to denote arbitrary possible inputs. The initial state is marked by an
incoming edge without a source.

Figure 11{depicts a Mealy machine M¢ = (2{r1:m2} 2{91:92} £ my}, myg, by, €)
with

mi; if m=mg A ry€wv
0 = d
ra(m, v) { mo otherwise an
R {n} ifm=mg
’ {g2} otherwise

6 Linear Temporal Logic

So far, we only considered definitions of reactive system implementations.
They are, however, not expressive enough to capture temporal behavior prop-
erties in general. Reactive system implementations are infinite trees that
branch according to the inputs from the environment and are labeled with
outputs that are produced by the system. Reactive system properties, on the
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other hand, are sets of infinite trees covering all implementations that satisfy
the property to be described. For practical applications, however, describing
such sets explicitly is infeasible due to the infinity of time. Therefore, a more
compact description is required. Natural ones are given by temporal logics,
which bundle the infinite behavior of time into temporal operators, similar to
the behavior, as it would be described using natural human language.

The most popular temporal logic is given by Linear-time Temporal Logic
(LTL), as introduced by Pnueli in 1977 [I16]. In general, LTL describes the
temporal behavior of infinite words over sets of atomic propositions 3. Nev-
ertheless, LTL can also be used to describe properties over infinite trees. To
this end, the alphabet is divided into input propositions Z and output propo-
sitions O. The properties then describe sets of infinite words over ¥ = 270,
which are lifted to infinite trees via branching among the input propositions Z.
Remember that the input propositions are under the control of the environ-
ment. Therefore, the word languages induced by LTL only cover infinite trees
that branch according to all inputs, as provided by the environment.

Syntactically, every LTL specification ¢ adheres to the following grammar:

@ == true | a€ZUO | =p | Vo | Op | pUp

The size of a specification ¢ is denoted by || and defines the number of sub-
formulas of ¢. The semantics of LTL are defined over infinite words a € 3¢.
We define the satisfaction of a word « at a position n € N and a specification ¢,
denoted by «,n E ¢, for the different choices of ¢ as follows:

e a,n F true

e a,nkFa iff a€a,

e a,nkE -y iff a,nkFyp

e a,nFeVvdY iff a,nFEyporaikFd

e a,nkFEQp iff a,n+1F ¢

e ankF UV iff Im>n.amEJandVn <i<m. a,iFgp

An infinite word « satisfies ¢, denoted by a E ¢, iff a,0 F ¢. The word
language L(¢p) is the set of all words that satisfy ¢, i.e.,

L(p)={aeXZ¥]|akF p}.

The tree language of ¢ is the set of all trees ¢t such that £(t) C L(¢). The O
operator is called “next” and the I/ operator is called “until”. Beside the defined
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operators, we have the standard derivatives of the Boolean connectives, as
well as eventually: O = trueld o, globally: ¢ = -, and the weak
version of until: o W1 = U Y V Oep.

The following are some example temporal properties that can be defined using
LTL:

1. Order of Change. The output o € O is not enabled before output o’ € O,
which again is not enabled before another output o” € O.

05 = oWod A =W

2. Reactivity. If at least one of the inputs i € Z changes infinitely often,
then also at least one of the outputs o € O must change infinitely often.

of = \/ (OCi AOC—) = \/ (OG0 A OO 0)

€L ocO

3. Simple Arbiter. An arbiter manages the access to a shared resource
among n clients. Clients place requests r; € Z, which must be granted
eventually via grants g; € O. Furthermore, only a single grant can be
given at every point in time, i.e., grants are mutually exclusive.

n—1 n—1 n—1

¢5 == N\ (O =09)) A (6= N\~

= R =2/

The verification problem asks for a given implementation X, which induces
a language L£(X), and a given specification ¢, both defined over the same
sets of inputs Z and outputs O, whether the implementation satisfies the
specification X F ¢, or stated in terms of the languages, whether £(X) C L(p).
If only the specification ¢ is given, then the realizability problem asks for the
existence of an implementation that satisfies . If, however, the specification ¢
is given and an implementation model is fixed, then the synthesis problem asks
for a concrete implementation X that adheres to the model and satisfies . If
the specification is unrealizable, then the synthesis problem is only required
to return the unrealizability result, e.g., “the specification is unrealizable.”.

To demonstrate the differences and major advantages of synthesis against
manual programming, we consider the design process of an escalator con-
trol specification, which is responsible for the reliable transport of passengers
between two floors.
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The escalator consists of a single transport belt, which can either move up
or down. To observe the behavior of the passengers and to deduce their in-
tentions, there are two sensors, at the top and at the bottom, that reliably
detect whenever a passenger enters or exists the escalator. The escalator is
always moving in one direction only. Hence, passengers can only use it when
it is moving towards their target floor. This is why there are two additional
waiting platforms behind the sensors for the passengers to wait, in case the
escalator currently is moving into the wrong direction. Our goal is to cre-
ate a controller that reliably delivers every passenger to his or her desired
target floor. To describe the behavior of the controller in LTL, we use the
Boolean input signals 7 = {enter (yp), enter mottom)s €Xit (topy; €X1t (bottom) |
to denote the feedback of the sensors at the bottom and top floors and the
single Boolean output signal O = {move )} to denote that the escalator is
moving upwards, if set, and moving downwards otherwise. The property of
delivering every passenger then can be formalized for both directions with the
following guarantees:

O (enter<bottom> — O (move (ypy U exit<top>) (G1)

a (enter<top> — O (move ypy U exit<bottom>) (G2)

Unfortunately, these two guarantees are not sufficient yet, because the spec-
ification that results from the conjunction of the guarantees is unrealizable.
The reason is that there is no way to ensure that the top sensor will produce
an exit signal after the bottom sensor recognized a passenger entering.
Indeed, in theory it is possible that a passenger enters at the bottom and
waits in the waiting area forever. In this case, the given setup of the two
sensors is too limited to detect the behavior of the passengers. The controller
just cannot determine the exact position of every passenger in the system.
However, in practice we can assume that such a behavior will not occur (no
passenger has the patience to wait forever, only to break the system).
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In order to fix the specification, we need to add this additional assumption.
The question that still remains open is: how long does it take until a passenger
leaves at the top after entering at the bottom? Note that a passenger only
can reach the top floor, if the escalator moves up for long enough such that
it is ensured the passenger had a successful trip that covered the distance.
However, the behavior of the escalator has not been determined yet, since we
still have not fixed the behavior of the system. Hence, there is no guaranteed
upper bound on the time of travel that we can use.

However, thinking about the problem for another moment reveals that we
also do not need to. The solution is that we have the guarantee that, if we
move up the escalator for some sufficiently large amount of time continuously,
than each passenger will be delivered at the top eventually, independently of
the length and speed the escalator is moving with, and no matter of when the
passenger decides to start the trip. Eventually, the passenger will be delivered
to the top. This assumption is sufficient enough to make the specification re-
alizable. Formally, we add the following two assumptions to the specification,
one for each direction:

O (entera,ottom) A & (move )y Wexit popy) — O exit<top>) (A1)

O (enter<top> A & (mmove ypy W exit portom)) — O exit<bottom>) (A2)

Finished! The resulting specification is realizable and the synthesis produces
a controller that works correctly. Just ask yourself: how much time would you
have spend with constructing the respective controller by hand and completely
on your own? Another exercise: What do you think is the minimal number
of states required by a Mealy machine implementing this controller? Finally:
What is easier? Creating the specification or the manual implementation?

As you see, synthesis offers some strong advantages against the manual
creation of solutions, but it also comes with some new problems and chal-
lenges. For example, how does the synthesized controller work? How exactly
does it archive the goal of delivering ever passenger. The answer may be
given after inspection of the synthesized system. However, is there again the
guarantee that this will always be an easy task?

7 Universal co-Biichi Automata
We conclude our preliminary definitions with one further specification model

for infinite languages L C ¥¢ with ¥ = 27YC: the model of universal co-Biichi
word/tree automata. In general, there are various automata models that are
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true

Figure 12: The universal co-Biichi automaton 2(¢, which expresses the lan-
guage L(p5) = L(O(r1 = G g1) AD(r2 = $g2) AD— (g1 A g2)) for n=2.

capable of expressing languages over infinite words or trees. Universal co-
Biichi automata, however, enjoy the special property that their word and tree
models are so close to each other that it is just a matter of the formal definition
to distinguish them. The reasons are twofold. On the one hand, universal co-
Biichi automata are free of nondeterministic choices. Thus, the acceptance
of infinite trees only depends on the infinite behavior of all branches and
not on how these branches have been chosen nondeterministically during the
execution of time. On the other hand, the environment induces a universal
branching over input propositions Z, similar to the interpretation of LTL
properties over trees. Therefore, we only consider the word model of universal
co-Biichi automata, since they already cover all relevant tree properties.

Definition 9. A wniversal co-Bilichi word automaton 2l is a tuple
A= (%, Q,qr, Ay, cCOBUCHI(R)), where

e Y is a finite alphabet,

e () is a finite set of states,

e g; € @ is the initial state,

e Ay C @ X X x @ is the transition relation,

e R C (@ is the set of rejecting states,

where the set cOBUCHI(X) C (Q x X)“ fixes the accepting sequences.

cOBUCHI(X) = {(q0,00)(q1,01) ... € (@xX)* |IneN.Vj >n.q; ¢ X}

An example for a universal co-Biichi word automaton is depicted in
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Its language is equivalent to £(¢$) expressing a simple arbiter with two clients
(n = 2). The automaton is illustrated as a labeled directed graph, where
states are nodes and the transitions are edges. The initial state is marked
by an arrow without a source. Rejecting states are marked through doubly
framed nodes. For the representation of the transition relation, we utilize an
alternative representation of Ag as a function Ag: Q% — B*(Z U O), which
is only applicable if ¥ = 27YC_ The representation assigns each pair of states
a Boolean formula over the input and output propositions such that for all
¢,q¢ € Q and o € 2799 we have that o F Ay (q,¢’) if and only if (¢,0,¢') € A.
For the illustration of universal co-Biichi word automata, we label the edges
with Ag(q,q’), as long as the formula is satisfiable. Otherwise, there is not
edge depicted between two states. For the sake of readability, we use Ag
for both: the function and relational representation, since both notions can
always be clearly distinguished with respect to their application context.

The size of universal co-Biichi automaton 2 is denoted by || and defined
tobe |Q|. A runr = (q0,00)(q1,01) ... € (Q x X)* of 2 is an infinite sequence
with g0 = qr and (gn, On, gn+1) € Ay for all n € N. The word language £(2)
contains all ogoy ... € X, for which all runs r = (o, 00)(g1,01) ... € (Q x X)¥
with goq1 ... € Q¥ are accepting, i.e., for which r € coBUCHI(R).

Every LTL formula ¢ can be converted into an equivalent universal co-
Biichi automaton expressing the same language as .

Theorem 1 ([90]). For every LTL formula ¢ there is a universal co-
Biichi word automaton A, with L(p) = L(A,) and |A,| € O2/#).

Given a machine M, it is easy to check whether M satisfies an infinite behavior
property given as universal co-Biichi automaton 2. To this end, we have to
create the run graph consisting of the cross-product of Ml and 2 to check that
no execution of M visits infinitely many rejecting states of 2.

Definition 10. The run graph Gom = (M % @, E) of a universal co-
Biichi automaton 2 = (279°,Q, q;, Ay, cOBUCHI(R)) and a Mealy ma-
chine M = (2%,29, M, my, 0y, £) is a directed graph, where

E ={((m,q),(m/,q")) | 3o € 27Y°. spy(m,INo) =m'A
{m,INo)=0NacA
(¢,0,q') € Ag}.
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C mo, 90 mi, g2 mo, qv D
() !

™mi, do mo, q1 mi, qr

Figure 13: Run graph of the Mealy machine M€ of and the universal
co-Biichi automaton 2A¢ of [Figure 12

A vertex (m,q) of Gy m is rejecting iff ¢ € R. A run graph is considered to
be accepting iff there is no cycle of Gy, which contains a rejecting vertex.

An example for a run graph for the Mealy machine M¢ of and
the universal co-Biichi automaton A of is depicted in
The rejecting vertices are marked by doubly framed nodes. Only the fraction
of the run graph that is reachable from the initial vertex (mg, qo) is illustrated.

In general, the non-existence of a rejecting vertex is witnessed by a ranking
function A: M x@Q — NU{_} with _ ¢ N. If the run graph contains no rejecting
vertex, then there is a ranking that labels all vertices that are reachable from
(myp,qr) with a natural number, which never increases among the transition
relation and strictly decreases after each rejecting vertex.

Definition 11. A ranking A\: M xQ — NU{_} validates a run graph G m
with 2 = (279°.Q, g1, Ay, coBUcHI(R)) and M = (2%, 29, M, my, by, £)
if and only if:

® A\(mz,qr) €N
o Vu,v' € M xQ. A(v) ENA (v,0') € E— Av') e NAAW) < A(v)
o Vu,v' € M X R.Av) ENA (v,0') € E— Av') e NA AW < A(v)

The existence of a valid ranking proves that the run graph is accepting. If the
run graph is accepting, we also say that M is accepted by 2.

Theorem 2 ([45]). Let A and M be a universal co-Biichi automaton and
a Mealy machine, respectively, with compatible inputs and outputs. Then
L(M) C L(2) if and only if there is a ranking A that validates Gy .
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A ranking that validates the run graph of is for example \¢ with:

1 ifge{q,q}
A(m,q)=4q 0 ifqge{q}

otherwise

Thus, the ranking A® proves that M satisfies ¢§ for n = 2 clients.
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Temporal Stream Logic

Analyzing the design requirements of reactive applications in the real world
reveals that Boolean and temporal reasoning alone is not enough to construct
scalable reactive systems. Instead, it turns out that real-world applications
not only need to coordinate the transformation of a few data bits, but require
complex data structures that must be scalable according to the users’ desires.
The problem that we encounter with classical specification logics like LTL
is that they are limited to data instances that only can be expressed by the
composition of a few explicit data bits. Thus, they miss required abstractions
for keeping data entities scalable.

Our solution to the problem is the clean separation between the reac-
tive program’s control, affecting its execution behavior, and the data that
is processed continuously. To this end, we abstract from the actual data
representation and instead focus on the behavior description of the system’s
high-level control. Immediate advantages are scalability, because data rep-
resentations no longer need to be concretized, and modularization, since the
data can be instantiated independently of the control. Furthermore, a strict
separation improves the quality of the systems under design, since developers
are forced to keep a clean separation between the behavior description and
data properties, instead of mixing them in the design specification implicitly.

1 The Logic

In this chapter, we lay the foundations for describing reactive system be-
havior with a specification logic that explicitly separates data from control.
We present: Temporal Stream Logic (TSL), a specification language that is
especially designed for reactive system synthesis. TSL is the first temporal
logic that formalizes reactive behavior over infinite data streams of arbitrary,
non-enumerative, and higher order type. To this end, the logic utilizes a
straightforward notation for specifying how outputs are computed from in-
puts and uses Boolean and temporal connectives for an intuitive interface to
standard logical reasoning and for accessing time. Therefore, TSL focuses on
describing temporal control flow, while universally abstracting from possible
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cells: C

inputs: —»

1 . TSL specification ¢
——>

3.

reactive system

implementing a ., outputs:

0

¥

Figure 14: The reactive system architecture that is implicitly utilized by TSL.

data representations. As a consequence, the logic is not only intuitive and
simple, but also allows developers to identify issues with the control flow,
even without a concrete implementation of data instances and their possible
transformations at hand. Accordingly, TSL scales up to any required data
abstraction, as well as to complex functional transformations or APT calls.

1.1 Architecture

Every TSL formula ¢ describes a reactive system component processing a
finite set of input streams I and producing a finite set of output streams 0.
Additionally, cells C can be used to store values computed at time ¢ for reusing
them at the next time step t + 1. An overview of the resulting architecture
model is presented in According to this model, the environment
produces infinite streams of unconstrainted input data, while the system uses
pure and side-effect free functional transformations to manipulate the values
of the input streams at every point in time. After traversing a sequence
of function transformations, data values are either output or stored in cells,
where cells are used to provide the stored values again as inputs at the next
moment in time. The final component’s behaviour then results from its infinite
execution over time.

1.2 Updates, Function, and Predicate Terms

In order to process infinite data streams of arbitrary type, the logic differenti-
ates between two basic building blocks: purely functional transformations, re-
flected by functions f € F and their compositions, as well as predicates p € P,
used to access data properties of the inputs and cells, which then are projected
to Boolean decisions that control the temporally evolving data flow inside the
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system. Furthermore, functions and predicates are composable to new joint
transformations. To this end, we leverage a term based notion that separates
between function terms 7p and predicate terms 7p, respectively. Function
terms

T = s; | £fTp TR 0 TR

either utilize inputs or cells s; € I U C, without any prior conversion, or first
apply pure function transformations f in composition with other function
terms, i.e., pre-process input streams before they are passed as arguments
to the joining function. Function terms are of an arbitrary type. Predicate
terms

TP = 8i | PTR TP -t TF

are constructed similarly, but instead are of Boolean type. Note that the term
syntax uses curried argument notation similar to functional programming lan-
guages. Finally, an update [s, <~ 77 ] takes the result of a composed function
transformation 7x and passes it either to an output or a cell s, € 0UC.

We denote sets of function terms, predicate terms, or updates by Tr, Tp
and T, respectively, where Tp C Tp. Furthermore, we use F to denote the
set of function literals and P C F to denote the set of predicate literals, where
the literals s;, s,, £ and p are symbolic representations of inputs and cells,
outputs and cells, functions, or predicates, respectively. The arity of function
and predicate literals £ is accessed by #(£), similar to the functions themselves.
Note that, as a consequence of the utilized symbolic representation, functions
and predicates are not tied to a specific implementation. However, we still
classify them according to their arity, i.e., the number of function terms they
are applied to, as well as by their type: input, output, cell, function, or
predicate. To give functions and predicates some semantics, an assignment
function (-): F — F is used that preserves the arity, i.e., V£ € F. §(f) = §((f)).
For comparing two function or predicate terms syntactically, i.e., according
to the abstract syntax tree that is induced through the used function and
predicate literals, we use the syntactic equivalence relation =.

1.3 Inputs, Outputs, and Computations

We consider momentary inputs of the environment as assignments i € V!
that map inputs i € I to values v € V. For the sake of readability, we
use Z = VU, Input streams then are infinite sequences ¢ € I consisting
of infinitely many momentary inputs. Similarly, momentary outputs of the
system are assignments o € V(% of outputs o € 0 to values v € V, where we
also use @ = V. Qutput streams are infinite sequences o € O¥.
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To capture the behavior of cells, we introduce the notion of computa-
tions ¢. Computations fix the function terms used to compute outputs and
cell updates, without fixing semantics of function literals. In other words,
computations determine the function terms that are executed at a time in-
stance to compute output values and the values that are stored in cells. The
momentary element of a computation is a computation step ¢ € 7}[UUC] as-
signing outputs and cells s, € 0 U C to function terms 77 € Tr. For the sake
of readability let C = 7;,[UUC]. A computation step fixes the control flow be-
haviour at a time instance, while a computation ¢ € C¥ is an infinite sequence
of computation steps. As soon as input streams, and function and predicate
implementations are known, computations can be turned into concrete output
streams. To this end, let (-): F — F be some function assignment, where we
assume that there are constant literals init. € F for every cell ¢ € C that
provide initial values at the start of time and do not appear in any formula ¢.
To evaluate the values of output streams from computations ¢ € C* under the
input ¢ and implementations (-), we use the evaluation function Ty

Definition 12. The evaluation function n,: C* X I x N x Tp — V
determines the value of a function term under a computation ¢ and input ¢
at time ¢t € N:

L(t)(s1) ifs; €1
77<.)(§, L, t,85) = (inits,) ifs; €CAt=0
NS et —1,6(t —1)(s1)) ifsi €C A E>0

77<.>(§7 Ly t? fro - Tmfl) = <f> 77<.>(§7 Ly tv TO) T n<.)(§7 2 tv TWL*l)

Consequently, output streams then result from evaluating 7, on inputs and the
accumulated cell contents at every point in time, i.e., gy, € O¥ is defined
via gy, (t)(0) = n.(s,¢,t,6(t)(0)) for all t € N and o € 0.

1.4 Syntax

Definition 13. Every TSL formula ¢ is build according to the grammar:

p = true | p | [so=TF] | mp | oAp | Op | pUyp
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The basic propositions are either predicate terms 7p, serving as the Boolean
interface to the inputs, or updates [s, < 7r |, enforcing the expressed flow at
the current point in time. The remaining operators are standard for a tem-
poral logic. We have the Boolean operations via negation and conjunction,
which allow to express arbitrary Boolean combinations of predicate evalua-
tions and updates. Furthermore, we have the temporal operator O (next)
stating that the behavior expressed by the sub-formula v must be realized at
the next point in time and the temporal operator 9 U ¢ (until), which enforces
a property ¢ to hold until the property 1 holds, where 1 must hold at some
future point in time eventually.

1.5 Semantics

TSL formulas are semantically evaluated under the scope of a given function
implementation (-): F — F, an input stream ¢ € Z%, and a computation
¢ € C¥ that has been selected by the system.

Definition 14. Let (:): F — F, ¢t € Z%, and ¢ € C¥ be given, then the
validity of a TSL formula ¢ with respect to ¢ and ¢ is defined inductively
over t € N via:

S, Lyt Fy true & true

Sttt By P70 - Tm—1 & NS, 4,E,P T0 -+ Tim—1)

S, Lt Fy [se=T] & st)(s)=T

S Lt By — S 6Lt By v

S, Lyt ':<.>19/\w & Gt ':<4>19 N G, Lt ’:<.>1b
S, Lt By O S GLt+1 By o

S, 1t Ey dUY o WIS VE<E <.

Lt ':<.> 9 A g, t" ':<.> P

Consider that the satisfaction of predicates depends on the current compu-
tation step and the steps of the past, while the satisfaction of updates only
depends on the current computation step. Furthermore, updates are only
checked syntactically, while the satisfaction of predicates depends on the given
assignment (-) and the input stream ¢. We say that ¢ and ¢ satisfy ¢, denoted
by ¢,¢ Fy @, if and only if ¢, 1,0 Fy ¢.

Beside the aforementioned default operators we have the standard derived
Boolean operators, such as false, disjunction V, implication —, and equiva-
lence <>, and the derived temporal operators release ¢ R = —((—) U(—p)),
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finally SO = true U ¢, always O = false R @, the weak version of until
oW = (eUY) V (Oy), and as soon as ¢ A = v W A ).

1.6 Realizability

With syntax and semantics of TSL at hand, we are ready to precisely formalize
the realizability problem of the logic.

Problem 1. Given a TSL formula ¢, is there a strategy o: (277)* — C
such that for every input ¢ € Z% and function implementation (-): F — F,
the output that results according to o satisfies ¢? Or formally:

Jo: (2™ = C. VL eI¥ V(): F = F. oLt Fy @
where o ¢ = ¢ is the unique computation ¢ € C* such that:

VieN. ¢ =o({r € Tp [ ns,1,0,7)}.. {7 € Tp | n(s,t,t,7)})

If a strategy o exists, we say that o realizes ¢. If we additionally ask for
a concrete finitely representable instantiation of o, we consider the synthesis
problem of TSL.

2 Specification Examples

Before we continue, we demonstrate the advantages of TSL as a specification
language for the development of reactive systems on two real-world example
applications. Our first example reconsiders the kitchen timer application of
the introduction, for which specifying the reactive behavior revealed to be a
tedious task, if tried to be done with LTL. Moreover, we had identified that
such an LTL specification would be out of scope for every currently available
synthesis tool. We show that TSL easily outperforms LTL in such a case, by
utilizing the now available abstractions that we identified as missing for LTL.
Our second application targets a music player app that needs to be imple-
mented in the environment of the Android operating system, a system that
is deployed worldwide on a large scale of different mobile phones. Regarding
the requirements of the app, we compare the design challenge of creating a
TSL specification and using synthesis with the task of manually creating the
application using classical iterative development techniques instead.



2. Specification Examples 53

2.1 Specifying a Kitchen Timer

With the formal semantics of TSL at hand, we reconsider the kitchen timer
application of Remember: the timer utilizes three buttons, a screen
for displaying the currently set time, and a buzzer for producing an alarm.
For the sake of simplicity, we consider the button values to be provided as
Boolean input streams, which deliver true, as long as a button is pressed, and
false otherwise. Furthermore, we assume that there is another input stream
providing the time since the last evaluated moment, used to synchronize the
displayed time with the underlying clock of the application framework.

Similar to the button inputs, the system outputs a Boolean data stream for
controlling the buzzer, which emits an alarm whenever the output is true and
keeps silent otherwise. At the same time, the system outputs a time value in
a format that is suitable to be displayed on the screen. Note that the concrete
representation of this time value depends on the application framework, and,
thus, is not concretized as part of the TSL specification.

The required properties of the specification can be easily formalized using
TSL. To this end, we start by fixing possible operations on time — a cell that
holds the time that has been configured by the user.

COUNTUP := [time <~ countup time dt]
COUNTDOWN := [time << countdown time dt]
INCMIN := [time << incMinutes time]
INCSEC := [time «< incSeconds time]
IDLE := [time «= time]

The updates on time use the literals countup, countdown, incMinutes, and
incSeconds, which represent pure functions for updating the value of the cell
with the correspondingly transformed input. For counting up or down, the
input signal dt delivers the time difference since the last execution of the
network. Note that the semantics of T'SL ensure that these assignments to
the same cell are mutually exclusive, i.e., it can never be the case that two of
these operations are executed simultaneously at the same point time.

Next, we need to control the flow of the updates of time. To this end, we
utilize a predicate that checks whether the time is currently set to zero or not

ZERO := eq time zeroV

where zeroV is a constant of the same type as timeﬂ Finally, we define some
sub-properties, which are useful for expressing conditions that regularly used
later. In our case these are

1We tag constant literals with ¥ to make it easier to distinguish them from input literals.
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RESET := Min A Sec
COUNTING = COUNTUP V COUNTDOWN
ANYKEY := pressMin V press Sec V press StartStop
START := press StartStop A —press Min A —press Sec
START&MIN  := press StartStop A press Min A O —Sec A OO —Sec
START&SEC = press StartStop A press Sec A O—Min A OO —Min

where the literals Min, Sec, and StartStop represent the input signals for the
three buttons, respectively. The function press is used for providing a more
compact notion and for improved readability. It is defined as:

pressx = -z N Ox

The last two conditions START&MIN and START&SEC are required for realizing

requirement [§
Now we are ready to reformulate all properties of the kitchen timer, that

we informally introduced during the introduction, but this time with TSL:

CR-

&
i

‘= RESET ¢ [time « zero" |

:= —COUNTING A press Min A O —-Sec < O INCMIN
:= —COUNTING A press Sec A O—Min <+ QO INCSEC
= ZERO —

((IDLE A START
— O tillAnyInput COUNTUP) W (INCMIN V INCSEC))

INCMIN V INCSEC —

((-COUNTING A START
— O tillAnyInput COUNTDOWN) W O ZERO)

:= (O~-COUNTING A OO COUNTING

— OSTART V START&MIN V START&SEC

:= COUNTING A ANYKEY A O -RESET

H & & §5 &
I

— O tillAnyInput IDLE

—COUNTING A (START&MIN V START&SEC)
— O O tillAnyInput COUNTDOWN

:= ([beep <= true’] V [beep < false"]) A

(O (COUNTDOWN A ZERO) V ANYKEY <+ O [beep «~ true’])

:= [screen << display time]
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We again use a helping function tillAnyInput for improved readability, which
denotes that a condition is satisfied until either the system is reset or any
button gets pressed. The property can be expressed in TSL as follows:

tillAnyInput v = (x A SANYKEY) W (RESET V = A ANYKEY)

The final specification is then composed as ¢ = Y;ni: A /\jﬁl i, where Y
adds some remaining startup conditions, which ensure that the system is
initialized correctly according to the corresponding temporal context.

Yinit = —COUNTING A (OCOUNTING — START) A
—INCSEC A —INCMIN A [beep « false"]

Also note that the O-operations that have been used in the v; formulas are
necessary, since “being pressed” requires a change of the Boolean input and
this change is only observable by comparing the currently provided value with
the previous one.

The definition of ¢ provides the behavioral specification of the kitchen
timer, where the compactness of ¢ indeed proves that TSL overcomes the
Boolean limitations of LTL that we observed in the introduction. Moreover,
TSL features to argue about arbitrary data streams by utilizing the separation
of data and control. This separation is required, because any representation
of the time value, that needs to be displayed on the screen, is too complex to
be encoded efficiently by a Boolean combination of binary values.

2.2 Specifying a Music Player

While the previous example demonstrates the advantages of TSL against clas-
sical logics, which are based on atomic propositions, it still might not be ob-
vious which advantages synthesis provides against manual code creation. To
this end, we also demonstrate the advantage of having the separation of dif-
ferent behavioral properties into a logical conjunction against iterative code
development in the sense of feature extensions. We illustrate this difference on
the development task of a simple Android music player app. The most time
consuming and error-prone considerations during the development of Android
apps are caused by the temporal behavior of the app through the Android life-
cycle [133]. This lifecycle specifies how apps are paused, when moved to the
background, come back into focus, or are terminated. Specifically, resume
and restart errors are commonplace and hard to debug and correct.

Our music player example highlights a development situation, in which a
resume and restart error could be introduced unintentionally when program-
ming by hand, but is avoided when using a TSL specification. The app utilizes
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Sys.leaveApp () { . .
it (MP.musicPlaying ) { D(leaveApp Sys A musicPlaying MP
Ctrl.pause(); — [Ctrl <—<pausev])
}
}
Sys.resuﬁ;A}:‘p()k; o D(resumeApp Sys
pos = .trackPos () ;
Ctrl.play(Tr,pos); — [Ctrl «< play Tr (trackPos MP)])
}

Figure 15: On the left, the code that is used to interact with the system for
leaving and resuming the app. On the right, the equivalent formulation in
TSL.

the Android music player library (MP) in combination with its control inter-
face (Ctrl). It pauses music, if playing and being moved to the background
(for example if a call is received), and continues playing the currently selected
track (Tr) at the stopped position, if the app is resumed. In the Android oper-
ating system (Sys), the leaveApp method is called whenever an app moves to
the background, while the resumeApp method is called to resume. When the
user leaves the app and the music is currently playing, then the music must
be paused. Similarly, when the user resumes the player, then the music must
be started again at the position it has been stopped before. Some code that
implements this behavior can be found on the left of [Figure 15] An equivalent
TSL specification is placed on the right.

Now consider an extension of the app’s functionality, which requires that
it only starts playing after being resumed, if music was playing on the previ-
ous leave of the app before. For the manually developed code, such a change
requires a new shared program variable wasPlaying keeping track of the con-
dition under which the app has been left in the past. Therefore, this new
variable must be correctly initialized, read and updated at the right places
in the code, as illustrated on the right of The respective changes
include an additional conditional in the resumeApp method that branches into
two different update conditions for wasPlaying, respectively.

The example highlights how a small update of a minor requirement may
lead to some wide-ranging code changes. Furthermore, for the application of
these changes a developer with decent knowledge of the code base is necessary,
who knows all the places that must be updated. Moreover, the introduced
change requires a new globally scoped variable, which then might be changed
unwittingly elsewhere.

On the other hand, changing the TSL specification is straightforward.
Here, only updating a single sub-formula is required: if the app is left while
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bool wasPlaying = false;
Sys.leaveApp () {
if (MP.musicPlaying()) {
wasPlaying = true;
Ctrl.pause () ; O (leaveApp Sys A musicPlaying MP
}
else { — [Ctrl <~ pause"])
wasPlaying = false;
}
’ 1 App S icPlaying MP
Sys.resuneApp () { D( eaveApp Sys A musicPlaying
if (wasPlaying) { — [Ctrl «< play Tr (trackPos MP)]
pos = MP.trackPos(); A resumeApp Sys)
Ctrl.play(Tr,pos);
}
}

Figure 16: A minor change in functionality may require multiple code changes,
but can be reflected by a small change in the TSL specification.

music was playing, then music must play again as soon as the app resumes.

In general, the development of formal specifications brings many advan-
tages against manually created code. On the one hand, one obtains a pre-
cise description of the required system features, which are logically organized
through Boolean and temporal connectives. On the other hand, implementa-
tion details can be postponed to the synthesis engine and later function and
predicate implementations. Finally, through synthesis the created systems are
correct by construction. Hence, potential errors are already discovered during
development and can be fixed at an early design stage.

3 Decidability

Before we consider the details of our solution to the TSL synthesis problem,
we examine some properties of the logic that arise as a consequence of the
utilized universal quantification over function and predicate terms. The most
constrictive implication of this quantification is that it renders the synthesis
problem undecidable, since, in a nutshell, universally quantified predicates can
be used to construct a path with two equal, but differently constructed cell el-
ements using a diagonalization argument. In combination with the temporally
proceeding evaluation over time, such two equal elements can be utilized to
encode undecidable problems, as for example the Post correspondence prob-
lem (PCB) [11§].
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Theorem 3. The realizability problem of TSL is undecidable.

Proof. We reduce an instance of the Post Correspondence Problem (PCP) [I18],
consisting of an alphabet ¥ and sequences wg, w1, . .., Wy, Vg, V1, ..,V € BT,
to the realizability of a TSL formula ¢. The PCP asks, whether there is some
finite sequence igiy ...i; € NT such that w; w;, ... w; = vivi, ...v;,. The
problem is well known to be undecidable.

To this end, we translate an arbitrary instance of PCP to a TSL formula ¢,
which is realizable if and only if there is a solution to the PCP instance.
Let n € N, wg,w1,...,w, € ¥* and vg,v1,...,v, € X* be given. We fix
predicate literals P = {p}, utilizing some unary predicate literal p, function
literals F = ¥ U{X"}, with every £ € 3 corresponding to some unary function,
and XY, denoting some constant literal, I = (), 0 = (), and C = {A,B}. Let
w(@oxy .. T, 8) = o(z1(. .. 2 (8) .. .)), then we define ¢ via:

e = ([a=x] A [Bex])
A OO Vi (1A= nlw; 0)] A [B— p(v;.B)]))
A oo<>(p(A) <—>p(B))

Intuitively, we first assign the cells A and B a constant base value. Then,
from the next time step on, we have to pick pairs (w;,v;) in every time step.
Our choice is stored in the cells A and B, respectively. Finally, we check the
constructed sequences of function applications to be equal at some future time,
where we use the universally quantified predicate p to check for equality. The
TSL formula ¢ is realizable if and only if there is an index sequence igi; .. . 7%
such that w; w;, ... w;, = viviy .. Vit

“=" Assume ¢ is realizable, i.e., there is some strategy o: (277)* — C that
satisfies o for ¢ = 0* and all possible choices of (-): F — F. We claim that:

e (277)%. 3t > 1. niota, i, t,A) =nfola,,t,B) (1)

For the sake of contradiction assume the contrary, i.e., that A and B are always
different on every branch after two steps. We fix (X¥) = ¢ to be the empty
word and (f)(w) = w - £ to be functions for all £ € ¥ that concatenate the
letters £ € ¥ to words w € X*. Correspondingly, the strategy o operates on
sequences, which are stored in A and B and get enlarged over time. Moreover,
the content of A and B is strictly increasing with every update, since |wy| > 0
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and |vg| > 0 for all k € [n]. Therefore, a simple induction shows that at every
time step t > 1 either A or B contains a value w € ¥ which never has been
stored in A or B at some earlier time step ¢’ < t. Let wh, w4,... € ¥* be the
sequences stored in A and w5, w§, ... € ¥* be the sequences stored in B for all
t > 1. We choose (p) such that it satisfies

—(p)(w}) if X =B and |w}| < |w§| and w§ # w?
—(p)(w?) if X= A and |w}| > |wh|

A corresponding choice is always possible due to the first time appearance of
one of the elements of A or B as mentioned before. Using the corresponding
semantics (-), it is easy to observe that on the branch o ¥t there is no time
t > 2, where p(A) <> p(B) as long as the content of A and B differs at every
t > 2. However, this contradicts that o ¥y¢,¢ Fy ¢ and therefore proves the
claim of Hence, if there is some time ¢ > 2, at which w} = w?,
then the updates of A and B on the branch Tyt chosen at times 0 < ¢t/ <t
determine the indices ig%1 . .. %:—1 such that w;,w;, ... w;,_, = ViV, ...V, _,.

“<”. Now, assume that there is a solution igiq ...7; to the PCP instance.
As T = (), it suffices to construct the computation ¢ = cgey ... played on all
branches independently of the evaluations of p with ¢g(A) = ¢o(B) = X¥ and
for all £t > 0: ¢;(A) = p(W—1) mod (k+1)sA) and ¢;(B) = u(wWt—1) mod (k+1)>B)-
It is straightforward to see that ¢ satisfies [A << XV], [B «= X"] and

0n (V (18— ulw;. 1)) & (B~ p(v;.B)])).

Thus, it only remains to argue that ¢ satisfies O O O(p A + p B). To this
end, let joj1 ... = (ip%1 ...4)*. Then a simple induction shows that

9(~),<,L(t)(A) = 77<.>(<= L1, M(wjowjd <o Wy o) Xv))

and oy, (t)(B) = n(s, 1, t, 1(vjovjy - - vj, 5, XV)) for all £ > 1, 0 =, and all
choices of (-). Now, consider that especially for ¢ = k 4+ 2 we have that

WiaWsy - Wy 5 = Wi Wiy .. Wiy, = VjgVsy ... V5, = VjgUjy ... Vj 4

and, thus, gy . (k +2)(A) = 0y.,.(k + 2)(B), independent of the choice of (:).
As this implies that p(oy.c.(k + 2)(8)) = p(oy.,.(k + 2)(B)) for any unary
predicate p € P, it proves that ¢ satisfies p A <> p B at position k + 2. Hence,
the computation ¢ also satisfies O O O(p A < p B), which finally concludes
the proof. O
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Undecidability, thus, results from the combination of multiple features of T'SL:
the ability to store and reuse values through cells, the possibility to construct
two equal values through universally quantified predicates, and the features of
temporal behavior allowing for the manipulation of data streams over time.

4 Fragments

The realizability problem of TSL being undecidable is an unpleasant result and
leads to the natural desire of being avoided in the first place. A common tech-
nique for recovering decidability is the restriction of the logic to a decidable
fragment, which is still expressive enough to cover all of the required consider-
ations. Classically, such limitations are introduced on the winning conditions
of the underlying synthesis games, but in case of TSL, it is also possible to
limit the term expressions that are used as building blocks for constructing
the specification. We consider both variants. However, for simplifications of
the winning conditions, we do not instantiate them as term simplifications on
the logic level, but instead consider restrictions of the winning conditions for
the underlying games directly. The results reveal that restrictions of the term
syntax are of little help, but restrictions on the winning conditions are a step
forward towards solving the undecidability problem.

We start with restrictions on the term expressions, where we show that
most of the natural limitations do not affect expressivity, and, thus, keep the
undecidability result. Hence, while being of little help for improving the situ-
ation in terms of practical considerations, the results still help us to achieve a
better understanding of the core capabilities of TSL. We consider a chain of
realizability preserving transformations that convert a given TSL formula to
a simplified fragment of the logic. This fragment, however, still is expressive
enough to cover all of the original specification’s intentions. The simplifi-
cations that we consider are (1) the restriction to a single unary predicate
literal p, and (2) the restriction to a single binary function literal £. We call
the resulting fragment TSLE (pronounced TSL-f-p) and show that it is equally
expressive to full TSL in terms of realizability.

Definition 15. The syntax of TSL is formally defined as follows:
p = true | pTF | [so=TF] | 2p | ¢Ap | Op | pUp

where 77 = s; | £ 7% TF .

Semantically, TSLE formulas are evaluated the same as full TSL.
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We show that both logics are equally expressive through a step-wise re-
duction from TSL to TSLY (the other direction is trivial). To this end, we first
restrict different predicate literals, appearing in the formula, to a single pred-
icate literal p. Afterwards, we eliminate function literals with strictly more or
less than two arguments (except constant literals). Then, we eliminate differ-
ent function literals and reduce them to the single literal £. Finally, we elimi-
nate constant literals. For every step, realizability is preserved. Nevertheless,
the underlying system architecture may change according to the number of
used cells, as well as the utilized function and predicate literals.

Theorem 4. For every TSL formula ¢ there exists an equi-realizable
TSLE formula ' that can be constructed from ¢ in linear time in |¢|.

Proof. For the proof, we use P,, F,, and C, to denote the sets of predicates,
functions, and cells that are used in a formula ¢, respectively.

We convert ¢ to ¢ via a five-step transformation. In the first step, we
reduce different predicate literals to a single predicate literal p. The resulting
fragment is denoted by TSLP.

TSL — TSLP: We apply the transformation x, to a TSL formula ¢, where

P s; ifop=s; €TUC

P(P¢TF"'TF) ifo=p, 7p -~ 7F withp,€ P,
Kp(p) == ¢ © kp(9) if p=©J with © € {-,0}

kp(0) © kp(¥) if o =9 ©¢ with © € {A,U}

© otherwise

turning every predicate literal p, € P, which appears in the formula ¢, into a
function literal p, € F,; () of the same arity. Thus, with P, (,) = {p} the only
predicate literal that is left is p, which is freshly introduced to the formula.
Then, every TSL formula ¢ is realizable if and only if k() is realizable.
“="™ Assume ¢ is realizable, then there exists a strategy o: (277)* — C
that satisfies ¢ for all « € Z% and all possible choices of (-): F, — F. We claim
that o also is a winning strategy with respect to rp(¢). Hence, for the sake
of contradiction assume the claim does not hold, i.e., there exists an input
¢ € I% and some assignment (-)": F, () — F such that oy t',t" Fy rp(ep).
According to (-)’, we then can choose a modified assignment (-), which assigns
every predicate literal p,, that has been reinterpreted as a function literal af-
ter the transformation ry, the composition of p and p, according to (-)’, i.e.,
(p,) == (p)' o (p,)’ for all p, € P,. Next, let I' C I and C" C C be the sets
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of input literals and cells, respectively, for which every s; € I’ UC’ has been
replaced by p s; through the transformation kp. Furthermore, let I’ C 1”7 C I
and €' C C"” C C be the sets of input literals and cells, respectively, that are
covered through the transitive closure of direct updates of the form [s; « s/ ]
appearing in ¢ and starting from the initial sets I’ and C’. Finally, let F/ CF,
be the set of function literals that appear as the last transformation in up-
dates to cells of C”, i.e., those £ € F, that are used in updates of the form
[c << f 7p --- 7| appearing in ¢ with ¢ € C”. Then, we fix (f) := (p)’ o (f)’
for all £ € F/ and (f) := (f)’ for all remaining function literals f. More-
over, we change the input ¢/ to ¢ with ¢(i) := (p)’ o //(i) for all i € 7" and
t(1) :== ¢/(1) otherwise. A simple induction shows, that the computation o ;¢
evaluates exactly the same under the assignment (-) as o 2y +" under the as-
signment (-)’. As a consequence, it follows that o ¥y¢,¢ ¥y ¢, which proves
that ¢ is unrealizable as well. This is, however, a contradiction against our
initial assumption, concluding the proof of this direction.

“«<” Now assume that r,(y) is realizable and let o: (277)* — C be the
corresponding realizing strategy. We again claim that o also realizes ¢, which
we, nevertheless, endeavor to contradict with the existence of some input ¢
and some assignment (-) such that odyt,t ¥y . To this end, we simply
choose the extended assignment (-)’, which assigns the fresh literal p € Peo(o)
only appearing in kp(¢), to the identity function id, i.e., (p)’ := id, and
keeps all remaining literals unchanged according to (-), i.e., (£)’ := (£) for
all £ € F,. Again, a simple induction shows that o ¥y¢,¢ Fy ¢ if and only
if oyt,t Fy kp(p), finally leading to the desired contradiction, since then
also o Quy L, L Fry Kp(p).

TSLP — TSL?;: Next, we eliminate unary function literals by replacing
them with binary ones. The resulting fragment of the logic is denoted by
TSLP,. To this end, the applied transformation r-; recursively traverses over
the formula structure via

true if p = true
p K51 (Tr) if op=p7r
Ko1(p) =< [s1 =K 1(tr)] Hfp=[s; —7F]
© k-1(9) if o= ¥ with ©® € {-,0}

ko1(0) @ ko1 (v) if =090y with © € {A, U}
and function terms via

£1 k() K1 (TR) ifrp=£1 7p
kK o(tp) =14 £r(1F) - Kq(t®) ifrp=f7h - 7R and m > 1

TF otherwise
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Let F}, be the set of all unary function literals appearing in . Intuitively, all
elements of F; are eliminated by the transformation x-; via replacing them
by equally named binary literals that are applied twice to the same argument.
We prove that every TSLP formula ¢ is equi-realizable to k—1 ().

“=" Assume that ¢ is realizable. Hence, there exists a realizing strat-
egy o: (277)* — C. Consider the strategy o’ with o’ (w)(s;) := k", (o(w)(s;))
for all w € (277)* and s; € 0UC. We claim that ¢’ is a realizing strat-
egy for k-1(p). However, for the sake of contradiction, assume the oppo-
site, i.e., that there exists an input ¢/ and an assignment (-), for which
o' Uyt ;)" Fy k-1(p). To this end, we choose (-): F, — F to map every
unary function literal £; € F} to a function (f;) such that (f1) v := (f1) v v
for all v € V, while for every other function literal, the assignment (-) re-
turns the same as (-)’. Then a simple induction over the structure of TSL?
formulas ¢ proves that oy, Fy ¢ if and only if o' ¥y i/, Fy k-1(2).
Therefore, oy, t" ¥y k-1(p) also implies that oy, ¥y ¢ leading to
the desired contradiction.

“<” Assume that k—; (i) is realizable and let o’ be the realizing strategy.
W.lo.g. we can assume that ¢’ only maps to function terms that appear in
k-1(). We construct a strategy o from ¢’ such that for all w € (277)* and
s; € 0UC we have that o(w)(s;) := (xk,;) (o (w)(s1)), where (k’;) "1 is the
inverse transformation of ;. This inverse is well-defined due to restriction
to function terms appearing in x-1(p), for which the set F; is known. We
claim that o realizes ¢, where for the sake of contradiction we assume the
opposite. Then there is an input ¢ and an assignment (-), under which o does
not satisfy ¢. We fix some assignment ()" as follows: for every £; € F} and
v,v" € Vlet (£f1) v v/ := (£1) v and for all remaining function literals £ let
(f)" := (f). A simple induction over the structure of ¢ shows that o ¥y¢,¢ Fy
@ if and only if o’ qy ¢, ¢ Fy k-1(p). Hence, according to the contraposition,
we derive that o' qy ¢, ¢ ¥y k-1(p), which leads to the desired contradiction.

TSL?, — TSLB,Q: Next, we eliminate function literals that are applied to
more than two arguments and replace them by chains of binary function
applications. The resulting TSL fragment is denoted by TSLS’Q. The utilized
transformation k9 recursively traverses over the structure of a given formula ¢:

true if ¢ = true
p #5(Tr) if p=p7r
Ka(p) == [si = ro(1r)] @ =[s; = 7F]
© ka(9) if p=09 with © € {-,0}

ko(9) @ ko) if p =09 Oy with © € {A,U}
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and contained function terms with k/, where x4(s;) := s; for all s; € IUC and

Ry(E mp o TE) = Ry(7R) (6 RY(TE) <o (8 RY(TETT) KY(TE)) )

The literal t is a fresh binary function literal that does not appear in the
initial formula ¢. Note that binary function literals keep unchanged by .
We proof that ¢ and k2(p) are equi-realizable.

“=": Assume ¢ is realizable, i.e., there exists some realizing strategy o.
We construct the strategy o’ via o' (w)(s;) := rh(o(w)(s;)) for all w € (277)*
and s; € 0UC and claim that o’ realizes k2(¢p). For the sake of contradiction
assume the opposite, i.e., that there exists some input ¢’ and assignment (-)’
such that o’ ¥y i/, 1" Fy k(). Then we choose the assignment (-) such that
for all f € F, and arguments v{,v?,...,v" € V we have that

(£) vg vf oo v = (E) ug ((8) 0F - ((8) 0T ) )

An induction over ¢ shows that o ¢/, 1" Fy @ iff o’ dyd’, " Fy ka(p). Hence,
also o dyt', " ¥y ¢ leading to the desired contradiction.

“«<" Now assume that ko (y) is realizable and let o’ be the realizing strat-
egy. W.l.o.g. we can assume that ¢’ only maps to function terms that appear
in ko(p). We construct the strategy o via o(w)(s;) := (k5) (o’ (w)(s;)) for
allw € (277)* and s; € 0UC, where (x%) ! is the inverse transformation of x},
which is well defined on all function terms appearing in k2(p). We claim that
o is a realizing strategy for ¢, but assume the opposite for the sake of contra-
diction. Hence, let ¢ be an input and (-) be some assignment, which witness the
non-satisfaction. We select the assignment ()’ such that (t)’ v v' := (v,v")
implements the tuple constructor for all possible values v,v’ € V and (f)’
implements the m-times nested un-curried version of (f). A simple induc-
tion over the formula structure of ¢ shows that oye,t Fy ¢ if and only
if o'yt 0 Fy k2(p) such that it immediately follows that o’ e, ¢ By .
This leads to the desired contradiction proving that ¢ is indeed realizable as
well.

TSL{, — TSLE;: In the next step, we eliminate binary function applica-
tions of different function literals and unify them according to a single func-
tion literal £. The resulting fragment is denoted by TSLIC”f and the utilized
transformation by x¢. It is defined via

true if ¢ = true
p it (7r) if p=p7r
ke(p) =< |81 —=ri(tp)] fo=[s; —7F]
© ke (V) if p =09 with © € {-,0}

ke(9) © ke ()  if o =9 @ with © € {A, U}
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and the utilized term transformation x} is defined via k}(s;) := s; for all
s; € IUC and

Kt (g TF TR) = £ cf (f (£ c§ Kt (1r)) (£ < 52(7})))

where £ is a fresh binary function literal that does not appear in ¢ and cj
and cf are fresh constant literals for all g € F, that do not appear in ¢. We
prove that ¢ and k¢ () are equi-realizable.

“=" Assume that ¢ is realizable and let o be the strategy realizing ¢.
We construct the strategy o via o’ (w)(s;) = k;(o(w)(s;)) for allw € (277)F
and s; € 0UC and claim that o’ realizes x:(p). For the sake of contra-
diction assume the opposite, i.e., that there exists an input ./ and an assign-
ment (-)": {£,p} — F such that o’ dy ¢/, ¥y re(p). We select the assignment
(-): F, — F such that

() v o' = () () () (@) (c5) v) ((8) (b))

for all v,v" € V and all binary function literals g. For all remaining function
literals g we fix (g) := (g)’. A simple induction over the structure of the
formula ¢ reveals that oy, Fy ¢ if and only if o’ xy /v Fy re(p).
Thus, by the contraposition it follows that oaye',t" ¥y ¢ leading to the
desired contradiction.

“«<”: Now assume that k¢ () is realizable and let ¢’ be the corresponding
realizing strategy. W.l.o.g. we can assume that o’ only maps to function
terms that appear in x¢(). We construct a strategy o from ¢’ such that for
all w € (277)* and s; € 0UC we have that o(w)(s;) := (k})"1(o'(w)(s1)),
where (k;)~! is the inverse transformation of ;. Note that this inverse is
well-defined for the fixed formula k¢(y). We claim that o realizes ¢, but
assume the opposite for the sake of contradiction. Hence, let ¢ and (-) be some
input stream and literal assignment, respectively, which together witness the
non-satisfaction of ¢. We choose the assignment (-)’ such that (cf)’ := 0,

(cg)' := (g) for all g € F,, (init.)’ := (init.) for all cells ¢ € C, and

/!

(0,0") if v =0
(£) v =4 (v,0) if v=(z,y)
v (pry(pry(v"))) (pry(pry(v'))) otherwise

for all v,v" € V. For the evaluation of (f)’ consider that the value 0, tuples
(z,y), and functions g are always pairwise unequal. Furthermore, note that
the application of (f)’ is always well-defined for the evaluation of function
terms that appear in a formula x¢(¢). Then an induction over the formula
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structure of ¢ shows that odyt,t Fy ¢ if and only if o’ ¥y e,0 Fy re(p).
Hence, according to the contraposition it follows that o' ye,¢ Fry re(p).
This finally leads to the desired contradiction.

TSL; — TSLE: With the final step, we remove constant literals from
TSLIC),f formulas ¢ eventually leading to the fragment TSLE. Therefore, let
Fg :=F, \ {p,f} be the set of all remaining constant function literals appear-
ing in . We define the transformation x_g via

rolp) == O( A\ Te=cl) Ao
c€FY
where constant function literals c € Fg are reinterpreted as cells ¢ € Cy_(4)-
We prove that for every TSLY ; formula ¢: ¢ is equi-realizable to s—o().

“=". To this end, we first assume that ¢ is realizable, i.e., there exists
a realizing strategy o: (277)T — C. Now, consider the modified strategy o,
which returns the same computations as o, but is extended with identity
updates for all cells £y € F£ C Cx_y(y), i€, for every input prefix w € (277)+
we have that ¢'(w) = o(w) U Ufong,{fO — fo}. We claim that o’ satisfies
k-o(p) for every chosen input ¢/ and assignment (-)’, but for the sake of
contradiction assume there would be ' € Z% and (-)’: F,_, — F such that
o' Uyt Fy kioo(p). Therefore, according to the aforementioned choice
of ¢’ it immediately follows that o’y t',v" Fy . With this at hand, we
choose the assignment (-): F, — F with (fo) := (inite,)’ for all £o € FJ
and (f) := (f)’ otherwise. With respect to of the evaluation
function 7, it is straightforward to see that o y¢" and o'y’ evaluate the
same. As a consequence, o' {y ;1" Fy @ immediately implies that also
oyt 1" ¥y @, which finally leads to the targeted contradiction.

“<” Next, we assume that k-o(y) is realizable, as witnessed by some
realizing strategy o’. This time, let o be the strategy derived from o', where
the domain of every returned computation step has been reduced to 0U C,.
We claim that o realizes ¢, against which we strike for the sake of con-
tradiction with the hypothesis of an existing input ¢ € Z* and an assign-
ment (-): F, — F proving that oyt ¥y o. We choose (-)': F,_ (o) = F
such that (inite,)’ := (fo) for all £o € EJ and (f)’ = (f) otherwise. Again,
it is straightforward to see that oyt and o’y ¢ evaluate the same. Since
oyt Fy @ clearly implies that o’ dye, 0 Fy o, also o’ qye, 0 By soo(p).
This contracts the initial assumption and, concludes this part of the proof.

Finally, with all five transformations at hand, the claimed formula ¢’ can be
constructed via ¢’ := Kk-o(ks(K2(k-1(kp(¢))))). Furthermore note, that every
transformations is linear in the size of it’s corresponding input formula, and,
thus, ¢’ can be constructed in linear time in |¢|. O
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The results of show that only a single unary predicate p and a
single binary function literal f are needed to achieve the full expressiveness

of TSL. More reductions of the term syntax, however, come with semantic
restrictions that imply strong practical limitations on the application side.
Nevertheless, the transformations that we utilized for the proof of
show that there is a linear increase in the number of cells required to express
the replaced function and predicate literals. Hence, with respect to[Theorem 3|
and TSLE, we observe that the number of required cells indeed depends on
the number of sequences wow; . ..w,, Vov1 ... v, that are specific to the PCP
instance. Thus, whether an equivalent proof of on the basis of
TSLE is possible, which only requires a constant number of cells, is an open
question.

5 Temporal Stream Games

Our previous considerations show that the realizability problem being unde-
cidable cannot be avoided with term restrictions in general, even when limit-
ing ourselves to only a single unary predicate p and a single binary function
term f. As a consequence, we also must consider other possible directions in
order to tackle the undecidability property of the realizability problem.

One particular of these directions is the conversion of formulas to infinite
two-player games, which switches the perspective from the logic world to the
equivalent game world alternative. The translation to infinite games comes
at the advantage that Boolean connectives have been resolved and that the
temporal operators are unfolded, such that their semantics can be reflected
by the winning condition of the two-player games. To this end, at least the
parity winning condition is required to cover all the behavior of the temporal
operators that are utilized by TSL. Hence, in order to identify the cause for
the undecidability of TSL, the reduction to weaker winning conditions, such
as Safety, Reachability, or Biichi, may bring us forward in terms of avoiding
the repelling ingredients of the realizability problem.

Unfortunately, it turns out that translating TSL to infinite two-player
games, which provision exactly the same semantics as [Problem 1] is not as
gentle as their equivalent counterparts for standard temporal logics like LTL.
To this end, we discuss the corresponding peculiarities at first. Nevertheless,
in order to get around these, we will impose some restrictions and assumptions
that may be avoided at the price of further investigations. These are, however,
out of scope of this thesis, since they require a much more involved analysis
in general. As a consequence, we will leave some open questions behind.
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5.1 Determinacy

The first difference, we need to consider, relates to the determinacy property
of infinite two-player games. An infinite two-player game is said to be de-
termined, if either always the system player or the environment player has
a winning strategy. Or in other words: it cannot be the case that none of
the players is able to win the game. Almost every class of infinite two-player
games that are considered in practice is known to be determined, like for ex-
ample the class of games with w-regular winning conditions. Determinacy is
a desirable property, since it allows to prove the non-existence of a winning
strategy for one player through the existence of a winning strategy for the
other player, and, thus, gives a constructive argument for both: realizable
and unrealizable specifications.

On the logic level, both players are represented by the quantifies 3 and V
such that according to this representation, the determinacy property allows
us to swap their order without affecting the validity of the corresponding
realizability query. For example, the realizability problem of LTL relies on an
3-V-quantifier alternation

Jdo. V7. pox F @

that queries the existence of a winning strategy o for the system player sat-
isfying the specification against all possible input player strategies w. The
realizability problem of LTL can be reduced to infinite two-player games with
parity winning condition, since LTL is an w-regular language. Thus, we can
apply a quantifier swap in order to prove LTL unrealizability, because infinite
two-player games with parity winning conditions are determined [I52]. More
concrete, if an LTL formula ¢ is unrealizable, i.e.,

Vo. 3m. por F -

then due to the determinacy of games resulting from ¢, the statement is
equivalent to
Ir. Vo. pe E @

In this sense, determinacy allows us to move the universal quantifier before the
existential one. Note that the other direction is always possible, independently
of the game being determined or not.

Our goal is to translate TSL formulas to infinite two-player games such
that solving the infinite game at the same time solves the realizability prob-
lem. However, this immediately raises the question: Are the resulting games
even determined? To this end, reconsider the quantifier alternation of the

realizability query of
Jo. Vi V(). oyt Fy @
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The query asks for a system player strategy o that satisfies the formula against
any input choice ¢ and any assignment (). Hence, according to the conceptual
view of the quantifier alternation being a two-player game, the system player
is in charge of choosing the updates, while the environment player selects the
input data and the function implementations. However, formally, this idea is
not immediately reflected by the above formulation, since the choices of the
environment are not determined according to a strategy responding to the
system, but instead are expanded into the V-quantifiers over all inputs and
assignments. Thus, is a similar consideration even applicable to T'SL?

We can answer with “yes”, since conceptually both views are equivalent.
The reason is that every decision, which is made along the different branches
of the corresponding strategy tree, only depends on the past, but not on the
decisions made on other branches of the tree. As a consequence, every choice
that is covered by the “Ve¢. V(-).” prefix can be compressed into a strategy

m:C¥ - ZTU{(:): F—~F}

that selects input values and assignments according to a step-wise semantics.
Therefore, even the assignment (-) can be determined in an iterative fashion
through a refinement of partial functions (-): F — F, which the environment
player only must fix, whenever they are needed for the evaluation of a pred-
icate at the current point in time. We only have to take care, that once an
implementation of a function literal has been fixed, it also must stay at this
implementation for the remaining duration of the game in order to ensure pu-
rity of the function implementations. Furthermore, note that the on-demand
refinement does not weaken the system player at this point, since the system
must provide a strategy that wins independently of the environment anyway.

According to these considerations, the game based formulation of TSL
realizability again reduces to the familiar query of the form of Jo. V7. p, » F
@. Likewise, determinacy of TSL reduces to proving that 3m. Vo. p, . ¥
o implies that the formula ¢ is unrealizable. Consider, however, that the
statement is not equivalent to Jic. 3(:). Vo. oyt,t Fy @, which again is
too strong on the other hand, since a reaction of the environment against
all potential system choices is not possible. The determinacy definition of
TSL, thus, differs against the equivalent definition of LTL, because the TSL
realizability property additionally includes the universal quantification over
function and predicate implementations. This in contrast to the function
implementations conceptually being implemented after synthesis and, thus,
not being resolved according to a step-wise semantics. Nevertheless, with
the aim of having a well-defined quantifier swap along with a corresponding
determinacy definition, we give the control over the implementations to the
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environment, which fixes them with every of his moves accordingly. We leave
it up to the reader, whether our considerations indeed are valid in the sense
of the original semantics of TSL.

The other question, which we leave open as well, is whether the result-
ing games indeed are determined according to our previous considerations.
An answer would require a more involved analysis of the underlying game
semantics, which, however, is out of scope of this thesis. Thus, for the sake
of simplicity, we just consider 3n. Vo. p, . ¥ ¢ to be the required condition
for proving unrealizability, even if we cannot guarantee that such a strategy m
always exists. It is still open, whether we can always find a winning strategy
for both players in general.

5.2 Branching Restrictions

Another peculiarity, that we need to discuss, is the freedom of the synthesizer
in choosing update terms according to the formulation of the realizability
problem and the semantics of TSL. A small example that demonstrates the
corresponding problem is given by the formula (J—[x <= x]. The formula
basically states that any satisfying solution never does nothing on the output
stream x at any point in time. Is [J-[x << x| realizable? According to our
formulation of the answer depends. Remember that the realizabil-
ity query universally quantifies over all possible implementations of function
literals F. Hence, if there is no function literal, nor another cell or input, i.e.,
if F=C=1=(, then the formula indeed is not realizable, because the only
possible function term that remains for the update is x. Otherwise, if there is
at least one function f € F or some s; € I UC, then the formula is realizable.
For example, a possible solution would be to always update x with £ x -+ x,
such that the number of arguments of £ match, or we could use the existing
cell or input.

Just for clarification: one could argue at this point that this is not correct
in general, since the universal quantification also covers the implementation of
a unary function literal £ with the identity function. This implementation then
leads to a solution that is semantically equivalent to the one always updating x
with x. This argument, however, is refuted by the fact that the semantics of
TSL build on the syntactic equivalence of updates instead of considering their
semantic evaluation. Such a design is desirable for practical reasons, since
there are updates that usually correspond to some code snippets, which need
to be selected at the right points in time by the synthesizer, accordingly, to
be composed to a final program in the end. Therefore, the synthesis engine
does not know how the execution of the snippet behaves, but only takes care
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that they are executed at the right points in time. Accordingly, the program
that always updates x with x and the program that always updates x with
f x are different programs, even if £ is the identity function.

That being clarified, let us assume that there is some unary function £ € F
such that the formula (J—[x «< x] is realizable, e.g., if we always update x
with £ x. However, then it is also realizable, if we update x with £ (f x),
or £ (f (f x)), or basically any chain of function applications of f£. Thus,
even if the specification only considers a finite number of update choices, the
synthesizer can choose from an infinite number of possible alternatives leading
to infinite branching of corresponding strategy trees.

This is a displeasing observation with respect to our targeted translation
to infinite games, since in the game arena resulting from the TSL formula, ev-
ery outgoing edge of the system player must correspond to a possible update.
Similarly, every possible predicate term leads to an outgoing edge for the en-
vironment player, even if not used by the original specification. Hence, we
potentially would need an arena with an edge relation of infinite size, which
we, however, like to avoid for practical reasons. To this end, we separate
the synthesis question into two variants, which we call creational TSL and
non-creational TSL. The first variant allows the synthesizer to be creative,
i.e., to introduce new updates and to check new predicates, even if they do
not appear in the specification. The variant, thus, covers the full semantics
of the realizability problem, as stated in Non-creational TSL, on
the other hand, restricts the usage of updates and predicates to those that
indeed appear in the formula, with one exception: for cells ¢ € C, the self-
update [c <= c] can still be chosen, even if it does not appear in the formula.
This exception is added for practical reasons, since a cell being unchanged by
default is a well-agreed assumption also used in sequential programming lan-
guages, where, according to the semantics of standard sequential programs,
variables do not change if they are not assigned a new value explicitly.

Clearly, non-creational TSL considers an easier realizability question than
it’s creational counterpart and, thus, should be the preferred choice in prac-
tice. There are even more advantages to prefer non-creational T'SL. One is
that non-creational TSL requires the designer to explicitly state the set of
allowed updates and predicate checks as part of the specification. Therefore,
the choice of updates, from which the synthesis engine chooses, is under the
designers control. Furthermore, non-creational TSL limits the number of up-
dates to a finite set of elements, and thus solves the aforementioned problem
of infinite sized arenas. Hence, for the construction of games from TSL for-
mulas, we only consider non-creational TSL. Nevertheless, all lower bounds,
we derive for non-creational TSL in a sequel, lift to creational TSL as well.
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5.3 Purity

We finally are ready to convert TSL formulas ¢ into two player games, which
we also denote as Temporal Stream Games in the sequel. To this end, we
utilize the same w-automata over infinite words and their corresponding lan-
guage preserving transformations, as used for classical temporal logics that
are based on atomic propositions. The only difference is that we need to take
care of the utilized terms, which appear as part of the updates and predicates.
To this end, we restrict ourselves to non-creational TSL such that the set of
possible updates and predicates is limited to be finite. Therefore, it suffices
to limit the set of predicate terms to those that appear in ¢, as they are the
only ones whose control behavior has an influence on the satisfaction of ¢.
Note that for the resolution of temporal and Boolean operators, we do not
have to introduce new predicate checks or updates that are not present in the
original formula in general, even in the case of creational TSL. Everything
that can be derived from the formula ¢, still can be derived from the later
game structure as well. Nevertheless, the limitation to non-creational T'SL is
of importance for a clean game semantics, because even though we still can de-
rive non-explicit updates from the game structure, the corresponding implicit
updates must be reflected by the game semantics. With the restriction to
non-creational TSL, every appearing predicate literal can be considered as an
input proposition and every appearing update as output proposition instead,
which is what we require for the intermediate w-automata translations.

In this way, every TSL formula ¢ can be translated into a correspond-
ing parity game. In the automata world, there are multiple possibilities for
this purpose. A classical path is to first translate the formula ¢ into a very
weak alternating Biichi word automaton [123] and then to remove conjunc-
tive transitions according to Miyano&Hayashi [I06]. Afterwards, the resulting
non-deterministic Biichi word automaton is turned into a deterministic parity
word automaton with Safra’s construction [124], which then is expanded to a
deterministic parity tree automaton along the input propositions. Finally, the
automaton is turned into an infinite game according to Rabin’s theorem [120)].

In the resulting two-player game, the system player determines the up-
dates, while the environment player is in charge of providing inputs and fix-
ing function and predicate evaluations. Therefore, he must respect their pure
evaluation semantics, i.e., he cannot choose predicates to evaluate arbitrarily
at every point in time, which is in contrast to predicates terms being just
re-interpreted as input propositions. However, in order to stay as close as
possible to the standard setting, we express purity as an extension to the
classical winning conditions, which lets the input player loose as soon as it is
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violated. Note that the system player never can violate purity, since she only
determines the control flow of the system. This is why our extension only
affects the environment player. He determines the evaluation of predicates,
which depends on true environmental inputs, passed either directly or via ar-
guments, that are not known till the final execution of the system, but also on
the selected function and predicate implementations. These implementations,
however, are only fixed once after the synthesis, since they are required for
the creation of the final program in the end.

We model this concept through a winning condition that enforces the en-
vironment to select predicate evaluation results, such that they can always
be witnessed with corresponding function and predicate evaluations. In other
words, the environment cannot evaluate a predicate differently at two different
points in time, if the passed arguments are provably the same independently
of the chosen function and predicate evaluations. Formally, it thus remains to
choose the input alphabet ¥; = 277 such that it consists of all combinations of
evaluations of predicates 7p € 7Tp that appear in the original formula ¢. Simi-
larly, the output alphabet 3o = C consists of all assignments of function terms
to outputs and cells, as determined by the updates of the original formula ¢.
Temporal stream games then are played in arenas over ¥; and ¥, extended
by a set of impure plays to be avoided by the environment.

Definition 16. Let Z = V; x X5 x Vo X X. The set of plays that violate
purity is formally defined as:

IMPURE = {p€ EY |Ve €ZI¥. V(:): F = F. 3t,t' € N. Irp, 7 € Tp.
TP € pri(p) N 7p & pri(py) A
77<.><p7"3(P)7 Ly ta TP) A 77<.>(p7"3(P), Ly t/7 TIID) }

The set contains every play, for which, independently of the input ¢ and the
function assignment (-), there are two points in time ¢ and ¢’ such that there
are predicates 7p and 7p that are evaluated differently at ¢ and ¢/, according
to the input player, but evaluate the same according to the semantic evalua-
tion n,. Thus, the different evaluation of the predicate cannot be witnessed
through a corresponding input and a respective assignment of literals to func-
tion and predicate implementations.

In temporal stream games, the system player then either wins, if she sat-
isfies the original winning condition, or if the environment player violates
the purity condition. As result, we obtain the following extended classes of
winning conditions for temporal stream games:
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Figure 17: The safety stream game for the TSL formulaJ(p ¢¥ — [y < £ x]).
Plays of this game only leave the safe region, if Player O assigns something
different to y than £ x. For the sake of readability all edges that lead to an
unsafe vertex, as well as the unsafe vertices themselves, are never depicted.

e STREAMSAFETY(S) := SAFETY(S) U IMPURE
e STREAMREACH(R) := REACH(R) U IMPURE
e STREAMPARITY((?) := PARITY({2) U IMPURE

An example is given by the safety stream game that results from the TSL
formula OJ(p ¢ — [y «= £ x]), which is depicted in It is easy to
observe that the system player controls the updates, while the environment
player controls the predicate evaluations. Furthermore, both players strictly
alternate between their positions and pick updates and predicates according
to the outgoing edges. However, not all of these choices appear on the edge
labels of the outgoing edges due to our representation. As we consider safety
games, we utilize a compact representation, where we assume that every vertex
that is part of the arena is safe. Hence, every move of a player, that does
not appear as an outgoing edge of a vertex automatically leads to an unsafe
vertex, because if such a move is taken, then Player I automatically wins the
game. Hence, in the arena of an unsafe is reached, if Player O plays
something different than [y « f x| at vertex vs.

For a compact representation of edges that leave the vertices owned by
Player I, we use Boolean formulas over the respective predicate terms to de-
scribe corresponding subsets of ¥;. Similarly, if Player O can play arbitrary
updates form a position, then we consolidate the corresponding outgoing edges
with a x-symbol. Otherwise, the edges are labeled with a table representing
the corresponding assignment function of . We only consider games where
either X; and Xo are clear from the context or are given explicitly otherwise.

The game of is safety stream game. Thus, Player I not only
must reach an unsafe vertex in order to win, but also always must satisfy
the purity condition. Accordingly, since p is evaluated on a constant cv the
corresponding Boolean result cannot change over time. Thus, if Player I
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chooses for example to move from vy to vy in his first move, then he must
also move to vy in every later move. Otherwise, purity is violated and he
immediately looses. Consequently, the environment player also must take the
semantic evaluation of the edge labels into account in order to avoid a possible
purity violation.

5.4 Memory Requirements

The example of indicates that the additional purity condition po-
tentially requires that winning strategies for temporal stream games need to
access the past. Up to the parity winning condition, this is in contrast to clas-
sical infinite games, which only need positional strategies, i.e., both players
can always determine their next move only from the vertex the game token
is currently placed at. For temporal stream games, however, the players may
need to choose different successors depending on the past of the play, which
is why they need memory to satisfying the classical winning conditions, while
preserving purity at the same time. In this section, we have a closer look on
the corresponding implications. Accordingly, we show that indeed, already
for reachability and safety games, both player need memoryful stratgies in
order to win. With respect to these observations, we then establish lower and
upper bounds on the memory requirements for both players.

We start with reachability stream games, where we first consider the mem-
ory requirements of the environment player.

Theorem 5. There exists a reachability stream game that is won by the
environment player, but every winning strategy requires infinite memory.

Proof. Consider the reachability game depicted in In this game,
the goal of Player O is to reach the vertex vy, which, thus, must be avoided by
Player I in contrary. To this end, Player O must manipulate the cells {x,y,z},
which can be set to the constant c¥ or be transformed via the unary function £.

First, the system player initializes the cell x to ¢ at vertex v}. Afterwards,
at vertex v., she can update x with £ x over an open number of rounds, pro-
ducing an unbounded chain of values that are stored in x. At the same time,
she either copies the content of x to y or to z, such that according to these
choices, Player I must either claim that the predicate p evaluates to true or
to false, since he would loose the game immediately otherwise. Note that
Player I always can choose a predicate p that satisfies the requirements im-
posed by Player O. Furthermore, it also is under control of Player O, whether
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Figure 18: A reachability stream game that is won by Player I, where every
winning strategy requires at least infinite memory.

she wants to repeat this cycle forever, since she can always stop it by moving
to v, instead. In this case, the value of x is reset to c¥ and the production
of the chain of values stored in x is restarted from scratch. Once this second
cycle is reached, the game continues there forever. Nevertheless, the environ-
ment still must choose predicate evaluations at v, such that they are in line
with respect to purity.

The environment player has a winning strategy in this game, which avoids
vx and satisfies purity. The strategy only needs to remember the choices of
the system at v. as long as Player O decides to cycle through v., vg and v,
where Player I can always move back to v. without violating purity, because
there always are implementations for c¥, £, p that are in line with these
choices. A possible implementation could for example implement (cV) := 0,
(f) x := x+1, and choose (p): N — B such that it repeats the choices at v.. If
the system then decides to move to v/, eventually, Player I only must repeat
these choices by the respective evaluations of p at v,,. This is always possible,
since all required information can be accessed via the history of the play.

At the same time, Player I only can win if he is able to remember an
unbounded number of choices. Due to the system player being able to decide
on the number of cycles through v., she can easily exceed any memory limi-
tations of Player I by cycling more often than any given bound. However, if
not remembered correctly, the environment cannot repeat all the choices at
v, and, thus, has no guaranteed winning strategy. O
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Figure 19: A reachability stream game that is won by Player O, where all
winning strategies require at least exponential memory in the size of the arena.

Note that even if Player [ is limited to finite memory, the system still does not
have a winning strategy. Although, Player I cannot access the whole history
of a play for choosing correct evaluations of p at v, for sure, accordingly, she
still can correctly guess them instead. Thus, the environment can win with
finite memory. Player I just does not have a winning strategy.

Next, we consider the memory requirements of the system player.
Theorem 6. There exists a family of reachability stream games that are

won by the system player, but every winning strategy requires memory
that grows at least exponentially with the size of the game arena.
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Proof. Consider the family of temporal reachability games of which
are parameterized in n € N. There, the system player must reach v, , for which
she must correctly update x, y, and z using ¢ and the unary function f£.

At the beginning of every play, the cell x is first initialized to c¥ while y
and z stay unchanged. Afterwards, x is updated with £ x for n iterations. Fur-
thermore, at every iteration the cells y and z receive a copy of x. Meanwhile,
the environment leaks information about the predicate p, since it determines
the truth values of the evaluations of p y and p z, which covers the repeated
applications of £. Eventually, the vertex v,, is reached, where x again is re-
set to ¢v. Afterwards, the construction of the chain of f-applications on x is
repeated, only that now the system player can choose between moving the
content of x either to y or to z. If the goal is to reach v,/, then the correct
choices depend on the evaluation of p. If p evaluates positively, then the con-
tent of x should be copied to y. Otherwise, the content of x should be copied
to z. If done correctly, eventually v, is reached. Otherwise, the play gets
stuck in on of the intermediate non-accepting sinks vf and 172( .

We show that Player O indeed has winning strategies o,, in these games
for every n € N. The strategies first play the fix sequence of updates that
are required for reaching ?y9. Then they either copy x to y or to z for the
next n iterations, where in every vertex v;, they choose successors such that
the resulting play stays in line with 9491 . . . ¥, according to the evaluation of p.
To this end, Player O can assume that the environment evaluates p the same
way, as earlier in the game at vgvy . .. v,, which Player O can observe through
the play’s history. Under this assumption, every play that is consistent with
these strategies eventually reaches v,. Otherwise, if the assumption is not
satisfied by Player I, then purity is violated and the system wins as well.

It remains to prove that every winning strategy for Player O requires some
memory, which grows at least exponential with the size of the arena. To this
end, we claim that every winning strategy needs to distinguish between at
least 2™ many histories, while telling apart 2™ histories is also sufficient. The
latter is already witnessed by the winning strategies o,,, where the system
only must tell apart two choices at every position vg,v1,...v,_1: whether
the environment chooses (p y) = true or (p y) = false. Note that according to
purity p x and p y must always evaluate the same at every wvg,v1,...0,-1.
For proving the former, assume that there is a strategy o that wins by dis-
tinguishing less than 2™ many histories. Then there is an 0 < ¢ < n such that
o behaves the same, no matter of whether Player I chooses (p y)= true or
(py) = false at v;. Then, let Player I choose (p y) = false, if the strategy moves
to ¥} at ¥;, and (p y) = true otherwise. The resulting play p always ends up
in v¥ and #. Furthermore, Player I never violates purity. Thus, p is not
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winning, which disproves our assumption of o being a winning strategy. [

The proof of shows that the environment player may need infi-
nite memory in order to win a reachability stream game, while[Theorem 6|only
establishes a lower bound on the memory requirements of winning strategies
for Player O depending on the size of the arena. Our next result broadens
these observations even further by proving that the memory requirements for
both players indeed are not symmetric. It turns out that winning strategies
for Player O never need infinite memory in order to win.

Theorem 7. For every reachability stream game that is won by the sys-
tem player, there exits a winning strategy of finite size for Player O.

Proof. Let G = (A, STREAMREACH(R)) be a reachability stream game that is
won by Player O, i.e., there exists a winning strategy . Then according to the
winning condition STREAMREACH(R) = REACH(R) U IMPURE every branch v
of the strategy tree of o eventually reaches a position v, such that either
v, € R or the environment player violates purity at v,. Now, let ¢’ be the
strategy tree that is cut after v, at every branch v. We claim ¢’ to be finite.
However, for the sake of contradiction we assume the opposite. Then, as o is
finitely branching, due to our previous restriction to non-creational TSL, we
can apply Konig’s Lemma, which proves the existence of a branch vy of ¢’
of infinite length. However, vx then also must be a branch of ¢ and cannot
contain a position v with either v € R or the environment player violating
purity at v. Hence, the branch vx instead indicates a winning outcome for
Player I, which contradicts that ¢ is a winning strategy in the first place.
This leads to the desired contradiction proving that ¢’ indeed must be finite.
However, note that ¢’ also is a winning strategy, because every branch either
reaches R or leads the environment to violate purity, after which the system
immediately has won. Thus, the existence of the strategy ¢’ finally concludes
the proof. O

While establishes lower bounds on the memory requirements for

strategies of Player O and establishes the corresponding upper
bounds, there still remains a gap for the exact memory requirement for

Player O. Unfortunately, we leave this gap open for the future at this point,
since closing it turned out to be out of scope of this thesis.

Instead, we move on to safety stream games for fixing more lower bounds.
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Figure 20: A safety stream game that is won by Player O, where every win-
ning strategy requires at least infinite memory. The @-operator denotes the
Boolean operator for exclusive or.

Theorem 8. There exists a safety stream game that is won by the system
player, but every winning strategy requires infinite memory.

Proof. Consider the safety stream game depicted in the goal of
the system player is to never leave the vertices vg,v1,...,v109. To his end,
she must manipulate the cells x, y, and z with the correct application of the
constant ¢’ and the unary functions f, g, and h.

Initially, the cell x is reset to ¢V and then updated by f x at v3 as long as
the environment decides to evaluate p differently on y and z at v4, where the
values stored in y and z are obtained through an additional application of g
and h to x, respectively. Once the environment player decides to evaluate p
equivalently on both cells, x is reset to ¢ and the chain of applications of f to x
is repeated at v7. Nevertheless, this time the system player can choose between
moving g x to y and £ x to z or vice versa. The choice must be taken, however,
in such a way such that as long as p y and p z are not equivalent (p y) = true
and (p y) = false afterwards. Otherwise an unsafe vertex is reached. If p y
and p z are equivalent eventually, then the game idles at vg and vy1g forever.
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X0<—<fXO P Xo

o /\A@

sub-arena A; for 0 < j <n

L

J

Figure 21: A safety stream game that is won by Player I, where all winning
strategies require at least exponential memory in the size of the arena.

The system player wins this game. She only must choose the correct
successor at vy such that never p z A =p y at vg. This choice can always
be correctly determined according to the previous choices of Player I at vy,
which are accessible via the play’s history.

At the same time, however, every winning strategy of the system player
needs infinite memory in order to win. Any possible finite memory limitations
can be exceeded by the environment, just by heading back to vs from v, for
long enough until any given limit is exceeded. In this case, the system cannot
have enough knowledge of the past to reconstruct the correct choices at v7.
Thus, even if the environment satisfies purity, always reaching a safe successor
from wvg, not always can be guaranteed. Note that vg reaches an unsafe vertex
if =p z and p y, even if the environment satisfies purity. O

Next, we switch players for showing that Player I may need strategies that
require memory that is at least exponential in the size of the arena.

Theorem 9. There exists a family of safety stream games that are won
by the environment player, but every winning strategy requires memory
that grows at least exponentially with the size of the game arena.
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Proof. Consider the family of recursively constructed games that is depicted
in [Figure 2I] The boxed sub-arenas describe widgets that are used for the
recursive construction of the full game. They are organized according to levels
0 < j < n with respect to some parameter n € NT. On every level j, the
system player only manipulates the cells x; by using the unary function £ and
the constant ¢, while all other cells always remain unchanged. The goal of the
environment player is to traverse the whole recursive structure to eventually
reach vertex vyx. The size of the overall game arena is linear in n.

Before entering the recursively defined structure of A,,, the system initial-
izes xo with c¥, which forces the environment to select p, £, and ¢ such that
it satisfies —p c¥, =p (£ c¥), and p (£ (£ cv)). If Player I does not select p
accordingly, then he looses the game immediately by getting trapped at v,
and 0,. Afterwards, the recursively defined structure of the arena is entered,
where for every instance j the cell x; is first reset to cj. Then, every play
must continue in the smaller sub-arena 4;_; as long as p x; is not satisfied. If
the sub-arena A;_; has been passed successfully, then the cell x; is updated
to f x; and the procedure is repeated until p x; is satisfied.

We show that the environment player has winning strategies m, in the
game of for every n € NT, which are for example witnessed by the
implementations: (c¥) := 0, (f) z := z + 1, and (p) = := = > 1. It is easy
to see that every strategy, that evaluates predicates according these imple-
mentations and updates according to the choices of the system, (1) always
avoids vy, (2) enters every sub-arena A; for 0 < j < n at most twice, and,
thus, (3) finally reaches vx, whose successor is unsafe.

On the other hand, every winning strategy for Player I requires memory
that is at least exponential in n. For the sake of contradiction assume that
there is a winning strategy m that only requires to distinguish m < 2" many
histories. First note that for m being a winning strategy every outcome p of 7
must satisfy purity at every time, which also implies that Player I must satisfy
—p c’, =p (f ¢¥), and p (f (f c¥)). A simple induction on n € NT shows that
every vertex @; is visited exactly 2" J-times for every 0 < j < n by p, due to
every traversal of sub-arenas .A; always entering the next smaller sub-arena
Aj_1 twice before leaving A;. It especially follows that 7 is visited exactly
2" times during the whole traversal. Then by the pidgin hole principle, there
must be at least two visits to ¢, where 7 cannot distinguish the histories of
p and, thus, proceeds to play equivalently from both positions onwards. Now
let ¢t € N be the first corresponding visit to @) and ¢ > ¢ be the second one.
Then p must be of the form pops ... (ptpi+1-..pr—1)? due to the equivalent
observations of the history at p; and py. Accordingly, p never can reach vy
leading to the desired contradiction, since 7 cannot be a winning strategy. [
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Theorem 10. For every safety stream game that is won by the environ-
ment player, there exits a winning strategy of finite size for Player I.

Proof. Let G = (A, STREAMSAFETY(.S)) be a safety stream game that is won
by the environment player, i.e., there exists a winning strategy m for Player I.
Then according to the winning condition

STREAMSAFETY(.S) = SAFETY(S) U IMPURE

every outcome of the strategy m must satisfy purity and violate safety, i.e.,
every branch of the strategy tree eventually reaches an unsafe vertex vx. Let 7’
be the strategy that results from 7 by cutting every branch after it reaches vy.
Due to Konig’s Lemma 7’ must be finite. Furthermore, it still is a winning
strategy. Thus, 7’ is a witness for a finite winning strategy for Player I. [

Our results show that the memory requirements of safety stream games are
exactly dual to the ones of reachability stream games with respect to the
two players. We again summarize the resulting upper and lower bounds on
memory requirements for safety and reachability stream games in the following
table, where n € O(|.A|) depends on the size of the underlying game arena A.

Reachability Stream Games Safety Stream Games

Player I 7] < o0 2" < |m| < o0

Player O 2" <lo| < 0 lo| < oo

Beside reachability and safety, these bounds also impose immediate conse-
quences for the memory requirements of games with more expressive winning
conditions, like Biichi, co-Biichi, or parity. Every reachability and safety
stream game can be transformed into an equivalent Biichi, co-Biichi, or par-
ity game by adding sink vertices and choosing the acceptance sets and coloring
functions accordingly. The conversions work in the same fashion as for regu-
lar infinite (non-stream) games. Therefore, it immediately follows that both
players may require infinite memory in order to win these games.

Corollary 1. Player I and Player O may need infinite memory in order
to win Biichi, co-Biichi and parity stream games.
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6 Synthesis

Our previous analysis of TSL game representations reveals that even simple
game classes may require infinite memory and that it can be a requirement
for both: the winning strategies of environment and the system player. Thus,
temporal stream games do not offer an immediate advantage in terms of solv-
ing the realizability problem in contrast to the original logic representation of
TSL. Consequently, we need other approaches for tackling the problem effi-
ciently. The new challenge that TSL imposes is the added purity requirement
of whose full satisfaction leads to undecidability in general,
because the pure evaluation of functions and predicates allows the encoding
of undecidable problems like Post’s correspondence problem (PCP). Thus, in
order of being able to handle purity in a satisfactory manner, we need to relax
the purity requirements at least to some extend.

Our consideration towards such a relaxation is an approximation of TSL
specifications in terms of LTL. This solution has the charm that it works
exclusively on the logic level and, thus, completely avoids all of the problems
that we encountered with the representation of temporal stream games in
Another advantage is that, we immediately can hark back on
the advanced tools that already have been developed for synthesizing LTL.
Nevertheless, we have to consider that such a reduction can never reflect all
of the purity properties of TSL. However, as long as we choose the respective
encoding carefully enough, it is possible to create a reduction to LTL that is
at least sound with respect to a successful synthesis result. In other words, we
choose the reduction in such a way, that if the approximate LTL specification is
realizable, then the realizing strategy also represents a valid realization of the
original TSL specification. On the other hand, if the weaker LTL specification
is not realizable, then it can be an artifact of the approximation. In this
situation, we need to investigate further to distinguish whether the original
specification is indeed unrealizable, or whether the result is a consequence
of the approximation. In the latter case, we call the unrealizability result of
the approximated LTL specification spurious. Unfortunately, determination
of the result being spurious inherits the same undecidability properties as
realizing TSL, which is why we need another relaxation here as well.

Our solution is a bounded strategy search that limits synthesis to strate-
gies, which additionally satisfy some size restrictions. Checking spuriousness
only against strategies up to the imposed bound then becomes realizable. The
procedure already has been summarized in [Figure 4] of [Chapter I} where the
inputs to the presented synthesis approach are a TSL specification ¢rg;, and
an upper bound on the strategy size n € N. The TSL specification prgy,
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then is approximated to a weaker LTL specification ¢rrr, which is passed
to a bounded synthesis solver together with the bound n. We show that if
the LTL solver returns a realizing strategy, then this strategy also realizes the
original TSL formula ¢pgr,. Otherwise, the counter strategy witnessing unre-
alizability of the formula 7 is checked to be spurious. If it is not spurious,
the original TSL formula is indeed unrealizable. Otherwise, we obtain another
witness for the counter-strategy being spurious, which then is utilized to refine
the LTL approximation such that the procedure can be restarted in a CEGAR
like fashion. The procedure runs until either a realizing strategy is found or
the strategy is proven to be unrealizable. Termination, however, cannot not
guaranteed, as the system may win only with an infinite sized strategy, that
is never discovered by the bounded synthesis approach. It remains however
an open question, whether infinite strategies are indeed necessary in practice
and thus would limit our approach.

6.1 Initial Purity Approximation

For the initial approximation we turn the syntactic elements 7p and 74 into
atomic propositions in LTL, which removes the semantic meaning of function
applications and assignments according to TSL. Afterwards, we reconstruct
this meaning lazily by adding assumptions during the refinement.

Construction 2 (Initial Approximation). Let 7p and T, be the finite
sets of predicate terms and updates that appear in @rgy, respectively.
For every assigned output or cell s,, we partition 75 into |+ US caue e o 1DCE
every ¢ € C let =TeU{[c = c]} and for everyo €0 let =

<1/1d <1/1d
’T° We introduce atomic output propositions 7 / 1q for every update of
<1/1d with s, € 0UC, i.e. 7:]/1(1 = U ane UTGES/OM a,. Similarly, we

create atomic input propositions '71'3Ap for every predicate term of 7Tp, i.e.,
T a= U, ez @rp- The LTL formula o7y, then is constructed over the
input propositions 73¥ and output propositions T i where we utilize
a rewrite function rw that replaces every predlcate term 7 € Tp and
update term 7 € T of the TSL formula ¢ gy, with an atomic proposition

ar € TAP U ’Tq yire respectively. Formally:

oLTL = D( /\ \/ (ar A /\ _‘a’r’)) A rw(eTse)

s,€0UC 7'67:157 A T 67:1/“1\{7'}



86 Chapter III. Temporal Stream Logic

The first part of the construction of ¢y, partially reconstructs the semantic
meaning of updates by ensuring that a signal is not updated with multiple
values at a time. The second part extracts the reactive constraints of the TSL
formula without the semantic meaning of functions and updates.

Theorem 11. If o7y, is realizable, then @ sy, is realizable.

Proof. Assume @p7p is realizable. Then there exists a winning strategy
AP
o: (27;‘P)+ — 274/ for the system player in the underlying LTL realizability
game. Furthermore, for the sake of contradiction assume that @ gy, is not
realizable. Then for all x: (277)T — C there exists in input ¢+ € 7 and a
function assignment (-): 7p — F such that sy, ¢ ¥y @rsr. We inductively
: TAP\w : w

construct the input sequence v € (277 ) and the computation ¢ € C¥ over
t € N as follows:

V(t) = {a‘TP e 7;5AP | 77(.)(§a L7 t7TP)}

s(t)(s) = 7r, where 7p is the unique element
such that ajg -] € o(¥(0)v(1)...v(t))

Note that 7 must be unique, due to the additional constraint:

oAV n A )

s€0 7€73 T’GT:/M\{T}

Furthermore, note that v and ¢ are well-defined, since 77<_>(g7 t,t,7p) only con-
siders values of ¢ at previous times ¢’ < t. Since 7 is realizable, we have
that olv,v E ¢, but at the same time ¢, ¢ }75(.> wrsr due to unrealizability
of wrgsr. We show that this is contradictory via a structural induction over
the structure of p gy, for all t € N:

Case: 15, = Tp

S, Lyt ':<,> Tp

NS5 st TP)

arp € V(L)

o, vt E arp
olv, v, t Erw(tp)

tee e
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Case: prgr, = [s = Tp]

C,L,t ':0 [S = TF]

s(t)(s) =Tp

Al serp] €0 (v(0)r(1)...v(1))
OVt F Qlgary)
olv,ytErw([s —~7r))

tete

Case: g, =

Syt By
SyLt By
alv, v, t ¥ rw(y)
alv, vt E—rw ()
olv, v, t Erw(—)

R

Case: prg, =9 AY

S,y Lyt ':<.>’19/\w

SuLt By d A g utEY

alv,ut Erw(9) A olv,v t Erw(y)
oy, vt Erw () A rw(y)

olv, vt Erw (9 AY)

¢ e ot

Case: ¢rg, =09

S, t Fy OY
§,L,t+1 ':<> ¢
alv,v t+ 1E rw(y)
olv,v, t EQrw(v)
olv,v, t Erw(Ov)

i

Case: prgp, =9UY

S, Lyt ':<.>19U’¢

>t VE<t <t gt By d A gt By o

>t Vi<t <t ot Frw(d) A o, vt" Erw(y)
oy, vt Erw(9)U rw (i)

olv, vt Erw(YUY) O

ezt
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O ~(ay—y] A @)

A O (ay—y) V Ofy) HC):D apx N Tlpy
NOapy = Oapy

(a) TSL specification  (b) initial approximation (c) spurious counter-strategy

Oy <=yl V[y—x])
ANOpPpx - Opy

Figure 22: A realizable TSL specification (a) with input x and cell y. A win-
ning strategy is given by saving x to y as soon as p x is satisfied. However, the
initial approximation (b) is unrealizable, as proven by the counter-strategy (c).

Note that unrealizability of ¢r7; does not imply that ¢ gz is unrealizable.
It may be that we have not added sufficiently many environment assumptions
to the approximation in order for the system to produce a realizing strategy.

Some more concrete insights into the implications of the approximation are
given through the example of The specification (a) asserts that the
environment provides an input x for which the predicate p x will be satisfied
eventually. At the same time, the system must guarantee that p y holds
eventually too. The specification of (a) is realizable. The system can take
the value of x as soon as p x is satisfied and then stores it in y. This way it
guarantees that p y is satisfied eventually. However, the situation changes as
soon as we consider the approximated LTL specification (b) that results from
There, the semantics of the pure function p is lost. Instead,
the evaluation of p y is reduced to an environmentally controlled value ap y
that does not need to obey the consistency of the pure function p. As a
consequence, the approximation becomes unrealizable, as witnessed by the
spurious counter-strategy (c).

6.2 Refining the Approximation

As highlighted in the example above, it is possible that LTL synthesis returns a
counter-strategy for the environment although the original TSL specification is
realizable. We call such a counter-strategy spurious as it exploits the missing
semantic restrictions that have been relaxed through the approximation. The
result is a violation of the purity of functions and predicates.

From a more formal point of view, the LTL synthesizer returns a counter-
strategy : (27—51‘1)* — 277", This strategy can also be formulated as a strat-
egy m: C* — 277 with respect to the additional properties that have been
introduced in The strategy 7 determines the predicate eval-

uations in response to possible update assignments of function terms 7 € Tg
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to outputs o € 0, where w.l.o.g. we can assume that 0, 7 and 7p are finite,
as they always can be restricted to the outputs and terms that appear in the
formula. A counter-strategy then is spurious, if there is a branch m¢ for
some ¢ € C¥, for which the strategy chooses an inconsistent evaluation of two
equal predicate terms at different points in time.

Definition 17. A counter-strategy m: C* — 277 is spurious, iff

I e . 3t,t' e N. Irp,7p € Tp.
7p € T(s(0)s(1)...s(t = 1)) A 7p & 7(s(0)s(1)...c(t' = 1)) A
V(): F = F.nfs,mis,t,7p) = ns, TS, t', 7p).

Note that a non-spurious strategy can be inconsistent along multiple branches,
since according to the definition of realizability the environment can choose
function and predicate assignments differently against every system strategy.

Due to the purity of predicates in TSL the environment is forced to always
return the same value for predicate evaluations on equal inputs. However,
this semantic property cannot be enforced implicitly in LTL. To resolve this
issue we use the returned counter-strategy to identify spurious behavior in
order to strengthen the LTL underapproximation with additional environment
assumptions. After adding the derived assumptions, we re-execute the LTL
synthesis in order to check whether the added assumptions are sufficient for
obtaining a winning strategy for the system. If the solver still returns a
spurious strategy, we continue the loop in a CEGAR like fashion until the
set of added assumptions is sufficiently complete. However, if a non-spurious
strategy is returned, we have a proof that the given TSL specification is indeed
unrealizable and terminate.

We use to determine, whether a returned counter-strategy m
is spurious or not. The algorithm relies on 7 being checked against system
strategies that are bounded by the given bound b. However, this dependency
is negligible, as long as we use bounded synthesis [45] as the underlying LTL
synthesis approach. We also can assume that 7 is always given as a finite
state representation due to the finite model guarantee of LTL.

The algorithm iterates over all possible responses v € C™? of the system
up to depth m - b. This is sufficient, since every deeper exploration would re-
sult in a state repetition of the cross-product of the finite state representation
of m and any system strategy bounded by b. Hence, the same behaviour could
also be generated by a sequence smaller than m - b. At the same time, the
algorithm iterates over predicates 7p, T}, € Tp appearing in @ gz, and times ¢
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Algorithm 1 Check-Spuriousness

Input: bound b, counter-strategy m: C*— 277 (finitely represented using m states)
1: for allv € C™°, mp € Tp, t,t' € {0,1,...,m-b—1} do
2: if n, (v, e, t,7P) =1, (v, L, t',7p) A
Tp €(vo...v¢—1) ATp ¢ w(vg...vp_1) then
3: w < reduce (v, Tp,t,t’)
4: return [J (/\f;; O'wi A N/, O'wi — (O'rp > O 7P))

5: return ‘‘non-spurious’’

and ¢’ smaller than m - b. For each of these elements, spuriousness is checked
by comparing the output of 7 for the evaluation of 7p and 7 at times ¢
and t’, which only differs, if the inputs to the predicates are different as well.
This only happens, if the passed input terms have been constructed differ-
ently over the past. We check it by using the evaluation function 7 equipped
with the identity assignment (-)iq: F — F, with (f);q4 = f for all £ € F,
and the input sequence ti4, with ¢;4(¢)(1) = (¢,1) for all ¢ € N and i € I,
that always generates a fresh input. Syntactic inequality of 77<_>jd(v, tia, b, 7p)
and 77<_>id(v, t1q,t',7p) then is a sufficient condition for the existence of an as-
signment (-): F — F, for which 7p and 75 evaluate differently at times ¢
and t'.

If spurious behaviour of 7 is found, then the revealing response v € C*
is first simplified using reduce, a function that reduces v again to a sequence
of sets of updates w € (27</14)* and removes updates that do not affect the
behavior of 7p at times t and ¢’ to accelerate the termination of the CEGAR
loop. Afterwards, the sequence w is turned into a new assumption prohibiting
the spurious behavior, generalized even for arbitrary points in time. This
assumption then is added to the previously approximated LTL formula and
the synthesis process is started once again. The whole CEGAR loop continues
until either a realizing strategy or a non-spurious counter-strategy is found.

For an example of the process, reconsider the spurious counter-strategy of
Already after the first system response ajy. ., the environment
produces a purity violation by evaluating ay x and apy differently. Purity is
violated, since the cell y holds the same value at time ¢ = 1 as the input x
at time ¢ = 0. After processing the strategy with a new as-
sumption (J([y «= x] — (p x <> Op y)) is generated that can be used to
strengthen the LTL approximation. The generated assumption then is added
to the initial approximation and synthesis is re-executed. Indeed, the updated
LTL formula now turns out to be realizable yielding the aforementioned TSL
winning strategy.
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6.3 Synthesizing Control Flow

With the CEGAR based TSL synthesis method at hand, we finally have a
reliable approach for synthesizing TSL specifications. However, in order to
produce real-world applications, like the kitchen timer or the music player,
it still remains to turn the synthesized strategy into executable code. To
this end, we provide a modular approach, where we leverage an intermediate
control flow model. This model not only covers all control flow decisions of
the returned strategy, as well as the utilized functions and predicates, but
also introduces an intermediate level of abstraction that is compatible with
different real-world execution engines. In this way, we accomplish a more
flexible environment for the system designer. On the one hand, the TSL
system design gets efficiently decoupled from control flow independent read-
world system specifics on the specification level. On the other hand, the
synthesized control flow is applicable to multiple application frameworks and,
thus, also allows to postpone the determination of the finally used application
context, even after the control flow has been specified and synthesized. To
this end, it then is also possible to use the same synthesized control flow for
different application domains.

Remember that concrete function and predicate implementations are also
not fixed yet. Instead, they are considered as literals only, without any par-
ticular pre-assigned semantics. This exactly comes along with our initial con-
sideration of separating data and control. According to this separation, the
purpose of the synthesized control flow is purely to determine the respective
control, but abstracts from the actual data. The conrectization of the data
and their transformations thus must come afterwards. Furthermore, the ap-
proach also accompanies with the idea of a modular refinement according to
the system design, where we start with the control flow as the high level entry
point and then concretize the design towards the system specifics.

If synthesis is successful, it produces a Control Flow Model (CFM) M that
satisfies the given TSL specification ¢. It represents the control flow structure
of the final program. Intuitively, the model can be considered as flow chart or
network, that passes input data to cells or outputs over temporally different
enabled connections. Along these connections the stream data is manipulated
by pure data transforming functions and checked by pure predicates. The
overall flow of the data through the network thus is not static over time.
Instead, it depends on the evaluation of predicates guiding the data through
corresponding transformations on its way to outputs or cells. Formally, this
leads to the following definition.
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Definition 18. A CFM M is a tuple M = (1,0,C,F,V, £, 1) where
e I is a finite set of input literals,
e 0 is a finite set of output literals,
e C is a finite set of cells,

e F is a finite set of function literals,

V is a finite set of vertices,

e (p:V — FUF is labeling function assigning each vertex either a
function literal or a function, and

e dp: (OUC—VUIUC)U(V = U (VUIUC)™) is a dependency
neN
relation that relates outputs, cells, and vertices to inputs, cells, and

vertices, where the vertex relation must match with the arity of the
vertex label, i.e., Vv € V. §(4pq(v)) = (01 (v)).

We assume w.l.o.g. that the sets I, 0, C, F, and V are pairwise disjoint.
Furthermore, we require that the dependency relation ¢ does not induce
circular dependencies on V, i.e., for every CFM there must be a ranking
7: V — Nsuch that for all v € V and j € [§(€r(v))], d.e., if pr;(dm(v)) €
V, then also r(v) > r(pr; (dm(v)))-

Note that the above definition allows to mix uninterpreted function literals F
with already determined functions f € F as part of the vertex labeling of
V. The functions f are used to implement the data independent control flow,
while keeping the data dependent transformations F abstract.

Regarding the underlying concept, we implicitly require that functions
f € F only impose structural changes to the data and do not depend on spe-
cific data types, such as numbers or strings, in the first place. In functional
programming languages, these transformations are well known as polymorphic
transformations, because they are applicable to any possible data kind. Clas-
sical examples are functions that restructure data within containers, such as
tuples, lists or sets. In this sense, functional programming languages use a
similar concept of separating data and control as leveraged for TSL. Hence,
if we would consider extending the definition of a CFM with a type system,
which equips the input, output and function literals, as well as the cells with
types, then every CFM should be purely composed out of functions using
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only Boolean and polymorphic types. However, since a formal introduction
of such a type system and the corresponding backgrounds on the underlying
type theory would go beyond the scope of this thesis and, moreover, would
not add any value to the remaining considerations, we postpone a detailed
analysis of such an extension to future work at this point.

Nevertheless, regarding the uninterpreted function literals F, the CFM
provides an implementation model for the program control that satisfies the
given TSL specification independently of their concrete implementations. In
other words, the CFM serves as a finite model for implementing the targeted
TSL strategies o: (277)* — C. This correspondence is formalized using the
following transformation.

Construction 3. Every CFM M = (I,0,C,F,V,{xr,00) induces a
strategy on with opg(wv)(x) = naq(v, dam(2)) using the utility function
na: 277 x (VUIUC) — Tg, which is defined as:

x ifreIucC
ifxeVand lp(z) ==
£ nam(vo) -+ nm(vk—1) with £ € F\ P and
5/\4(1}) = (’Uo,. o0 ,’Uk,l)

ifx €V and {p(x) =p

(v, 2) = (p nm(vo) + - qm(vk—1)) €V with p € P and
om(z) = (voy ..., VE—1)
ifxeVand by(z) = f

fm(vo) -+ mm(vk—1) with f € F and
dm(x) = (vo, .., Vk—1)

The construction shows that the model of a CFM indeed provides a suitable
representation for winning strategies with respect to TSL. Thus, it only re-
mains to bridge the connection of how to get a CFM in the context of our
approximation approach. Therefore, reconsider the LTL formula ¢z con-

structed from a TSL specification ¢ gy, according to

Theorem 12. If pp7y is realizable, then there exists a CFM M that
implements @rgr, i.e., oy satisfies sy
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Proof. Let o: (27;;&?)+ — 274 be a realizing strategy for ¢rrr. W.lo.g.
we can assume that the strategy is given as a circuit, consisting of a finite
number of latches, AND, OR, and NOT gates, since the specified system of
every realizable LTL formula can be implemented by a finite Mealy machine.
Furthermore, circuits and Mealy machines are equally expressive.

Next consider: it is straightforward to integrate circuits as part of the
CFM. Latches can be implemented with cells. The different gate types can
be expressed using pure functions fa, fv, and f-. Hence, we only need to
copy the circuit graph to be part of the dependency relation, such that the
CFM vertices are labeled with the matching gate functions like they appear
in the original circuit. After then having the circuit as part of the CFM, we
add the function transformations, as they appear in the terms of 72¥ and
7?/Pi 4- Note that every corresponding term induces a finite DAG that links
every function literal to the arguments it is applied to. Therefore, using the
dependency relation dxq and the labeling £, this DAG thus can be easily
expressed using the graph structure of the CFM.

Finally, the puzzle gets completed by correctly connecting functions and
predicates with the circuit structure. Therefore, the inputs of the circuit
structure are linked to the vertices labeled with the corresponding predicate
terms. Intuitively, the connection expresses that the results of the predicate
evaluations are passed to the circuit inputs. At the other end, the outputs
of the circuits are connected to vertices labeled with functions that select the
computed function transformations, as enabled at the current point in time
according to the circuit evaluation. Formally, the corresponding function
labels can be defined for all n € N by

i) if bo

X if bl
select,, bg xg by 21+ bp_1 Tp_1 = .
Tp—1 if bn—l

and are chosen such that they match the corresponding number of output
choices as given by 7:1“’1 4 Note that the mutual exclusion property, as intro-
duced in ensures that the selected updates are always unique.

It is easy to observe that the created structure indeed witnesses the exis-
tence of a realizing strategy for prgy as stated in On the one
hand, the direct embedding of the realizing circuit of ¢y clearly induces a
similar temporal behavior. On the other hand, the matching embedding of

the term structure in combination with the select,, components clearly fits the
semantic selection, as induced by the corresponding update terms. O
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Figure 23: CFM that implements the music player specification.

An example for a CFM, which results from synthesizing the music player
specification of is depicted in The inputs enter the
system from the left and the produced outputs leave it on the right. The
example only requires a single cell, which originates from the circuit structure
and therefore has been introduced during synthesis. The green, arrow shaped
boxes denote vertices being labeled with function and predicate literals. The
Boolean operations fa, fv, and f- are depicted with the corresponding circuit
symbols for conjunction, disjunction, and negation. The Boolean outputs of
the circuit are piped to the selectors, which forward the corresponding value
streams according to the chosen update behavior, i.e., each update stream
is passed to an output stream if and only if the respective Boolean trigger
evaluates correspondingly.

The CFM instantiates the control behavior of the system, while still ab-
stracting form concrete data transformations. These data transformations are
only indicated using the corresponding function and predicate literals instead,
where the synthesis guarantees that the desired control behavior is always ex-
ecuted correctly, independently of how the functions are implemented in the
end. Hence, regarding the overall system design process, the developer solely
has to provide the remaining function implementations. Furthermore, an ex-
ecution engine must be chosen to executes the CFM in combination with
the selected function implementations. Corresponding frameworks for such
engines that satisfy the respective purity and temporal requirements can be
found in the research field of Functional Reactive Programming.
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7 Functional Reactive Programming

The classical models for reactive systems, as presented in feature a
rich number of capabilities for expressing temporal behavior in combination
with functional processing requirements. Nevertheless, they still miss some
important features, when it comes to the practical application of synthesis in
real world development scenarios.

To understand these missing features at first, reconsider the capabilities of
classical implementation models, such as Mealy machines or circuits. There,
it is easy to observe that all of these models only deliver a quite rudimentary
model for the representation and transformation of internal state. State is
either represented explicitly, as a unique configuration of the system, which
is inspected through a global view, or given as a set of variables or latches
holding purely Boolean values. Similarly, state is transformed using a global
transition function or using simple local Boolean transformations. Therefore,
the view discards any insights into the internal structure of the system through
reducing the structure to a monolithic model of uniform transformations.
Latches and variables, on the other hand, support to give structure to the
state and the corresponding transformations. However, therefore they are
limited to the Boolean data level of operation only.

We can conclude that these classical models clearly miss some advanced
abstraction techniques, as they are already used in programming languages
today. Hence, we need to ask ourselves: why exactly are we not using such
modern programming languages to implement reactive systems already? The
answer is that traditional programming languages usually are not designed to
be executed in a reactive environment. They instead rely on the assumption of
sequential execution, as well as on a step by step transformation for transfering
only single inputs to an output at a time. Reactivity then usually is just added
on top of this assumption, resulting in thread models, event handlers, or other
instances of such kind, which however often only offer poor guarantees with
respect to a robust temporal behavior.

What we have learned, however, from these models is that the infinite
interaction and the correct handling of time are the key challenges for creating
correct and robust reactive systems in the end. Hence, they should be included
as part of the core models of reactive programming languages as well.

7.1 Paradigm

A first advance into this direction has been introduced using so called reactive
programming languages. Their core idea is that a program does not represent
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a sequence of instructions, executed one after another, but instead represents
a network of dependencies that describe how output is computed depending
on the given input. Therefore, the model describes a network of data flows,
piping input values through different transducers, which finally produces data
at be output at the end. Correspondingly, the model is natively suited for the
description of reactive systems, where the network transforms infinite streams
of inputs into infinite output streams. Thus, by using the reactive program-
ming paradigm, the classical model of reactive systems can be natively lifted
from the Boolean data level to arbitrary data streams.

There exist many models for reactive programs, but the mathematically
most appealing ones are suited under the category of functional reactive pro-
grams (FRP) [36}[32]. As the name adumbrates, functional reactive program-
ming also encourages to leverage a clean separation between data transforma-
tion, as denoted by pure mathematical function applications, and the tempo-
ral evolution of state within the transducer network. Furthermore, functional
reactive programming also features a fully flexible model of time, which even
covers the spectrum of continuous time in some of the frameworks. Unfor-
tunately, there is no canonical model of FRP. Instead, practice has driven
some diverge development resulting in different incarnations of FRP imple-
mentations that often are part of application specific libraries [142] [5 [141]
32, 147, [7, [4]. None of these libraries is based on a uniform reactive system
model. Instead, they utilize denotative semantics and design patterns from
existing host languages, like the programming language Haskell [66]. While
using denotative semantics feature the direct expression of the natural intu-
ition behind the individual design primitives, it at the same time blurs the
language’s scope with respect to expressivity.

Initially, FRP development was driven by the idea to utilize time as an
adaptable parameter for the creation of reactive animations [36]. The under-
lying goal was to be indefinitely scalable, similar to space being used as an
adaptable parameter in scalable vector graphics. Later on, the goals of FRP
have been extended to replacing complex event based systems with a more
modular design [I3]. The necessity for such systems especially rose for graphi-
cal user interfaces [33], as well as for more advanced computation management
related back-ends [32].

Today, FRP is used in many application areas such as embedded de-
vices [61], interactive games [III], robotics [75], GUIs [33], hardware cir-
cuits [I5], and interactive multimedia [126]. In comparison to classical pro-
grams, FRP programs can be exceptionally more efficient. For example, an
FRP implementation that has been created to run on a network controller was
able to outperformed all its contemporary competing implementations [144].
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7.2 Time as a Type

The most fundamental concept of FRP is the idea of encapsulating time into
a type. The core abstraction of FRP is that of a signal

Signal o :: Time — «

which determines the value of some arbitrary (polymorph) type « at any point
in time. In general, the concept of a signal in FRP is more powerful than the
concept of infinite words and, therefore, generalizes the notions for classical
reactive systems. On the one hand, signals cover arbitrary (possibly infinite)
data domains. On the other hand, the time domain is well defined, even in
the case of continuous time. However, in order to rely on clean alignment with
TSL, we restrict ourselves to Time = N at this point. Similar to the classical
setting, values of type « can be arbitrary inputs from the world, such as the
current position of a mouse, as well as arbitrary outputs to the world, such
as text that is rendered to the screen.

The transformation of signals is expressed through signal functions. For
example for rendering the position of the mouse on a screen. There are two
different variants of how of a signal function can be typed:

1. Signal o — Signal 8
2. Signal (o — p)

The first variant conceptually receives all inputs at every point in time before
it determines the corresponding outputs. The second variant, on the other
hand, provides a potentially different transformation at any point in time.
Mathematically, both variants are equivalent, but depending on the FRP
instantiation they are not both supported natively or only one of the variants
supports specific operations with respect to the internal realization.

A standard approach for representing signals as part of a programming
language is using infinite lists. Therefore, the approach requires a lazy eval-
uation environment, which is not supported by all functional programming
languages. This is the reason, why most FRP libraries have their origin in the
functional programming language Haskell, which is built on the concept of
laziness from ground up [66]. Signal functions then are implemented through
the step by step processing of the infinite lists. This way, a conceptual view of
working with infinite data streams is provided from the programmers perspec-
tive, which still can be executed in reactive environments due to the implicit
time model being built-in.
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7.3 Design Patterns

Even with a fixed programming language environment, like Haskell, at hand
the FRP paradigm still can be realized in many different ways, each with
well-defined levels of expressive power. In the functional programming world,
these levels usually are realized through so called design patterns, like Applica-
tive [103], Monads [145], or Arrows [67], that support standardized ways of
how data and control flow is structured and executed within the programming
language. Depending of which design pattern is used, there are different ad-
vantages, but also restrictions of how the stream processing network is built
and executed eventually. We shortly introduce the most common patterns
that are used by Applicative, Monadic, and Arrowized FRP.

7.3.1 Applicative FRP
In Haskell, the Applicative class is defined as follows:

class Applicative f where
pure = o — f «
(®) & f (¢ = B) > fa— £

The class characterizes type instances that are build on top of two basic op-
erations. On the one hand, the pure operation takes an arbitrary value and
puts it into the context of the Applicative type. On the other hand, the com-
pose operation ® supports the application of a function being encapsulated
within the Applicative type to a value within the same context. Therefore,
every Applicative instance must satisfy the following laws:

identity: pure id ® v = v
composition: pure (0) ® U @ vV @ W = u ® (Vv ® w)

homomorphism: pure f ® pure x = pure (f x)
interchange: u ® pure y = pure (AMf — fy) ® u

where id denotes the identity function and o denotes the function concatena-
tion operation. In the context of FRP, the signal type can be considered to
be an instance of the applicative class:

instance Applicative Signal where
pure : «o — Signal «
(®) = Signal (¢ — p) — Signal a — Signal f

With respect to the concept of time, the pure operation then allows to lift
a value of type a to the temporal domain leading to a constant stream of
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that value for all points in time. The compose operation ® allows to convert
a stream of point-wise potentially different function transformations into a
uniform stream transformer turning an input stream into a corresponding
output stream.

The Applicative instance provides the closest incarnation of FRP with re-
spect to the underlying concept of time. However, it is only rarely used in
practice. The reason is that there is no straightforward way to directly embed
the time concept into a host language like Haskell. Note that just because
we consider infinite lists to represent data streams of temporally changing
values, there is still no information available for the compiler of how to trans-
late this concept into a corresponding executable in the end. Therefore, this
information must be embedded into the corresponding language compiler as
well, which is non-trivial regarding the history of the Haskell compiler devel-
opment. Furthermore, the time model may also be application specific, which
is why a new compiler must be generated for each application domain.

Nevertheless, the challenge has been accepted with the functional hard-
ware description language ClaSH [7]. The language allows to use a purely
Applicative FRP instance to describe synchronous hardware circuits. Due to
the circuits being synchronous, there is a well-defined source of time given by
the hardware clock. As it turns out, ClaSH indeed comes with a dedicated
language compiler that builds on the syntactic front-end of Haskell, but trans-
lates to low level hardware descriptions in the core. Therefore, to the best of
our knowledge, ClaSH is the only instance of FRP today that solely builds on
a purely Applicative framework yet.

7.3.2 Monadic FRP

Just because the Applicative framework on its own is to weak for integrating
FRP into Haskell, it does not mean that there is no solution. Remember that
the primary problem with purely Applicative FRP is that there is a missing
link of how the temporal behavior is executed as part of an application specific
executable in the end. This problem can be solved by using a Monad [145],
which introduces the missing evaluation context. In Haskell, the Monad class
is defined as follows:

class Monad m where
return @ o — m «
(>»>=) “ ma - (¢ > np) - np

The class provides an operation return that puts an object into the monadic
context, similar to the pure method for Applicative. Furthermore, it also
supports a sequential composition operator >>= that allows to take a value
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out of the context in order to apply a monadic transformation putting the
value again back into the context. Every Monad instance must satisfy the
following laws:

left identity: return a >»>=f = f a
right identity: m >>= return = m
associativity: (m >=f) >=g = m >= (Ax = f x >= g)

While the Monad class can be seen as an extension to the Applicative class,
in particular every Monad instance is also an Applicative, it is not used for
adding more functionality to the signal type in the context of FRP, but instead
to provide a separate evaluation context. Hence, with respect to Monadic FRP
the signal type still is an Applicative, exactly as introduced in the previous
section, but every signal function is executed in a monadic context m:

SF « [ :: Signal a — m (Signal f)

Thus the Monad is used to provide the evaluation context that was missing
for purely Applicative FRP. Monadic FRP is one of the most popular imple-
mentation frameworks and used by many FRP libraries, such as FRPNow [142],
Elerea [I0Y], Reactive-Banana [4], Threepenny-GUI [5], or Reflex [I41].

Conceptually, FRP allows to introduce circular dependencies, as long as
every circular path of the network is intercepted by at least one delaying
component, similar to the usage of a cell in TSL. To this end, in Monadic
FRP such circular dependencies also require the monadic context to be an
instance of the MonadFix [39] type class:

class MonadFix m where
mfix = (¢ - ma) = n «

The class comes in combination with the following additional laws:

purity: mfix (return o h) = return (fix h)
left shrinking: mfix (A\x —»a >=Xy — f xy) =
a >= )y — mfix (Ax — f x y)
sliding: mfix (1iftM h o f) = 1iftM h (mfix (f o h))
nesting: mfix (Ax — mfix (\y — £ x y)) =
mfix (Ax — f x x)

where fix f = let x = £ x in x denotes the least fixpoint of f and 1iftM f x

is a utility function that promotes a function to the Monad.
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Figure 24: Graphical representation of the core Arrow operations.

7.3.3 Arrowized FRP

Although Monadic FRP is expressive enough to embed FRP frameworks as
part of the Haskell language it still comes with the disadvantage of enforcing a
strict sequential evaluation through the composition operator >>=. Regarding
the conceptual idea of FRP to create a stream processing network, this is a
strong limitation. Therefore, another approach has established building on
the Arrow class [67], which offers a builtin evaluation model for the parallel
execution of the components. In Haskell, the Arrow class is defined as follows:

class Arrow a where

arr = (o - B) — a a f
(>) &« aaf - afy > aary
first = aa f — a (a, v) (B, 7)

The class offers three core operations. The arr operation puts pure functions
into the arrow context. Therefore, the operation supports a similar concept
as the pure and return operations in Applicative and Monadic FRP, respec-
tively. Nevertheless, arr is more expressible in general, since the direction
of the computation from « to § is maintained as well. Similarly, arrows can
be composed sequentially using the composition operator >s>. However, they
can also be put into a parallel execution context using first. Therefore, note
that the operation does not add any concrete parallel execution yet, but only
adds the corresponding context. Using the core operations above, they usu-
ally are extended by second, the dual operation of first, as well as by the
parallel composition operator ix:

second = a a f — a (v, a) (v, B)
second f = arr swap 3> first f >> arr swap
where swap (a,b) = (b,a)
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(k)
f ok g =

aaff - aa B
first £ >> second g

- a (a, a')

(8, B")

A graphical representation of the corresponding operations is given in
Additionally, every Arrow instance must satisfy the following laws:

left identity:
right identity:

arr id > f =
f >> arr id =

H

associativity: (f >> g) >> h = f >> (g >> h)
composition: arr (g o f) = arr £ 3> arr g

extension: first (arr f) = arr (f x id)

functor: first (f >> g) = first f >> first g
exchange: first f >» arr (id x g) =
arr (id x g) > first f
unit: first £ >> arr fst = arr fst >> f

association: first (first f) >> arr assoc =

arr assoc >> first f

where x denotes the binary tuple constructor, £st the projection to the first
tuple component, and assoc is defined as assoc ((a,b),c) = (a,(b,c)).

In arrowized FRP, a signal is processed as part of a signal function SF « S,
which represents the corresponding instance of the Arrow. Arrowized FRP
was initially introduced to plug a space leak in the original work of FRP [36]
97]. Also consider that the abstractions used by the different implementations
of FRP vary in their expressive power. Therefore, as it turns out, arrowized
FRP has a smaller interface than a monadic FRP [95], which however restricts
the particular constructs that caused the aforementioned space leak.

Arrowized FRP is for example used by the libraries Yampa [65], UISF [147],
Rhine [9], Dunai [I12], or Midair [I08]. Moreover, the libraries Dunai and
Rhine use even a further extension of arrowized FRP incorporating monadic
properties into the framework as well. The extension is a called monadic
stream functions (MSF) and originally was introduced in [T12].

Similar to the MonadFix class for monadic FRP, arrowized FRP also re-
quires an additional class in order to express circular dependencies within the
network. In arrowized FRP this extension is given by ArrowLoop [I10]:

class ArrowLoop a where

loop a (a, v) (B, v) - aalp
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P

loop a

Figure 25: Graphical representation of the Arrow loop operation.

The loop operation allows to loop an output of type v back to the compo-
nent. A graphical representation of the operation is given in The
ArrowLoop class requires the following additional laws to be satisfied:

left tightening: 1loop (first h >> f) = h >> loop f

f 3> first h) = loop £ >> h

(
right tightening: 1loop (
sliding: 1loop (f >> arr (id X k)) =
loop (arr (id X x) >> f)
vanishing: loop (loop f) =

loop (arr assoc™!

> f 3> arr assoc)
superposing: second (1oop f) =
loop (arr assoc > second f > arr assoc !)

extension: loop (arr f) = arr (trace f)

where trace £ b = let (¢, d)= f (b, d) in c.

7.3.4 Causal Commutative Arrows

Arrowized FRP explicitly supports parallel composition and therefore allows
for a more efficient evaluation of stream processing networks than Applica-
tive or Monadic FRP. On the contrary, arrowized FRP is less expressive than
monadic FRP due to the strong coupling of inputs with outputs as part of the
signal function type. Moreover, it turns out that even the original introduction
of the Arrow type class still misses some important properties, when it comes
to the schedulebility of the individual components’ execution. An important
property that has not been targeted so far considers the commutativity of
executing components that are composed using the parallel composition op-
erator ok,

The corresponding nuisance is introduced by the ability of Arrow instances
to be defined such that they are able to internally carry state, which then is
updated differently depending on how the corresponding network components
are scheduled. Note that the usage of internal state in general does not have
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Figure 26: The special loopD operation of CCA that is initialized with the
user provided value 3.

to be malicious at first. Consider for example an arrow equipped with a global
counter that keeps track of the amount of processed data at run time. Due
to addition being a commutative operation as well, this arrow respects the
commutativity law. However, non-commutative state is also possible. For
example, in the arrowized FPR library UISF [147] arrows are used to position
graphical user interface elements. According to the library design, the order
of new elements strictly depends on the previously laid out ones, as given by
the underlying arrow structure.

The problem can be avoided through an extension of the arrow class called
Causal Commutative Arrows (CCA) [I5I] 96]. CCA introduces additional
laws, which explicitly enforce the parallel operation to be commutative, as
well as the well-defined initialization of state as part of looping components.
Therefore, CCA also comes with a special initialization operator init, which
is introduced as part of a new Arrowlnit class.

class ArrowlInit a where
init © a — a a «

In addition to implementing the init operator, every CCA instance then
must satisfy the corresponding commutativity and initialization laws:

commutativity: first f >> second g = second g >> first f
product: init i % init j = init (i, j)

Another advantage of the init operator is that is allows the introduction of
loopD, which is a loop that includes initialization as shown in

loopD = v — ((a, v) — (B, 7)) — a b c
loopD i f = loop (f >> second (init i))

Due to CCA again being restricted in its interface, there are more libraries
that can simulate CCA than Arrowized FRP. Furthermore, CCA also supports
a normalization procedure with respect to the network structure, which offers
more optimization opportunities than Arrowized FRP in general.
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7.4 Code Generation

Based on the aforementioned insights, we created a framework for FRP pro-
gram generation from synthesized CFMs. It starts from the CFM, as it is
synthesized from the orginal TSL specification utilizing a finite set of predi-
cate and function literals. The user then selects the target FRP abstraction
(Applicative, Monads, or Arrows) and receives an executable FRP program
in the end. Therefore, the process is clearly separated from the design of the
initial CFM due to the postponed selection of the application specific FRP
framework and the corresponding function and predicate implementations.

With a CFM that satisfies the original TSL specification at hand, we first
compile it into a universal template for the later FRP program. The generated
code is organized as follows:

control
; signal -- FRP abstraction
= _ -- cell implementation
— (. — ) -- functions and predicates
— _ -- initial values
— signal _ -- input signals
— signal _ -- output signals
control _ --- _ =
rec

VeeC. ¢ + dnm(e)

YoeV. v« Ly(v) dm(v)

Yoe0. o < dm(o)
return

Yo € 0.0

First, the stream processor is specialized towards the desired FRP frame-
work using the required class constraints of the corresponding design pattern
and the cell implementation of the targeted FRP library. Next, the function
and predicate implementations are provided, as well as the initial values of
all utilized cells. The result is a concrete stream processor implementation
that receives input streams and produces the corresponding output streams
over time. Examples of the concertized interfaces for the Applicative FRP
framework ClaSH, Monadic and Arrowized FRP are given in
Reconsider that the model of a CFM only requires the expressivity of CCA
to be integrated within FRP. Correspondingly, we are able to generate code for
any FRP library that is at least as powerful as CCA [142] 112} 108 109, [51].
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control
(HiddenClockReset d g s)

— Signal d f, = -~ — Signal d b, ,
— (Signal d 7o,, ..., Signal d 7, ,)

(a) The Applicative FRP control interface (specialized for ClaSH).

control
(Monad m, MonadFix m, Applicative s)
= (forall a. a —- s a—m (s a))

— 8 ﬁiu — e+ — S /Bin—l
= m (S Yogs --+5 S Yo, 1)

(b) The Monadic FRP control interface.

control
(Arrow sf, ArrowLoop sf, ArrowInit sf)
= (forall a. a — sf o «a))

— st (6i09 sy Binfl) (700’ ey FYOm,l)

(c) The Arrowized FRP control interface utilizing CCA.

Figure 27: The type signatures of the created control interfaces for each of
the aforementioned design pattern: Applicative, Monads, and CCA.
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-- Yampa
iPre @ SF a «

-- ClaSH
register
HiddenClockReset d g s
= o — Signal d o — Signal d «

-- Threepenny-GUI
cell
MonadIO m
= «a — Behavior a — m (Behavior «)

cell v x = stepper v (x <@ allEvents)

Figure 28: Cell implementations of the utilized FRP libraries.

In other words, first-order control and the ability to express circular dependen-
cies already are sufficient to capture the expressive power of both: the CFM
and CCA. Although many FRP libraries support more powerful operations
than CCA, e.g., switch, which is used for the dynamic reconfiguration of the
stream processing network at run time, we do not particularly rely on them
for synthesis. This is especially of interest, since the unpredictable behavior
of dynamically evolving networks naturally limits the availability of statically
computable run-time and memory consumption guarantees. Moreover, the
use of dynamically calculated networks often is largely impractical for many
FRP applications due to their additional resource overhead. Such overhead
must be for example avoided on embedded devices [I127] or in applications
that are implemented in hardware [7]. Prior work on CCA also showed that
the expressive power of higher-order arrows makes the support for automatic
optimization more difficult. Furthermore, for most FRP programs a static
networks structure is more than enough [148].

We close the section with a review of the Kitchen Timer application from the
introduction to give a feeling of the concrete code that is generated by our
approach. We first generate a CFM utilizing six additionally synthesized cells
and 1188 vertices from the presented T'SL specification using our framework
and the synthesis tool strix [105]. This CFM then is translated into the cor-
responding control structures for three tested application domains. We create
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Table 1: Synthesis and compilation times for creating the timer applications.

| Executed Tool | Time (sec) |

Synthesis — strix 4.965
Compilation

Desktop — Yampa 19.403

Web — Threepenny-GUI 18.344
Hardware

— ClaSH 11.218

— yosys 6.405

— nextpnr 7.276

a desktop program that is built on top of the FRP library Yampa and a web
application using Threepenny-GUI. Furthermore, we also implement the timer
in hardware using the functional hardware description language ClaSH. There-
fore, the dedicated ClaSH compiler generates verilog code, which then is trans-
lated into the blif format using the open synthesis suite yosys [132]. Next,
the generated blif-file is placed using the place-and-route tool nextpnr [132].
Afterwards, the resulting package is uploaded to an iCEblink40HX1K Evalua-
tion Kit Board from Lattice Semiconductor, featuring an ICE40HX1K FPGA
with 100 IO-pins and 1280 logic cells, which additionally is equipped with all
the required hardware components. The interfaces of the corresponding timer
applications are depicted in [Figure 6| from |[Chapter Il The respective synthesis
and compilation times of the different tools are depicted in [Table 1

Finally remember that each FRP instantiation requires a library spe-
cific cell implementation to be passed to the generated control. The FRP
libraries Yampa and ClaSH provide these natively, as shown in
Threepenny-GUI, on the other hand, does not provide a native implemen-
tation on its own. However, the missing piece can be easily implemented with
the primitives stepper and (<@), which are provided by the library instead.

8 Experimental Results

We evaluate the synthesis approach using a created tool set, called tsltools.
Using this framework, given TSL specifications are first approximated to LTL
and then refined until the utilized LTL solver either produces a realizability
result or returns a non-spurious counter-strategy. Therefore, we utilize the
bounded synthesis tool BoSy [41] for LTL synthesis. As soon as the refinement
terminates with a realizing strategy it is translated to a CFM, which then is
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used to generate the corresponding FRP program.

Our benchmark set comprises of various application domains, where every
benchmark class focuses on a different feature of TSL. To this end, all of the
listed specifications have been created from scratch with the goal of either
targeting existing textual specifications or other real world scenarios. For
every benchmark, we consider its size |p|, the number of input literals |I|,
the number of output literals |0|, the number of predicate literals |P|, and
the number of function literals |F| (including the literals of P). Regarding
the synthesis process, we then measure the synthesis times in seconds, the
number of cells |Cpq| utilized by the generated CFM M, as well as the number
of vertices |Vaq|. The corresponding results are listed in and |3| All
results of did not require any refinement, i.e., the initial approximation
already was sufficient, whereas the benchmarks of required the listed
number of refinements n. The synthesis was executed on a quad-core Intel
Xeon processor (E3-1271 v3, 3.6GHz, 32 GB RAM, PC1600, ECC), running
Ubuntu 64bit LTS 16.04.

The button benchmark represents a simple GUI application that requires
a button to be pressed in order to increase a counter. The music player
benchmarks cover the specification of as well as some prelimi-
nary variants of reduced complexity. The FRPZoo benchmark set refers to a
standard online benchmark suite, designed to compare FRP library language
designs [5I]. Therefore, the online available textual specification separates
between three different behaviors, given as scenarios 0, 5, and 10. In every
scenario, two buttons can be clicked: a clickCount button, which counts the
number of clicks, and a toggle button, which toggles the enable/disable state
of the clickCount button. The value of the counter is displayed via an output
interface. The three scenarios differ with respect to the exact conditions of
when the counter is updated, reset or displayed. The escalator benchmarks
cover different TSL translations of the LTL escalator example from the prelim-
inaries. The slider benchmarks specify different variants of a small graphical
game, where a slider moves back and forth and a player has to push a button
whenever the slider is at the center to score points.

The TORCS specifications build upon examples of the Haskell-TORCS
bindings for building FRP controllers [44] in The Open Race Car Simula-
tor (TORCS) [150]. The benchmarks describe controllers for autonomous
vehicles, which in TORCS have access to limited sensor data about the en-
vironment (e.g. the distance to the nearest obstacles) and to actuators in
the car (e.g. the steering wheel). The TSL specifications describe differ-
ent controllers, for which the sensors and actuators act as input and output
signals, respectively. Utilized function literals are for example slowDown or
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Table 2: Number of cells |Coq| and vertices |Vq| of the resulting CFM M and
synthesis times for a collection of TSL specifications ¢. A * indicates that the
benchmark additionally has an initial condition as part of the specification.

BencHMARK () || Lol | 1Zl] 10] | 1Pl | IF] || lcadl | [Vie] | Time (s)
Button
default 7 1{12]1] 3 3 8 0.364
Music App
simple 91 3114 |7 2 25 0.77
system feedback 103 | 3|15 ] 8 2 31 0.572
motivating example || 87 | 3 | 1 | 5| 8 2 70 1.783
FRPZoo
scenariog 54 1 13|28 4 36 1.876
scenarios 50 1132 |7 4 32 1.196
scenarioig 48 11327 4 32 1.161
Escalator
non-reactive 8 0|10 1 2 4 0.370
non-counting 15 21112 4 2 19 0.304
counting 34 212137 3 23 0.527
counting* 43 212 13]| 8 4 43 0.621
bidirectional 111 212 |5 110 3 214 4.555
bidirectional* 124 | 2 | 2 | 5 |11 4 287 16.213
smart 45 21112 4 4 159 24.016
Slider
default 50 1]1]2] 4 2 15 0.664
scored 67 3141 8 4 62 3.965
delayed 71 1134 8 5 159 7.194
Haskell-TORCS
simple 40 5131216 4 37 0.680
advanced
gearing 23 41111 3 2 7 0.403
accelerating 15 212|216 3 11 0.391
steering
simple 45 211146 2 31 0.459
improved 100 | 2 | 2] 4|10 3 26 1.347
smart 76 312|418 5 227 3.375
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Table 3: Set of programs that use purity to keep one or two counters in range.

Synthesis
Benomar (¢) || el |11 |1of | 2] | IF] | al | Vaa] | | Sgnchest
inrange-single 23 (21|24 2 21 3 0.690
inrange-two 51 | 3 | 3|4 |7 4 440 | 6 173.132
graphical-single 55 | 2 13|26 4 343 | 9 | 1767.948
graphical-two 11313 |5 (141]09 - - - | >10000

turnLeft providing an intuitive interface for describing high level control. In
this way, guarantees of the overall system behavior can be specified, while at
the same time numerically sensitive, data specific manipulations are still al-
lowed. The first simple controller combines behavior, which does not require
state, whereas the advanced controllers include a more detailed planning pro-
cedure for approaching a turn. The advanced versions are also kept modular,
in the sense that the control of the steering wheel and the control of the gears
are given by separate specifications, which then are combined to a single FRP
program after synthesis again.

The benchmarks of are inspired by examples of the Reactive Ba-
nana FRP library [4]. For the realizability of these benchmarks purity of
function and predicate applications must be utilized to ensure that the value
of one or two counters never goes out of range. In this context, the system
not only needs purity to be able to verify the condition, but also to take the
correct decisions in the resulting implementation to be synthesized.

In summary, our results show that TSL indeed successfully lifts the ap-
plicability of synthesis from the Boolean domain to arbitrary data domains,
allowing for new applications that can utilize all of the required levels of ab-
straction. For all of the benchmarks, we could find a realizable system within
a reasonable amount of time. The results often required synthesized cells to
realize the resulting control flow behavior.

9 Discussion

We introduced Temporal Stream Logic, a logic that leverages a clean separa-
tion between data and control. To this end, the logic focuses on describing the
control behavior of reactive systems, while keeping the data specific consid-
erations abstract. More precisely, the concrete data representations and the
implementation of respective data transformations is hidden from the system
designer using a universal abstraction over the space of possible data instan-



9. Discussion 113

tiations. The logic has been especially designed for the synthesis of reactive
systems with the focus on creating a correct behavior design at first, since we
assume that this design step precedes all other development steps in general.
Accordingly, in an initial development stage, the major challenge lies in find-
ing a suitable behavior of the control, while technical details of how data is
transformed can be postponed to later stage instead.

TSL clearly is more expressive than classical temporal logics, like LTL, due
to the universal abstraction of the data and the corresponding data transfor-
mations. However, as a trade-off, this abstraction also renders the logic to be
undecidable in general. Therefore, we showed that undecidability even stays
alive, if being restricted to a singe binary function transformation and a single
unary predicate that can be checked.

In another direction, we analyzed the game models that underlie TSL.
We found that the standard notion of determinacy differs from the classical
game settings, but could not answer the question, whether TSL games are
determined or not. Furthermore, we discovered that TSL games do not always
obey a finite game arena such that we introduced the distinction between
creational and non-creational TSL. Finally, we revealed that even for finite
arenas, the players may need infinite memory in order to win, whereas these
results already hold for games with reachability or safety winning conditions.
Another open question that we could not answer asks, whether TSL games
with weaker winning conditions are decidable or not.

As a consequence, we went back to the logic itself and instead introduced
an approximate reduction to classical LTL in combination with a CEGAR
based refinement approach that iteratively improves the approximation until
a solution is found. Therefore, the approximation is sound but not complete.
However, our experimental results show that it is indeed sufficient for success-
fully synthesizing TSL specifications of real world systems in practice.

Finally, we considered the connection between synthesized CFMs and
FRP. Although there are many incarnations of FRP, build on top of different
design patterns, we showed the CFM model to be fundamental enough, to
support translations to all of them.

In conclusion, we observe that TSL offers a different perspective compared to
other temporal logics, when it comes to the exploration of control behavior of
reactive systems design. However, at the same time it also comes with new
and open challenges, whose solution will help us to better understand the
peculiarities of reactive system design, even under the scope of keeping the
processed data abstract.
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Chapter IV

Output Sensitive Synthesis

Reactive synthesis from TSL specifications leverages a clean separation of data
and control. It enables the specification of even complex real-world applica-
tions and opens new design methodologies for system developers. Neverthe-
less, the resulting development process also introduces some new challenges.
A system designer now has to create specifications instead of implementations,
where specifications describe solution spaces in contrast to deterministic im-
plementations. Accordingly, there may be many implementations that satisfy
the designer’s intends. Hence, choosing the solution space correctly becomes
of critical importance for the system design. As a consequence, system de-
velopers also need tools and methods, which verify the created specifications
against the original design indents.

A first method for supporting developers with intention validations, in
case of realizable specifications, is given by the inspection of the created im-
plementations. System designers not being satisfied with the synthesis results
immediately indicate missing behavior properties or erroneous formulations
within the specification. An inspection, however, assumes that the designers
always are able to sufficiently understand the synthesized implementations.
Or in other words, it is assumed that synthesis results always are easily human
readable. Unfortunately, with respect to most of the currently available syn-
thesis tools, this assumption gets hard to defend. The problem is that classical
synthesis approaches only require solutions that satisfy the specification, i.e.,
are functionally correct, but ignore additional quality metrics. The automata
transformations and infinite games that are utilized by these approaches never
have been designed to maintain any notion of quality. These traditional solu-
tions are designed to run in optimal time, with respect to the corresponding
complexity classes, but ignore the complexity of the synthesized results.

Nevertheless, synthesis approaches that produce comprehensible imple-
mentations are unavoidable for a synthesis based development. Especially,
since missing behavior properties cannot be verified. Note that without an
additional inspection, developers are not even aware of their existence. Oth-
erwise, they would have added them to the system specification in the first
place.
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In this chapter we consider synthesis approaches producing implementa-
tions that are not only correct with respect to the specification, but also
must be human comprehensible. To this end, we analyze output sensitive
synthesis approaches that introduce additional quality metrics to the cre-
ated implementations. Through the control of these metrics, developers then
can impose additional non-functional requirements on the synthesized results.
These additional constraints not only help with improving the readability, but
also are able to ensure additional system requirements that may be impor-
tant for subsequent system integration as well. In this sense, the kind of
applicable quality metric also depends on the representation of the system
to be synthesized. Therefore, we also consider the impact of choosing differ-
ent implementation models together with matching quality metrics, which we
evaluate with respect to the effect on the overall synthesis complexity. We
explicitly only consider synthesis approaches for LTL, since all results always
also are applicable to TSL, due to the soundness of the approximation in case

of realizable specifications, as discussed in

1 Bounded Synthesis

Output sensitive synthesis adds quality parameters to the synthesis process
that are provided as inputs by the developers in addition to the behavior
specification. The first output sensitive synthesis method was introduced by
bounded synthesis [45], which imposes an additional bound n € N on the state
size of the created Mealy machines. Bounded synthesis searches only for Mealy
machines that satisfy the specification and are no larger than the given bound.
The approach not only reduces the size of the produced implementations, but
also the synthesis times in case of practical applications [42] 143 [69].

1.1 Constraint based Synthesis

In order to introduce a bound n into the synthesis process, the search for a
satisfying solution is reduced to constraint system such that the synthesis pro-
cess naturally splits into two phases. In the first phase, all non-deterministic
choices are removed from the specification, which especially resolves decisions
that have been introduced locally, under the scope of a specified property, but
require to be postponed into to the future with respect to a system imple-
mentation. Regarding the standard transformations for automata on infinite
words, the classic approach that implements such a reduction first translates
the negated LTL property into an alternating Biichi word automaton, which
then is reduced to a language-equivalent non-deterministic Biichi word au-



1. Bounded Synthesis 117

tomaton afterwards. With respect to the negation, as introduced initially,
this automaton then is equivalent to a universal co-Biichi automaton that
represents the same language as the initial LTL property. Note that the uni-
versal co-Biichi automaton is free of any non-deterministic choices.

The first phase, thus, reduces the specification to a set of local require-
ments that are still distributed over time, but are independent from each
other according to this global distribution. Accordingly, it only remains to
resolve these constraints with respect to a uniform system implementation.
Therefore, the elimination of non-determinism in the first phase guarantees
that all remaining constrains can be verified locally. Thus, the only remain-
ing challenge is to combine them within a single system implementation. On
the one hand, the problem, thus, is reducible to a much simpler constraint
system that not especially requires to be aware of the notion of time. On
the other hand, the encoded constraints can be easily extended with further
requirements, like a bound on solution size as utilized by bounded synthesis.
The most classical example for a constraint system is Boolean Satisfiability
(SAT), where the constraints are encoded as part of a Boolean formula. Be-
side Boolean Satisfiability, there are, however, also more advanced solutions,
such as Quantified Boolean Formulas (QBF), Dependency Quantified Boolean
Formulas (DQBF), or Boolean Satisfiability Modulo Theories (SMT).

Formally, the bounded synthesis approach first translates a given LTL
specification ¢ to an equivalent universal co-Biichi automaton 2, such that
L(A,) = L(¢). The problem, thus, reduces to finding implementations M
that are accepted by 2. More precisely, we search for an implementation M,
for which the run graph G, v of M and 24, contains no cycle with a rejecting
vertex. This property can be witnessed by a ranking A, which annotates each
vertex of Gy, M With a natural number that bounds the number of possible
visits to rejecting states. The ranking itself is bounded by n - k, where n is
the provided bound restricting the size of M and k is the number or rejecting
states of 2,. The search for M then is reduced to constraint system that
guesses the Mealy machine M itself, the corresponding run graph Gy, m as
a cross-product of M and the universal co-Biichi specification automaton 2,
and a validating ranking A that proves the correctness of M with respect to
2. Thus, if all constraints are satisfiable, then it is proven that the encoded
Mealy machine M indeed satisfies the specification .

In the scope of this thesis we use SAT as our primary constraint system of
choice, since we consider it as a basis of the available constraint systems. There
are, however, also other lines of work that especially focus on the implications

of choosing more advanced systems for the bounded synthesis encodings, such
as QBF, DQBF, or SMT [40, 41].



118 Chapter IV. OQutput Sensitive Synthesis

1.2 SAT Encoding

Let a universal co-Biichi automaton 2, = (22Y°,Q, g1, Ay, COBUCHI(R))
with £ = |R| and a bound n € Nt be given. We introduce Boolean variables
to guess a satisfying Mealy machine M = (2Z,29, M, my, 6y, ¢) and a valid
ranking \: M x Q — [n- k] U {_}.

e TRANS(m,v,j) for all m € M, v € 22, and 0 < j < logn describing
the transitions of the Mealy machine M. We only require a logarithmic
number of bits to encode the target of a transition in binary, where we
use TRANS(m,v) o j for o € {<,<,=,>,>} to denote an appropriate
encoding of the relation of the ranking to some value j € [n] or other
rankings j = TRANS(m/,v').

e LABEL(m,v,0) for allm € M, v € 27 and o € O describing the labels of
each transition.

® RGSTATE(m, q) for all m € M and ¢ € @, to denote the reachable states
of the run graph Gy, m of M and 24,. Reachable vertices (m, q) denote
that their ranking A(m, ¢) is a natural number, i.e., that A(m,q) € N.

® RANKING(m,q,1) for allm € M, g € @Q and 0 < ¢ < log(n - k) denoting
the ranking of a vertex (m,q) of Gg, M. Similar to the variables that
encode the transition relation, we only require a logarithmic number of
bits to encode the ranking in binary. In the same fashion, these encoded
values can be compared using operations o € {<, <, =,> >}

The Bounded Synthesis problem then is encoded through the SAT formula
Ups(A,n) consisting of the following constraints:

1. The rankings are bounded by n - £ and the transitions are bounded by n
(the conditions are necessary due to the logarithmic encodings):

/\ TRANS(m,v) <n A /\ RANKING(m, q) <mn -k
meM, ve2T meM, geQ

2. The initial state (my,qr) of the run graph is reachable:

RGSTATE(my, qr)
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3. Each ranking of a vertex of the run graph bounds the number of visited
accepting vertices, not counting the current vertex itself:

/\  RaSTATE(m,q) —
meM, geQ
/\ Ay (q,q")[v — true, (Z \ v) — false][o — LABEL(m,v,0)] —
ve2t,qg'eQ
/\ TRANS(m, v) =m' —
m’'eM

RGSTATE(m', ¢') A RANKING(m, q) <4 RANKING(m’, ¢)

where <, equals <, if ¢ € R, and <, equals <, otherwise. The assign-
ment Ay(q,q')[v — true, (Z \ v) — false][x — LABEL(m, v, z)] denotes
that we replace every variable y of the formula Ag(q,q’) with true,
if y € v, and with false, otherwise. Afterwards, all remaining vari-
ables 0 € O are replaced with LABEL(m, v, 0).

Theorem 13. The SAT formula Vgs(2A,n) is satisfiable if and only if
there exists a Mealy machine M with |M| = n such that L(M) C L().

Proof. Let M = [n]. The satisfaction of the first constraint limits the tar-
gets TRANS(m, v) by n and the rankings RANKING(m, q) by n-k for allm € M
and v € 27 such that they induce a valid Mealy machine M. The second con-
straint then initiates the run graph construction through marking the initial
vertex. Finally, it is executed by the third constraint through fixing the
variables RGSTATE(m, ¢) and RANKING(m,q,j) for all m € M, ¢ € @Q and
0 < j <log(n - k) such that they yield a ranking A\: M x Q — [n-k]U{_} with
A(mo, qo) € N. To this end, the value encoded by RANKING(m, ¢, j) for A(m, q)
is chosen if and only if RGSTATE(m, q) equals true. states that a
proof that A indeed validates Gy is sufficient, which is given by construction,

due to the last constraint matching the requirements of [Definition 11 O

With the result for at hand, we obtain a synthesis procedure that
implements the bounded synthesis approach. In terms of complexity, we first
need to convert the LTL specification into an equivalent universal co-Biichi
word automaton, which imposes an exponential blow up in the size of the
specification in the worst case. Correspondingly, the created SAT encoding
is bounded by m with m € O(2/#l x n) and the problem can be solved in
non-deterministic polynomial time in m.
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2 Bounded Cycle Synthesis

The advantage of Bounded Synthesis against game based synthesis approaches
is the availability of the bound as additional input parameter constrainting the
search space. Imposing a bound on the solution size comes with the intention
that small solutions are preferable in contrast to larger ones. From the system
creator’s perspective, there are, however, more output requirements than just
the solution size in general. Reconsidering our previous discussions, solutions
that are easy to inspect and easy to understand usually are preferred, since
inspectability and understandability are fundamental requirements in order to
verify that the created solutions indeed realize the system designer’s indents.
While small solutions clearly improve the situation, they still cannot guarantee
that there is no unnecessary complexity in the solution that is not strongly
required as part of the specification. Towards this end, we, thus, need better
output sensitive metrics that target the structural quality of the generated
solutions directly.

Regarding the definition of a Mealy machine M, one major structural
metric, which is not already considered with bounded synthesis, is the tran-
sition relation dy of M. Correspondingly, unnecessary complexity may be
introduced by the synthesizer using additional system transitions that are
avoidable in general.

We are interested in a quality metric that forbids these unnecessary tran-
sitions through the adjustment of additional parameters, which precisely cap-
ture the underling complexity. A simple adjustment is given by a bound on
the number of edges of dy;. However, similar to a bound on the number of
states, such a bound still is completely disconnected from the actual execution
behavior. Hence, while the bound can lead to solutions that are structurally
more simple, it is still completely at random, whether the solution finally is
easier to understand. Therefore, we want a metric that is affected by the
complexity of the execution behavior as well.

Regarding this behavior, we are confronted with an infinite set of infinite
traces that result form unrolling the finite system model of a Mealy machine
into the infinite tree of possible system executions. Infinite models, however,
are not suitable to be handled by finite sets of system constraints. Instead,
we need an intermediate finite representation that still sufficiently coves the
infinite execution behavior. Our basic idea is to cut the infinite system execu-
tions to into finitely many pieces, each of finite length, such that they can be
considered individually, but still are connected sufficiently enough to cover all
important aspects of the system behavior. To this end, we choose the simple
cycles, as induced by the graph structure of the realizing Mealy machine.
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A simple cycle c¢ is defined as a sequence of states of the Mealy machine M
that contains no state more than once and every pair of subsequent states, as
well as the last and first states, are connected by at least one transition.

Definition 19. Let G = (V, E) be a directed graph. A simple cycle ¢ of
G is a a tuple (C,n), consisting of a non-empty set C' C V' and a bijection
n: C'+— C such that

e YveC. (v,n(v)) € E and
e VveC. keN. nf(v) =v & kmod |C| =0,

where n* denotes k times the application of 7.

In other words, a simple cycle of G is a path through G that starts and ends
at the same vertex and visits every vertex of V' at most once. We say that a
simple cycle ¢ = (C,n) has length k iff |C| = k. We extend the definition of
a simple cycle of a graph G to a Mealy machine M = (2,29, M, my, by, {)
such that c is a simple cycle of M if and only if ¢ is a simple cycle of the graph
(M,E) for E = {(m,m') | v € 2Z. §(m,v) = m'}. Thus, we ignore the input
labels of the edges of M. The set of all simple cycles of a Mealy machine M
is denoted by C(M).

Every simple cycle covers a specific part of an execution trace that can-
not only be repeated, but also immediately induces some infinite execution
behavior. Therefore, we are not interested in properties of the behaviors that
are induced by these cycles in particular, but already consider their existence
as an interesting system metric in general. Our intuition is that a system with
many of these simple cycles must be much more complex than one with less
cycles, since there are more “behavior pieces” that can be used to be assembled
up to infinity. Conversely, if we introduce a bound on the number of simple
cycles of the resulting Mealy machine, then synthesis should produce systems
that are much easier to understand.

Another interesting aspect of the number of cycles as a quality metric
is that the amount of cycles, which may be required in order to satisfy an
LTL specification, can explode in the size of the specification such that the
corresponding increase is even worse than for the number of states. While the
maximal number of states of a realizing Mealy machine is bounded doubly
exponential the size of the formula, the maximal number of simple cycles can
even rise up to triply exponential. Thus, the impact of the specification size
on the number of cycles is even more dramatic than on the number of states.
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We present a new synthesis algorithm that imposes two bounds on the
solution space: the standard state bound n, bounding the number of states,
and an additional bound z, which bounds the number of simple cycles. The
algorithm is inspired by Tiernan’s cycle counting algorithm for directed graphs
from 1970 [138] and leverages an exhaustive search. To this end, the graph is
unfolded into a tree from some arbitrary, but fix vertex v, such that no vertex
repeats on any branch. The vertices in this tree with an outgoing edge that
leads back to v cover all simple cycles in the graph through v. The overall
number of cycles, thus, can be counted by first unfolding the graph from wv,
counting the cycles through v, removing v from the graph, and repeating the
same procedure on the remaining sub-graph, until finally the graph is empty.
The overall number of cycles results from the sum of the individual counts.

We integrate Tiernan’s algorithm with the bounded synthesis constraint
system. Therefore, the bounded synthesis constraints still witness the real-
izing Mealy machine M and the ranking A, but we also add some additional
bounded cycle synthesis constraints that, on the one hand, witness the corre-
sponding forest of unfoldings, and, correspondingly, some rankings that bound
the number of cycles.

2.1 Cycle Bounds

Our goal is a synthesis approach for producing systems that not only satisfy
the specification, but at the same time are easy to understand. Therefore, we
first give some theoretical arguments that underline the choice of the number
of cycles as a system metric. We show that it is possible that the number of
simple cycles explodes, even if the number of states stays small, and even if
the specification enforces a large implementation. Our results indicate that
a bound on the number of cycles is necessary in order to avoid these cases
systematically. Moreover, our results show that bounding the number of states
alone is not sufficient in order to obtain a simple and understandable solution.

2.1.1 Upper bounds

We prove that the number of cycles of a Mealy machine M, implementing an
LTL specification ¢, indeed is bounded triply exponential in the size of .
Towards this result, we first establish an upper bound the number of cycles
of an arbitrary graph G with a bounded out-degree d.

If there is no bound on the out-degree of the edge relation, then the max-
imal number of cycles is covered by a fully connected graph. In this case,
each simple cycle is equivalent to a permutation of states. Correspondingly,
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we derive an upper bound of 271°8™ cycles for a graph with n states. For our
proof, however, we require a more involved argument based on an improved
bound of 271°8(@+1) for graphs with bounded out-degree d. Consider that for
LTL, the size of the implementing Mealy machine explodes in the number
of states, while the out-degree remains constant in the number of input and
output propositions.

Lemma 1. Let G = (V, E) be a directed graph with |V| = n and with
mazimal out-degree d. Then G has at most 271984+ simple cycles.

Proof. We prove the result by induction over n € N. The base case is trivial,
so let n > 1 and let v € V be some arbitrary vertex of G. By induction
hypothesis, the subgraph G’, obtained from G by removing v, has at most
2(n=1)log(d+1) gimple cycles. Each of these simple cycles is also a simple
cycle in G leaving only the simple cycles of G containing v. In each of these
remaining simple cycles, v has one of d possible successors in G’ and from
each such successor v/ we have again 2("~1D1og(d+1) hogsible simple cycles in
G’ returning to v’. Hence, if we redirect these simple cycles to v instead of v/,
i.e., we insert v before v’ in the simple cycle, then we cover all possible simple
cycles of G containing v. Note that not every such edge needs to exist for
a concrete given graph. However, in our worst-case analysis, every possible
cycle is accounted for. All together, we obtain an upper bound of

2(n—1) log(d+1) +d- 2(n—1) log(d+1) _ 2nlog(d+1)

cycles in G. O

The result can be leveraged towards an upper bound on the number of simple
cycles of a Mealy machine M.

Lemma 2. Let Ml be a Mealy machine. Then |0(M)| € O(2MI1Z1).

Proof. The Mealy machine M has an out-degree of 2/Z. Thus, by [Lemma 1
the number of simple cycles is bounded by 2/MI10s2"+1) ¢ O(2IMI-IZ1), O

We obtain an upper bound on the number of simple cycles for every Mealy
machine that realizes an LTL specification .
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Theorem 14. For every realizable LTL specification o there is a Mealy
machine M with L(M) C L(yp), which has at most triply exponential
many cycles in ||

Proof. According to [90], [114], and [45] there exists a Mealy machine M
with L(M) C L(p), whose size is bounded doubly exponential in |p|. In
combination with the result of [Lemma 2] we obtain the desired result. O

2.1.2 Lower bounds

Next, we prove that the bound of is tight. We prove that for all
n € N there exists a realizable LTL specification ¢ with || € ©(n), for which
every implementation of ¢ has at least triply exponential many cycles in n.
The structure of the presented proof is inspired by Alur [I], who uses a similar
argument to prove lower bounds on the distance of the longest paths through
synthesized Mealy machines M. We utilize a lemma showing that the overall
number of cycles can be exponential in the length of the longest cycle of M.

Lemma 3. Let ¢ be a realizable LTL specification, for which every real-
1zing Mealy machine M contains a simple cycle of length n. Then there
is a realizable LTL specification 1), such that every Mealy machine M’
implementing 1 contains at least 2™ many simple cycles.

Proof. Let a and b € be a fresh input and output atomic propositions, respec-
tively, which do not appear in ¢, and let M = (2%,29, M, my, 6y, £) be some
implementation that realizes ¢. We define ¢ := p Ad(a <> Ob) and choose
the implementation M’ such that

M’ = (270103, 20900 M 5 213, (my, 0), 614, €),
with ¢ ((m, s),v) = £(m,ZNv)Us for all m € M, s € 21} and v € 27912} and

(6(m,ZNv),0) ifaev

o' ((m, s),v) = {(d(mlﬁ v),{b}) otherwise

We clearly have that M’ is an implementation of 1. The Mealy machine
remembers each input a for one time step and then outputs the stored value.
Thus, it satisfies O(a <> Ob). At the same time, M’ still satisfies ¢. Hence,
1) must be realizable as well.
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We continue by picking an arbitrary implementation M” of 1) that must
exist according correspondingly. After projecting away the fresh signals a and
b from M”, we again obtain an implementation for ¢ that contains a cycle
(C,n) of length n. Let C' = {mg, m1,...,mp_1}. We obtain that M" contains
at least the cycles

X = {({(ms, fmo)) | € [n]}. (m. ) o (n(m). Fn(m)))) | : € 207},
which concludes the proof, since | X| = 2™. 0

With at hand, we have everything together for proving that the
aforementioned lower bounds indeed are tight. Note that in the following
proof all LTL specifications only require the temporal operators O, [J and <.
Thus, the proven bounds even hold for a restricted fragment of LTL.

Theorem 15. For everyn > 1, there is a realizable specification @, with
lon| € ©(n), for which every realizing Mealy machine M, has at least
triply exponential many cycles in n.

Proof. According to it suffices to provide a realizable LTL specifi-
cation @, that contains at least one cycle of doubly exponential length in n.
We choose

On = El(<>,7\ (aiﬁobi)ﬁo,}l\ (i = Odi)) < OO
&/—/ &/—/
(pgmm 30'20"

where Z =7, UZ, UZ. UZ,; with 7, = {z1,22,...,2,} for all z € {a,b,c,d}
and O = {s}. The specification describes a monitor, which checks whether
the invariant & @P™™ — O™ over the input signals 7 is satisfied. The
satisfaction is signaled through the output s, which needs to be triggered
infinitely often, as long as the invariant stays satisfied.

In the sequel, we denote a subset « C 7, with the n-ary vector & over {0, 1},
where the i-th entry of 7 is set to 1 if and only if ; € . The specification ¢,
is realizable. First, consider that for the fulfillment of @E™™ ("), an im-
plementation M needs to store the set of all requests @ (¢), whose 1-positions
have not yet been released by a corresponding response b (J) Furthermore,
for monitoring the complete invariant & @P™™ — O™, M has to guess

n
at each point in time, whether ¢2™™ will be satisfied in the future (under
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the current request @). For the realization of this guess, M needs to store
a mapping f, which maps each open request @ to the corresponding set of
requests ¢’ E This way, Ml can look up the set of requests ¢, tracked since the
last occurrence of @, whenever @ gets released by a corresponding vector b. If
this is the case, it continues to monitor the satisfaction of ©2°™ (if not already
satisfied) and finally adjusts the output signal s, correspondingly. Note that
M still has to continuously update and store the mapping f, since the next
satisfaction of 2™ may already start while the satisfaction of the current
@™ is still checked. There are double exponentially many such mappings f,
hence, M needs to be at least doubly exponential in n.

It remains to show that every such implementation M contains a cycle of at
least doubly exponential length. By the aforementioned observations, we can
assign each state of M a mapping f, that maps vectors @ to sets of vectors c.
By interpreting the vectors as numbers, encoded in binary, we obtain that f
is a function f: {1,2,...,2"} — 2{1:2--2"} "We map each such mapping f to
a binary sequence by = bgby ...by, € {0,1} with ¢t = 2", where each bit b; of
by is set to 1 if and only if ¢ € f(7). It is easy to observe, that if two binary
sequences are different, then their related states have to be different as well.

To conclude the proof, we show that the environment has a strategy to
manipulate the bits of the associated sequences by via the inputs Z. To set
bit b;, the environment chooses the requests @ and ¢ such that they represent
7 in binary. The remaining inputs are fixed to b=d=0. Hence, all other bits
are not affected, as possible requests of previous @ and ¢ remain open. To reset
bit b;, the environment requires multiple steps. First, it picks @ = ¢ = d=0
and b = T. This does not affect any bit of the sequence by, since all requests
introduced through vectors ¢ are still open. Next, the environment executes
the aforementioned procedure to set bit b; for every bit currently set to 1,
except for the bit b;, it wants to reset. This refreshes the requests introduced
by previous vectors @ for every bit, except for b;. Furthermore, it does not
affect the sequence by. Finally, the environment picks @ = b=2¢=0 and
picks d such that it represents ¢ in binary. This removes i from every entry
in f, but only resets b;, since all other bits are still open due to the previous
updates.

With these two operations, the environment can enforce any sequences
of sequences by, including a binary counter counting up to 22" As different
states are induced by the different sequences, we obtain a cycle of doubly
exponential length in n by resetting the counter at every overflow. O

1Note that this representation is open for many optimizations. However, they will not
affect the overall complexity result. Thus, we ignore them for the sake of readability here.
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Figure 29: The Mealy machines M, (red/dotted) and M/ (blue/dashed),
which share all solid black edges of the illustration.

2.1.3 Trade-offs between states and cycles

We close this section with some observations that consider the trade-offs be-
tween synthesizing implementations that are minimal in the number of states
and implementations that are minimal in the number of cycles. Unfortunately,
it turns out that we cannot archive both optima simultaneously.

Theorem 16. For everyn > 1, there is a realizable LTL specification o,
with |p| € ©(n), for which

e there is an implementation of ¢ consisting of n states and
e there is an implementation of ¢ containing m simple cycles,

e but there is no realization of p with n states and m simple cycles.

Proof. Consider the specification

k
P = (ﬁb/\c) A OFF2 (ﬁb/\c) A /\Oi (ﬁc/\Oﬁc/\(aHOb))

i=1

over Z = {a} and O = {b,c}, where O' denotes i times the application of O.
The specification ¢, is realizable with at least n = 2k + 1, as witnessed by



128 Chapter IV. OQutput Sensitive Synthesis

the Mealy machine M, depicted in In particular, M,, has z = 2*
many cycles. The blowup can be avoided by spending the implementation
at least one more state, which reduces the number of cycles to z = 1. The

corresponding implementation M, is also depicted in [Figure 29 O

The result underlines the possibility of an explosion in the number of simple
cycles and illustrates that this explosion cannot be avoided in general. How-
ever, at the same time it demonstrates that there are cases, where the amount
of simple cycles can only be improved by choosing a larger solution.

2.2 Counting Cycles

Our goal is extending the bounded synthesis constraint system such that it
supports an additional bound on the number of simple cycles of the synthe-
sized Mealy machines. Unfortunately, the pure introduction of a bound still
does not solve our problem. We also must be able to verify it against the
concrete number of simple cycles of the solution graph, which, on the other
hand, requires that we have knowledge of this number in the first place. But
how to obtain the number of simple cycles of a Mealy machine? To answer
this question, we first review a classical algorithm from Tiernan [I38] that was
invented in 1970 to count the number of simple cycles of a directed graph G.
On the one hand, Tiernan’s algorithm highlights important insights on the
complexity of the problem. On the other hand, it serves as an inspiration for
the construction of our bounded cycle synthesis constraint system.

Algorithm 2 Tiernan’s Cycle Counting Algorithm
Input: directed graph G = (V| E)
1: ¢c:=0
2: procedure Count(V, E, v,.,v)
3: if (v,v,) € E then
c:=c+1
for all v’ € V with (v,v') € E do
Count(V \ {v}, E, v, ")
while V # () do
pick some arbitrary v, € V
V=V \{v}
10: Count(V, E, vy, vy)
11: E:=En(VxYV)

12: return c
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The algorithm starts with an iteration over all cycles that contain the first
picked vertex v, . This iteration is realized through an unfolding
of the graph into a tree, as implemented by COUNT (Line 2)), rooted in v,
such that there is no repetition of vertices on any path from the root to a
leaf, as guaranteed via the restriction to V. The number of edges of E that
lead back to v, represents the corresponding number of cycles through v,.,
which is counted in All remaining cycles of G, not counted during
this instantiation of COUNT, do not contain v, and, thus, are cycles of the
sub-graph G’, from which v, has been removed and . Therefore,
the remaining cycles are counted by recursively counting the cycles of G’.
The algorithm terminates as soon as G’ gets empty and returns the sum of
all individual countings COUNT.

The algorithm is correct [I38]. However, the unfolded trees can be expo-
nential in the size of the graph, even if none of their vertices are connected
to the root, because there is no cycle to be counted. An example of this
weakness of Tiernan’s algorithm is illustrated by the graph M, as depicted
in Fortunately, the problem can be solved by first reducing the
graph to its strongly connected components (SCCs) such that the cycles of
each SCC can be counted individually [146] [77]. Therefore, note that a simple
cycle never leaves an SCC of the graph.

The result is an efficient counting algorithm that is exponential in the size
of the graph, but linear in the number of cycles. Furthermore, the algorithm
stays within a limit on the execution time between two cycles detections,
which is bounded linear in the size of the graph.

2.3 SAT Encoding

We leverage the insights from Tiernan’s algorithm to create an extended con-
straint system, which not only bounds the number of states of the resulting
Mealy machine M, but also the number of simple cycles of M. Our targeted
constraint system is SAT. Thus, our encoding requires a witness structure for
imposing a bound on the number of cycles that can be verified in polynomial
time in the size of the encoding. For this purpose, we use the unfolded trees,
as they are induced recursively by the calls of Tiernan’s algorithm to COUNT,
in combination with a ranking function that labels those trees. The combi-
nation imposes a limit on the number of cycles, as they are induced by the
witnessed trees individually. We call a tree that witnesses z cycles in G, all
containing the root r of the tree, a witness-tree t, , of G.
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Definition 20. A witness-tree t,, of G = (V,E) is a labeled graph
tr» = ((W,BUR,n), consisting of a graph (W, BU R) with z = |R| and
a labeling function n: W — V| such that:

1. The edges are partitioned into blue edges B and red edges R.
2. All red edges lead back to the root: R C W x {r}
3. No blue edges lead back to the root: BNW x {r} =0
4. Each non-root has at least one blue incoming edge:
Vw' e W\ {r}. Jw e W. (w,w’) € B
5. Each vertex has at most one blue incoming edge:
Ywy, we, w € W. (w1, w) € BA (wa,w) € B= w; = ws
6. The graph is labeled by an unfolding of G:
V(w,w') € BUR. (1(w),7(w')) € E
7. The unfolding is complete:

Yw e W. Y e V. (1(w),v') € E
— Jw' € W. (w,w') € BUR A 1(w') =

8. Let w;, w; € W be two different vertices that appear on a path from
the root to a leaf in the r-rooted tree (W, B)El Then the labeling
of w; and wj differs, i.e., 7(v;) # 7(v;).

9. The root identifies the corresponding vertex of G, i.e., 7(r) = r.

%The tree property is enforced by |Conditions 3| to

This definition covers all properties that are required for bounding the number
of simple cycles of a Mealy machine. For proving the statement, we first con-
sider the simplified situation of a graph consisting only of a single SCC.

Lemma 4. Let G = (V, E) be a graph consisting of a single SCC, r € V
be a vertex of G and m be the number of cycles of G containing r. Then
there is a witness-tree t, , = (W, BUR),7) of G with |W| <m - |V].
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Proof. We construct the tree t, , according to the strategy of

Hence, an edge is colored red if and only if it leads back to the root. The
constructed tree satisfies all [Conditions 1]to[0] By correctness of
we have that |R| = z.

Now, for the sake of contradiciton, assume |W| > z - |V|. First we ob-
serve, that the depth of the tree (W, B) must be bounded by |V| to satisfy

Hence, as there are at most z red edges in ¢, ., there must be a
vertex w € W without any outgoing edges. However, since G is a single SCC,

this contradicts the completeness of ¢, , (Condition 7)). O

Lemma 5. Let G = (V, E) be a graph consisting of a single SCC and
let t, . be a witness-tree of G. Then there are at most z cycles in G that
contain 1.

Proof. Let t,, = ((W,RUB), 7). Assume for the sake of contradiction that G
has more than z cycles and let ¢ = (C,n) be one of these cycles. By the com-
pleteness of ¢, ., there is path wows ... w|c|_; with wg = r and 7(w;) = n(r)
for all 0 < i < |C|. From w; # r and it follows (w;_1,w;) € B
for all 0 < i < |C|, n!®I(r) = r, and (wjcj—1,wo) € R. By the tree shape of
(W, B), we get |R| > z, yielding the desired contradiction. O

From and |§| we derive that ¢, . is a suitable witness for bounding
the number of simple cycles of an implementation M. Furthermore, from

we also obtain an upper bound on the size of ¢, ..

Note that the results of and [f] are only valid for a graphs that
consist of a single SCC. In general, this is no restriction, since for counting
and bounding the simple cycles of a graph, the graph can always be split into
its individual SCCs at first. Remember that no cycle can be part of multiple
SCCs. Such a split, however, also must be realized as part of our encoding.

In the following, we describe an encoding that guesses SCC annotations
Usco(n, k) for each sub-graph Gy of a given graph G bounded by n € N.
Concretely, we fix some vertex v in each SCC, for which we guess two spanning
trees that are rooted in v, where the edge relation of the second tree is inverted
with respect to G, i.e., the edges lead back to the root. This way, we ensure
that, starting at vertex v, each vertex is reachable and from each other, as
required for a sub-graph being an SCC. Correspondingly, the spanning trees
witness the guessed SCCs. In order to ensure that the SSCs are maximal, we
enforce that the DAG of all SCCs is totally ordered.
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Let Wy, = [k,n — 1] be some ordered set. We introduce the following variables
that witness the SCCs of the sub-graph Gy:

EDGE(w, w’) for all w,w” € W}, representing the edges of the abstraction
of the Mealy machine M to Gy.

scCy(w, 1) for all w € Wy, and 0 < i < logn denoting one SCC of w in
the k-th sub-graph Gy, of G.

FORWARDy (w, w’) for all w,w’ € Wy, representing the edges of the first
spanning tree.

BACKWARDy (w,w’) for all w,w’ € Wy, representing the edges of the
second spanning tree.

FRANKj (w, ) for all w € W}, and 0 < i < logn denoting a ranking that
measures the distance from the root of the first spanning tree.

BRANK (w, ) for all w € Wy, and 0 < i < logn denoting a ranking that
measures the distance to the root of the second spanning tree.

The split of G into the individual SCCs then is realized through the SAT
formula Wgee(n, k) consisting of the following constraints:

1.

2.

3.

4.

The SCCs are totally ordered:

/\ EDGE(w, w’) — sCcCi(w) < scc(w')
w,w’' €Wy,

Only edges of the same SCC are connected through a forward edge:

/\ FORWARDy(w,w') — EDGE(w,w') A SCC(w) = scCy(w')
w,w’ €Wy,

Only edges of the same SCC are connected through a backward edge:

/\ BACKWARDy (w, w’) — EDGE(w,w’) A sCCk(w) = scC(w')
w,w’ €W,

The roots of both rankings are equivalent:

/\ FRANKj(w) = 0 <> BRANKy(w) = 0
we W
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5.

10.

11.

Each SCC has a root that is annotated with the smallest ranking:

N (( \/ scop(w) =i) = (\/ (scox(w) =i A FRANK(w) = 0)))

0<i<n weW; wEW,

. Every SCC root is unique:

/\ ﬁ(scck(w) = 3CCk(w') A FRANKg(w) =0 A FRANK(w') = 0)
w,w’ €W
w#w’

Roots neither have incoming forward edges nor outgoing backward edges:

/\ FRANKg(w') =0 — [\ ~FORWARD(w,w’) A =BACKWARDY (w, w')
w’ €Wy weWy

All non-roots have exactely one incoming forward edge:

/\ FRANK (w') # 0 — ezactly,({FORWARDy (w,w’) | w € Wy })
w'eWj,

All non-roots have exactely one outgoing backward edge:

/\ BRANKy (w') # 0 — exactly, ({BACKWARD (w', w) | w € Wi })
w’ €Wy,

Forward edges preserve the ranking:

/\ FORWARDj, (w, w') — FRANKy (w) < FRANKj (w’)
w,w’ €Wy

Backward edges preserve the ranking:

/\ BACKWARDy (w, w’) — BRANKj (w) > BRANKy (w’)
w,w’ €W,

Lemma 6. Let G = (Wi, E) be a graph with |W| = [k,n — 1], encoded
through variables EDGE(w, w’) with (w,w’) € E < EDGE(w,w’). Then
the SAT formula Ysce(n, k) is satisfiable and for all w,w' € Wy, we have
that sccy (w) = sceg(w’) iff w and w'are part of the same mazimal SCC.
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Proof. The variables sccg(w) assign every vertex a unique SCC and rank
them, correspondingly. Therefore, ensures that the edge relation
of G, preserves the ranking, which guarantees that the selected SCC partition-
ing must be maximal with respect to G. It remains to proof that each selected
partition indeed is an SCC. To this end, the forward edges FORWARDg (w, w’)
and backward edges BACKWARDy (w, w’) witness two spanning trees for each
SCC with opposite edge directions, respectively, i.e., in one of the trees the
edges always point downwards from the root to the leaves and in the other
one, the edges always point up from the leaves to the root. At the same time,
the edges still follow the edge relation EDGE(w,w) of G and never leave an
SCC ([Constraints 2 and [3).

The rankings FRANKy (w) and BRANKg(w) ensure that the selected trees
indeed are spanning trees. Each spanning tree has a unique root with a
minimal rank. Moreover, we require that the two spanning trees of the same
SCC have the identical root (Constraint 4). The existence of these roots is
guaranteed through That the roots are unique is guaranteed

through Finally, roots must have no incoming edges in case of
the forward directed tree and no leaving edges in case of a backward direct

tree, as provided through With the roots being identified, the
spanning trees unfold according to the respective edge relations. Therefore,
inner nodes and leafs must have a unique parent (Constraints 8 and [9)), while
their ranks increase according to the depth of the tree (Constraints 10 and.
The combination of all the requirements ensures that FORWARDg (w, w’) and
BACKWARDj (w, w') indeed induce two spanning trees for each SCC with an
equivalent root and the aforementioned properties.

We claim that the existence of two such spanning trees witnesses that each
set of vertices w, with equal identifier SCCk(w), indeed is an SCC of Gi. To
this end, there must be a path from each vertex w to every other vertex w’.
Due to both trees being spanning tress, we always can construct this path as
follows: starting in w, first follow the backward edges to the common root,
from there use the forward edges to select a path to w’. Correspondingly, the
annotation SCCy(w) indeed partitions Gy, into its maximal SCCs. O

For fixed 0 < k < n, each formula Wsco(n, k) is of quadratic size in n and
consists of n? many variables.

Now, we have everything at hand for the construction of our final encoding.
At first, we derive a directed graph G from the guessed implementation M.
Then, we guess the corresponding sub-graphs of G via iteratively removing
vertices and splitting them into their corresponding SCCs. Finally, we guess
the witness-trees for each such SCC.
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We further introduce some optimizations that are required for receiving a
compact encoding. First, consider that there is no reason for the introduction
of a fresh copy of each SCC, because the SCC of each vertex is always unique.
Hence, it suffices to guess a ranking for each vertex separately. Next, the
constraint system guesses n trees t; ., consisting of at most i - n vertices each,
such that the sum of all ¢ equals the overall number of simple cycles z. We
could overestimate each i with z or guess the exact distribution of cycles over
the different witness-trees ¢; ,,. However, there is a better solution. We guess
all trees together in a single graph bounded by z - n instead. Furthermore, in
order to avoid possible interleavings, we add an annotation of each vertex by
its corresponding witness-tree ¢; ;. Hence, instead of bounding the number
of each ¢; ,, separately through ¢, we bound the number of all red edges in
the whole forest by z. Therefore, we not only reduce the size of the encoding,
but also save the additional constrains, which otherwise would be necessary
to sum the different witness-tree bounds ¢ to z.

Let W = [n] and S = W X [z], where W denotes the vertices of G and S the
vertices of the forests t; ,,. Furthermore, let T'= W x {0} be the roots and
N = S\ T be the non-roots of the corresponding trees. We introduce the
following variables:

e BEDGE(s, s') for all s € S and s’ € N representing the blue edges.
e REDGE(s, s') for all s € S and s’ € T representing the red edges.

e WTREE(s, ) for all s € S, 0 <4 < logn denoting the witness-tree of each
s € S. As for the bounded synthesis encoding, we use WTREE(s) o = to
relate values with the underlying encoding.

e VISITED(s,w) for all s € S and w € W denoting the set of vertices ¢ that
already have been visited at s since leaving the root of the witness-tree.

e RBOUND(c, %) for all ¢ € [z], 0 < i < log(n - z) representing ordered lists
of edges that bound the number of red edges of the forest.

Note that we introduce m explicit copies for each vertex of G, which is suffi-
cient, due to each simple cycle containing each vertex at most once. Therefore,
the labeling 1 of vertices s is derivable from the first component of s.

The selection of the corresponding witness trees then is realized through
the formula Weg(2A, n, 2) consisting of the following constraints:

1. The graph G matches M:
/\ (EDGE(w,w’) < \/ TRANS(w,v) = w’)

w,w’ €W ve2l
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Roots identify the witness-tree:

/\ WTREE((r,0)) =7

rew
Every available blue edge must be taken.
A EDGE(w,w') A scc,(w) = sce,(w')

(w,c)eS, r,w’ €W

o oty A WTREE((w, ¢)) =7 A =VISITED((w, ¢), w")

— \/ BEDGE((w,c), (w',¢))
0<c’'<w

Every available red edge must be taken:
/\ EDGE(w, ) A SCCp(w) = SCC,(r) A WTREE((w,c)) =7
(w5 reW  — REDGE((w, ¢), (r,0))

The red edges match to the edges of the graph G:

/\ REDGE((w, ¢), (r,0)) — EDGE(w, 1)
(w,c)eS, rew,

The blue edges match to the edges of the graph G:

A BEDGE((w, ¢), (w’, ¢')) — EDGE(w, w’)
(w,c)€S, (w’,c/)EN

Red edges only connect vertices of the current ¢; ,.,:

/\  REDGE(s, (r,0)) - WTREE(s) = r
s€S, (r,0)eT

Blue edges only connect vertices of the current ¢; ,,:

BEDGE(S, s') — WTREE(S) = WTREE(s')
s€S,s’eN

Every non-root has exactly one blue incoming edge:

/\ exactly,({BEDGE(s, s') | s € S})
s’eN
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10. Every vertex appears at most once on a path from the root to a leaf:

/\ BEDGE((w, ¢), §)

(w-0)€S: = 2VISITED(s, w) A (VISITED(s, w’) +» VISITED((w, ¢), w'))

11. Only non-roots can be successors of a root:

A ( /\ —visitED((r,0),w) A /\ visrTED((r, O),w))

reW weW weWw
w<r w>Tr

12. The red edges are strictly ordered:

/\ RBOUND(¢) < RBOUND(c + 1)
0<c<m

13. The list of red edges is complete. We use f(s) to map each state of S
to a unique number in {1,...,n-z}:

/\ REDGE(s,s’) — \/ RBOUND(c) = f(s)

s€S, s'eW 0<c<z

Given a universal co-Biichi automaton 2(, a bound n on the number of states of
M, and a bound z on the number of cycles of M, the Bounded Cycle Synthesis
problem is encoded via the following SAT formula:

Ues(A,n,2) = Ups(An) A\ Usco(n.k) A Byr(An,2)
0<k<n

Theorem 17. For bounds n,z € N and a universal co-Biichi automa-
ton A, the formula Vos(A,n,z) is satisfiable if and only if there is a
Mealy machine M with M| = n and C(M) = z, that is accepted by .

Proof. “=": Assume that Uog(2, n, z) is satisfiable. Thus, ¥pg(2A, n) is satisfi-
able as well. Hence, according to every correspondingly encoded
Mealy machine M must be accepted by 2 and satisfies M| = n. It ounly
remains to prove that M contains exactly z simple cycles.

The number of simple cycles is not influenced by the transition labels
of M. Thus, it suffices to consider the underlying graph, as reflected through
the variables EDGE(w, w’) for all w,w’ € W (Constraint 1)). We use the order
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that is induced by W for the iterative selection of roots of the witness trees t; ,,
such that the roots uniquely identify the tree . Starting at some
root, r, every witness tree then expands along vertices that are larger than r
according to the edge relation of G. Therefore, every edge that does not lead
back to r and does not visit a vertex that already has been visited above
in the tree must be colored blue . On the other hand, if the
edge leads back to the root it must be colored red . Moreover,

and [6] assure that blue and red edges indeed match with the
edge relation of G. Note that we only consider edges that are part of an SCC

of the corresponding sub-graph G,, which are restricted to vertices larger
than r. According to it is guaranteed that the variables scc, (w)
correctly identify the SCCs of the sub-grap G,..

Even a single SCC can contain multiple witness-trees. Therefore, they are
distinguished through the identifier WTREE(s) for every s € S. This identifier
validates the selection of blue and red edges, because it stays consistent along
every witness-tree ¢; ., (Constraints 7] and [)).

It still needs to be guaranteed that we indeed guess trees having the re-
quired shape of a witness-tree. To this end, guarantees that

every inner node and leaf of the tree has a unique parent. [Constraint 10] guar-
antees that no vertex appears more than once on every path from a root to a

leaf. It does so by tagging every vertex on the path with all vertices above in
the tree that already have been visited. The tagging is initialized at the root
of the tree , through stating that no vertex is visited initially.

Together, all aforementioned constraints guarantee the correct identifica-
tion of the witness-trees of G, where every red edge of a tree identifies a simple
cycle of G. Thus, it only remains to limit the number of red edges by the
given bound z. To this end, we utilize a list of length z containing unique
identifiers for each red edge, as part of the witness-trees. The list must be
strictly ordered such that no entry appears more than once .
Furthermore, guarantees that each red edge is validated through
a corresponding entry in the list. Thus, C(M) indeed is bounded by z.

“<” Assume that there is a Mealy machine M with |M| = n and C(M) = 2
that is accepted by 2. We construct the corresponding graph G, the SCCs
of G, and the witness-trees t; ., according to It is easy to verify

that the results are witnesses for all constraints of Ueg(2, n, 2). O

Let 21 = (2799, Q, q1, Ay, cOBUCHI(R)) be a universal co-Biichi automaton
with |Q| = m and max{|Ag(q,¢")| | ¢,¢' € Q} = d. The formula ¥es(A, n, 2)
consists of j € O(n®+ n?(22+ 2121) 4-n|O| 4+ nm log(nm)) many variables and
|Tos(A,n, 2)| € O(n®+n2(22 4 dm2l*)).
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3 Compact Implementation Models

As we have seen, the reduction of the synthesis problem to a constraint system
provides many advantages. The constraint system cannot only be utilized for
finding some implementation that is accepted by the universal co-Biichi au-
tomaton, but also allows for imposing additional constraints that guarantee
output sensitive properties. The constraints, we considered so far, bound the
size of the Mealy machine implementing the specification or the number of
simple cycles of the graph structure, as induced by the Mealy machine. In
general, however, the model of Mealy machines is not the first choice that
comes along, if it comes to an implementation model that is required in prac-
tice. The model more serves as a theoretical baseline in terms of semantics
defining the system behavior. For practical applications, on the other hand,
representation models such as circuits, tree-shaped programs, or register ma-
chines are preferred. However, with respect to the synthesis output, these
models introduce different representation characteristics than their underly-
ing flat counterpart of a Mealy machine.

3.1 Bounded Circuits

Circuits, for example, focus on a distributed evaluation model that matches
the physical realization of most computation hardware today. In a circuit,
computations are broken apart into parallel evaluations of AND gates and
negations. State is realized through a set of latches, each one holding exactly
one bit. The overall implementation is composed out of these components
reading from Boolean input streams and producing Boolean output streams.
Semantically, circuits are equivalent to Mealy machines in the sense that the
cross-product of all latches defines the Mealy state. However, in terms of
representation, they can be exponentially more succinct.

Rembember that in a Mealy machine internal state is given explicitly, since
every possible configuration of the system results in distinguishable state.
Similarly, every possible state update and production of output is bundled
into single transitions and only fanned out according to the possible inputs.
Thus, while giving us a simple, but expressive, mathematical model, Mealy
machines are still limited when it comes to applications that need to handle
a huge amount of internal state. Circuits provide a more succinct model that
distributes state to latches, which are manipulate via Boolean operations.
The latches hold state, as they delay Boolean inputs for a moment and, thus,
allow to pass information over time.
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Definition 21. A circuit C = (Z,0, L,~) is a tuple, where
e 7 is the set of Boolean input streams,
e (O is the set of Boolean outputs streams,
e [ is the set of latches, and

e v: (OUL) - B*(ZUL) is the gate function that connects each
circuit output and latch input to a Boolean combination of circuit
inputs and latch outputs.

The size of a circuit is defined to be |y|. The latches of the circuit serve as
inputs and outputs at the same time. Every value that is written to a latch
is delayed till the next time step. At the initial point of time, every latch
outputs false. Since every latch holds only a single Boolean value at every
point in time, the overall amount of different configurations is exponential in
the number of latches.

Every circuit C can be transformed into an equivalent Mealy machine Mc.
We identify the input alphabet ¥; of the Mealy machine with 27 and ¥ with
29 since multiple inputs are served at the same time and similarly multiple
outputs are produced,

Construction 4. Every circuit C = (Z, O, L, ) corresponds to an equiv-
alent Mealy machine M¢ = (27,29, M, my, oy, £), where

o M = BIH is the set of functions assigning latches to Boolean values,

my; € M is the function that initiates each latch with false, i.e.,
Vz € L. my(x) = false,

Oy is the transition function that updates each latch according to
the gate function, i.e., Vm € M. Yv € 2Z. §(m,v) = m’ such that

m'(z) = (vU{y € L | m(y)} F (),

¢ is the output function that updates each output according to the
gate function of the circuit, i.e.,

Vm e M. Vv € 2. 4(m,v) ={o€ O |vU{y € L|m(y)} F~(o)}
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(a) Graphical representation of latches, (b) illustration of a two-bit integrator
conjunction, disjunction and negation. summing two-bit inputs over time

Figure 30: The individual components of a circuit and a circuit example.

defines the semantics of a circuit C and determines it’s word
language £(C) to be L(M¢). Circuits are illustrated using a graphical repre-
sentation. The individual components are depicted in[Figure 30al A complete
circuit consists of a connected set of such components, connecting inputs to
outputs. If a global input or a component output is shared among multiple
inputs, then the connection point is marked using a black dot.
presents an example circuit of a two bit integrator, that sums up two-bit in-
put values over time. Note that conjunction and disjunction are allowed to
have multiple inputs. This is a valid simplification, since both operations are
associative and commutative according to their semantics.

Circuits consider an implementation model that can be exponentially more
succinct than Mealy machines. Therefore, they distribute the Mealy state
over the cross-product of multiple latches, each one holding only a single bit.
Hence, with respect to bounded synthesis, the state bound is turned into a
latch bound, which grows only logarithmically as fast as the bound on the
number of Mealy states.

However, as part of their distributed architecture, circuits also introduce
another natural bound: the number of gates that are used as part of the
circuit representation. The corresponding bound measures the complexity of
computing the output valuations from the given input and latch valuations in
terms of the number of Boolean operations. We only consider conjunctions
and disjunctions to be captured as part of this bound, since the number of
negations always can be kept linear in this number. Finally, note that com-
pared to Mealy machines, the complexity of computing outputs from inputs
at a time is completely hidden as part of the transition relation.

As a consequence, if circuits are targeted as the underlying implementation
model, output sensitive synthesis approaches must consider two bounds in
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o — Ty —
T — T —
Ty — T —
90 91 92 90 91 G2

Figure 31: The tradeoff between minimizing latches and gates. Both circuits
implement a simple arbiter for three clients. The left one is minimal in the
number latches, while the right one is minimal in the number of gates.

terms of the possible search space metrics. However, two bounds always raise
an immediate question: which of them should have higher importance with
respect to a minimal solution. As we have seen already for the Bounded Cycle
Synthesis approach, it is not always possible to minimize multiple bounds
simultaneously. A similar result arises for bounding the number of latches
and gates. To this end, consider the circuits of which implement
the specification of a simple arbiter with three clients. The circuit on the
left is minimal in the number of latches, but requires a single conjunction in
order to archive the required behavior. On the other hand, the circuit on
the right needs no conjunction at all, but at the cost of an additional latch.
The comparison shows that the preference of minimality with respect to the
number of gates and latches must be resolved by the user, since there is no
natural precedence in general.

We continue with the encoding of circuits into SAT, where we leverage
some simplifications of the representation of the gate function . In general,
the gate structure that is used to calculate outputs and latch inputs utilizes
all kinds of Boolean operations, i.e., conjunction, disjunction, and negation.
In terms of simplification, however, we can assume that disjunctions are re-
placed through a combination of conjunctions and negations according to the
equivalence, as given with De-Morgan’s law. Furthermore, we can assume
that conjunctive gates are always restricted to a binary set of inputs, since
conjunctions with more inputs always can be transferred into a chain of bi-
nary gates, accordingly. Moreover, similar to our graphical representation,
gates can be shared among multiple evaluations if they correspond to the
same Boolean structure. Finally, negations are coupled with the latch and
conjunctive gate representations such that multiple variants of conjunctions
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and latches are introduced, according to the possible combinations of placing
a single negation afterwards or not. In both cases, we receive two possible
variants: the standard latch or conjunction representation, without any nega-
tions, and a complemented variant, where the output is negated after being
read from the component.

All of these simplifications are standard, as they are already used by
AIGER format [I2]. The format is standardized and currently used for ex-
ample by the hardware model checking competition HWMCC [20] and the
synthesis competition SYNTCOMP [70] for the representations of circuits.
Many choices of our encoding have been inspired by the AIGER format de-
sign intentions, correspondingly.

According to the aforementioned simplifications, we consider the gate func-
tion v to be represented as a graph, where vertices indicate binary conjunc-
tions or latches and edges connect them according to their evaluation in ~.
Note that every cycle of the graph structure must contain at least one latch
according to the definition of 7. Inputs and outputs serve as sources and
sinks for the connections, where true is a special source that always provides
the corresponding constant. Similar to vertices, sources can appear in two
variants: equipped with or without a negation afterwards. Moreover, with
respect to the aforementioned variants, negations are part of the conjunction
and latch vertices.

Formally, we partition vertices into latches L and gates G. For the connec-
tion of vertices with inputs and outputs we utilize the concept of endpoints.
Endpoints describe the possible connection capabilities of inputs, outputs,
and vertices according to the represented elements. We denote the set of all
endpoints by Ep = EL @ ES, which is partitioned into input endpoints Ef
and output endpoints EIQ . To this end, every input and vertex of the struc-
ture offers two output endpoints. One for the positive provided value and
one for the complementary result. Similarly, every output and latch provides
one input endpoint for passing a value to the component. Correspondingly,
conjunctions have two input endpoints: one for each input. Given the number
of inputs, outputs, latches, and gates, the overall number of endpoints |Ep|,
thus, is determined by

|Ep| = |Eb| + |ES| = 2 + 2|Z| + 3|L| + 4|G| + |O|,

where the special source for the constant true is also included. For the sake of
readability, we use Fj, = OW LW (G x {1,2}) and ES = BY ((ZWLWG) x B),
which not only matches the above calculation, but also supports an intuitive
reasoning of the different endpoints. Note that we use B to distinguish the
complementary endpoints from the positive ones.
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For our encoding of the circuit as part of a bounded approach, we introduce
the bounds n € N and z € N for the number of latches L and gates G,
respectively. To this end, we assume that L = [n] and G = [z], such that the
circuit itself is representable by a mapping c: Ef — ES. Note that under
the knowledge of Z, O, n and z, a mapping from EFI, to EIQ indeed uniquely
determines the structure of a circuit C, as long as there is latch free cycle
induced by c.

Construction 5. For given inputs Z, outputs O, and n,z € N, every
mapping c: E5 — ES induces a circuit C = (Z, O, [n], ¢*) with:

i< b if ¢(x) € (Z x B) with ¢(z) = (4,b)

(@) = l+b if ¢(x) € ([n] x B) with ¢(z) = (I,b)
(?*(5% 1)Ac¥g,2)) &b if E(IE) € ([2] x B) with ¢(z) = (g,b)
c(z otherwise

Note that ¢* is only well-defined if every cycle induced by ¢ contains at least
one latch. Let L = [n] and G = [z] with z,n € N and a universal co-Biichi
automaton 2, = (2799, Q, q1, Ay, cOBUCHI(R)) with k = |R| be given. We
introduce the following variables to be used in our encoding:

e CONNECT(er, k) for all e; € Elﬁ, and 0 < k < 10g|E19| denoting the
mapping c: Ef, — EIQ . To this end, we identify every output endpoint
with a unique number to be encoded with logarithmically many bits.

e EPRANK(ey, j) for all ey € E}, 0 < j <log|Ep| used for a ranking of the
endpoints to ensure that there is no latch-free cycle.

e VALy(er) for all @ € 2197 and e; € EY representing the Boolean valuation
of every endpoint with respect to a given input evaluation and the bits
stored by the latches.

e RGSTATE(m, q) for all m € 2° and ¢ € @ denoting the reachable vertices
of the run graph under the reachable latch evaluations.

e RANKING(m, q,4) for all m € 2%, ¢ € Q and 0 < i < log(k - 2") denoting
the ranking of the run graph.

We use the variables CONNECT(er, k) to guess a mapping ¢ that represents a

circuit C according to as long as ¢ does not contain latch-free
cycles. The latter is guaranteed through the ranking induced by the variables
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EPRANK(er, 7). The circuit must be evaluated under every possible input
and latch configuration for the construction of a run graph that witnesses
the acceptance of 2, similar to the standard bounded synthesis encoding.
The corresponding evaluation is propagated along the endpoints through the
variables VALg(er). The remaining variables are used to construct the corre-
sponding run-graph. The only difference to the standard bounded synthesis
encoding is that instead of using the states of the Mealy machine directly, they
are induced through the cross-product of the individual bits of the latches.
Our encoding is split into two sub-formulas. The first part Uyar(n, 2,0, er)
encodes the deterministic evaluation of the mapping ¢ according to its seman-

tics ¢* as presented in [Construction 5| The respective formulas consist of

the following constraints for given 6 € 2XY7 and e¢; € E}. We use the map-
ping fgo: ES — [|EF] to denote the aforementioned index mapping for input

endpoints ES:
1. Evaluation of input endpoints of constants:

/\ connEcT(er) = fro(b) — (b <> vALg(er))
beB

2. Evaluation of input endpoints of latches and inputs:

/\ CONNECT(er) = fgo ((z,b)) — ((z € 0N X < b) «» VALg(er))

Xe{L,T}
beB,zCX

3. Evaluation of input endpoints of gates:

/\  connecT(er) = fio((9,b) —
b€B.9EC  (((vaLg((g,1)) A VALy((g,2))) > b) > VALg(er))

The second part Upe(2A, n, z) guesses the mapping ¢, the corresponding end-
point ranking, and the run graph ranking including the reachability tags, as
already familiar from the standard bounded synthesis encoding.

4. Connection mappings and endpoint rankings are bounded:

/\ connECT(er) < |[EF| A EPRANK(er) < |Ep|
EIGE}I7
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5. The endpoint annotation strictly increases over conjunctions:

/\ CONNECT(er) = fgo((9,0)) —

er€(Gx{1,2
(gfé)ex(éxlg})) /\ EPRANK((g, 7)) < EPRANK (er)

ze{1,2}
6. The initial state (0, gr) is reachable and the run graph ranking is bounded:
RGSTATE((, ¢1) A /\ RANKING(m, q) < k - 2"
me2L qeqQ

7. Each ranking of a vertex of the run graph bounds the number of visited
accepting vertices, not counting the current vertex itself:

/\  RGSTATE(m,q) —
me2k, geqQ

/\ Awl(q,q)v = true, (T \ v) — false]lo — VAL(mUl,)(o)] —

ve2Z e
/\ ( /\ VAL(mUV)(l) A /\ _'VAL(mUI/)(l)>
m’e2L lem’ leL~m/’

RGSTATE(m', ¢') A RANKING(m,q) <4 RANKING(m', ¢")

Through the composition of both pieces, we finally receive the bounded circuit
encoding Yerg (A, n, 2):

l:[/CIR(Q’[v n,z) = \Ich(Q(,TL,Z) A /\ \I/\/AL(n,Z,G,GI)

02V e cBf

Theorem 18. For bounds n,z € N and a universal co-Biichi automa-
ton A, the formula Yorr(A,n, z) is satisfiable if and only if there is a
circuit C consisting of n latches and z gates such that L(C) C L(A).

Proof. “=": Assume that Uoir(2, n, 2) is satisfiable, then the set of variables
CONNECT(er, ) induce a mapping from EL to [|ES|] due to |Constraint 4
which, given some chosen bijection fgo : ES — [|ES], is equivalent to a map-

ping c: Ef — ES. The existence of an endpoint EPRANK(e;), which strictly
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increases along conjunctions ((Constraint 5|), witnesses that every cycle induced
by ¢ must contain at least one latch. Hence, according to the

mapping induces a circuit C with n latches and z gates.

It remains to proof that C indeed is accepted by 2. To this end, the
variables VALg(er) assign every input endpoint e; a Boolean value under the
scope of some latch assignment 6 N L and some inputs 8 N I. If the input
endpoint connects to the constant source true, then it is true, if selecting
the positive port, and false, otherwise . If the input endpoint
connects to a latch output or a circuit input, then it reflects the value of the
latch or the input according to 6, while it is negated, if connecting to the
complementary port . Finally, if the input endpoint connects
to the output of a conjunction, then it holds the same value as the evaluation
of the conjunction on the respective input endpoints taking the also selected
port into account . A simple induction along the gate elements
of the structure of C shows that the input endpoints of latches and the circuit
outputs correctly reflect the evaluation of C according to the induced gate
function c*.

The remaining and [7] ensure that C indeed is accepted by 2
using the same arguments as for proof of Note that instead of
the variables TRANS(m, v) and LABEL(m, v, 0) the cross-product of the latch
bits VAL, (1) and the circuit outputs VAL.,u,(0) under the current inputs
and latch evaluation 6 are used.

“<" Assume that there is a circuit C with n latches and z gates that is
accepted by 2. Then by starting with zero and increasing the annotation by
one, whenever passing a gate, it is easy to construct a ranking that satisfies
and Furthermore, the valuation VALg(e;) can be selected
according to the matching semantics of latches and conjunctions such that
it is straightforward to satisfy Wyar(n,z,0,er) for every possible ¢. Finally,
since C is accepted by 2 the run graph of 2 and the corresponding latch
evaluations must have only finitely many visits to rejecting states. Therefore,
it must be possible to select a corresponding ranking RANKING(m, ¢), which
satisfies the given constraints. O

Let 21 = (2799, Q, q1, Ay, cOBUCHI(R)) be a universal co-Biichi automaton
with |Q| = m and max{|Ay(q,¢)| | ¢,¢' € Q} = d. The formula Vcrr(A, n, 2)
consists of

jeo(lo]- 2 4z 2H 4 n 2™ mlogm)

many variables and for t = |O| + |Z| + n + z has size:

|Wes(A, n, 2)| € O(n-m* - 22+l L 2 Jog ¢ - 2”+‘I|).
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3.2 Bounded Register Machines

Circuits are a canonical choice for an exponentially more succinct representa-
tion of Mealy machines. However, in practice multi-purpose devices need to
be re-configurable even after production, which is hard and costly to archive
using a circuit. Instead, embedded devices with a central processing unit are
used, which manipulates the internal state using configurable sequences of
instructions. The most basic such model is reflected by the model of register
machines, which operate on a set of Boolean registers while reading Boolean
inputs from the environment and producing Boolean outputs.

Register machines utilize finite sets of instructions I and work registers 7,
for holding intermediate results of a computation. In practice, the exact
set of instructions often widely varies and depends on the final application.
Therefore, we restrict ourselves to a minimal set of instruction here, which still
suffices to model any other instruction set in terms of expressivity.

Definition 22. Let inputs Z, outputs O, and a finite set of registers R be
given. The set of instructions Iz o r consists of the following elements:
CONST b for b € B, setting 7, to b
NOT negating r,
AND =z for x € RUZ, storing the conjunction of 7, and x to 7,
READ z for x € RUZ, storing x to
WRITE z for z € RUQO, storing r, to x
JMP j for 5 € N, jumping to the instruction at position j
CJMP j for j € N, jumping to position j, if and only if 7, = true
NEXT proceeding to the next step in time

The model of a register machine uses finite sets of inputs, outputs, and regis-
ters and executes an instruction sequence of finite length, not including jump
instructions that point to positions outside this sequence.

Definition 23. A register machine R = (Z,O, R, o) is a tuple, where
e 7 is the set of inputs,
e (O is the set of outputs,

e R is a set of registers, and

o€ ]I}r o.r is a finite sequence of instructions.
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To obtain the semantics of a register machine R, we cover all it’s possible
executions by a corresponding Mealy machine Mg, where we assume that R
is reactive, i.e., all possible infinite executions infinitely often execute some
instruction NEXT. Registers are set to false initially.

Construction 6. Every register machine R = (Z, O, R, 9) corresponds
to an equivalent Mealy machine Mg = (2%, 29, M, my, du, £), where

o M =B x 2890 x [|]],
e my = (false, ,0),

. (1w, X, i) if p; = NEXT
* oml((r, X, 4),v) —{ Sl 2 D @) Ooies, s

e (((m,v) = pri(dm(m,v))NO,
using &: M x 2T x Iz,0,r =+ M with

(b, X, i++) if t = CONST b

(7, X, i++) if t = NOT

(rw Az, X, i++) ift =AND x

(re XUv, X,i++) ift =READ z
E((rw, X, 1), v,t) =< (1w, X U{zx},i++) if ¢t =WRITE x

(rw, X, 7) ift=JMP j

(rw, X, 7) ift=CIMP j A n,

(1w, X, i++) ift=CIMP j A -y

(1w, X, 1) if t = NEXT

where i++ = (i + 1) mod |g|. Note that we require that R is reactive.

The semantics of a register machine R are induced by the semantics of M.
Similarly, the language £(R) of a register machine is defined to be £(Mg).

An example of a register machine, which delays some input Z = {i} two
time steps until it is output via O = {o} using registers R = {rg,r1}, is given
by R¢ = (Z, O, R, 0), with ¢ consisting of

0o = READ i 04 = WRITE o 0s = READ rg
01 = WRITE rg o5 = READ i 09 = WRITE o
02 = NEXT 06 = WRITE 1,

03 = READ 1 o7 = NEXT

Note that the program restarts at gg after the execution of the last instruction.
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Every output sensitive synthesis approach that targets register machines
as the underlying implementation representation must at least impose a bound
on the number of registers R and on the length of the instruction sequence o
in order to restrict the corresponding search space to a finite range. We obtain
two bounds n € N and z € NT, bounding the number of registers and the
number of instructions, respectively. Furthermore, the sets of inputs Z and
outputs O are known, as they are fixed by the specification. Thus, the number
of possible instructions is bounded by |Iz,0. r| = 3n + 2z + 2|Z| + |O] + 4.

Nevertheless, having well-defined ranges of the underlying search space
provides only half of the requirements for our encoding. The witnessed reg-
ister machine also must be accepted by the specification automation. There-
fore, we evaluate the guessed instruction sequence under all possible inputs of
the environment explicitly inducing the Mealy machine, as derived by
This underlying Mealy machine then can be verified against the
specification automaton using the standard bounded synthesis encoding.

We fix the set of registers to be R = [n] and fix I = [z] representing the
ordered list of instructions. Moreover, let M = B x 2890 x T be the set of
induced Mealy states, as introduced by The specification is
given by a universal co-Biichi automaton A = (22Y©, Q, q7, Ag, COBUCHI(R))
with k = |R)| rejecting states. We introduce the following variables to be used
by our encoding:

e INSTR(i,7) for all i € T and 0 < j < log |Iz,0 r| denoting the selected
instructions at positions ¢ of p. We assume the existence of some given
bijection fi: Iz,0,r — [|I|z,0,r] that uniquely indexes every instruction.

e TARGET(m,v,j) for all m € M, v € 2%, and 0 < j < log|M| map-
ping each configuration to the next interaction with the environment,
as indicated through a NEXT instruction. We use some given bijec-
tion fir: M — [|M]] to index the states of M.

e EVALO(m,v,0) for all m € M, v € 2%, and o € O reflecting the selected
outputs at every environment interaction.

e EVALRANK(m, v, j) forallm € M, v € 27 and 0 < j < log |M| bounding
the lengths of the evaluated instruction sequences to ensure reactivity.

Additionally, the encoding inherits the RGSTATE(m, ¢) and RANKING(m, g, j)
variables, as they are used by the standard bounded synthesis encoding.

The register machine is witnessed through the variables INSTR(Z,j) fix-
ing the instruction sequence p. Semantics then induce a Mealy machine My
through the step-by-step evaluation of the instructions. However, not all of
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these individual steps are relevant in terms of Mg, since Mg only captures
the state between environment interactions, as it is indicated through NEXT
instructions. Therefore, the variables TARGET(m, v, j) provide a shortcut to
the next such interaction. The variables EVALO(m, v, 0) are used to indicate
the selected outputs at every state m € M. Finally the EVALRANK(m, v, j)
variables introduce a ranking on the instruction evaluations between two in-
teractions, which ensures that the program is reactive, since every evaluation
must reach a NEXT-instruction eventually.

Given a universal co-Biichi automaton 2 with k rejecting states, a bound n
on the number of registers, and a bound z on the number of instructions, then
the Bounded Register Machine Synthesis problem is encoded via the SAT
formula Wrp (2, n, z) consisting of the following constraints

1. The initial state is reachable and all rankings are bounded:

RGSTATE((false,0,z — 1),qr) A /\ EVALRANK(m, ) < |M|
meM,ve2Z

A /\ RANKING(m, q) < |M| -k
meM, geQ

2. Instruction types and evaluation variables are bounded:

N\ INSTR(i) < [Izor| A\ TARGET(m,v) < [M]|
el meM,ve2T

3. NEXT instructions are sinks and determine the output of the evaluation:

/\ (INSTR(pTQ(m)) = fi(NEXT) — TARGET(m,v) = fi(m)
meM,ve2Z

A /\ EVALO(m, v,0) A /\ ﬁEVALO(mJ/,O))

o€pry(m)NO 0€O~pry(m)

4. All other instructions are evaluated according to their semantics:

A (s = £ -

t€lz,or, meM,ve2”

tANEXT EVALRANK (m, v) < EVALRANK({(m, v,t),v))

A TARGET(,(m, v, t),v) = TARGET(w, V)

A /\ EVALO({(m, v, t), v, 0) <> EVALO(m, v, 0))
ocO
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5. Each ranking of a vertex of the run graph bounds the number of visited
accepting vertices, not counting the current vertex itself:

/\ RGSTATE((7y, X,4),q) —
(r,‘,,X,i)GM, qu

/\ Aa(q,q) v = true, (T \ v) — false]
ve2k q'eqQ [0 — EVALO((ry, X, i++),v,0)] —

N\ TARGET((ry, X, i++),v) =m/ —
m’eM

RGSTATE(m', ¢') A RANKING((ry, X, 4),q) <4 RANKING(m/, ¢')

Theorem 19. For bounds n,z € N and a universal co-Biichi automa-
ton A, the formula Wrp (A, n, 2) is satisfiable iff there is a register ma-
chine R = (Z,0, R, p) with |R| =n and |o| = z such that L(R) C L(A).

Proof. “=": Assume that Ugp (2, n, 2) is satisfiable. Hence, the INSTR(%, j)
variables witness a mapping from I to Iz o r inducing a sequence o with
lo| = z and g; = ¢ if an only if INSTR(7) = ¢ for all 0 <14 < z. Accordingly, if
we choose R = [n], then we obtain a register machine R = (Z, O, R, o), where
Z and O are taken from 2. It remains to proof that £L(R) C L£(2l).

The register machine R induces a Mealy machine My with initial state
(false,0,0). However, the evaluation is started at the last instruction of g
due to the shift introduced by (i++). The shift is necessary,
since the evaluation would be trapped at NEXT instructions otherwise. Note
that the initial state is the only one that does not have to reside on a NEXT
instructions according to our construction. ensures that the
initial state is reachable, from which the register machine then is evaluated
according the semantics of the witnessed instruction sequence. Furthermore,
together with it ensures that all binary encoded variables are
correctly bounded. For the evaluation of the machine, we distinguish two
general cases:

If the current instruction is a NEXT, then My takes a transition, for which
the outputs are selected according to v € 27 and the instructions that have
been evaluated since the previous NEXT or the initial state. The corresponding
behavior is realized through which enforces all EVALO(m, v, 0)
to reflect the selected outputs of w € M, and that the TARGET(m, v/) variables
point at the current configuration.



3. Compact Implementation Models 153

If the current instruction is no NEXT, then p is evaluated until a NEXT in-
struction is hit. The evaluation is realized through which selects
the successor according to the evaluation function & from The
evaluation cannot proceed indefinitely, since the ranking of the successor al-
ways must be strictly greater than the current one. Thus, there is maximum
on the number of evaluated instruction that are no NEXT. During the evalu-
ation, the pointer to the target configuration TARGET(m,v) and the selected
outputs are always copied from the successor configuration.

Together, [Constraint 3|and [Constraint 4/ensure that the TARGET(m, v) and
EVALO(m, v, 0) variables always point to the NEXT instruction that results from
evaluating ¢ from the current position. The property is proven by a simple
induction running backwards from the targeted NEXT instruction. Termination
of this backward induction is guaranteed by the EVALRANK(m, v) ranking.

finally induces the run graph construction, similar to the stan-
dard bounded synthesis approach. The run graph is iteratively constructed
from the initial vertex such that every edge corresponds to a transition of R
and a transition of A. The LABEL(m, v, 0) and TRANS(m, v) variables, as used
by the standard bounded synthesis encoding, are replaced by EVALO(m, v, 0)
and TARGET(m, v), respectively, with the only difference that the instruction
pointer needs to be increased in order to obtain the result of the evaluation
starting at the position after the current NEXT instruction. Remember that ev-
ery Mealy state TARGET(m, v) points at the reached NEXT instruction. Hence,
the instruction afterwards (i++) must be selected.

Thus, the induced Mealy machine My indeed is correctly reflected by the
variables EVALO(m, v,0) and TARGET(m,v). As a consequence, Mg must be
accepted by 2l using the same arguments as used for proving

“«<": Now, assume there is some R using n registers and z instructions that
implements the specification given by 2. We choose the variables INSTR(7)
for all 0 < ¢ < z such that they reflect 9. Almost all remaining variables
then are determined deterministically according to the semantics of the in-
structions. The only non-deterministic choice that remains, is the evaluation
ranking, which can be chosen step-wise decreasing computed backwards from
the reachable NEXT instructions. The upper bound of |M| therefore always

is sufficient according to It is easy to verify that by using the
resulting variable assignments, indeed all of the given constraints are satis-

fied. O

Let 21 = (2799, Q, q1, Ay, cOBUCHI(R)) be a universal co-Biichi automaton
with |Q| = m. Let t = n+|Z|+|O]. Then [Vgu (A, n, 2)| € O(2?m? - t2t) and
Ui (A, n, z) consists of j € O(zm log(zm) - t2%) many variables.
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3.3 Bounded Programs

While the model of register machines is quite close to the actual execution
model of existing hardware architectures, it is only rarely used by program-
mers in practice directly. Instead, tree based programming languages are used
for most applications, that then are translated to register machines. Due to
their tree based shape, such programming language are less error prone and,
thus, offer more comfort to be used by a human programmer.

We consider programs that work on Boolean variables Vj, read Boolean
inputs Z, and write Boolean outputs O. Our representation is by inspired
Madhusudan [100], who uses a similar model to describe tree shaped pro-
grams. From this model, we also inherit our syntax and semantics. We
represent programs as finite binary trees, labeled with command labels L
that allow to traverse the program tree for reading inputs and producing
outputs.

Definition 24. Let finite sets Vg, Z, and O be given. The set of command
labels 1Lz 0,v; consists of the following elements, which can be assigned
to inner positions of the tree or leaf positions, respectively.

g sequential execution (inner, left + right child)
if premise (inner, left + right child)
then consequence (inner, left + right child
while conditional loop (inner, left + right child)
and conjunction (inner, left + right child)
or disjunction (inner, left + right child)
not negation (inner, single left child)
® = assignment to z € Vg U O  (inner, single left child)
s variable value x € Vg UZ  (leaf)

b constant b € B (leaf)

skip effect-less command (leaf)

inout input/output interaction  (leaf)

Reactive Programs are represented as binary trees. However, for the sake of
readability, we represent them over directions A = {/, \}, moving either to
the left sub-tree via /" or the right one via \,.
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Definition 25. Reactive programs are Lz o v;-labeled A-directed trees
P: A" — ]LI,O,VB

with finite domain Dy C A*, which respect the labeling constraints of
The root is never labeled with a value, a constant or a skip
command. Furthermore, every Boolean expression, as given by sub-trees
only labeled with v, and, or, or not, appears as the left child of positions
labeled as assignments, premises, or conditionals. The root of the right
sub-tree of every if-labeled position is always labeled by then.

Similar to register machines, we say that a program is reactive, if every ex-
ecution infinitely often visits a position labeled with inout. Similar to the
behavior of NEXT for register machines, inout is used to output the current
values O, proceeds to the next point in time, and then reads the next choices
from the environment to Z. In Madhusudan’s work, this operator is split into
two separate operations input and output, which allows to execute both op-
erations separately. However, for our considerations we merged them into a
single operation not affecting the expressivity of the model in the first place.

The semantics of reactive programs are covered via Mealy machines Mp
that reflect all executions with respect to the choices of the environment.

Construction 7. Every program P: A* — Lz, with domain D
corresponds to a Mealy machine Mp = (2%,2°, M, m;, 6y, £), where

o M =Bx{l, NN} x2BYO x Dy,
e my= (falsea ¢7®7€)7
o onv((b,d, X, w),v)

[ (false, N, X, w) if P(w) = inout and d =
| om(8((b,d, X, w),v,P(w)),r) otherwise, and

o {(m,v) = pry(dpm(m,v)) N O,

with 8: M x2T xLz 0,v; = M being defined according to|Table 4 We use
the function O to turn the direction, i.e., O(y") := S and O(\) ="\

An example program P¢ that delays an input Z = {i} for two steps until it is

output via O = {0} using Vg = {x,y, 2z} is depicted in [Figure 32
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1. while (true) while
2. if (2) true T~ 5
3. then
4 za= i if/ \;
5. 0= u; 7o SN
6. else Yi z /then\ z‘:: inout
7 Y = 13 H H not
S o A
9. z:z not z; o y‘-_ . z
10. inout 1 Y 1 x

Figure 32: Example of the reactive program P° on the left and it’s corre-
sponding tree representation on the right.

I =P(w)

‘ w ‘ b H 0((b,d, X, w),v,1)

;,if  and, or, not, v :=

5, if

;,if, then, and, or
then

then
while
while
while

and

and

or

or

not

Tz

T

false

true

skip, inout
inout
inout

false, L, X, w /)
b

X wN)
w'u O(u), X, w')
true || (false, |, X, w ")
false || (false, |, X, w\)
i false, L, X, w /)
true || (false, |, X, w\)
w'u | false || (false, O(u), X, w")

(

(

(b,

(

(

(

(

(

true || (false, |, X, w\)

false || (false, O(u), X, w")

false || (false, |, X, w\)

w'u | true || (true, O(u), X, w")
(b, (), X, w')
(false, O(u), X U{z},w’)
(x € XUr,O(u), X,w)
(false, O(u), X, w")
(true, O(u), X, w")
(false, O(u), X, w")
(false, O(u), X, w")
(false, |, X, €)

A ENONYNON NN N N A e SN A
S\
S

Table 4: Semantics of the operator 6 as used in [Construction 7]
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Every reactive program introduces two natural bounds: a bound z € Nt
on the number of nodes Da of the program tree and a bound n € N on the
number of additionally utilized variables V. Given those bounds, the number
of command labels is bounded by |Lz 0 v;,| = 124 2n+|O|+ |Z]. Accordingly,
let N = [z] represent the set of program nodes and Vg = [n] the set of
variables. Furthermore, let M = B x {|, /,\} x 2"8X0 x N be the set of
states of the corresponding Mealy machine, as introduces in

We introduce the following variables:

e CMD(p,j) for all p € N and 0 < j < log|Lz 0,v;| denoting the command
of the node p. We use some given bijection fi.: Lz 0w, — [[Lz,0,v;]] to
uniquely index the corresponding set of commands.

e HASLEFT(p) for all p € N indicating for every node, whether it has a
left child in the program tree or not.

e HASRIGHT(p) for all p € N indicating for every node, whether it has a
right child in the program tree or not.

e LEFT(p,j) for all p € N and 0 < j < log|N| pointing to the left child of
a node, if the node has a left child.

e PARENT(p, j) for all p € N and 0 < j < log|N| pointing to the parent of
a node. As the root is the only node with no parent, it points to itself.

e DEST(m,v,j) for allm € M, v € 22, and 0 < j < log |M| mapping each
configuration to the next inout interaction. For indexing the states of
M, we use some given bijection fos: M — [|M|]

e oUT(m,v,0) for all m € M, v € 2%, and o € O reflecting the selected
output at every environment interaction.

e RK(m,v,j) for all m € M, v € 2%, and 0 < j < log|M| bounding the
duration of a program evaluation until the next environment interaction.

Furthermore, the encoding again inherits the variables RGSTATE(m, q) and
RANKING(m, ¢, j) from the standard bounded synthesis encoding. The pro-
gram is witnessed through the variables cMD(p, j), HASLEFT(p), HASRIGHT(p),
LEFT(p, j), PARENT(p, 7). On the one hand, the cMD(p, j) variables assign ev-
ery node a label of Lz 0 v;, reflecting the program tree PP of On
the other hand, the tree structure, as induced by Da, is determined through
the variables HASLEFT(p), HASRIGHT(p), LEFT(p, j), and PARENT(p,j). To
this end, the HASLEFT(p) and HASRIGHT(p) variables indicate for every node,
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whether it has a left or right child, respectively. If a left child exists, then the
LEFT(p) pointer identifies it. Similarly, the parent pointer PARENT(p) iden-
tifies the parent. The only node without a parent is the root, which instead
points to itself. Note that we avoid the additional introduction of a right
child pointer and instead utilize the natural order of N, which allows for a
linearization of the program tree such that the right child of a node p € N
is determined to be p + 1, if it exists. According to this order, the root is
indicated by 0 and the last entry indicates a leaf of the tree.

The variables DEST(m, v, j), OUT(m, v, 0), and RK(m, v, j) are used to sim-
ulate the evaluation of the program in the same fashion as the variables
TARGET(m, v, j), EVALO(m,v,0), and EVALRANK(m,v,j) are utilized in the
bounded register encoding, respectively.

Thus, the new challenge introduced by the bounded program encoding,
in comparison to the previous ones, is obtaining a valid program tree struc-
ture. We collect the corresponding requirements in the context of the for-
mula Uye(n, z). Note that in the previous work of Madhusudan [I00], this
validity check has been implemented by a non-deterministic tree automa-
ton that guesses possible syntax violations. The automaton is joined to the
complement of the specification, constructed as a two-way alternating tree
automaton in a later step of the construction, which finally reduces the prob-
lem for checking the complement language to be empty. In later work [52] 53]
it has been shown that the automata construction can be adapted to yield
a universal co-Biichi automaton instead, such that it is bounded synthesis
compliant. However, there the verification of the program structure still is
bundled into the automaton construction, while our encoding only requires
the original specification as a universal co-Biichi automaton. All additional
requirements are solely introduced as part of the encoding.

Hence, let bounds z on the program size and n on the number of vari-
ables Vi be given. The formula Wy (n, z) consists of the following constraints:

1. The root points to itself and the last entry must be a leaf:

PARENT(0) =0 A /\ PARENT(p) # z — 1
peEN

A —HASLEFT(z — 1) A —HASRIGHT(z — 1)

2. If there is a right child (given by the next node index), then the parent
pointer points back to the current node:

/\ HASRIGHT(p) <+ PARENT(p+1)=0p

pEN
p<z—1
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3. Childs are required to have a smaller index, in order to avoid the creation
of loops. The constraint is only necessary if z > 1:

/\ HASLEFT(p) —

peEN

(LEFT<p>>p+1 A\ (LEFT@):p’HPARENT(p’):p))
p'eN
p<p'

4. The node labeling, the parent and left child pointers are bounded:

/\ cMD(p) < |Lz.o,v3| A LEFT(p) < |[N| A PARENT(p) < |[N| A
peEN

5. The root can only be labeled with a restricted set of labels:
\/ ceMp(0) = fi(l)
le{;,while,if ,inout}
6. The last entry is a leaf and can only be labeled with leaf labels:

\/ oeMp(z — 1) = fi(l)

leVpUZUBU{skip,inout}

7. The second to last entry cannot have a left child and can only be labeled
with a restricted set of labels. The constraint is only well-defined and
necessary if z > 1:

—HASLEFT(z — 2) A \/ cMD(z — 2) # fi(l)
le{;,while,if ,then,and,or}

8. Nodes labeled with O-nary operations have no childs:

N ( \ oMD(p) = fL(l))

pPEN M leBUVBUZU{inout,skip}
p<z—1

“ (ﬁHASLEFT(p) A —\HASRIGHT(p))

9. Nodes labeled with unary operations have only a right child:

/\ (CMD(p) = fu(not) Vv \/ CcMD(p) = fi(z ::))

zeVgUO

“ <ﬁHASLEFT(p) A HASRIGHT(p) A \Ifg(p—i—l))
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10. Nodes labeled with binary operations have two childs:

A ( A (ca() = £
peEN “le{;,and,or,if , then,while}
p<z—1

— (HASLEFT(p) A HASRIGHT(p) A \I/C(p,l))))

A <(HASLEFT(p) A HASRIGHT(p))

- V cwn(p) = ()
le{;,or,and,if ,then,while}
where the formulas W5(p), ¥5_(p,b), and Yc(p, 1) check

e that the given node p is labeled with a Boolean operation,

e that the left child of p is labeled with a Boolean operation (if and only
if b), and

e that both childs are labeled with Boolean operations or non-Boolean
operations depending on the given label [, respectively.

Formally, W5 (p), ¥s_(p,b), and ¥c(p,l) are defined as follows:

Ug(p) = V oMb (p) = fu(l)

leBUVEUZU{not,and,or}

U5, (p,b) == /\ <LEFT(p) =p = (b “ \I’B(p)))
p'€N

p'>p+l
Us_(p, false) N —Up(p+1) ifle {5}
Us_(p, true) A Up(p+1) if I € {and, or}
s (p, true) A —~Ug(p+1) if [ € {while}
\I’C(p) l) = \I/B/(p7 tTue)
A cMD(p + 1) = fi(then)

Ws_(p, false) A ~Ws(p+ 1)
ACMD(p — 1) = fufif)

if I € {if}

if I € {then} and p > 0
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Lemma 7. The formula Uy c(n, z) is satisfiable if and only if the vari-
ables CMD(p, j), HASLEFT(p), HASRIGHT(p), LEFT(p, j), and PARENT(p, j)
witness a valid program P: X* — Lz o v, with |Da| = z and |Va| = n.

Proof. “=": Assume that Wy (n,z) is satisfiable. Then to
enforce the correct linearization of the node pointers according the natural
order of the elements of N. The root is the first entry and the last one must
be a leaf. If there is a right child, then it always must be the next entry,
as ensured by keeping the corresponding parent pointers of these right childs
consistent. If there is a left child, then it must appear as a later entry behind
the right child and the parent pointer is consistent as well. Note that there
are no programs with only a left child, as guaranteed by the latter constraints.
Hence, the constraints ensure that all branches only moving to the right are
grouped together according to the indices of N and nodes of the left branches
all appear afterwards. Therefore, the induced shape must be a tree, since the
parent pointers always point to smaller entries except for the root.

ensures the correct ranges of the labels, child and parent
pointers. The correct root labeling according to is guaranteed
by The last entry always being a leaf and the second to last
entry at most having a right child imposes some restrictions on the possible

node labels. They are captured by and

Finally, there are restrictions according to the number of childs with re-

spect to the corresponding labeling. Furthermore, imposes some

structural limitations regarding the correct usage of Boolean operations, con-
ditionals and loops as well. ensures that all O-nary operations
have no child and therefore represent leaves in the tree. All unary operations
only have a right child and the corresponding child must be part of a Boolean
expression. The requirement is guaranteed through [Constraint 9} All remain-
ing operations are binary and have two childs being either part of a Boolean
expression or some other structure according to the corresponding operation.
The correct usage is verified through in combination with the
usage of the formula Ue(p,l). The correct correspondence of if and then
nodes is also ensured through U (p,1).

Note that the constraints do not ensure reactivity of the program, i.e.,
that all possible executions infinitely often hit an inout labeled program node.
While this requirement is necessary for the correct semantic evaluation of a
program, in order to induce a well-defined Mealy machine, it is not part of
our program definition. Reactivity will be ensured as part of the simulation
ranking being part of later constraints.
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“<”  Assume there is a program P with P: A* — Lz o v, |Dal = 2
and |Vg| = n that satisfies all requirements of We choose
CMD(p, j), HASLEFT(p), HASRIGHT(p), LEFT(p, j), and PARENT(p, j) such that
they reflect P. The corresponding index of each node p € Da is chosen by
always starting with the rightmost branch, choosing some non-yet-indexed
left child of already indexed branches and applying the procedure recursively
until all nodes got an index assigned. All remaining variable instantiations
follow deterministically from the definition of P. It is an easy exercise to
verify, that the corresponding result indeed satisfies all of the constraints of
\Ilvc(n, Z) L]

We now are ready to complete the encoding by adding the remaining con-
straints. To this end, let a universal co-Biichi automaton with k rejecting
states, as well as z € NT and n € N be given. Then the Bounded Program
Encoding is given by the formula ¥gp(n,z,2) = Yye(n,z) A Ug(n, z,2A),
where Ug(n, z,2l) consists of the following constraints:

1. The initial state is reachable and all rankings and evaluation variables
are bounded:

RGSTATE((false, |, 0,€),q1) A /\ RK(m,v) < M| A

meM,ve2t
/\ RankiNGg(m,q) <|[M|-k A N\ DEST(m,v) < |M]|
meM, qgeQ meM,ve2Z

2. Nodes that are labeled with inout and are entered from top are sinks
and determine the result of the program evaluation:

/\ (CMD(prg(m)) = fu(inout) — DEST(m,v) = fu(m)
”;Z%;)’Ei A /\ oUT(m,v,0) A /\ —ouT(m, v, 0))

0Epry(m)NO 0€O N pry(m)
3. All other operations are evaluated according to their semantics:
A (el = 0 -
l€Lz,0,v;, mEM, ve2™
l;éiIn(:)KJi\/prz(m)#,L RK(m,u) < RK(Q(m7V71)7l/))

A DEST(6(m, v,1),v) = DEST(w, V)

A /\ out(f(m,v,1),v,0) <> OUT(m, v, 0))
e
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4. Each ranking of a vertex of the run graph bounds the number of visited
accepting vertices, not counting the current vertex itself:

/\ RGSTATE((b, d, X, p),q) —
(b,d,X,p)EM, g€Q

/\ Ay(q,q) v — true, (T \ v) — false]

ve2Z,q'eQ [o — ouT((false,\, X, p),v,0)] —
/\ DEST((false, N, X,p),v) =m' —
m’eM

RGSTATE(m', ¢') A RANKING((b,d, X,p), q) <4 RANKING(m/, q)

Theorem 20. For bounds n,z € N and a universal co-Biichi automa-
ton A, the formula Upp(A,n, 2) is satisfiable if and only if there is a pro-
gramP: A — Lz o v, with |Da| = 2z and |Vg| = n such that L(P) C L(A).

Proof. “=": Assume Wgp(2,n, z) is satisfiable. Then, according to
the cMD(p, j), HASLEFT(p), HASRIGHT(p), LEFT(p, j), and PARENT(p, j) vari-
ables witness a valid program P: A* — Lz oy, with |Da| = z and |V3| = n.

The evaluation of the program starts at the root, with the direction com-
ing from the top. Therefore, guarantees that the corresponding
initial state is reachable and that all binary encoded variables respect the in-
duced bounds. Similar to the bounded register encoding, the simulation then
distinguishes two cases. If an inout-command is evaluated and the evaluation
comes from the parent node, i.e., the direction is set to |, then the destina-
tion pointer DEST(m, v/) gets locked and the OUT(m, v, 0) variables reflect the
values of the output variables captured by the state m (Constraint 2)). Oth-
erwise, the program is evaluated according to € from . At
the same time, the destination pointer and the output references are copied
backward from the final target while the simulation ranking RK(m, ) ensures
that such a target indeed must exist .

Finally, the last ensures the correct construction of the run
graph, in a similar fashion as used in the standard bounded synthesis encoding.
In this context, however, the OoUT(m,v,0) variables indicate the evaluated
output and the destination pointers DEST(m,v) the corresponding successor
state. Note that for both variables the direction is updated to N\ and the
evaluation variable b is reset to false before the evaluation “gets started”.
These updates ensure that the evaluation is not immediately trapped at the
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current inout-command, but continues by moving to the parent first. The
only exception is the root, which however does not cause any harm, since
moving to the parent from the root immediately brings us back to the root.
According to the properties of the run graph it, thus, immediately follows
that £(P) C L(A).

“<" Now assume that there is a program P of size z utilizing only n addi-
tional variables. Then, according to we can encode the program us-
ing the corresponding variables. The selection of the remaining variables is de-
termined deterministically according to the to[] except for the
simulation ranking, which, however, can be chosen strictly decreasing accord-
ing to a backward evaluation of every simulation step. It is straightforward to
see that the chosen variables then indeed satisfy the formula ¥pp(2A,n,z). O

Let A = (2799, Q, q1, Ay, cOBUCHI(R)) be a universal co-Biichi automaton
with |Q| = m. Let t = n+|Z|+ |O]. Then [Vgp (A, n, 2)| € O(z?m? - t2!) and
Ura(A,n, z) consists of j € O(zm log(zm) - t2') many variables.

4 Experimental Results

To understand how the aforementioned approaches evaluate in terms of their
practical performance, we apply them to a set of LTL benchmarks. On the one
hand, we consider the synthesis times of the different approaches, including
the creation of the SAT instances from a given specification and solving these
instances afterwards. On the other hand, we look at the synthesized outputs
and how they correlate with the corresponding output parameters. For this
purpose, we consider subsets of the following benchmarks, where the atomic
propositions 7, u, and r; for j € N describe inputs to the system. The atomic
propositions o and g; for j € N describe outputs instead.

Identity: (i <> o)

The benchmark serves as a ground reference for the most simple type
of a reactive system that just always passes all content received at the
input ¢ to the output o.

Delay: O(i <> Qo)

The specified system must pass input data to the output as well, but
with a delay of one time step. The value that is output initially can be
chosen freely by the synthesizer.
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Initial Test: (o) < i

The system either sets the output o always high or always low, where
the chosen value dependents on the first input value, as it is provided
by the environment.

Mode Select: (i — o) A (-1 — O(i <> 0))

The system either sets the output o always high or always passes the
provided input, where the chosen mode depends on the input value that
is provided at the initial time step.

Latch: O(u — (i < 0) A (i = O(oWu)) A ((—i) = O ((—o) Wu))))

The specification describes a latched input ¢, which is only updated, if
a signal at the input u is given. Hence, as long as there is no update
signal via u, the system must keep providing the last value of 7 since the
previous update.

Detector: A\, ([OCT;) « (OO0)

The specification describes a monitor, checking whether n clients reg-
ularly send requests r;. Therefore, the output o is enabled regularly if
and only if all requests are provided regularly as well. The specification
is parameterized in n € N.

Simple Arbiter: \'~) (O(r; = <gy)) A Vi (g5 — /\%é 1)
J

The simple arbiter specification as introduced in|Section 6|of [Chapter 11}
which is also parameterized in n € N.

Beside these smaller system examples we also consider the decomposed ver-
sion of ARM’s Advanced Microcontroller Bus Architecture (AMBA) [6], which
is well known as one of the first industrial examples that has been fully
specified using LTL. However, due to the huge complexity of the mono-
lithic specification, as introduced in [76], we instead focused on a decom-
posed variant that has been introduced in [73]. In this decomposed version,
the architecture is split into eight individual components LOCK, ARBITER, EN-
CODE, DECODE, SHIFT, TINCR, TBURST4, and TSINGLE, where the components
LOCK, ARBITER, and ENCODE are parameterized according to the number of
clients n € N. All components are connected according to the architecture
of For their concrete LTL specifications, as well as the way they
work together with respect to the original specification, we refer the interested
reader to [73].
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Figure 33: Decomposition of the AMBA AHB arbiter.

All of the aforementioned approaches have been implemented as part of our
tool BoWSer, the Bounded Witness Synthesizer, which allows to create SAT
encodings from LTL specifications and the corresponding approach specific
parameters. The tool not only creates the encodings, but also automatically
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solves the created SAT queries using the SAT solver maplesat [93], based on
minisat (v2.2.0), and allows to extract the witnesses from the corresponding
Boolean variable assignments. Due to all encodings relying on the preceding
creation of a universal co-Biichi automaton from the given LTL specification,
BoWSer also utilizes the automaton transformation tool spot (v2.5.3) [35] for
that purpose.

Furthermore, for the sake of comparison, we also consider the following
other synthesis tools:

Strix [105]: The tool utilizes a conversion of the specification into a parity
game. Therefore, the specification first is pre-processed to syntactically
detect LTL fragments that can be turned into deterministic automata
with simple winning conditions. From these automata, the solver then
creates a parity game that is explored using a forward search. The
arena, however, is not constructed completely at first, but generated on
the fly out of the cross-product of the specification automata and is only
expanded, if necessary [99].

Ltlsynt [7I]: The tool has been integrated as part of the spot library [35].
It first converts an LTL specification to a generalized Biichi automaton
with a transition based acceptance condition, which then is turned into
a parity game afterwards. The translation utilizes heuristics to obtain
efficient intermediate translations. The parity game is solved using an
adapted version of Zielonka’s algorithm [I52], modified to work on games
with transition-based winning conditions.

BoSy [41]: The tool also builds on the bounded synthesis approach, but fo-
cuses more on other constraint systems than SAT, such as QBF, DQBF
or SMT. The tool can be parameterized according to different constraint
solvers and automata transformation tools, as well as in selecting a linear
or exponential search strategy. We use the tool in the default configura-
tion, as provided for the synthesis competition SYNTCOMP 2019 [72].

As all of the aforementioned tools do not create a Mealy machine directly, but
instead output AIGER circuits according to the SYNTCOMP LTL synthe-
sis rules [70]. Therefore, we convert the created circuits to Mealy machines

first, according to in order to acquire the data for our later

comparison.

All experiments have been executed on a quad-core Intel Xeon processor
(E3-1271 v3, 3.6GHz, 32 GB RAM, PC1600, ECC), running Ubuntu 64bit
LTS 16.04.
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We first consider the evaluation of the bounded cycle synthesis approach in
comparison to the standard bounded synthesis approach, Strix, Ltlsynt, and
BoSy. The corresponding results are listed in For Strix, Ltlsynt,
and BoSy, we measured the synthesis time in seconds, the size of the Mealy
machine |M], as induced by the created circuit, the number of cycles of the
machine C(M), and the number of latches [ as well as the number of gates g.
For BoWSer we directly synthesized the corresponding Mealy machine and
thus have no measures for latches or gates.

BoWSer uses the following search strategy for finding a minimal solution
in both parameters: M| and C(M). The tool first linearly increases the state
bound using the standard bounded synthesis encoding until some minimal
Mealy machine has been found. Then, the found state bound gets fixed and
the cycle bound gets increased in the same linear fashion, but this time using
the bounded cycle synthesis encoding. We terminate as soon as the first
realizable result is found. The result therefore is minimal in the number
of cycles under the previously determined bound. Note that the individual
solving times of each of the corresponding SAT queries of BoWSer is presented
in the table as well. The best result for each instance is highlighted in green
according to each measured category.

The results show that BoWSer always finds an optimal solution with respect
to the number of cycles and Mealy states. The fastest tool on all benchmarks is
Ltlsynt, but with respect to the size and the number of cycles of the created
solutions it is also the worst. In contrast, the tools Strix and BoSy seem
to provide good intermediate tradeoffs between the synthesis times and the
solution quality for most of the benchmarks. However, they also fail in some
cases. For example, consider the results for the AMBA arbiter specification
with four clients, where Strix produces a comparably large solution, which
is hard to inspect by a human developer, and BoSy takes even longer than
BoWSer, while still finding an non-optimal solution in the end.

The experiments also indicate that finding an optimal solution with respect
to the number states and cycles of the underlying Mealy machine is a feasible
task in general. As expected, synthesis may take a little bit longer, but it
is not that asking for the minimal number of cycles turns the problem to be
completely out of scope. Also note that using a non-linear search strategy
for the instantiation of solving multiple SAT queries in parallel can speed
up synthesis even more, as it would be for example the case for the AMBA
TBurst4 specification.

With the first results for Strix, Ltlsynt, BoSy, and the bounded cycle tech-
nique at hand, we are ready to proceed to the evaluation of the output sensitive
synthesis of circuits, reactive programs and register machines.
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o . . Strix Ltlsynt BoSy BoWSer
- " |mimes) MJeo] 1] g [Time(s) M [ce 1 g [Time(s) MI[eM)[1 g Time (s) | M| [cev)
MobpSerecr | 0724 3 | 2 [2] 6 | ooo4 3 | 2 |2 12 [ 0206 3| 2 |2 4] o100 [3 ]2
Standard | (n: 1 X 0.004) (n: 2 X 0.008) (n:3 v 0.016) [5 = 0.028]
Cycle (n:3) | (c:1X0.028) (c: 2/ 0.044)
DETECTORL 0428 1] 1 JoJ o Jooos [ a] 4 Jo[ 20 Joore 1]t Ju[1] oo J1]1
Standard | (n:1v 0.012) [X=0.012
Cycle (n: 1) | (c: 1 0.012)
DETECTOR2 0500 2 [ 3 [1[ 3 [ ooos [12] 27 J4] 160 [ 0348 2] 3 [1[4] o220 J2]3
Standard | (n: 1 X 0.016) (n: 2/ 0.036) [% = 0.052
Cyele (n:2) | (c: 1 X0.072) (c: 2 X 0.044) (c: 3 / 0.052)
DETECTOR3 093 3] 6 2] 8 | 0012 [30] 210 [6[1063 ] o600 3] 6 [2[15] 1552 [ 3] 4
Standard | (n:1 X 0.024) (n: 2 X 0.072) (n: 3 v 0.184) =0.280]
Cycle (n:3) | (c:1X0.232) (c:2 X 0.268) (c:3 X 0.496) (c: 4 v/ 0.276)
DETECTOR4 1248 4 [ 10 [2] 16 [ oos2 [17aJ2043[8 1620 1024 4 [ 13 [2]18] 54004 [ 4] 5
Standard | (n: 1 X 0.040) (n:2 X 0.144) (n: 3 X 1.144) (n: 4 / 1.404) [ 2]
Cycle (n:4) | (c: 1 X8.832) (c:2 X 6.004) (c: 3 X 13.384) (c: 4 X 21.128) (c: 5/ 2.824)
SivpLeArirer2 | 1324 3 | 1 2] 3 [ 0012 [ 8 [ 18 [3] 17 [ 032 3] 1 [2 3] o026 [ 3] 1
Standard | (n:1 X 0.020) (n: 2 X 0.040) (n:3 v 0.092)
Cycle (n: 3) | (c: 1 0.124)
SvpreArpiter3 | 1264 3 | 1 [2] 3 [ oo [ 8 [ 18 [3] ur [ o032 3 [ 1 [2[4] o026 [3] 1
Standard | (n: 1 X 0.020) (n: 2 X 0.040) (n: 3/ 0.092) [% = 0.152]
Cycle (n:3) | (c: 1 0.124)
SivpLeARBiTERA | 1380 4 | 1 [2] 5 [ 0024 [20] 60 [5] 522 [ o640 4] 1 [2 4] 120 [ 4] 1
Standard | (n:1 X 0.040) (n:2 X 0.088) (n:3 X 0.176) (n:4 v/ 0.416) [Z = 0.720]
Cycle (n:4) | (c: 1 0.540)
AMBASHIFT2 1008 [ 5] s [3]12] o004 [ 3] 3 [2] 24 Jo2re 2] 3 [1 3] oas [2] 3
Standard | (n: 1 X 0.012) (n: 2/ 0.020) [© = 0.032
Cyele (n:2) | (c: 1 X0.020) (c:2 X 0.024) (c: 3 / 0.032)
AupaTSeLe | 1652 | 6 [ 11 [3] 21 [ o012 [14 ] 18 [a[ 271 [ oss8 4 [ 5 [2 17] 6032 [ 4] 4
Standard | (n:1 X 0.040) (n:2 X 0.124) (n: 3 X 0.276) (n: 4 v/ 0.864) [X = 1.304]
Cycle (n: 4) | (c:1X1.216) (c:2 X 1.168) (c: 3 X 1.216) (c: 4 v/ 1.128)
AvBATINR | 1240 | 5 | 8 [3] 19 [ 0020 [41 ] 123 [6] 1619 | 1104 4 [ 6 [2]21] 78 |4 3
Standard | (n: 1 X 0.052) (n:2 X 0.200) (n: 3 X 0.600) (n: 4/ 1.344) [© = 2.196]
Cycle (n:4) | (c: 1 X 1.800) (c: 2 X 1.776) (c: 3 / 1.976)
AuBATBurstd | 2020 [ 9 [ 16 [4] 36 | 0048 [ 16 | 16 [4[ 205 [ 3216 7 [ 14 [3[51 [ 7699876 [ 7 [ 7
Standard | (n:1 X 0.060) (n:2 X 0.172) (n: 3 X 0.368) (n:4 X 1.224) (n: 5 X 7.344) (n: 6 X 49.400) (n: 7 v/ 4.400) [¥ = 62.968]
Cycle (n: 7) | (c: 1 X 144.936) (c: 2 X 199.720) (c: 3 X 380.508) (c: 4 X 249.988) (c: 5 X 2265.350) (c: 6 X 3969.690) (c: 7 / 426.716)
AupaExcope2 | 1384 |3 | 7 [2] 14 0020 | 4 | 4 J2] 53 [ o032 2] 3 [1 8] omd | 2] 3
Standard | (n: 1 X 0.020) (n: 2/ 0.028) [2 = 0.048
Cyele (n:2) | (c: 1 X0.028) (c:2 X 0.028) (c: 3 / 0.040)
AMBALOCK2 1306 [ 4] 10 [2]13] o020 [ 5] 6 [3] 93 [ o524 3 [ 5 [2 13] 09% |3 ] 5
Standard | (n:1 X 0.020) (n:2 X 0.044) (n:3 v 0.116) [% = 0.180]
Cycle (n:3) | (c:1X0.128) (c: 2 X 0.144) (c: 3 X 0.144) (c: 4 X 0.160) (c: 5 / 0.220)
AuBAARBITER2 | 1652 | 8 | 21 3] 27 | 0032 | 7 | 12 [3] 196 | 0692 2] 3 [1 o] o508 | 2] 3
Standard | (n: 1 X 0.052) (n: 2/ 0.104) [2 = 0.156
Cyele (n:2) | (c: 1 X0.108) (c:2 X 0.112) (c: 3 / 0.132)
AMBAARBITER3 | 2120 [ 22 [ 173 [5[315] 0148 [ 27 [ 264 [ 5] 1800 | 27.088 [ 4 [ 9 [2 32 ] s796 | 3 | 4
Standard | (n:1 X 0.480) (n:2 X 0.680) (n:3 v 1.248) [ = 2.408]
Cycle (n: 3) | (c: 1X1.500) (c: 2 X 1.540) (c: 3 X 1.644) (c: 4/ 1.704)
AmBAARBITERA | 4.880 | 45 | 877 [ 6[ 996 | 1716 [ 106 [ 2553 [ 7 [ 15224 [ 228964 4 [ 10 [2 41 ] 10495 | 4 | 5
Standard | (n: 1 X 4.316) (n:2 X 5.192) (n: 3 X 6.604) (n: 4/ 12.752) [% = 28.864
Cycle (n: 4) | (c: 1 X 13.640) (c: 2 X 14.460) (c: 3 X 15.420) (c: 4 X 16.168) (c: 5 / 16.404)

Table 5: Experimental evaluation of the bounded cycle synthesis approach.
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Note that all of the aforementioned approaches require multiple parameters to
be set correspondingly. Therefore, we use a full spectrum analysis including
the search for all possible circuits that range from [ = 0 to [ = 3 latches and
g = 0 to g = 9 gates, all possible register machines that range from » = 0
to r = 2 registers and ¢ = 1 to ¢ = 9 instructions, and all possible reactive
programs that range from v = 0 to v = 1 variables and s = 1 to s = 14
program nodes. The corresponding results of all of the analyzed specifications
are provided in to [46]

Satisfiable instances witnessing a realizing solution for the corresponding
synthesis problems are marked with a v and are highlighted in green. Unsat-
isfiable instances on the other hand are marked with a X and are highlighted
in orange. The corresponding encoding creation plus solving times are given
next to these symbols in seconds. For most benchmarks, we used a timeout of
an hour (3600 seconds), which however, was increased up to two days for some
benchmarks out of curiosity. It only helped in a single case for synthesizing
some reactive program for the delay specification. Timeouts are highlighted
in red and indicate the reached limit. If multiple solutions could be found,
the smallest result is highlighted in the table and the corresponding imple-
mentation is depicted next to it. If the minimal solution is not unique, both
of the corresponding solutions are selected and depicted, correspondingly.

The results indicate that circuits are the easiest to synthesize, followed by
register machines and reactive programs. Except for the TBurst4 component
of the AMBA arbiter we found realizing circuits for all of the given specifica-
tions. In general, the AMBA components seem to be much harder than the
other examples, where we only could find a register machine for the Shift
component, but no register machines for all other components and no reactive
programs at all.

Also note that the complexity of each benchmark depends on the partic-
ular implementation type and the selected parameters. Consider for example
the results of the simple arbiter specification, where it is hard to find a register
machine that realizes the specification, but a circuit and a reactive program
still are manageable. Another example is given by the ModeSelect specifica-
tion, which is straightforward to be synthesized as a circuit, but requires a
complex register machine and where a reactive program could not be found.

Finally reconsider that a multidimensional search space also implies trade-
offs, as for example indicated by the delay specification. Overall, the specifi-
cation can be implemented very compactly for all of the presented implemen-
tation models. However, in the case of reactive programs this requires the
introduction of an extra program variable, which is only dispensable at the
price of a much more complex program flow.
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d(i < o)
Circuit 1: 0 [:1 1:2 l:3
g:0| v/ 0.004 | v 0.008 | v 0.024 | v 0.104
g:1| «»0.008 | v 0.012 | v 0.032 | v 0.124
g:2 | v/0.012 | v 0.020 | v 0.048 | v 0.160
g:3 | v/ 0.020 | v 0.036 | v 0.072 | v 0.204
g:4| v 0.032 | v 0.052 | v/ 0.096 | v 0.280 i
g:5 | v 0.056 | v 0.076 | v 0.152 | v/ 0.368
g:6| v0.072 | v 0.112 | v/ 0.212 | v/ 0.480
g: 7| v 0.120 | v 0.160 | v 0.276 | v 0.592
g:8| v 0152 | v 0.204 | v 0.328 | v/ 0.704
g:9| v 0208 | v 0.264 | v/ 0412 | v/ 0.868
Register r: 0 r:l r:2 Program v: 0 v:l
i1 X0.020 X0.084 X 0.432 s:1 | X0.028 X 0.192
i:2  X0.096 X 0.500 X 2.692 5:2 | X0.264 X 1.940
i:3 /0304 v/ 1.480 v 8.536 5:3 X 0.980 X 7.892
i:4  /0.656 v 3.488 v 25.600 s:4 | v/ 3.340 v 22.388
i:5 v 1120 v/ 5.872 v 100.720 s5:H v 5.828 v 39.888
i:6 v 1.644 v 13.064 | v 105.048 5:6 | v 10.572 v 78.212
07 V2728 /22836 | v/ 163.816 s:7 | v 15.004 v 124.872
:8 V6544 v/ 28312 | / 229.116 5:8 | v/ 25172 v 189.852
i:9 ' v 7.892 ' v 60.616 | v 2101.320 s:9 | v 41.364 v 248.796
s:10 | v 55.008 v 393.140
s: 11 | v/ 84.288 v 593.852
s: 12| v/ 92.796 | / 861.732
s:13 | v 135.336 | v 1237.460
s: 14 | v 187.488 | v 1943.030
0. | READ ¢
1. | WRITE o
2. | NEXT
0= 1
inout

Figure 34: Experimental results: identity.tlsf
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O« Oo)

Circuit i:0 =1 1:2 123

X0.004 | v 0.012 | v/ 0.048 | v/ 0.244
X 0.008 | v 0.016 | v 0.064 | v 0.264
X 0.008 | v 0.024 | v 0.076 | v 0.300
X0.016 | v 0.040 | v 0.096 | v 0.356 .
X0.024 | v/ 0.056 | v 0.124 | v 0.444 l—.—0
X0.032 | v 0.084 | v/ 0.172 | v/ 0.540
X0.044 | v 0.116 | v 0.252 | v 0.740
X0.072 | v 0.172 | v 0.308 | v 0.792
X0.092 | v0.216 | v/ 0.376 | v 0.864
X0.112 | v 0.272 | / 0456 | v 1.016

NS}

SSTRNST ISR NS B NS NS TRRRNS B NS S )
© N[ D[ W N~ |O

Register r: 0 r:l r:2 Program v: 0 v:l
i:1 | X0.040 X 0.196 X 1.052 s: 1 X 0.064 X 0.472
i:2 | X0.220 X 1.296 X 7.604 s: 2 X 0.792 X 5.676
i:3 | v/ 0.768 v 4.208 v 26.088 5:3 X 3.044 X 25.076
4| v/ 1.720 v 10.276 v 57.732 st 4 X 8.776 X 64.488
i:h5 | v 3.152 v 20932 | v/ 373.852 EHE) X 14.772 X 110.048
1:6 | V5276 | v 39.596 | >3600.00 s: 6 X 27.592 X 218.260
i:7 | v 10.024 | v/ 56.520 | v 275.632 5: 7 X 51.976 v/ 357.244
i:8 | v/ 15.420 | v/ 124.916 | v 613.656 5:8 X 169.832 v 664.464
i:9 | v 14.708 | v 370.336 | >3600.00 5:9 ' X 1029.580 v 869.296

s:10 X 11092.500 | v 1198.980
s: 11  «/ 2556.690 | v 1684.700
s:12 (v 7167.890) | v 2943.270
s:13 v/ 2091.470 | >3600.00
s: 14 ' v 2742.980 > 3600.00
0. | WRITE o
L. | READ i if (i) then {
2. | NEXT inout;
Vg = 1 0 := true
inout; } else {
0:= v inout;
o0 := false
}

Figure 35: Experimental results: delay.tlsf
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(o) < i
Circuit i:0 =1 1:2 123
g:0 | X0.008 | X0.012 | X0.040 | X 0.272
g:1 | X0.008 | v 0.016 | v 0.056 | v 0.328
g:2 | X0.012 | v 0.024 | v 0.080 | v 0.340 i
g:3 | X0.016 | v 0.044 | v 0.100 | v 0.336 i
g:4 | X0.024 | v/ 0.056 | v 0.128 | v/ 0.436
g:5 | X0.032 | v 0.084 | v 0.180 | v 0.600
g:6 | X0.044 | v 0.116 | v 0.240 | v/ 0.708
g:7 | X0.068 | v 0.176 | v 0.320 | v/ 0.776
g:8 | X0.092 | v 0.216 | v 0.364 | v/ 0.912
g:9 | X0.116 | v 0272 | v 0.448 | v 1.100
Register r: 0 r:l r:2 Program v: 0 v:l
i:1 | X0.036 X 0.192 X 1.036 s:1 | X0.084 X 0.564
i:2 | X0.268 X1.172 X 6.796 5:2 | X0.820 X 5.664
i:3 | X0.576 X 3.372 X 19.660 5:3 | X3.212 X 22.620
i:4 | V/1.752 | / 9.776 v 48.568 s:4 | X8.392 X 58.728
i:5 | /2804 | v 17504 | v/ 361.704 s:5 | X 13.968 X 98.596
i:6 | V6292 | v/ 25.836 | >3600.00 s5:6 | v/ 26.704 | / 185.588
i:7 | v 10.400 | v 44.680 | >3600.00 s: 7| 38924 | / 289.440
i:8 | v/ 17.176 | v 68.532 | >3600.00 5:8 | /66972 | v 464.196
i:9 | v/ 17.472 | / 256.060 | >3600.00 s:9 | v 90.952 | v/ 676.900
s:10 | v 123.536 | v 816.852
s: 11 | v 169.440 | v 1306.580
s:12 | v 232112 | «/ 1746.150
s:13 | v 337.512 | «/ 3243.710
s: 14 | v 402.968 | v 2280.110
0. | READ ¢
1. | WRITE o
2. | NEXT
3. | JMP 2
0 := o or i;
inout

Figure 36: Experimental results: initial-test.tlsf
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O-(goAg1) A O(ro—=><g) A O —Oaq)

Circuit i:0 =1 1:2 123
g:0 | X0.012 | v/ 0.028 | v 0.092 | v/ 0.408
g:1| X0.016 | v 0.036 | v 0.112 | / 0.536
g:2 | X0.020 | v 0.052 | v/ 0.148 | v/ 0.568
g:3 | X0.028 | v 0.072 | v 0.192 | v/ 0.780 L
g:4 | X0.040 | v 0.100 | v 0.272 | v/ 1.108 o g0
g:5 | X0.056 | v 0.152 | v/ 0.364 | v/ 1.044 | 9
g:6 | X0.072 | v 0.216 | v 0.468 | v/ 1.268
g:7 | X0.108 | v 0.276 | v 0.556 | v 1.496
g:8 | X0.140 | v 0.336 | v 0.696 | v/ 1.884
g:9 | X0.172 | v 0424 | v/ 0.852 | v/ 2.324
Register r: 0 r:l r:2 Program v: 0 vl
i1 X 0.336 X 1.792 X 9.508 s:1 X 1.144 X 7.672
i:2 | X12.048 | >3600.00 | >3600.00 5:2 X 9.784 X 66.100
i:3 | X61.136 | >3600.00 | >3600.00 s:3 | X 42376 X 278.096
i:4 | >3600.00 | >3600.00 | >3600.00 s:4 | X 85.752 X 619.724
i:5 | >3600.00 | >3600.00 | >3600.00 s:5 | X154.004 | X 1030.220
i:6 | >3600.00 | >3600.00 | >3600.00 s:6 | X348.228 | X 2514.150
i:7 | >3600.00 | >3600.00 | >3600.00 s:7 | X756.956 | >3600.00
i: 8 | >3600.00 | >3600.00 | >3600.00 5:8 | v/ 790.016 | >3600.00
i:9 | >3600.00 | >3600.00 | >3600.00 ' $:9 | v 1178.710 | > 3600.00
s:10 | v 1889.660 | >3600.00
s: 11 | >3600.00 > 3600.00
s: 12 | >3600.00 | >3600.00
s5:13 | >3600.00 | >3600.00
s:14 | >3600.00 | >3600.00
inout
g1 = gos
go := not g;

Figure 37: Experimental results: simple-arbiter-2.tlsf
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(i—=00)A(mi =03+ o))

Figure 38: Experimental results: mode-select.tlsf

Circuit [:0 l:1 1:2 1:3
g:0 | X0.008 | X0.012 X0036 X022
g:1 | X0.008 | X0.016 X0.048 X 1.032 i 0
g:2 | X0.008 | X0.020 /0.080 < 0.388
g:3 | X0.016 | X0.032 /0100 « 0.368
g:d | X0.024 | X0.044 /0132 /0544 L.
g:5 | X0.032 | X0.064 0184 / 0.596 ]
g:6 | X0.044 | X0.092 0256  0.912
g:7 | X0072 | X0.140 /0332  1.264
g:8 | X0.092 | X0.164 /0376 « 1.424
g:9 | X0.116 | X0.208 0496 « 1.304
Register r:0 r:l r:2 Program v: 0 v: 1
i1 X0.040 X 0.192 X 1.064 s:1| X0068 | x0.524
ii2  X0.220 X 1.288 X 7.364 s:2 | X0.712 X 6.096
i3 X0.648 X 3.448 X 30.400 $:3 | X2.632 | X22.348
itd X 2180 X12.200 | X 88.452 s:4 | X7924 | X60.196
ith5  X20.660 | X308.880 | X 1404.490 s:5 | X13.764 | X 103.964
16 X770.836 | >3600.00 | >3600.00 $:6 | X24.944 | X192.348
it7  >3600.00 | >3600.00 | >3600.00 s:7 | X54096 | X 369.104
it8 >3600.00 | >3600.00 | >3600.00 s:8 | X215.900 | X 1779.830
19 >3600.00 | ~ 1497.680 | > 3600.00 5:9 | X 1584.330 | > 3600.00
s:10 | >3600.00 | >3600.00
s:11 | >3600.00 | >3600.00
s:12 | >3600.00 | >3600.00
0.| cIMP 6
bl By s:13 | >3600.00 | >3600.00
9 | covp 4 s:14 | >3600.00 | >3600.00
3. | READ 7o
4. ] cap 5
5. | WRITE 7o
6. | WRITE o
7. | NEXT
8. | READ i



176 Chapter IV. OQutput Sensitive Synthesis
O (u = (i 0)AN{E—=0(0Wu)) A ((—i) = O((—o) Wu))))
Circuit 1:0 =1 1:2 [:3
g:0 | X0.008 | X0.020 | X0.072 | X 0.420
g:1 ] X0.012 | X0.028 | X0.092 | X 1.796 .
g:2 | X0.016 | X0.040 | X0.120 | X 1.664 E 0
g:3 | X0.024 | /0.072 | / 0.180 | / 1.156 u ’:’ T
g:4 | X0.032 | /0092 | /0.272 | / 0.996
g:5 | X0.048 | v 0.144 | / 0.380 | / 1.524
g:6 | X0.068 | v 0212 | / 0.548 | / 1.564
g: 7| X0.096 | v 0280 | v/ 0.584 | v/ 2.424
g:8 | X0.128 | v 0.324 | v/ 0.696 | v 2.024
g:9 | X0.160 | v 0.420 | v/ 0.852 | v/ 2.724
Register r:0 r:l r:2 Program v: 0 v:l
i1 X 0.072 X 0.356 X 1.952 s: 1 X 0.128 X 1.004
Q2 X 0.396 X 2.204 X 12.596 s: 2 X 1.372 X 10.768
i:3| X2148 | X43.844 | >3600.00 5:3| X5.656 X 44.164
i:4 | X13.424 | X85.236 | >3600.00 s:4 | X14.972 | X109.240
i:5 | X43.264 | >3600.00 | >3600.00 s:5 | X26.020 | X191.928
i:6 | v 98.164 | >3600.00 | >3600.00 s: 6 X 51.704 X 363.316
i: 7 | >3600.00 | >3600.00 | >3600.00 s: 7 | X156.724 X 913.732
i: 8 | >3600.00 | >3600.00 | >3600.00 s:8 | v 373.256 | v 1892.680
i:9 | >3600.00 | >3600.00 | >3600.00 s:9 | « 316.508 | >3600.00
s:10 | v 322,672 | >3600.00
s: 11 | >3600.00 > 3600.00
s: 12 | >3600.00 > 3600.00
s: 13 | >3600.00 > 3600.00
0. | READ u s:14 | >3600.00 | >3600.00
1. | NOT
2.| CJMP 5
3. | READ i
4. | WRITE o while (u) {
5. | NEXT 0= i
inout
b
inout

Figure 39: Experimental results: latch.tlsf
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Circuit 1:0 =1 l:2 [:3
g:0| X0.012 | X0.020 | X 0.072 | X 0.388
g:1 ] X0.012 | x0.024 | X 0.088 | X 1.468
g:2 | X0.016 | X0.040 | X 0.204 | X 4.164
g:3 ] X0.024 | / 0.072 | v/ 0.220 | v/ 0.972 READY AASTLOGK
g:4 | X0.036 | v 0.092 | v/ 0.260 | v 1.192
g:5 | X0.044 | v 0144 | /0348 | v 1.252 | OO
g:6 | X0.068 | v 0.204 | v 0.508 | v 1.200
g: 7| X0.096 | v 0272 | / 0.604 | v/ 1.964
g:8 | X0.124 | v 0.316 | v/ 0.668 | v 2.444
g:9 | X0.152 | v 0.412 | / 0.816 | v/ 4.608
Register r:0 r:1 T2 Program v: 0 v: 1
i1 X 0.068 X 0.340 X 1.804 s:1 X 0.124 X 1.000
i:2 X 0.388 X 6.588 X 469.296 5:2 X 1.300 X 10.188
7: 3 X 1.128 X 28.072 > 3600.00 5:3 X 4.932 X 34.384
i 4 X 5.920 X 128.112 | > 3600.00 s:4 | X 13.548 X 100.020
i:h X 72.108 X 818.700 | >3600.00 s:5 | X 22940 X 163.292
i: 6 X 510.632 >3600.00 | >3600.00 5:6 | X41.216 X 282.980
i: 7 | v/ 3522.250 | >3600.00 | >3600.00 s§:7 | X123.576 | X 817.008
i: 8 > 3600.00 > 3600.00 | >3600.00 s:8 | >3600.00 | >3600.00
i:9 > 3600.00 >3600.00 | >3600.00 5:9 | >3600.00 | >3600.00
s:10 | >3600.00 | >3600.00
s: 11 | >3600.00 | >3600.00
s: 12 | >3600.00 | >3600.00
s:13 | >3600.00 | >3600.00
0. P 4 s: 14 | >3600.00 | >3600.00
1. | AND LOCKED
2. | NEXT
3. | WRITE HMASTLOCK
4. | READ HREADY
5.| CIMP 1
6. | NEXT

Figure 40: Experimental results: amba-decomposed-shift.tlsf
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Circuit 1:0 I:1 1:2 1:3

X0.032 | X0.028 | X0.100 | X 0.484
X0.020 | X0.048 | X0.136 | X 2.156
X0.032 | X0.068 | X0.280 | X 5.464
X 0.040 | v 0.116 | v 0.356 | v 1.484
X 0.100 | v 0.208 | v 0.536 | v 1.648
X0.112 | vV 0.260 | v 0.792 | v/ 4.640
X0.120 | v 0.400 | v 1.008 | v/ 2.672
X0.156 | v 0472 | v 1.128 | / 3.868
X 0.200 | v 0.592 | v/ 1.352 | v/ 4.076
X 0248 | v/ 0.724 | v/ 1.656 | v 5.492

S

ESTNISSTRRSS I NS T NS NS I NS T NSRS )
O N[ W (N~ |O

L

HREADY
HMASTER
HGRANT - B
Register r: 0 r:l r:2 Program v: 0 v:l
i1 X 0.088 X 0.400 X 2.044 s:1 X 0.140 X 1.096
i 2 X 0.492 X 2.368 X 12.936 512 X 1.376 X 10.484
i3 X 1.284 X 25.700 > 3600.00 s5:3 X 5.256 X 35.688
i:4 | X12.712 X 76.216 | >3600.00 s:4 X 13.920 X 98.784
i:5 | X 54.464 | >3600.00 | >3600.00 s:5  X24.656 | X 177.564
i:6 | X 1530.820 | >3600.00 | >3600.00 s:6 X 104.340 | X 322.668
i: 7 | >3600.00 > 3600.00 | > 3600.00 5.7 ' X 117.836 | X 819.648
i: 8 | >3600.00 > 3600.00 | > 3600.00 s:8 X 820.184 | >3600.00
i:9 | >3600.00 | >3600.00 | >3600.00 s:9  >3600.00 | >3600.00
s: 10  >3600.00 | >3600.00
s:11  >3600.00 | >3600.00
s:12 >3600.00 | >3600.00
s: 13 >3600.00 | >3600.00
s: 14 >3600.00 | >3600.00

Figure 41: Experimental results: amba-decomposed-encode-2.tlsf
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Circuit 1:0 I:1 1:2 1:3
g:0 | X0.028 | X 0.100 X 0.444 X 2.584
g:1 | X0.068 | X0.176 X 0.796 X 5.296
g:2 | X0.084 | X 0.348 X 1.364 X 9.744
g:3 | X0.156 | X 0.544 X 14.140 X 62.916
g:4 | X0.228 | X0.824 X 736.000 X 529.624
g:5 | X0.324 | X 1.136 > 3600.00 > 3600.00
g:6 | X0.484 | X 1.568  3326.420 | > 3600.00
g:7 | X0.564 | X2.080 v 2913.820 | >3600.00
g: 8 | X0.692 | X 2.628  /13.940 v 72.376
g:9 | X0.900 | X 3.404 v 631.904 v 89.176
HGRANT;
HLOCK( r
HGRANTO_"_ LOCKED
HLOCK; r
DECIDE
|_

Register r:0 r:l r:2 Program v: 0 vl
i:1 X 0.408 X 1.968 X 9.920 s:1 X 0.704 X 5.520
i:2 X 2.100 X 14.560 | X 165.052 512 X 6.936 X 49.812
i:3 X 8.368 X 193.892 | >3600.00 s:3 | X 22876 X 170.192
i:4 | X26.724 | >3600.00 | >3600.00 s:4 | X 65.268 X 450.872
1:5 | X 542.252 | >3600.00 | >3600.00 s:5 | X117.288 | X 875.352
i:6 | >3600.00 | >3600.00 | >3600.00 s5:6 | X224.064 | X 1842.850
i: 7 | >3600.00 | >3600.00 | >3600.00 s:7 | X401.484 | X 3469.140
i: 8 | >3600.00 | >3600.00 | >3600.00 s:8 | >3600.00 | >3600.00
i:9 | >3600.00 | >3600.00 | >3600.00 s:9 | >3600.00 | >3600.00

s:10 | >3600.00 | >3600.00
s:11 | >3600.00 | >3600.00
s:12 | >3600.00 | >3600.00
s: 13 | >3600.00 | >3600.00
s: 14 | >3600.00 | >3600.00

Figure 42: Experimental results:

amba-decomposed-lock-2.tlsf
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Circuit 1:0 l:1 1:2 1:3
g:0 | X0.064 X0.128 X 0.404 X 4.632
g:1| X0072 X0.144 X 0472 X 10.880
g:2 | X0.084 X0.176 X 0.568 X 28.088
g:3 | X0.096 X 0.212 X 0.896 X 667.596
g:4 ] X0.116 X 0.288 X 6.168 > 3600.00
g:5 | X0.152 X 0.372 X 84.656 > 3600.00
g:6 | X0.192 X 0.468 | > 3600.00 > 3600.00
g: 7| X0.232 X 0.548 | >3600.00 > 3600.00
g:8 | X0.280 ' X 0.640 | > 3600.00 > 3600.00
g:9 | X0.328 X 0.800 | v 208.080 | v/ 2568.810
HBUSREQ;
ITF DECIDE
ALLREADY J_ Ls
|_ - > HGRANT,
:. > ' HGRANT,
B BUSREQ
HBUSREQq —_.—

Register r: 0 r:l r:2 Program v: 0 v:l
i1l X 45.924 X 284.016 | X 1772.960 s:1 | X324.860 | X 2470.350
i:2 | >3600.00 >3600.00 | >3600.00 s:2 | X2739.730 | >3600.00
i:3 | >3600.00 >3600.00 | >3600.00 s:3 | >3600.00 > 3600.00
i:4 | >3600.00 >3600.00 | >3600.00 s:4 | >3600.00 > 3600.00
i:5 | >3600.00 >3600.00 | >3600.00 s:5 | >3600.00 > 3600.00
i: 6 | >3600.00 >3600.00 | >3600.00 s5:6 | >3600.00 > 3600.00
i: 7 | >3600.00 ' > 3600.00 | > 3600.00 s: 7 | >3600.00 > 3600.00
i: 8 | >3600.00 >3600.00 | >3600.00 s: 8 | >3600.00 > 3600.00
i:9 | >3600.00 >3600.00 | >3600.00 s5:9 | >3600.00 > 3600.00

s:10 | >3600.00 > 3600.00
s:11 | >3600.00 > 3600.00
s:12 | >3600.00 > 3600.00
s: 13 | >3600.00 > 3600.00
s: 14 | >3600.00 > 3600.00

Figure 43: Experimental results: amba-decomposed-arbiter-2.tlsf
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Circuit 1:0 I:1 1:2 1:3
g:0 | X0.040 X0.144 X 0.768 X 6.908
g:1| X0.056 XO0.176 X 1.400 X 200.972
g:2 | X0.076 X 0.232 X 1.584 X 3312.120
g:3 | X0.108 X 0.332 X 2.144 X 2687.370
g:4 ] X0.192 X 0.444 X 6.792 > 3600.00
g:5 | X0.228 X 0.600 | X 273.868 | >3600.00
g:6 | X0.312 X 0.748 | >3600.00 > 3600.00
g:7 | X0.392 X 0.968 | >3600.00 > 3600.00
g:8 | X0.488 ' X 1.176 | v 298.532 | v/ 3134.000
g:9 | X0.624 X 1.452 | / 658.608 > 3600.00
DECIDE ' READY;
SINGLE
LOCKED . [~ B
HREADY — —pp— |
|
Register r: 0 r:l r:2 Program v: 0 v:l
i1l X 0.604 X 3.384 X 17.548 s:1 X 1.948 X 14.364
i 2 X 3.912 X 19.912 X 118.316 s:2 | X17.652 X 131.992
i:3 | X 14.544 X 269.344 | > 3600.00 s:3 | X 72656 X 545.160
i:4 | >3600.00 X 508.012 | X 1135.320 s:4 | X162.400 | X 1282.370
i:5 | >3600.00 >3600.00 | >3600.00 s:5 | X275.156 | X 2320.480
i:6 | >3600.00 >3600.00 | >3600.00 s:6 | X645.356 | >3600.00
i: 7 | >3600.00 ' > 3600.00 | > 3600.00 s:7 | X965.856 | >3600.00
i: 8 | >3600.00 >3600.00 | >3600.00 s: 8 | >3600.00 > 3600.00
i:9 | >3600.00 >3600.00 | >3600.00 s:9 | >3600.00 | >3600.00
s:10 | >3600.00 | >3600.00
s:11 | >3600.00 | >3600.00
5:12 | >3600.00 | >3600.00
s: 13 | >3600.00 > 3600.00
s: 14 | >3600.00 | >3600.00

Figure 44: Experimental results: amba-decomposed-tsingle.tlsf
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Circuit 1:0 I:1 1:2 1:3
g: X 0.076 | X 0.312 X 1.944 X 63.300
X 0.104 | X 0.396 X 2.656 X 78.748

X 0.148 | X 0.584 X 3.324 X 1563.120
X 0.244 | X 0.812 X 4.032 X 1803.360
X0.344 | X 1.068 | X 20.596 | « 1485.750
X 0.488 | X 1.384 | X 3321.820 | v 251.960
X0.632 | X 1.836 | v/ 68.796 | v 1025.180
X 0.812 | X 2340 | v 13.944 v 165.168
X 1.048 | X2.908 | v 23.984 v 440.676
X 1.328 | X3.744 |  28.540 v 1036.250

Q@ 9|9 (v |v v v |
O N[ [T W (N~ |O

INCR

N

LOCKED

DECIDE READY
IIREAL)\; ’7

BUSREQ

INCR
LOCKED [~ READY
BUSREQ Fl
DECIDE
HREADY _.

Register r:0 r:l r:2 Program v: 0 vl
i:1 X 1.384 X 7.448 X 39.852 s:1 X 4.572 X 32.312
i:2 X 9.080 X 47.636 | X 253.580 s5:2 | X 38.500 X 297.596
i:3 | >3600.00 | >3600.00 | >3600.00 s:3 | X121.776 | X 1052.820
i:4 | X589.084 | >3600.00 | >3600.00 s:4 | X 346.228 | X 2775.920
i:5 | >3600.00 | >3600.00 | >3600.00 5:5 | X684.756 | >3600.00
i:6 | >3600.00 | >3600.00 | >3600.00 5:6 | X1193.500 | >3600.00
i: 7 | >3600.00 | >3600.00 | >3600.00 s: 7 | X2630.240 | > 3600.00
i: 8 | >3600.00 | >3600.00 | >3600.00 s:8 | >3600.00 | >3600.00
i:9 | >3600.00 | >3600.00 | >3600.00 5:9 | >3600.00 | >3600.00

s:10 | >3600.00 | >3600.00
s:11 | >3600.00 | >3600.00
s:12 | >3600.00 | >3600.00
s: 13 | >3600.00 | >3600.00
s: 14 | >3600.00 | >3600.00

Figure 45: Experimental results: amba-decomposed-tincr.tlsf
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Circuit 1: 0 I:1 l:2 1:3
g:0 | X0.060 | X0.192 | X 1.204 X 21.220
g:1 | X0.076 | X0.224 | X 1.708 X 68.492
g:2 | X0.092 | X0.280 | X 2.228 X 3460.200
g:3 | X0.128 | X 0.384 | X 1.956 X 3134.680
g:4 | X0.184 | X 0.520 | X 2.748 X 7983.400
g:5 | X0.244 | X 0.676 | X 3.028 | >172800.000
g:6 | X0.380 | X0.820 | X 3.344 | >172800.000
g:7 | X0472 | X 1.076 | X 3.464 | >172800.000
g:8 | X0.508 | X 1.224 | X 4.908 | >172800.000
g:9 | X0.636 | X 1.552 | X 5.080 | >172800.000
Register r:0 r:l r:2 Program v: 0 v:l
i1 X 0.752 X 4.088 X 22.536 s: 1 X 2.492 X 19.324
i:2 | X27.048 X 2575.550 | >3600.00 s:2 | X23.164 X 184.428
i:3 | X748.368  >3600.00 | >3600.00 s:3 | X99.180 X 779.950
i:4 | >3600.00 >3600.00 | >3600.00 s:4 | X 218288 | X 1869.600
i:5 | >3600.00 >3600.00 | >3600.00 s:5 | X373.068 | X 2842.880
i:6 | >3600.00 >3600.00 | >3600.00 s:6 | X787.368 | >3600.00
i: 7 | >3600.00 >3600.00 | >3600.00 s: 7 | X 1475.710 | > 3600.00
i:8 | >3600.00 >3600.00 | >3600.00 s:8 | >3600.00 | >3600.00
i:9 | >3600.00 >3600.00 | >3600.00 s:9 | >3600.00 | >3600.00
s5:10 | >3600.00 | >3600.00
s: 11 | >3600.00 | >3600.00
s:12 | >3600.00 | >3600.00
s:13 | >3600.00 | >3600.00
s: 14 | >3600.00 | >3600.00

Figure 46: Experimental results: amba-decomposed-tburst4.tlsf
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5 Discussion

As our analysis reveals, the presented output sensitive synthesis methods in-
deed enable the creation of better quality solutions from a logic specification
with respect to the given quality metrics. The produced solutions are well
structured and easy to inspect by a human being. Accordingly, they also
help developers in order to verify, whether the created solutions indeed meet
their design intents or, whether the specification still misses some important
functional quality constraints. On the contrary, the results also reveal that
producing high quality solutions comes at the price of higher synthesis times,
which, however, is not that much of a big surprise.

The more intriguing question is: What kind of quality metrics are prefer-
able to be useful and adequate for the system design? Clearly, the question
cannot be answered in general, since the corresponding answer always depends
on the respective development environment and the final application require-
ments. Hence, whether a circuit, a register program or a reactive program is
the preferred model of choice always depends on the developers expertise and
how easy these models can be translated into the final application context.

To this end, we also introduced a more general structural measure that
works independently of the final evaluation model, as given by the number
of simple cycles of the underlying Mealy machine. This metric is not biased
towards a specific implementation type, but directly targets the structural
complexity of the solution instead. That the number of simple cycles is linked
with the structural complexity is underlined by the explosive nature of the
metric, as proven theoretically, as well as through our practical analyses,
which shows that a bound on the number of cycles does neither introduce
much overhead with respect to the synthesis times, nor is a large number of
cycles required for most systems in general.

How relevant the collected insights for practical aplications are in the end still
needs to be determined through further experiments. This however requires
more systems that are designed based on a logic description in the first place,
which only happens if the corresponding development tools get strong enough
to provide all of the required insights fast and in a straightforward fashion.
We hope that with the previously presented quality enforcing synthesis tools
we are able to get a step closer towards this goal.



Chapter V

Delay Games

So far, we only considered techniques that turn realizable specifications into
system implementations. Therefore, we learned that synthesis concerns the
control, while the way data is represented must be kept abstract, and that
output sensitive methods provide advantages against game based synthesis,
since they allow to choose from multiple realizations according to the preferred
output requirements. However, during the development of such specifications
it also happens that designers introduce inconsistencies causing an unrealiz-
ability result. The developers then first need to refine the specification by
correcting the introduced inconsistency. Beforehand, however, the acciden-
tally introduced inconsistency must be found and understood by it’s creator.
According to these concerns, our introduced synthesis engine is not sufficient
yet to provide the developer with the required feedback for such situations.

First insights into the cause of unrealizability may be revealed by the
counter-strategy of the environment, which takes advantage of the devel-
oper’s fault in order to win against every possible system implementation.
By determinacy of the underlying game such a counter-strategy always must
exist [102]. Nevertheless, especially for simple inconsistencies, the counter-
strategy often just guides the system to the point in time, where the fault of
the developer takes place and then behaves arbitrarily. Hence, for getting a
better understanding of the introduced fault, the strategy is only of a little
help at this point. In order to identify such inconsistencies directly, we instead
need a better understanding of how it could even happen that the developer
has introduced the error in the first place.

It turns out, that most of the overseen causes for unrealizability are in-
troduced by miss-understandings of temporal dependencies between different
specified tasks, which cannot be realized simultaneously. As an example, con-
sider an update that needs to be executed whenever a button gets pressed,
which is indicated by a Boolean input signal switching from low (false) to
high (true). A first specification attempt of the designer may look as follows:

O (—button AObutton <> [0« £ o])

The specification is unrealizable. The problem is that checking the button for
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being pressed requires the system to compare the current input value with the
previous one. The update then must be triggered after this comparison has
taken place. Thus, the fault in the specification is that the update is required
too early. The system has yet not observed whether the input has changed at
this point in time. The solution is to delay the update by a single time step.
Then the system is able to gather all the required information in time:

D(—\button/\Obutton < Ofo«—f o])

The requirement for such simple delay operations is a regular cause of un-
realizability. However, with the techniques presented so far they can only
be detected from a faulty specification after an exhausting in depth inspec-
tion through the developer. Instead, souldn’t it be much more convenient, if
we could check a faulty specification against this type of erroneous behavior
automatically?

In this last chapter of the thesis we considers a solution to this problem using
delay games, which offer an extension to the classical synthesis framework
for reactive systems. In delay games, the requirement of a strict alterna-
tion between both players is relaxed, implying that one of the players can
postpone her moves to obtain a lookahead on her opponent’s moves. With
lookahead at hand, the system player is able to win games that she would
loose otherwise. Delay games provide a perfect solution for finding causes of
unrealizability in faulty specifications that are introduced through too strict
timing requirements imposed by the developer. Delay games automatically
relax such requirements leading to realizability under the assumption of de-
lay. Therefore, developers not only get insights into the cause of the initial
error, but with a realizing system strategy at hand, which wins under the
assumption of delay, they also get feedback for the required adaptions needed
to resolve the issue in the original specification.

Considering the problem from a more theoretical position, delay games also
can be expressed as uniformization of relations by continuous functions [I37,
1401 62, [136]. The games are played between the system and the environment,
each picking letters from alphabets ¥; and Yo, respectively. As a result,
they produce two infinite sequences « and 3, leading to a strategy for the
system player realized as a mapping 7: £¥ — X%. The strategy is winning
for the system if o and 7(«) are related by the winning condition Win C
XY x 3¢ for every a € ¥¥. In this case we say that 7 uniformizes L. In
the classical setting, where the system and the environment pick letters in
alternation, the n-th letter of 7(«) depends only on the first n letters of a.
Therefore, strategies with bounded lookahead, i.e., only finitely many moves
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are postponed, induce Lipschitz-continuous functions 7 in the Cantor topology
on X“. In contrast, strategies with unbounded lookahead induce continuous
functions, or uniformly continuous functions, due to 3 being compact [62].

Related Work. In 1972, Hosch and Landweber first proved decidability
of winning delay games with w-regular winning conditions, where one of the
players is able to utilize the lookahead [64]. Much later, in 2012 the problem
then was revisited again by Holtmann, Kaiser, and Thomas, which showed
that there is also a doubly-exponential upper bound on the lookahead, i.e.,
if the system player wins with bounded lookahead, then double-exponential
lookahead is already sufficient [62]. Furthermore, their decidability proof pro-
vided the first algorithm for delay games of doubly-exponential running time.
Their results show that the delaying player does not take any advantages from
having unbounded lookahead, bounded lookahead is always sufficient.

Considering winning conditions beyond w-regularity, as in delay games
with context-free winning conditions, leads to undecidability in general and
non-elementary lower bounds on the required lookahead, even if only very
weak fragments are considered [47]. The analogue of the Hosch-Landweber
theorem can be proven, however, for another class of winning conditions be-
yond w-regularity: if the winning condition is definable in weak monadic
second order logic with the unbounding quantifier (WMSO-+U), then deter-
mining whether a player wins a delay game with bounded lookahead is de-
cidable [I55]. Doubly-exponential lookahead is also sufficient for WMSO+U
conditions, under the assumption that the delaying player wins with bounded
lookahead in the first place. In general, however, bounded lookahead does
not suffice, i.e., the analogue of the Holtmann-Kaiser-Thomas theorem does
not hold for delay games with WMSO+U conditions. There exists a corre-
sponding game that the system player only wins with unbounded lookahead,
no matter how slowly the lookahead grows [154].

Another variant are delay games with winning conditions in Prompt-
LTL [89]: a logic that extends LTL [I16] with temporal operators whose scope
is bounded in time. Solving delay games that use Prompt-LTL winning con-
ditions is 3EXPTIME-complete. Furthermore, triply-exponentially bounded
lookahead is necessary and always sufficient [8I]. Moreover, all lower bounds
already hold for the special case of LTL.

Furthermore, it has been shown that every delay game with Borel winning
condition is determined. Delay games with Borel winning conditions can be
reduced to delay-free games with Borel winning conditions, while preserving
the winning strategies of the players [79].

In terms of uniformization, decidability of the uniformization problem
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for w-regular relations by Lipschitz-continuous functions has been proven by
Hosch and Landweber. On the other hand, the equivalence of the existence of
continuous uniformization functions and the existence of Lipschitz-continuous
uniformization functions for w-regular relations has been proven by Holtmann
et al., hence, the uniformization of context-free relations has been proven to be
undecidable, even in the context of Lipschitz-continuous functions. However,
the uniformization of WMSO+U relations by Lipschitz-continuous functions
is decidable.

In another line of work, the case of finite words has been considered by
Carayol and Loding [22], while Léding and Winter considered the case of finite
trees [98]. Moreover, the uniformization on infinite binary trees [21], [57] fails
due to the non-existence of MSO-definable choice functions.

Considering the representation of strategies in delay games, they are also
more involved than in the classical setting, since strategies need to take the
utilized delay into account. As it turns out, finding a suitable and compact
model for such strategies is a non-trivial task. Accordingly, different notions
for encoding delay as part of the strategy and the resulting differences in their
expressivity have been analyzed [79]. Furthermore, by setting the focus on a
general representation of finite-strategies for delay games, some of the known
solving techniques for delay games have been revisited [156].

Finally, first experimental evaluations of an on-the-fly algorithm for the
construction of strategies in delay games with safety objectives has been pre-
sented in [26].

5 Games with Delay

Delay games are two-player games of infinite duration in which the system
player may delay her moves to obtain a lookahead on the environment players’
moves. The amount of delay that is introduced into the system is given by
a delay function f determining at each point in time the lookahead of the
system player on the environment players’ moves.

Definition 26. A delay function is a mapping f: N — NT, which is
said to be constant, if f(i) = 1 for every ¢« > 0. The delay that is
accumulated over time is captured by the accumulating delay function
with fs,(n) = >, f(i) for all n € N.

Note that constant delay functions only introduce some initial delay once.
However, by the again strict alternation of the players after this initial delay,
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the system player always has a constant lookahead on her opponent’s moves.
Furthermore, consider that by the introduced delay, the resulting strategies
for the players are assymmetric according to their moves. The environment
player now needs to pick words of the length of the assigned delay.

Definition 27. In a delay game, a strategy for Player O is a function
oo: (Z1)* = 3.

In contrast, the system still responses with single letters. The input and
output history, thus, does not grow simultaneously. However, in the infinite
both still produce infinite words.

Definition 28. In a delay game, a strategy for Player I is a function
or: (Eo)* — (E[)*

The standard notions of plays and consistency then are lifted to the adapted
strategy definitions in a natural way.

Definition 29. Let p be a play in an arena A with p,,, = (v} 7,09, 0)
for all m € N, then p is consistent with a strategy oo of Player O and a
delay function f iff for all n € N

0’0(i0i1 oo ~Z.f2(n)71) = Op,

A play pis consistent with a strategy oy of Player I and a delay function f
iff for all n € N*

o 0](5) = ’io’il oo if(O)—la and
(] 0’[(0001 o0 0 Onfl) = ifz(nil)ifz(nil)Jrl o0 0 ifg(n)fl-

The set of all plays that are consistent with a strategy op and a delay
function f is denoted by Plays(A, f,op).

Delay games extend standard games with the delay function f, which deter-
mines the lookahead of the system in every step.
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Definition 30. A delay game I'y(G) is a game G = (A, Win) that is
additionally equipped with a delay function f. A strategy oo is win-
ning for Player O iff all plays consistent with op and f are winning,
i.e., iff Plays(A, f,00) C Win. A strategy oy is winning for Player I iff
Plays(A, f,00) N Win = (). A delay game is won by Player P if there is
a winning strategy op for Player P.

Examples.

1.

. @ ®

T
T Vg \L * * *
« 1 V3 ) "
i

—> Vo O * @

Consider the safety game G; depicted above over ¥; = {0, ],1} and
Yo = {},1} with the only unsafe vertex v; marked by double borders.
Intuitively, Player O wins, if the letter she picks in the first round is
equal to the first letter other than O that Player I picks. Also, Player O
wins, if there is no such letter.

We claim that Player I wins I'y(G;) for every delay function f: Player I
picks ©F (9 in the first round and assume Player O picks | afterwards
(the case where she picks 1 is dual). Then, Player I picks a word starting
with 7 in the second round. The resulting play is winning for Player I
no matter how it is continued. Thus, Player I has a winning strategy

in Ff(gl).
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U2

U3

Vg

Next, consider the safety Go depicted on top of this page with ¥; =
{a,b,c} and Yo = {a, b, c}, where Player O wins if the input is shifted
two positions to the left on the corresponding outcome of Go.

Player O has a winning strategy for I'y(Gs) for every f with f(0) > 3.
In this case, Player O has at least three letters lookahead in each round,
which suffices to shift the input of Player I two positions to the left. On
the other hand, if f(0) < 3, then Player I has a winning strategy, since
Player O has to pick the first response before the first three letters have
been picked by Player I.

6 Computational Complexity

6.1 Parity Games

We start by presenting a method for solving delay games with parity winning
conditions, which runs in exponential time in the size of the game arena.
Our results also imply upper bounds on the solving time for delay games with
safety or reachability conditions. A similar result already has been established
by [62], however their upper bounds on the necessary lookahead are double-
exponential, while our construction yields a single exponential upper bound.

Theorem 21. The following problem is in EXPTIME: Given a parity
game Go = (A, PARITY(Q)), does Player O win I't(Gq) for some delay
function f?
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We proceed by constructing an exponentially-sized, delay-free parity game
with the same number of colors as G, which is won by Player O if and only
if she wins I't(Gq) for some delay function f. Intuitively, we assign to each
potential lookahead w € X7 the behavior it induces on Gq, which is given by
a function:

r: VI — 2V1><Q(V1UV())

If (v/,c) € r(v), then there is a path from v to v' with maximal color ¢ on a
word over ¥; X ¥ whose projection to ¥ is w. Having the same behavior
gives rise to an equivalence relation over ¥} of exponential index. In the parity
game that we construct, Player I picks equivalence classes of this relation and
Player O constructs a play on representatives. As a consequence, Player O
wins the game, if the constructed play is accepting. To account for the delay
in the original game, Player I is always one move ahead. This gives Player O
a lookahead of one equivalence class, which can be stored in the state space
of the parity game. First, we adapt G to keep track of the maximal color
visited during a play.

Construction 8. Let Go = (A,PARITY(Q?)) be a parity game with
arena A = (E[,Eo,V[,Vo,’U],(S[,(So), and coloring Q: V; U Vp — [k‘}
We construct the color-tracking game G, ,, = (A7, PARITY()) that is pa-
rameterized in v € V7 using the arena A = (X7, X0, VP, VS, 18,7, 6%),
where

o VP =1V x [K],

o V5 ="Vo x [k],

o o7 = (v,0(v)),

o 53((t/,¢),0) = (61(t/, o), max{e, Q)}),

e 03((v',¢),0) = (0o (v, 0), max{c,Q(v")}), and
Q' c) = Q(v).

Note that Gg , only differs against G by saving the maximal color visited in
the state space. Although, this saved maximal color finally is ignored by the
winning condition.
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Remark 1. Let G5, = (A, PARITY()) be the color-tracking game

for some parity game Go = (A, PARITY(QY)) with initial vertex v and

©

P = ((’Ué7c(l))7 io, (U((J)’ C(?), 00) ((’U{a c{)vila (U?7C?)? 01) s

be a play in Plays(A; ). Then
p = (v},ig,vs,00)(v],i1,v9,01)... € Plays(A)

and ¥m € N. ¢, = max{Q(v]) | 0 < j <m, P € {I,0}}.

In the following, we work with partial functions r: V; — 2V7', where we denote
the domain of each such function r by D,. Intuitively, we use r to capture
the information encoded in the lookahead provided by Player I. Hence, the
function r determines the remaining combinations of vertices of the game that
still can be chosen by Player O through picking a corresponding completion,
after Player I has provided his lookahead in the preceding turn. Assume
Player I has picked ayg ...o; and Player O has picked fy ... 3; for i < j such
that the lookahead is w = a;41 ... ;. Then, we can determine the vertex v
that Gq reaches after processing (%‘g) . (%Z‘), but we cannot process w, since
Player O has not picked B;y1...8; yet. However, we can determine the ver-
tices Player O can enforce by picking an appropriate completion, which will
be the ones contained in r(v).

To formalize the functions r, capturing the lookahead picked by Player I,
we define the transition function 6,: 2V7 x X7 — 27 via

6.(8.a) = | U 65(67(v,a),b),

vES bEX O

i.e., 0o is a transition function over powersets of vertices of Gg ,, projected
to 7. As usual, we extend J, to §: 2V7 x X% — 27 by §%(S,e) = S and
0% (S, wa) = 65(6%(S, w), a).

Let D C V7 be non-empty and let w € X%. We define the function rL with
domain D as follows: for every v € D, we have

rw (v) = 55 ({(v, Q(v)}, w).

If (v/,c) € rD(v), then there is a word w’ € (¥ x ¥0)* whose projection to
the input is w € X7 and every play infix of G following w’ leads from v to v’
and has maximal color ¢. Thus, if Player I has picked the lookahead w, then
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Player O could pick an answer such that the combined word leads from v to
v’ with the maximal color visited on this path being c. We call w a witness
for a partial function

7V — 2VixIH

if and only if » = rD7. We obtain a language W, C X% of witnesses for each
such function r. We define

R={r:V; =2 | D, #0 and W, is infinite}.

Lemma 8. Let Go = (A, PARITY(Q)) be a parity game with arena
A=(21,%0,V1,Vo,v1,01,00), and coloring : ViUVp — [k] and let R

be defined as above.
1. Letr € R. Then, r(v) # 0 for every v € D,..
2. Letr #r' € R such that D, = D,.. Then, W, N W, = ().

3. Let r: Vi — 2V1*I¥ be o partial function with non-empty domain.
Then, VVT2 is recognized by a deterministic finite automaton with at
most 2M4I°F states.

4. Let D C Vi be non-empty and let w € ¥} be such that |w| > 2l APk,
Then, there exists some r € R with D, = D and w € W,..

Proof. The first statement directly follows from the totality of ; and d, while
the second one follows from the definition of 2 which is uniquely determined
by w and D. Hence, a fixed w cannot witness two different functions r and
r’ with the same domain.

To prove the third statement, fix some partial function r from V; to 2V7
with domain D = {vi,...,vp}. The product of |D| copies of the finite
automaton induced by . with initial state

({(v1, Q1)) }s -+ { (v} Qvip)))})

and the unique accepting state (r(v1),...,r(v|p|)) recognizes the witness lan-

guage W,.. As |D| < | A|, the automaton has at most 2°% states.
For provizng the last statement, fix some non-empty D and w of length
at least 2MI°F. Define r = 72, which implies w € W, by definition. As

just shown, there exists a finite automaton recognizing W, with at most
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2l Ak < |w| many states. Hence, by the pidgin whole principle, the accepting
run of the automaton on w must contain a state-repetition, which is why W,
must be infinite and r € R. O

Now, we are able to define the equivalent delay-free parity game. In this
game, Player I picks elements from R while Player O produces a run on wit-
nesses, which corresponds to picking suitable completions to witnesses of the
functions picked by Player I. She wins, if the constructed run is accepting.
Furthermore, to account for the lookahead, as introduced by the delay func-
tion f, Player I is always one move ahead.

Construction 9. Let Go = (A, PARITY(Q2)) be a parity game with
Q: VI UVp — [k] that is played in A = (X7,%0, V7, Vo,vr1,61,00). To
check whether there is some delay function f such that Player O wins
I'y(Ga) we construct the delay-free parity game G = (A°, PARITY(Q°))
with A° = (29,39, V7, V3, 08,69, 05) and fresh vertices ¢, v7,vo, X1, Xo,
where:

e 39 =R

o X2 = Vi x [k]

° VIO = {L,v/[,)(]} U (9% x Vi x [k]),

o V5 ={v0,X0} U ("M U {1}) x ),

o VY =1
(¢,7) ifx =0AD, = {vs}
o r(v),r) ifx=(r",v,c) A D, = pry(r'(v
« o= { O 20 ol ()
vO otherwise

(r,v,¢) ifx=(,r)ANv=uvrAc=Q(vy)
(ryv,e) ifz=(X,r)A(v,c) € X
v ifx =vp
Xr otherwise
¢ ifz=(rv,c)€RxVx [k
e N°(x)=41 ifx=X;
0 otherwise

* 05(, (v,¢)) =
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The correctness proof of is split according to the two players

of the game.

Lemma 9. If Player I wins G§, then Player I wins I'¢(Gq) for all delay
functions f.

Proof. Let o7 be a winning strategy for Player I in I'y(Gg). We construct a
winning strategy oy for Player I in I'y(Gq) for some arbitrary delay function f
by simulating a play of I'y(Gn) with a play of G3. Let ro = o7(e) € R be
the first move of Player I in Gg, where Player I picks a valid 7y € R, as
otherwise he has lost immediately. Also note that due to [Lemma 8| ([tems 1]
and [2)) picking an element of R is always possible for Player I. Player O then
answers by picking vy, which is the only reasonable choice, as otherwise she
looses G§, immediately. Let (vo, co) = (vr, Q(vr)) and let r1 = o7 ((vo,v1)) be
Player I's next response. Due to W,, and W, being infinite, according to
the membership in R, we can choose witnesses wyg € W, and w; € W, such
that f(0) < |wo| and fs(|wo|) < [wi].

I: [ wo € Wi, I wy € Wy, ]

Go ve: [(or,Q(v))

O: ([ BoBrBrug-1

I ro (4]
g& v:|¢] |(ro, vr, Q)]+ (ro(v1), 7))
O: (vr, Q(vr)) (v1,¢1)

We are ready to simulate a play prefix in I'y(Gq): Player I picks the prefix
QO - .. Ofy (jwol)—1 Of wowr of length fs(|wol) in his first moves, which is
long enough to play |wp| many rounds: wg is long enough for the first round
and w; is long enough for the next |wg| rounds. Formally, we fix o7 for
the first fx(|wo|) responses, independently of the responses Sy ... Bjy,|—1 of
Player O, i.c., we define o7(¢) = ap ... ap0)—1 and for every 0 < j < |wp| let
o1(Bo ... Bj—1) = Ay (j) - - Afy(j+1)—1- As we have played |wo| many rounds,
the response of Player O is long enough to determine the vertex (vq,c1) that
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is reached by the play p® € Plays(A$,) after playing (‘53) (‘gi) . (g“‘“ol‘*i) and
wol—

used as Player O’s response in Gg,. We are in the following situation for i = 1:

e In G5, we have constructed a play prefix:
(¢, 70, (¢,70), (Vo,¢0)) - - (riz1, (Vie1,¢i-1)), 74, (X, 74), (Vi) ¢;))
e In I't(Gq), Player I has committed to the input
Wo -+ Wi = QO -+ Qs | -1

from which we have fixed the first fs(Jwo ... w;—1]) letters to be picked
by o7 and Player O has picked B¢ ... Bjuwg...w;_1|—1-

e The word w; is a witness for r; for every j <.

Now, let ¢ > 0 be arbitrary and let 7,11 = o7 ((vo,v1) ... (vi,¢;)) € R be the
next move of Player I in G¢ and let w; 1 € W, be a witness, large enough
such that |w;y1] > fu(Jwo...w;]). Then, in I't(Go) Player I commits to
w;41 as his next moves and picks o7(Bo ... Bj—1) = apy(j) - - - Qfy (j41)—1 for all
lwo ... wi—1| < j < |wo ... w;|. Player O responds by Bjug...w,_y| - - - Blwo...ws|~1>
which is again long enough to determine the vertex (v;41, ¢;11) that is reached
by the play p° € Plays(.A.) after playing

(awowlﬂ) (awowllH»l) (a|wgw1|1>
ﬁ|w0.4.wi,1\ B|w0.4.wi,1\+1 ﬂ\wo...wi\—l
As a result, we are again in the aforementioned situation for ¢ + 1. Thus,

repeating the simulation ad infinitum concludes the definition of oj.
It remains to show that oy is winning for Player I. Consider a play

p € Plays(A, f,o07) that is consistent with o7 and let v = (g;’) (?3:)(?33)
be the outcome of p. Note that apgajas ... is equal to wywyws . . ., where each

w; is a witness of r;. A straightforward inductive application of
shows that v;1 is the vertex that p reaches after processing w; and the cor-
responding moves of Player O starting in v; and that ¢;41 is the maximal
color seen in the play. Thus, the maximal color visited infinitely often by p
after processing w is the same as the maximal color of the sequence cqcics . . .
of the play p° € Plays(A°, o7) constructed by our simulation and consistent
with the winning strategy o7 of Player I in Gg,. Hence, the play p is winning
for Player I, since it shares the same maximal color seen infinitely often as p°.
Thus, oy is a winning strategy for Player I in I'y(Gq). O
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Lemma 10. If Player O wins the parity game G& = (A, PARITY(Q))
with mazimal color k, then Player O wins I'y(Gq) for some constant delay

function f with f(0) < 9l APk+1

Proof. Let o, be a wining strategy for Player O in G5,. We construct a winning
strategy oo for Player O in I'y(Gq) for the constant delay function f with
f(0) = 2d, where d = 2lAPk . The strategy oo is constructed by simulating a
play of I't(Ga) by a play of G§.

In the following, both players pick their moves in I'f(Gq) in blocks of
length d. We denote Player I’s blocks by @; and Player O’s blocks by b;, i.e.,
every @; is in X¢ and every b; is in X%,.

Let @gar be the first move of Player I in I'y(Gq), fix (vo,co) = (vr, Q(vr)),

and let rg = 7“{— o} and r o= TO(UO) be the first two functions Player I picks in

Gg, which are well defined accordlng to [Lemma 8| ([tem 4f). Then,

(¢,70, (¢,70), (vo, o)) (0, vo, o), 71, (X1,71), (v1,€1))
is a play prefix in G for o8 (ror1) = (v1,c1) that is consistent with .
Thus, we are in the following situation for i = 1:

e in I';(Ga), Player I has picked blocks @ . ..@; and Player O has picked
by ...bi_o,

e in G we have constructed a play prefix

(¢,70, (,70)5 (vo,€0)) - - ((riz1,vie1, €im1), iy (X, 74), (Vi €4))
that is consistent with o5, and
e a; is a witness for r; for every j <i.

Let i > 0 be arbitrary. The rules of G& imply that (v;,¢;) = ri—1(vi—1,¢i—1)
and v; € D,,. Furthermore, as @;_7 is a witness for r;,_1, there is some b;_;

such that a play p® € Plays(Aj, _ ) reaches v; after processing (Z’:I) from

(vi—1,Q(vi—1)). Player O’s strategy for I't(Gq) is to pick the letters of b;_; in
the next d rounds. These are answered by Player I by d letters forming @; ;1.
This way, we obtain ;1 = r;liv;) from |Lemma 8| (IItem 4[) bringing us back
to the aforementioned situation for 7 + 1, concluding the definition of op.

It remains to show that op is a winning strategy for Player O. Let

w= (Z—z) (bll) (b2) .-+ be the outcome of a play p € Plays(A, f,00) of T't(Ga)

that is consistent with op. Also, let p° € Plays(A, 03) be the corresponding
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play of G constructed as described in the simulation above, where each a; is
a witness for r;. A straightforward inductive application of resolves
that (v;11,¢;41) is the vertex reached in G4, after processing (%) starting
in (v;,Q(v;)) and that ¢;41 is the largest color seen on this prefix. As p° is
consistent with 03, the sequence cocics - - - satisfies the parity condition, i.e.,
the maximal color occurring infinitely often is even. Thus, the maximal color
occurring infinitely often in p is even as well, i.e., p is winning for Player O.

Hence, 0o is a winning strategy for Player O and she wins I'y(Gq). O

Corollary 2. Delay games with parity conditions are determined.

Note that the results of [Corollary 2| had been previously known [62], but inde-
pendently they also follow from the correctness of

Theorem 22. Let Go = (A, PARITY(R?)) be a parity game with k colors.
Then the following are equivalent:

1. Player O wins I'y(Gq) for some delay function f.

2. Player O wins I't(Ga) for some constant delay function f with
f(O) < 2|A\2k+1‘

With [Lemma 9|and [Lemma 10|at hand, we can finally prove the main theorem
of this section: determining whether Player O wins a delay game I'y(Gq) for
some delay function f is in EXPTIME. To this end, it suffices to construct G3
as a classical parity game and to show that it can be constructed and solved
in exponential time.

Proof of [Theorem 21} First, we argue that 2R can be constructed in exponen-
tial time: to this end, one constructs for every partial function r: V; — 2Vr [kl

the automaton of [Lemma 8| ([tem 3|) recognizing W, and tests it for recog-
nizing an infinite language. There are exponentially many functions and each
automaton is of exponential size, which yields the desired result.

Having constructed 2R in exponential time also allows us to construct Gg
in exponential time, which is won by Player O if and only if she wins I'y(Gq)
for some delay function f. A parity game with n vertices, m edges, and k
colors can be solved in time O(mn*) [128]. The parity game Gg has at most

O(2/92°%) many vertices and at most |Go| many colors. Hence, it can be
solved in exponential time in the size of Gq. O
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6.2 Safety Games

We complement the already proven upper bounds on the complexity of solving
delay games with parity winning conditions by matching lower bounds for
safety games. Consequently, as safety games can be easily encoded with the
parity winning condition, they also imply matching lower bounds for delay
games with parity winning conditions. Delay games with reachability winning
conditions are considered in the later as it turns out that they
are easier to solve than delay games with safety winning conditions in terms
of complexity.

Theorem 23. The following problem is EXPTIME-hard: Given a safety
game Gy = (A, SAFETY(S)), does Player O win I't(Gy) for some delay
function f?

Proof. Let TM = (£,Q,Q3,Qv,q1,A,q4,qr) be an alternating polynomial
space Turing machine, where A C Q x ¥ x @ x ¥ x {—1,0, 1} is the transition
relation, and let * € ¥* be an input. For technical reasons, we assume the
accepting state ¢4 and the rejecting state gr to be equipped with a self-loop.
Furthermore, let p be a polynomial that bounds 7M'’s space consumption.
We construct a safety game Gy = (A, SAFETY(S)) of polynomial size in |A]
and p(|z|) such that 7M accepts z if and only if Player I wins I'(Gy) for all
delay functions f. This is sufficient, since APSPACE = EXPTIME [23] is closed
under complement. Thus, we give Player I control over the existential states
while Player O controls the universal ones. Additionally, Player I is in charge
of producing all configurations with his moves. He can copy configurations in
order to wait for Player O’s choices for the universal transitions, which are
delayed due to the lookahead.

Formally, the input alphabet ¥; = SUQU{N, C} contains X UQ and two
separators N and C, while the output alphabet ¥o = AU{X, v/} contains A,
and two signals X and v'. Intuitively, Player I produces configurations of 7M
of length p(|z|) preceded by either C' or N to denote whether the configura-
tion is a copy of the previous one or a new one. Copying configurations is
necessary to bridge the lookahead while waiting for Player O to determine the
transition that is applied to a universal configuration. Player I could copy
a configuration ad infinitum, but this will be losing for him, unless it is an
accepting one. Player O chooses universal transitions at every separator (if
the successor configuration is existential or the separator is a C, then her
choice is ignored) by picking a letter from A. At every other position, she has
to pick a signal: X allows her to claim an error in the configurations picked
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by Player I while v' means that she does not claim an error at the current
position.
The arena of the game Gy challenges Player I to satisfy the following

properties of the outcome (gg) (%i) (gz) ... € (X1 xXp)¥ in order to win:

1. a € ({N,C}-Conf)“, where Conf is the set of encodings of configurations
of length p(|z|), i.e., words of length p(|z|) + 1 over ¥ U @ that contain
exactly one letter from @. If this is not the case, then the corresponding
play is lead to an accepting sink, i.e., in order to win, Player I has to
produce some input « that satisfies the requirement.

2. B e (A-{v,x}PU=D+1)« TIf this is not the case, then the play is lead
to a rejecting sink, i.e., in order to win, Player O has to produce some
output S that satisfies the requirement.

3. The first configuration picked by Player [ is the initial one of TM on x.
If this is not the case, the play is lead to an accepting sink.

4. If B contains a X, then we check, whether there is indeed an error by
doing the following at the first occurrence of X: we store the previous,
the current, and the next input letter, the transition picked by Player O
at the last separator N, and whether the current configuration is ex-
istential or universal as part of the state space of the arena. Some of
this information has to be stored continuously, since these letters appear
before the first X. This is possible with a set of vertices, whose size is
polynomial in |X| + |Q| + |A|.

Then, we processes p(|x|) + 1 letters (and remember whether we tra-
versed the separator N or C), and then check whether the letter just
reached is updated correctly or not:

o If the separator is C, then the current letter is updated correctly,
if it is equal to the marked one.

e If the separator is N and the configuration in which the error was
marked is existential, then the letter is updated correctly, if there
is a transition of 7TM that is compatible with the current letter and
the marked one.

e If the separator is N and the configuration in which the error was
marked is universal, then the letter is updated correctly, if it is
compatible with the transition picked by Player O at the last sep-
arator N before the X, which is stored by the automaton. If she
has picked a transition that is not applicable to the current config-
uration, the play is lead to a rejecting sink.
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If the update is not correct, i.e., Player O has correctly claimed an
error, then the play is lead to an accepting sink. Otherwise, it is lead to
a rejecting sink, i.e., in order to win, Player O can only claim an error
at an incorrect update of a configuration, but she wins if she correctly
claims the error. All subsequent claims by Player O are ignored, i.e.,
after the first claim is evaluated, the play is either accepted or rejected,
no matter how it is continued.

5. Finally, if « contains the accepting state of 7M, then the play is lead to a
rejecting sink, unless Player O correctly claimed an error in a preceding
configuration.

All of the aforementioned properties can be checked using safety games whose
sizes are polynomial in the size of TM and p(|z|). Thus, they also can be
checked using a single arena A, build using a cross-product construction for
example. All non-sink vertices of the arena A are accepting, i.e., as long as
both players stick to their requirements on the format: Player I starts with
the initial configuration, Player O does not incorrectly claim an error, and
the accepting state of 7M is not reached, the resulting play will satisfy the
safety condition.

It remains to prove that 7M accepts z if and only if Player I wins I't(Gy)
all delay functions f.

“=" Assume that TM accepts z and let f be an arbitrary delay function.
We show that Player I wins I't(Gy). Player I starts with the initial configu-
ration and picks the successor configuration of an existential one according to
the accepting run, and copies universal configurations as often as necessary
to obtain a play prefix in which Player O has to determine the transition she
wants to apply in this configuration. Thus, he will eventually produce an ac-
cepting configuration of 7M without ever introducing an error. Hence, either
Player O incorrectly claims an error or the play reaches an accepting sink. In
either case, Player I wins the resulting play, i.e., he has a winning strategy
for Ff (gv)

“<" We show the contrapositive, i.e., assume that 7M rejects x and
let f be the constant delay function with f(0) = p(|z|) + 3. We show that
Player O wins I'y(Gy), which is sufficient due to safety games with delay being
determined (Corollary 2). At every time, Player O has enough lookahead to
correctly claim the first error introduced by Player I, if he introduces one.
Furthermore, she has access to the whole encoding of each universal configu-
ration whose successor she has to determine. This allows her to simulate the
rejecting run of 7M on z, which does not reach the accepting state g4, no
matter which transitions Player I picks. Thus, he has to introduce an error
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in order to win, which Player O can detect using the lookahead. If Player [
does not introduce an error, the play proceeds ad infinitum by repeating a
rejecting configuration forever. In every case, the resulting play is winning for
Player O. Thus, Player O has a winning strategy to win I’y (Gy). O

It is noteworthy that the lower bound just proven does not require the full
exponential lookahead that is necessary in general to win delay games with
safety conditions: Player O wins the game constructed above with sublinear
lookahead, as p(]z|) + 3 is smaller than the size of A. Thus, determining
the winner of a delay game with a safety condition with respect to linearly
bounded delay is already EXPTIME-hard.

6.3 Reachability Games

Recall that universality of the projection to the first component of the winning
condition is a necessary condition of Player O for having a winning strategy
in a delay game. Our first result states that universality is also sufficient in
the case of reachability winning conditions. Thus, solving delay games with
reachability conditions is equivalent, via linear time reductions, to the univer-
sality problem for non-deterministic reachability automata, which is PSPACE-
complete [80]. Therefore, solving delay games with reachability conditions is
PSPACE-complete as well. Moreover, our proof yields an exponential upper
bound on the necessary lookahead.

Theorem 24. The following problem is in PSPACE: Given a reachability
game G5 = (A,REACH(R)), does Player O win I'y(G3) for some delay
function f?

Proof. We show membership by a reduction to the LTL satisfiability problem,
which is PSpPACE-complete [134]. Let A = (3,%0, V1, Vo,vr1,45,d0) and
O =%;UViUVpUX;. We construct the LTL formula ¢ over the alphabet
¥ =29 as follows:

e=uvr A O /\ /\(v/\i—)é;(v,i))/\ /\ /\ (v—>O§o(v,0))/\/\—\v)

veVrieEXT veVo 0€X o vER

We claim that ¢ is satisfiable if and only if Player I wins I's(G3) for all de-
lay functions f. A proof of this claim suffices, since PSPACE is closed under
complement and delay games with w-regular winning conditions are deter-

mined (Corollary 2J).
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“=": Assume ¢ is satisfiable and let o € ¢ be the infinite word such that
a F . Furthermore, let 5 = a N X be the projection of a to ¥;. Then
defines a winning strategy oy for Player I in I't(G3) via o(e) = Bof1 ... Bro)-1
and o(w) = By (jw|-1)Bfs(|w|-1)+1 - - - Brs(lw)) for all w € (X7)" and any delay
function f. A simple 1nduct10n shows that for all n € N and every play
p € Plays(A, f,o7) we have that p,, = (v],i,,v9,0,) implies that v! € a; and
v9 € a;. Thus, the strategy o7 is winning, because by the satisfaction of ¢
we have that a N R = (. Hence, Player I wins I'f(G3).

“«<” Assume that Player I wins the game I'y(G3) for the constant delay
function f with f(0) = 2/4| using some winning strategy o;. We define the
infinite sequence o € ¥ for all n € N using

Oln - U{{Unv nvzn} | Hp 6 PlayS(A f’ UI) pn = (v'{L)invvy?aOn)}'

A simple induction shows that o F . O

Theorem 25. The following problem is PSPACE-hard: Given a reach-
ability game G5 = (A, REACH(R)), does Player O win I't(G3) for some
delay function f?

Proof. We show hardness by a direct reduction from the acceptance problem
of polynomial space Turing machines. Let TM = (2, Q, q1, 6, q4, qr) be such
a machine, where 0: Q@ X ¥ — Q x ¥ x {—1,0,1} is the transition function.
We assume w.l.o.g. that the accepting state ¢4 and the rejecting state qr are
sink states. Furthermore, let z € ¥* be an input for TM.

Let p be a polynomial that bounds the space-consumption of 7M. From p
we can compute a polynomial p’ such that 27" bounds the time-consumption
of TM. Thus, s = p(|z|) and ¢t = 2?'(D are upper bounds on the space-
and time-consumption of TM on x, respectively. We construct a reachability
game G3 = (A,REACH(R)) such that x is accepted by TM if and only if
Player I wins Gg. This suffices to prove our claim, since PSPACE is closed
under complement and reachability games with delay are determined.

A configuration of TM’s Tun on z is encoded by a word ¢ € (Q U X)**!
as usual. In the following, we do not distinguish between a configuration and
its encoding. In the construction, we need to count the configurations of the
run. To this end, let (n), € {0,1}* denote the binary encoding of n in the
range 0 < n <t — 1 using log,(t) many bits. Let ¥; = QU X U {0, 1,8, #},
where we assume (Q U X) N {0,1,$,#} = 0, and o = {0,1,2}. Consider
the following three reachability games G4 = (A,, REACH(R;)) with arenas
A = (21, Yo, VIi, Vé, 1}}, (5}, 56) for i € ¥p.
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1. gg is a reachability game, where Player O wins iff Player I produces
an input sequence a not starting with (0),$ co #, where ¢ is the initial
configuration of TM on .

2. G} is a reachability game, where Player O wins iff Player I produces an
input sequence « that contains the infix (¢t —1),, but the first occurrence
of (t—1), is not followed by $ ¢ #, where c is some accepting configuration.

3. G2 is a reachability game, where Player O wins iff Player I produces an
input sequence « that contains an infix (n), $c# with n < t — 1, not
followed by (n + 1), $ ¢’ #, where ¢’ is the successor configuration of c.

We claim that all three games can be constructed in size polynomial in
|TM| + |z|. This is straightforward for G and G1. For G2 we need to use
the fact that it suffices to find a single bit or tape-cell that is not updated
correctly by Player I. This cell can be identified by Player O using lookahead
and then be marked by using one of the markers 1 or 2, where we assume that
0 is played by Player O as the default.

We build the reachability game G3 = (A, REACH(Ro U R; U Ry)) from the
arenas A, Aj, and A, by adding a fresh initial vertex for Player I leading to
a fresh vertex for Player O for any possible input. In this second fresh vertex,
Player O then can choose between moving to one of the arenas A; by playing
a letter i € [3], respectively.

“=" Assume TM accepts = and let cg,c1,...,c, for K < ¢t — 1 be the
accepting run. Then, Player I wins I'r(G3) for any delay function f by playing
the word

Qgee = <0>2$00#<1>2$Cl# ...<I{?>2$Ck#<k+1>2$ck# ...((t—1>2$ck#>w

in subsequent pieces as given by f, while ignoring the responses of Player O.

“«<" Next, assume Player I has a winning strategy oy to win I'y(G3) for
the constant delay function f with f(0) = t(log,(t) + s + 3). Let w = oy(e),
then w starts with (0),$co#, where ¢¢ is the initial configuration of TM
on z, since otherwise Player O would have a winning strategy by choosing A
initially. This is followed by (1),$ c; #, where ¢; is the successor configuration
of ¢g. Otherwise, Player O could choose As. We can continue this argument
until we reach an infix (¢t — 1),$¢;—1 #, which is the first occurrence of the
infix (¢ — 1),. Due to Player O not having a winning strategy by choosing
Ay initially, it follows that ¢;_1 is an accepting configuration. Therefore, TM
accepts x, because we have constructed an accepting run. O

Another consequence of the proof of concerns the strategy com-
plexity of delay games with reachability conditions: if Player O wins for some
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delay function, then she has a winning strategy that receives exponentially
many input letters and answers by also giving exponentially many output let-
ters and thereby already guarantees a winning play, i.e., all later moves are
irrelevant. Thus, the situation is similar to classical reachability games, in
which positional attractor strategies allow a player to guarantee a win after a
bounded number of moves. The strategy described above can be implemented
by a lookup table mapping all minimal plays of G5 projected to ¥; to a word
in X7, of the same length such that the combination results in a winning play.

7 Lower Bounds on the Delay

In this section, we prove lower bounds on the necessary lookahead for Player O
to win delay games. We first give an exponential lower bound for reachability
conditions, then we extend this idea to provide an exponential lower bound for
safety conditions. Consequently, the same bounds hold for more expressive ac-
ceptance conditions like Biichi, co-Biichi, and parity. They are complemented
by an exponential upper bound for parity conditions in the next section. Note
that both lower bounds already hold for deterministic automata.

Definition 31. Let ¥ = {1,...,n}. We say that w in ¥* contains a bad
j-pair, for j € X, if there are two occurrences of j in w such that no j' > j
occurs in between, i.e., In, m € [|w|]. wy, = Wy, = jAVR < i < m. w; < j.

Consider the language L;_pair over X defined by

Ly—= ﬂ {w € ¥} | w contains no bad j-pair}.
1<j<n

Lemma 11. Every w € Ly satisfies |w| < 2".

Proof. We prove the stronger statement |w| < 2™, where m is the maximal
letter occurring in w, by induction over m. The induction base m = 1 is
trivial, so let m > 1. There cannot be two occurrences of m in w, as they
would constitute a bad m-pair. Accordingly, there is exactly one m in w,
i.e., we can decompose w into w = wgmw, such that wy and w, contain
no occurrence of m. Thus, the induction hypothesis is applicable and shows
|wal, |ws| < 2™71, which implies [w| < 2™. O
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Lemma 12. There is a word wy, € Ly— with |w,| = 2" — 1.

Proof. The word w,, is defined inductively via w; = 1 and w,,, = Wyp—1 M Wyy_1
for m > 1. A simple induction shows w,, € Ly and |w,| =2" — 1. O

Theorem 26. For all n > 1 there is a reachability game G such that
* |G| € O(n),
e Player O wins I'y(GZ) for some constant delay function f, but

o Player I wins I'y(GY) for every delay function f with f(0) <2™.

Proof. We fix input and output alphabets with ¥; = ¥o = {1,2,...n},
respectively. Then, the reachability game G5 = (A%, REACH(R)) is played in
the arena AZ, as depicted in with the goal of Player O to reach a
vertex in R = U?Zl{v?, v7}. The characteristics of the game work as follows:
(%g) (gll) (gz) ... € Plays(A%) if ajaas. .. contains a bad fSy-pair, i.e., with
the first move, Player O must pick a j € [n] such that Player I has produced
a bad j-pair. Clearly, we have 2, € O(n).

Player O wins I'y(G%) for every delay function f with f(0) > 2". In the
first round, Player I picks a word ug such that ug without its first letter is
not in Ly, as it is too long according to This allows Player O to
pick a bad j-pair for some j, i.e., Player O wins the play no matter how it is
continued.

However, for f with f(0) < 2", Player I has a winning strategy by picking
the prefix of the word 1w, from of length f(0) in the first round.
Player O has to answer with some j € X such that Player I continues by
playing some j' # j ad infinitum, which ensures that the resulting sequence
does not contain a bad j-pair. Thus, the play is winning for Player I. O

For safety games, we use the same idea as in the reachability case. However,
we additionally need to introduce a new letter #. The letter is used to give
Player I the possibility to reach a non-accepting vertex. Without the letter,
Player O could always stay in the safe region using the same strategy as for
reachability games.
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Figure 47: The arena A% of the game G4 using the sub-arenas A; for j € [n].

Theorem 27. For all n > 1 there is a safety game G{; such that
* [G¢| €On),
o Player O wins I't(GY) for some constant delay function f, but

o Player I wins I'y(GY) for every delay function f with f(0) <2™.

Proof. Let ¥1 = Yo = {1,2,...,n,#} and let w, € Ly be defined as
given by Now, consider the extended arena Al using extended
sub-arenas A;, as depicted in The game G then is defined by
(A?, SAFETY(S)) with S = {vy,vo}U{vY" | z € 1, m € [10], (z,m) # (#,3)}.

For f(0) > 2™, Player O wins the game: assume Player I picks ug in the
first round and let uf, be ug without the first letter. If ug contains a # preceded
by at most one n, then Player O answers with # in the first round. If there
is more than one n before the first # in u(, then Player O answers with n.

Finally, if there is no # in uy, then by Player O can pick a j such
that u contains a bad j-pair. All outcomes are winning for Player O.
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Figure 48: The arena A7 of the game G4 using the sub-arenas A; for j € [n].
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Player I still wins the game for a constant delay function f with f(0) <27
by picking the prefix of 1w,, of length f(0) in the first round: if Player O picks
some j € X\ {#} in the first round, then Player I just has to answer with #.
Otherwise, if Player O picks # in the first round, then Player I continues
with n*. Player I wins in both situations. O

The aforementioned constructions also work for constant-size alphabets, if
we encode every j € {l,...,n} in binary with the most significant bit in
the first position. Then, the natural ordering on {1,...,n} is exactly the
lexicographical ordering on the corresponding bit-string representation. Ac-
cordingly, we can encode both arenas Ay and A5 in logarithmic size in n,
as deciding whether the input represents j, is larger than j, or smaller than
j can be checked bit-wise. Together with a binary decision tree of size O(n)
for the initial choice of Player O we obtain games G5 and G whose sizes
are in O(nlogn). It is open whether linear-sized games and a constant-sized
alphabet can be achieved simultaneously.

8 LTL Synthesis with Delay

We showed in the previous sections that parity games with delay can be
solved by reducing them to delay free games, as provided by
Unfortunately, this reduction comes at the price of an exponential blowup in
the size of the game arena, which we showed to be unavoidable in general, even
for simpler winning conditions such as reachability or safety. Nevertheless,
with the reduction of at hand, we are able to solve delay
games in the first place.

As a consequence of our findings, we also obtain immediate upper bounds
on the complexity of solving the LTL synthesis problem with delay. Moreover,
we obtain an upper bound on the lookahead that may be required by Player O.
Using the known transformations via automata over infinite words, we first
translate the given LTL formula into a parity game, which causes a doubly-
exponential blowup in the size of the formula in the worst case [124] [143].
Afterwards, the resulting parity game is considered as a delay game, which
then can be solved via the aforementioned reduction. Overall, the complete
procedure leads to a triply-exponential upper bound in the worst case. Both,
in terms of the complexity of the realizability question and in terms of the
required lookahead.

The question that remains is: Is this solution indeed optimal? Or is there
a better method that provides improved upper bounds on the complexity and
lookahead by utilizing a smarter construction? Unfortunately, we show that
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this is not the case, i.e., the corresponding triply-exponential upper bounds
are tight.

To this end, we first establish a triply-exponential lower bound on the
necessary lookahead in LTL delay games, which matches the aforementioned
upper bound. Our proof shares some similarities with the previous proofs
of the lower bounds for safety, reachability, and parity games. However, in
order to reach a triply-exponential complexity class, it also relies on standard
encodings of doubly-exponentially large numbers using small LTL formulas
and the interaction between the players.

Consider an alphabet ¥ that contains the propositions by, . ..,b,—1,br,bo
and let w € (2¥)% and i € N. We interpret w(i) N {bg,...,b,_1} as the
binary encoding of a number in [0,2" — 1], which we refer to as the address
of position 7. Then there is a formula ;. of quadratic size in n such that
(w, %) E ¥ine if and only if m + 1 mod 2" = m/, where m is the address of
position ¢ and m’ is the address of position 7 + 1. A respective counter that
increases with every time step then is specified by the following LTL formula:

n—1

wO = /\ _‘bj A D¢irlc

Jj=0

If we have that w F 1)y, then the b; form a cyclic addressing of the positions
starting at zero, i.e., the address of position ¢ is ¢ mod 2". In this case, we
define a block of w as an infix that starts at a position with address zero and
ends at the next position with address 2" — 1. We interpret the 2" bits by
of a block as a number z in R = [0,2" — 1] and the 2" bits bo of a block as
a number y from the same range R. Furthermore, there are small formulas
that are satisfied at the start of the i-th block if and only if x; = y; (z; < y;,
respectively). However, we cannot compare numbers from different blocks for
equality with small formulas. Nevertheless, if z; is unequal to x;/, then there
is a single bit that witnesses this, i.e., the bit is one in z; if and only if it is
zero in x;,. We check this by letting one of the players specify the address of
such a witness (but not the witness itself). The correctness of this claim is
then verifiable by a small LTL formula.

Also remember that the exponential lower bound on the necessary looka-
head for w-regular delay games is witnessed by avoiding bad j-pairs over the
the alphabet 1,...,n (cf. . We adapt this winning condition to
the alphabet R, which yields a triply-exponential lower bound 2!#l. The main
difficulty of the proof then is the inability of small LTL formulas to compare
letters from R. We overcome this by exploiting the interaction between the
players of the game.
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Theorem 28. For everyn > 0, there is an LTL formula ¢,, of size O(n?)
such that

o Player O wins I'y(¢y,) for some delay function f, but

o Player I wins I't(¢y,) for every delay function f with f(0) < 92°"

Proof. We fix some n > 0, where in the following we measure all formula
sizes in n. Furthermore, let I = {bg,...,b,—1,br,#} and O = {bp,=»,¢}. We
assume that (g) € (X1 x Zp)¥ satisfies 1) from above. Then, a induces a
sequence xoxri1xs -+ € RY of numbers encoded by the bits b; in each block.
Similarly, 8 induces a sequence yoy1y2 - - - € R*.

The winning condition is intuitively described as follows: x; and x;; with
1 < i’ constitute a bad j-pair, if z; = x;y = j and z;» < j for all 1 < ¢ < 7.
Every sequence xgxixs - - - contains a bad j-pair, e.g., pick j to be the maximal
number occurring infinitely often. In order to win, Player O has to pick g
such that xgxizs--- contains a bad yg-pair. It is known that this winning
condition requires lookahead of length 2™ for Player O to win, where m is the
largest number.

To be able to specify this condition with a small LTL formula, we have
to require Player O to copy yo ad infinitum, i.e., to pick y; = yo for all ¢,
and to mark the two positions constituting the bad yg-pair. Furthermore,
the winning condition allows Player I to mark one copy error introduced by
Player O through specifying its address by a # (which may appear anywhere
in o). This forces Player O to implement the copying correctly and thus allows
a small formula to check that she indeed marks a bad yp-pair. Consider the
following properties:

1. # holds at most once. Player I uses # to specify the address where he
claims an error.

2. = holds exactly at one position, which has to be the start of a block.
Furthermore, we require the two numbers encoded by the propositions by
and bop within this block to be equal. Player O uses = to denote the
first component of a claimed bad j-pair.

3. €« holds exactly at one position, which has to be the start of a block
and has to appear at a later position than . Again, we require the two
numbers encoded by this block to be equal. Player O uses ¢ to denote
the second component of the claimed bad j-pair.
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4. For every block between the two marked blocks, we require the number
encoded by the b; to be strictly smaller than the number encoded by
the bo.

5. If there is a position 44 marked by #, then there are no two different
positions i # ¢/ such that the following two conditions are satisfied: the
addresses of 4, ¢, and ig are equal and bp holds at i iff bo does not
hold at i’. Such positions witness an error in the copying process by
Player O, which manifests itself in a single bit, whose address is marked
by Player I at any time in the future.

Each of these properties i € {1,2,3,4,5} can be specified by an LTL for-
mula v; of at most quadratic size. Let ¢,, = ¥g A1 — Yo Ah3 Ahy Ahs and
fix n’ = 22" to simplify the notation. We show that Player O wins T(¢,,) for
some triply-exponential constant delay function, but not for any smaller one.

We first show that Player O wins I't(¢,) for the constant delay function
with f(0) = 2™ . 27" A simple induction shows that every word w € R*

of length 2" contains a bad j-pair for some j € R. Thus, a move Zf(o)
made by Player I in round 0 interpreted as sequence zoxi - ZTon_; € R*
contains a bad j-pair for some fixed j. Hence, Player O’s strategy oo produces
the sequence j* and additionally marks the corresponding bad j-pair with
- and €. Every outcome of a play that is consistent with oo and satisfies g
also satisfies ¥ A 93 A1)y A5, as Player O correctly marks a bad j-pair and
never introduces a copy-error. Hence, oo is a winning strategy for Player O.
It remains to show that Player I wins I't(¢y,), if

/

FO) < 2n-(2v —2) > 2 = 22

Let w, € R* be recursively defined via wy = 0 and w; = wj_1 jw;—1. A
simple induction shows that w,  does not contain a bad j-pair, for every
j € R, and that |w,/| = 2" — 1.

Consider the following strategy oy for Player I in I'f(¢,): o7 ensures that
1o is satisfied by the b;, which fixes them uniquely to implement a cyclic
addressing starting at zero. Furthermore, he picks the b;’s so that the sequence
of numbers zgx; - - - xy he generates during the first 2" rounds is a prefix of
wy/. This is possible, as each x; is encoded by 2" bits and by the choice of
f(0). As a response during the first 2" rounds, Player O determines some
number y € R. During the next rounds, Player [ finishes w,,s and then picks
some fixed z # y ad infinitum (while still implementing the cyclic addressing).
In case Player O picks both markings < and € in way that is consistent with
properties [2| 3] and [ as above, let yo,y1 -+ ,y; be the sequence of numbers
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picked by her up to and including the number marked by €. If they are not
all equal, then there is an address that witnesses the difference between two
of these numbers. Player I then marks exactly one position with the same
address using #. If this is not the case, he never marks a position with #.

Now, consider an outcome of a play that is consistent with o; and let
Tox1x2 - € RY and yoy1y2 - - - € R¥ be the sequences of numbers induced by
the outcome. By definition of o7, the premise 1y A 11 of ¢, is satisfied and
TT1T2 -+ = Wy - x¥ for some x # yo.

If Player O never uses her markers < and € in a way that satisfies ¥y A3 A
14, then Player I wins the play, as it satisfies the premise of ¢,,, but not the
consequence. Thus, it remains to consider the case where the outcome satisfies
o A hg A thy. Let yoy - - - y; be the sequence of numbers picked by her up to
and including the number marked by €. Assume we have yg =y; = --- = y;.
Then, = and € specify a bad yg-pair, as implied by s A 13 A 94 and the
equality of the y;. As w,  does not contain a bad yo-pair, we conclude yo = x.
However, o7 ensures yo 7# x. Hence, our assumption is false, i.e., the y; are
not all equal. In this situation, oy marks a position whose address witnesses
this difference. This implies that 15 is not satisfied, i.e., the play is winning
for Player I. Hence, o7 is winning for him. O

We conclude with the proof of 3EXPTIME-completeness of solving the LTL
realizability problem under the assumption of delay. The proof consists of a
combination of techniques developed for the lower bound on the lookahead,

as presented above, and of the techniques from the proof of

Theorem 29. The following problem is 3EXPTIME-complete: given an
LTL formula ¢, does Player O win I't(p) for some delay function f?

Proof. Membership directly follows from the aforementioned reduction of a

given LTL formula to a parity game combined with Hence,

it only remains to prove hardness. To this end, let

TM = (Q,Q3,Qv,%,q1,A,q4,qR)

be an alternating doubly-exponential space Turning machine with transition
relation A C Q x ¥ x Q x ¥ x {—1,+1} and accepting and rejecting states ga
and gg, which we assume w.l.o.g. to have self-loops. Furthermore, let p be
a polynomial such that 22° bounds the space-consumption of 7M and let
x € ¥* be an input. Fix n = p(|z]). We construct an LTL formula ¢ (of
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polynomial size in n + |A]) such that Player O wins I'y(y) for some f if and
only if TM rejects z. This suffices, as A2EXPSPACE = 3EXPTIME is closed
under complement.

We pick I = {bg,...,bp—1,b5,#,C,N}USUQUA and O = {X,2 €} UA.
Let 1¢ be the formula that requires Player I to implement the cyclic address-
ing of length 2" starting at zero using the bits b;, as defined above. In the
following, we only consider outcomes that satisfy 1y. Also, blocks are de-
fined as before and we again interpret the bits b; of a block as a number in
R =[0,22" —1]. Then, there is an LTL formula 6, of polynomial size that al-
lows Player O to use the error mark X to force Player I to implement a cyclic
addressing of the blocks of length 22" starting at zero [I53]. In particular, the
formula 0y holds if and only if the first occurrence of X marks a position wit-
nessing that the addressing is not implemented correctly. Hence, Player O can
satisfy 0y if and only if Player I incorrectly implements the cyclic addressing
of the blocks of length 22" .

Assume Player I implements both addressings correctly: then, a superblock
is an infix starting with a block encoding 0 € R and that ends one position
before the next block that encodes 0 € R, i.e., each superblock consists of
22" blocks. We use such superblocks to encode configurations of 7M on z by
placing the cell contents at the starts of the blocks.

Intuitively, Player I produces configurations of 7M and is in charge of ex-
istential states, while Player O controls the universal ones and checks the
configurations for correctness using the marks = and € to indicate cells,
where the configurations are not updated correctly. To account for the looka-
head in the game, which means that Player O picks her transitions to apply
asynchronously, Player I is able to copy configurations in order to wait for
Player O’s choice. Player O checks this copying process for correctness.

To this end, we use the two propositions C' and N to denote whether a
copy or a successor configuration follows. If Player I produces a new universal
configuration, then Player O has to pick some transition from A C O, which
should be applied to this configuration, possibly after some copies. If Player I
copies a configuration ad infinitum, then he loses.

Consider the following assumptions on Player I’s behavior beside 1g:

1. At every start of a block, exactly one proposition from ¥ holds and at
most one from (). Also, in each superblock, there is exactly one start
of a block where a proposition from @ holds. If this holds, then each
superblock encodes a configuration of 7M of length 92717V

2. The configuration encoded by the first superblock is the initial one of
TM on z.
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3. At each start of a superblock, either C' or N holds, starting with N at
the first superblock. Furthermore, we require IV to hold infinitely often
at such positions.

4. At each start of a superblock that encodes an existential configuration,
exactly one proposition from A holds, which has to be applicable to the
configuration.

5. There is at most one position where # holds. This is used by Player I
to check Player O’s error claim and is implemented as in the proof of

Mheorem 28

Each of these properties 1 < i < 5 can be captured by an LTL formula ;
of polynomial size. Furthermore, let #; be an LTL formula that expresses
the following, which has to be guaranteed by Player O: at each start of a
superblock that encodes a universal configuration, exactly one proposition
from A holds, which has to be applicable to the configuration.

Now, we define what it means for Player O to mark an incorrectly updated
configuration: the conjunction of the following properties has to be satisfied,
where we assume that /\f:D 1; A=y A 01 holds, as this is the only case where
the formula to be defined is relevant.

1. @ and € hold both exactly once, each at the start of a block. Fur-
thermore, € appears one superblock after the superblock in which =
appears.

2. If there is a position iy marked by #, then there are no two different
positions ¢ being in the superblock of = and i’ being in the superblock
of € such that the following two conditions are satisfied: the addresses
of 7, ', and 74 are equal and by holds at 7 if and only if by does not hold
at i’. Such positions witness that Player O has not marked the same cell
of the two subsequent configurations. This manifests itself in a single
bit by, whose address is marked by Player I.

3. If C holds at the start of €’s superblock, then there has to be a propo-
sition from ¥ U @) that holds at the position marked by = if and only if
it does not hold at the position marked by €.

4. If N holds at the start of «’s superblock, then let 6 € A be the unique
transition holding at the last occurrence of N before the start of this
superblock. Furthermore, let ¢, be the tape content (a letter from ¥
and possibly a state from Q) encoded at the position marked with =
and let ¢ (¢,) be the cell content encoded in the start of the previous
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(next) block. Then, ¢ = (¢g, ¢, ¢;-) uniquely determines the cell content
of the middle cell after applying the transition function §. We require
that the cell content encoded at the position marked by € is different
from c.

Let 65 be an LTL formula capturing the conjunction of these properties, which
can be constructed such that it has polynomial size.
Now, consider the LTL delay game I'y(y) with:

@ = N\t = 01 A (00 V 02V Ogr)

=0

We show that TM rejects « if and only if Player O wins I't(¢) for some f.

First, assume that 7M rejects = and let f be the constant delay function
with f(0) = 2-22". We show that Player O wins I';(p). As long as Player I
implements both addressings correctly and produces legal configurations as
required by the premise of ¢, Player O has enough lookahead to correctly
claim the first error introduced by Player I, no matter whether he increments
the superblock addressing incorrectly or updates a configuration incorrectly.
Her strategy is to place the markers X, =», ¢ at appropriate positions. Further-
more, she has access to the whole encoding of each universal configuration
whose successor she has to determine. This allows her to simulate the reject-
ing run of TM on z, which reaches the rejecting state qr, no matter which
existential transitions Player I picks. Thus, he has to introduce an error in
order to win, which Player O can detect using the lookahead. If Player I does
not introduce an error, the play reaches a rejecting configuration. In every
case Player O wins.

For the converse direction, we show the contrapositive. Assume that 7TM
accepts = and let f be an arbitrary delay function. We show that Player I
wins I'y (). Player I implements both addressings correctly, starts with the
initial configuration, and picks the successor configuration of an existential
one according to the accepting run. Also, he copies universal configurations
to obtain a play prefix in which Player O has to determine the transition
she wants to apply in this configuration. Thus, he will eventually produce
an accepting configuration without ever introducing an error. In particular,
a rejecting state is never reached and Player O cannot successfully claim an
error: the superblock addressing is correctly implemented and if she claims
an erroneous update of the configurations, she has to mark different cells,
as there are no such incorrect updates. This can be detected by Player I
by placing the # at a witnessing address. In either case, Player I wins the
resulting play. O
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9 Discussion

Our results show that it is possible to identify delay requirements that cause
faulty temporal logic specification to be unrealizable. This identification
comes, however, at the cost of an exponential blowup being unavoidable in
general. According to the utilization of synthesis for the development of re-
active systems, delay games, thus, provide an effective support in helping the
developers. In case of an unrealizable specification, the delay-free game that
is won by the environment player can be automatically upgraded to a delay
game, which instead may return a realizability result. In this case, the devel-
oper gets immediate feedback towards the cause for unrealizability. Moreover,
the winning strategy of the delay game can be utilized to present the developer
with a first resolution strategy. However, if the specification still remains un-
realizable the developer still gets the feedback that the problem is not caused
due to delay. In any case, delay games provide us with an effective tool for
debugging faulty specifications.

With our last result of this chapter, we settled the complexity of solving
delay games with LTL winning conditions. These results also can directly be
leveraged towards TSL. Reconsidering the CEGAR refinement loop for TSL,
it turns out that the utilized approximation is easy to lift towards delay, while
still preserving the soundness of the overall approach. If the approximated
LTL specification turns out to be unrealizable in the delay free case, but
is realizable under the assumption of delay, then the corresponding winning
strategy still lifts towards TSL. The argument is the same as for the proof
of since TSL only weakens the abilities of the environment in
contrast to LTL. Hence, if a winning strategy is found for the stronger LTL
environment, it also wins in the weaker TSL case. Note that delay games also
weaken the environment, which is why both approaches counteract against
each other at this point. However, if the approximated specification is un-
realizable, we only swap to delay games for testing realizability under the
assumption of delay once. If this fails, we again enter the refinement as be-
fore. Remember that solving delay games is a decidable problem and, thus,
can be easily integrated with our CEGAR approach.

While the complexity classes of solving games with delay have been set-
tled by our results, open questions still rise regarding the representation of
winning strategies for games with delay. While different possibilities already
have been explored [I56], and most of the theoretical problems have been
identified [79], there still is no decent solution. The consequences also af-
fect respective debugging techniques for TSL, since the resulting strategy still
must be translated to an FRP framework. FRP, also utilizing delay as part
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of cells or more advanced hold operations, thus, may give a good indication
for the requirements of the strategy representation. These considerations are,
however, out of scope of this thesis and are considered as future work.
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Chapter VI

Conclusions

In this thesis, we considered the automatic creation of reactive systems from
temporal logic specifications solely describing the behavior of the system to
be satisfied by any possible infinite system execution. This process is known
as reactive synthesis and introduces new development concepts, but also new
challenges in comparison to manual system development. We considered three
major challenges: data abstraction during specification creation, intend ver-
ification of realizable specifications and the debugging of unrealizable speci-
fications. We showed how exactly these challenges are connected with each
other and presented new approaches for tackling each of them.

Regarding the required abstraction techniques, we introduced Temporal
Stream Logic, a logic that leverages a clean separation between the description
of control and data manipulations. Therefore, the logic focuses on the reactive
control, while keeping data descriptions and transformations abstract. For the
verification of the designer’s intend, in case of a realizability result, we consid-
ered output sensitive synthesis approaches. The presented methods support
the introduction of additional output related quality metrics, which allow to
specifically target the synthesizer towards certainly selecting the considerated
solution in the end. Finally, in the case of an unrealizable specification, we
considered the introduction of lookahead, which weakens the strict alterna-
tion between the system and environment players in the underlying infinite
two-player game. With lookahead being utilized, specifications that are un-
realizable at first can become realizable at a second glance. Therefore, the
introduced extension not only offers an automatic process for resolving the
unrealiziablity result, but also provides direct insights for the developer in
order to identify the original cause of unrealizability.

Our results not only strictly improve on the currently available state-of-
the-art approaches, but also highlight the variety of challenges that need to
be overcome for making synthesis based reactive system development a stan-
dardized method, which can be efficiently applied in practice in the end.
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