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Abstract

Technologies for motion and performance capture of real actors have enabled the creation of realistic-looking virtual humans through detail and deformation transfer at the cost of extensive manual work and sophisticated in-studio marker-based systems. This thesis pushes the boundaries of performance capture by proposing automatic algorithms for robust 3D skeleton and detailed surface tracking in less constrained multi-view outdoor scenarios. Contributions include new multi-layered human body representations designed for effective model-based time-consistent reconstruction in complex dynamic environments with varying illumination, from a set of vision cameras. We design dense surface refinement approaches to enable smooth silhouette-free model-to-image alignment, as well as coarse-to-fine tracking techniques to enable joint estimation of skeleton motion and fine-scale surface deformations in complicated scenarios. High-quality results attained on challenging application scenarios confirm the contributions and show great potential for the automatic creation of personalized 3D virtual humans.
Kurzzusammenfassung

Cutting-edge advances in technology in the digitization pipeline now allow the entertainment industry to create and animate realistic-looking 3D virtual humans with personalized appearance that look indistinguishable from real actors. The movie industry employs such technology for a range of purposes, from the complexity of live-action shots to the need for photo-realistic virtual characters that resemble an actor’s appearance. Despite the great improvements introduced in available hardware and software, the creation of realistic characters still presents a number of restrictions and limitations. Since our visual perception is attuned to the appearance and behavior of human beings, the demand for realistic virtual look is particularly high.

To simplify the task of achieving realistic motion effects, producers make use of extensive motion capture as the main performance driver of virtual characters. Output of marker-based technologies is a set of sparse tracked feature points on the actor’s body, also called markers, that are used to deform a 3D character, resulting in coarse-to-medium detailed deforming sequence reflecting the real action, through inverse kinematics (IK). The quality of the reconstruction strictly depends on the number of markers as well as on the quality and expressiveness of the actor’s model employed and the re-targeting accuracy. High quality setups involving a large number of markers are capable to reconstruct personalized detailed surface deformations and expressions on top of the motion, capturing detailed performance (performance capture) at the cost of increased complexity in the capturing setup. Extensive manual work by experienced animators is still required to refine the reconstructions frame by frame accounting for missing details and setup limitations. The overall acquisition process, from the installation and calibration to cumbersome manual refinement, is extremely slow, expensive and most of the time infeasible, as it constrains performances in selected indoor studios with accurately calibrated settings (e. g. back-screens and calibrated illumination).

Motivated by the infeasibility of the current technologies for performance capture, recently the community started to look into markerless acquisition systems in less constrained environments, aiming at enabling performance capture of more natural and casual actions. Despite the efforts, none of the proposed approaches reconstruct reliable virtual performances in unconstrained outdoor setups, due to the strong assumptions on the capturing scene.

In this thesis, we take a leap forward and build some of the first model-based tracking methods to accurately and automatically capture the detailed surface deformation of performing actors in challenging outdoor environments with a possibly dynamic background and varying illumination conditions. Note that the given task is ambitious due to the overall uncertainty in the captured scene, e.g. complex and fast movements, wide clothing involving large non-rigid deformations, occlusions, lighting changes and dynamic background to name a few. The technical contributions of this thesis can be divided in four main areas: actor modeling, motion capture for skeleton configuration estimation, surface capture for personalized detailed deformation estimation and joint multi-layered skeleton-surface capture for robust coarse-to-fine reconstruction.
**Actor Modeling** Chapter 2 introduces a multi-layered mathematical body model of the actor, characterized by interconnected explicit and implicit coarse-to-fine representations. The body model can easily adapt to differently shaped and clothed humans and is well suited for motion and performance capture applications. The binding of coarse and fine layer is estimated automatically using a new efficient approach outlined in Section 2.3.2.2. The model is further augmented in Chapter 4 with a set of 3D colored Gaussian functions that approximate the surface geometry implicitly. This representation turns advantageous for surface refinement in unconstrained settings. Additional 3D Gaussian pairs-based surface approximation, discussed in Chapter 5, are used to align the model to the multi-view silhouettes without explicit background subtraction.

**Motion Capture** Chapter 3 outlines a method for robust motion capture in outdoor challenging scenarios with dynamic background and illumination changes. The approach generates illumination invariant input views and solves for the skeleton pose based on the segmentations iteratively. Moreover, this chapter presents a new adaptive combination of the lighting-invariant segmentation with CNN-based joint detectors used to increase the robustness to segmentation errors.

**Surface Capture** Chapter 4 presents a novel approach to recover true fine surface detail of deforming meshes of humans. Surface tracking is formulated as a global optimization problem of the densely deforming surface. The fine scale deformations for all mesh vertices, which maximize photo-temporal-consistency, can be effectively found by densely optimizing a new correspondences-free model-to-image consistency energy. Additionally, Chapter 5 outlines a method for unconstrained surface alignment to image contours without explicit background subtraction, based on a specifically designed implicit representation of the reprojected surface borders.

**Joint Skeleton-Surface Capture** Chapter 5 presents a new model-based method to accurately reconstruct coarse-to-fine human performances captured outdoors. The proposed approach fits a multi-layered actor model to unsegmented video frames, jointly optimizing for the coarse skeletal pose and the non-rigid surface shape simultaneously.

To summarize, this thesis presents several robust and automatic algorithms for tracking full body performances of a real actor from challenging outdoor multi-view videos. The proposed scientific contributions advance the state of the art in multi-view performance capture, thus improving the toolbox available for creating photo-realistic virtual 3D human avatars. Results attained on different application scenarios show great potential to automatize the digitization of photo-realistic virtual characters in movies and games, and possibly interactive applications in the near future. We hope that this thesis motivates the development of more advanced methods to digitize photo-realistic virtual human models of a quality comparable to the standard pipeline in post-production.
Zusammenfassung


Motiviert durch die Unzulänglichkeit der aktuellen Technologien zur Performance Capture, wurde vor Kurzem begonnen, sich mit markerlosen Erfassungssystemen in weniger eingeschränkten Umgebungen zu befassen, um die Erfassung natürlicher und zufälliger Bewegungen zu ermöglichen. Trotz der Bemühungen rekonstruiert keiner der vorgeschlagenen Ansätze zuverlässige virtuelle Ergebnisse in uneingeschränkten Outdoor-Setups, da die Schätzungen der Aufnahmeszene stark sind.

Diese Arbeit bringt einen großen Fortschritt durch den Aufbau erster modellbasiertcr Tracking-Methoden, um die detaillierte Oberflächenverformation ausführender Schauspieler in anspruchsvollen Außenumgebungen mit einem möglicherweise dynamischen Hintergrund und unterschiedlichen Beleuchtungsbedingungen präzise und automatisch zu erfassen. Die gegebene Aufgabe ist sehr anspruchsvoll, aufgrund der allgemeinen Unklarheit in der aufgenommenen Szene durch z.B. kom-

**Modellierung des Schauspielers** Kapitel 2 stellt ein vielschichtiges mathematisches Körpermodell des Schauspielers vor, das durch vernetzte explizite und implizite grobe bis feine Darstellungen charakterisiert ist. Das Körpermodell kann sich leicht an unterschiedlich geformte und bekleidete Menschen anpassen und eignet sich gut für Anwendungen zur Bewegungs- und Verhaltenserfassung. Die Bindung von Grob- und Feinschicht wird automatisch mit einem neuen effizienten Ansatz geschätzt, der in Abschnitt 2.3.2.2 beschrieben ist. Das Modell wird in Kapitel 4 um eine Reihe farbiger dreidimensionaler Gaußscher Funktionen erweitert, die sich der Oberflächengeometrie implizit annähern. Diese Darstellung wird für detailreichere Oberflächen in uneingeschränkten Umgebungen vorteilhaft. Zusätzliche Oberflächenannaherung basierend auf 3D-Gaußschen Paaren, wie in Kapitel 5 erläutert, wird verwendet, um das Modell ohne explizite Hintergrundsubtraktion an die Silhouetten mit mehreren Ansichten anzupassen.

**Bewegungserfassung** Kapitel 3 beschreibt eine Methode zur robusten Bewegungserfassung in anspruchsvollen Outdoor-Szenarien mit dynamischen Hintergrund- und Beleuchtungsänderungen. Der Ansatz erzeugt beleuchtungsinvariante Eingangsansichten und löst diese iterativ für die Skelettposition, basierend auf den Segmentierungen. Darüber hinaus stellt dieses Kapitel eine neue adaptive Kombination der beleuchtungsinvarianten Segmentierung mit CNN-basierten Gelenkdetektoren vor, um die Robustheit gegenüber Segmentierungsfehlern zu erhöhen.


**Gemeinsame Skelett-Oberflächenerfassung** Kapitel 5 präsentiert eine neue modellbasierte Methode zur genauen Rekonstruktion grober bis feiner menschlicher Bewegungen, die im Freien aufgenommen wurden. Der vorgeschlagene Ansatz passt ein mehrschichtiges Modell des Akteurs an unsegmentierte Videobilder an und optimiert gemeinsam und gleichzeitig für die grobe Skelettposition und die nicht starre Oberflächenform.

Zusammenfassend lässt sich sagen, dass diese Arbeit mehrere robuste und automatische Algorithmen für die Nachverfolgung des Ganzkörperverschaltens echter Schauspieler aus anspruchsvollen Outdoor-Videos mit mehreren Ansichten vorstellt. Die vorgeschlagenen wissenschaftlichen Beiträge bringen den Stand der Technik in der Multiview-Verhaltenserfassung voran und verbessern damit die zur Verfügung stehende Mittel für die Erstellung fotorealistischer virtueller menschlicher 3D-Avatare. Die Ergebnisse verschiedener Anwendungsszenarien zeigen ein großes Potenzial, die Digitalisierung...
fotorealistischer virtueller Charaktere in Filmen und Spielen sowie möglicherweise interaktiver Anwendungen in naher Zukunft zu automatisieren. Wir hoffen, dass diese Arbeit zur Entwicklung fortgeschrittenerer Methoden zur Digitalisierung fotorealistischer virtueller Menschmodelle motiviert, die von vergleichbarer Qualität wie die der Standard-Pipeline in der Postproduktion sind.
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Chapter 1

Introduction

1.1 Motivation

Modeling and animating virtual humans has gained a lot of interest in the past few years. Realistic virtual humans and humanoids play a fundamental role in entertainment and artistic productions. In the movie industry, 3D characters substitute real actors in various scenes and tasks, see some examples in Figure 1.1(b,g,i,k). Personalized virtual selves or avatars enable immersive social interactions in virtual and augmented reality, e.g. video editing and interactive applications. Recently-developed virtual mirrors offer customers the possibility to try on various clothing or other accessories (e.g. glasses) in real-time, see Figure 1.1(h). Understanding human behavior and physiology is an important task in surveillance, sports medicine, design Realistic rendering of the human body and simulation of his natural movements (including gestures, facial expressions and so on) are required to enable the aforementioned applications.

During the past decades there has been impressive progress in the creation of entirely computer-generated virtual characters. Despite the great improvements introduced in available hardware and software, the creation of realistic characters is still an extremely challenging task with many physical limitations. Since our visual perception is attuned to the appearance and behavior of human beings, the demand for a realistic virtual look is particularly high. Such realistic appearances can be recreated only with a high degree of realistic rendering on top of a convincingly detailed three-dimensional model, which includes complex fine-scale features, such as hairs, skin wrinkles and fabric folds. Given the current level of technology, realistically animating virtual characters also proves a fundamental and challenging task because it is still difficult to capture subtle skin and cloth deformations. While most human expressiveness happens in the facial area, plausible body motions and interactions with the surrounding scene are crucial and serve to complete the picture. In consequence, convincing simulation of natural human motion typically involves tedious manual work by experienced animators.

To simplify the task to achieve realistic motion effects, producers typically make use of extensive motion capture as the main performance driver of virtual characters. Motion capture, sometimes referred as mocap, consists of recording the motion of real human actors and transfer the obtained data to virtual characters, such that they move similarly (re-targeting). The technique was introduced in the early 1970s initially as an optical analysis tool in bio-mechanics research [157]. Later, its use was expanded to wider fields of application and was recently being adopted in computer animation.
Figure 1.1: Examples showing the use of photo-realistic virtual humans in feature films and interactive applications. (a) “Planet of the Apes” featuring real actors with motion capture suits and (b) the corresponding rendered result where only the background is preserved. (c) “Gravity” actor in action and (d) the final rendering with additional features for the space suit and the background. (e) “Avatar” real actors with complex motion capture suites complete with hairs, (f) interactive infrastructure to guide the action and (g) a rendering result. (h) “Alice in wonderland” during capture and (i) after replacing the entire background with both static and moving objects, while the main actor is completely preserved. (j) “Ironman” real actor with motion capture suite to only estimate the rigid armor location, while the actor face is preserved at rendering time (k).

for television, cinema and video-games. Mocap techniques focus on tracking the rigid skeletal motion of human beings, i.e. the coarse bone-driven deformation of the actor’s body, ignoring non-rigid detailed deformation, e.g. folds and creases on clothing.

The capturing setup typically involves the use of (active) distinguishable markers, strategically placed on the human actor’s body. Complex optical systems, such as a collection of calibrated cameras placed around the actor, or non-optical systems, are used to track the markers’ position in time. The output is a sparse set of tracked feature points that serve to animate virtual characters or differently shaped humanoids (e.g. cartoons) similarly through re-targeting. While the captured features give a good baseline of the overall motion, it is the animator’s task to refine the quality of the deformations further to produce realistic effects. Virtual character modeling is also a fundamental and delicate task that determines tracking accuracy and fidelity before the actual deformation tracking and transfer. Models of characters are typically created by experienced 3D artists. In summary, three main steps are required for mocap: actor modeling, motion tracking and transfer, and (manual) refinement to introduce additional deformation detail.

When personalized detailed surface deformations and expressions are captured on top of the motion, the whole process is often referred to as performance capture. Performance capture of an actor’s motions with full fidelity, as is required for avatars, typically requires more complex and finer-scale movements on top of skeleton-driven motion. These finer-scale movements include muscle bulging, cloth deformations and subtle facial expressions. These additional fine-scale details cannot be simply captured in their full extent with a few sparse markers. Increasing the number of markers results in higher setup constraints and costs. Due to the increased capture detail, the complexity of the performance capture pipeline is sensibly increased in all its steps, compared to that of mocap. On top of that, the performance capture pipeline requires an additional detailed surface tracking step, before the refinement. Capturing the detailed surface deformation is either performed as a separate step,
1.2 Overview

Given a multi-view video of an actor recorded in uncontrolled environment with unknown illumination settings, the goal of this thesis is to develop robust, accurate, and fully-automatic model-based methods to motion and performance capture the full temporally-coherent 3D body action, including fast movements and non-rigid deformations of the surface.

There exist a number of inherent challenges in achieving the goal stated above. To simplify the problem on the recording side, this thesis assumes the input cameras to be static and calibrated, such
that their global position and orientation as well as intrinsic parameters (e.g. focal length) are known. Knowing where the cameras are looking at only minimally simplifies the task. The quality of the reconstructions are still limited by the recording quality, i.e. the pixel resolution, capturing frame rate and the resolution of the actor in the frames. Similar to other capture methods, the approaches in this thesis also assume a constrained recording space of few square meters with cameras equally distributed around, aiming at covering most of the action from different sides.

Apart from the acquisition quality, this thesis has to deal with challenges imposed by the captured scene itself. In uncalibrated outdoor scenarios, often scenes exhibit dynamic uncontrolled background, occlusions, illumination changes to name a few. Discriminating the actor (foreground) from the rest of the scene is extremely challenging in presence of unpredictably moving background and dynamic occlusions, see an example in Figure 1.1(d). Illumination changes, such as global light changes or shadows, result in (sudden) changes to the actor’s visual appearance, causing photometric-based tracking approaches to easily fail.

Further on, actor actions might involve fast movements, resulting in motion blur and missing information, see Figure 1.1(b). Complex movements such as crossing arms cause self-occlusions for a few frames that are typically hard to track. This thesis does not explicitly set any constraint on the actor’s clothing; however, tracking accuracy highly depends on the cloth’s tightness to the actor’s body and the stiffness, which affects the deformation behavior and complexity. Wide pieces of apparel typically involve large complex non-rigid deformations that are hard to track accurately, see an example in Figure 1.1(a).

Naturally, view-dependent clothing reflectance behavior (i.e. non-Lambertian), such as e.g. the shiny jacket in Figure 1.1(c), may cause the same surface locations to appear differently from different sides. Feature-less garments, e.g. uniformly colored shirts or pants etc., also lead to ambiguities in tracking. Another fundamental difficulty is given by possible shape changes due to removal of jackets or hats, for example. These require synthesizing topological changes in the initial body model by re-defining its shape and connections, unless already present. To cope with the latter, this thesis assumes no (large) topological changes happen during the recordings.

To robustly guide the tracking, especially designed models of the human actor are required to enable effective actor-to-image similarity measures and deformation. The tracking accuracy and the computational speed are primarily determined by the quality and storage efficiency of the body model. To enable the capture of differently shaped and dressed humans, a specifically designed body model has to be created for each new capture sequence, which is typically a cumbersome task. This thesis contributes with a new multi-layer human body model composed of skeleton, implicit volumetric and explicit mesh representation, automatically linked among each other using a new fast skinning-based approach, that can easily adapt to new human shapes and is best suited for motion and performance capture applications.

The remaining technical contributions of this thesis address a subset of the stated challenges at a time, by addressing several algorithmic core problems that need to be approached for performance capture in less constrained scenes. The second main contribution, after the actor modeling, is one of the first methods to accurately capture the actor’s skeleton motion in presence of illumination changes and non-Lambertian clothing reflectance behavior. The third main contribution is a new correspondences-free approach to performance capture surface details that works outdoor without the need for background/foreground segmentation. The proposed method copes with (self-)occlusions, wide apparel and scenes that show people in clothing with only few features. Finally, we introduce a new model-to-image method that jointly optimizes for the coarse skeletal motion and the non-rigid surface deformation simultaneously in outdoor scenarios with possible occlusions and varying
backgrounds. This thesis also demonstrates methods that can deal with fast and complex motions better than previous approaches.

1.3 Structure of the Thesis

This thesis is divided into six chapters covering the main technical contributions in the areas of human motion and performance capture:

- Chapter 1 introduces the topic of this thesis, states the goals, outlines the structure of exposition, summarizes the technical chapters, and states the main technical contributions.

- Chapter 2 presents the required background for the research presented in this thesis. Among the contributions, it introduces a new multi-layer human body model of the actor, especially designed for easy adaptation to different body shapes, which is optimized for motion and performance capture applications.

- Chapters 3–5 present the main technical contributions, going from new methods to robustly track the human body motion to the reconstruction of detailed surface deformation in challenging scenarios. Chapter 3 proposes an effective solution to the motion capture problem in challenging illumination-changing scenarios. Chapter 4 is focused on surface detail capture given an initial coarse human body deformation sequence. Chapter 5 describes a complete solution to the problem of model-based human performance capture that jointly captures the skeletal motion and the detailed surface deformation in outdoor scenes. Each chapter gives an introduction and outline of the proposed solution compared to previous approaches. Results and comparisons to related work are discussed at the end of each chapter. Section 1.3.1 describes each chapter in more detail.

- Chapter 6 summarizes the core contributions and results achieved so far, and it briefly discusses unexplored future challenges.

The following section gives a more detailed overview of the technical chapters of this thesis.

1.3.1 Summary of Technical Chapters

Chapter 2 introduces the mathematical body model of the human used throughout this thesis. In particular, it discusses the three typical model layer components that form the human body, namely skeleton, volumetric representation and triangular mesh surface. This chapter additionally discusses in detail an automatic approach for estimating mesh skinning weights using the underlying implicit volumetric layer. This method has been first introduced as part of the pipeline in the co-authored paper [142]. The resulting skinned mesh representation combined with underlying skeleton and Gaussian-based volumetric representation has been used extensively in the follow-up papers [146, 144].
Chapter 3 presents a new solution to the problem of capturing human body motion under changing lighting conditions in a multi-view setup [144]. The key idea is to provide to the tracking approach robustly and dynamically segmented input frames, invariant to the scene lighting. Illumination-invariant frames are obtained by solving time-varying segmentation problems that use frame- and view-dependent appearance costs. Moreover, this chapter presents a new adaptive combination of the lighting-invariant segmentation with CNN-based joint detectors used to increase the robustness to segmentation errors. Experimental results demonstrate the capabilities of this approach to handle global light changes and shadows, outperforming existing works.

Chapter 4 presents a novel approach to recover true fine surface detail of deforming meshes of humans [147, 145]. Surface refinement is formulated as a global optimization problem of the densely deforming surface, implicitly represented using a set of Gaussian functions placed at each vertex location. Similarly, the originally captured multi-view images are represented with a set of 2D Gaussians. The fine scale deformations for all mesh vertices, which maximize photo-temporal-consistency, can be effectively found by densely optimizing a new correspondences-free model-to-image consistency energy. We qualitatively and quantitatively demonstrate that our technique successfully reproduces finer detail than the input baseline geometry.

Chapter 5 presents a new model-based method to accurately reconstruct human performances captured in less controlled outdoor settings [146]. Starting from a template of the actor model, a new unified implicit representation for both, articulated skeleton tracking and nonrigid surface shape refinement are introduced. The proposed approach fits the template to unsegmented video frames in two stages: first, the coarse skeletal pose is estimated, and subsequently non-rigid surface shape and body pose are jointly refined. The approach utilizes a new representation of the human body surface based on a combination of 3D Gaussians, designed to align the projected model with likely silhouette contours without explicit segmentation or edge detection. The obtained reconstructions are shown to outperform existing methods.
1.4 List of Contributions

In this section, we provide a more detailed list of technical contributions that enable the methods described above.

The main contributions of Chapter 2 are:

- Definition of a new multi-layered human body model composed of interconnected components, namely skeleton, volumetric shape representation using Sums-of-Gaussian 3D functions, and a triangular mesh.
- A method for automatically estimating mesh skinning weights using the underlying volumetric layer.

The main contributions of Chapter 3 are:

- A formulation of the time-varying frame segmentation problem that uses frame- and view-dependent appearance costs in order to obtain lighting-invariant representations of the individual frames.
- An adaptive combination of an abstract intermediate image representation with CNN-based joint detectors for robust pose estimation.
- The integration of the combined illumination-invariant segmentation with CNN-based detection into a robust model-based tracker.

The main contributions of Chapter 4 are:

- A new shape representation that models the mesh surface with a dense collection of 3D Gaussian functions centered at each vertex.
- A formulation of dense photo-consistency-based surface refinement on the basis of this new model.
- The integration of the new surface Gaussian based refinement method into a model-based performance capture method.

The main contributions of Chapter 5 are:

- A new unified implicit formulation for both, articulated skeleton tracking and non-rigid surface shape refinement.
- The formulation of a new surface refinement method to align the projected model to likely silhouette contours without explicit segmentation or edge detection.

1.5 List of Publications

The work presented in this thesis mainly encompasses four peer-reviewed scientific publications, published at conferences and journals in the fields of computer graphics and vision:


Additionally Chapter 2 discusses in detail a new approach for estimating mesh skinning weights, first introduced in the co-authored paper below as part of the reconstruction pipeline. Details on the core techniques outlined in the paper are given in Chapter 6.


Chapter 2 briefly discusses another co-authored paper focused on occlusions handling during model-based scene reconstruction:

Chapter 2

Background

2.1 Introduction

This chapter presents the required background for the research presented in this thesis. We start by introducing our multi-layer body model in Section 2.2 used throughout this thesis, especially designed for motion and performance capture applications. The model is formed by combining a personalized, detailed geometric model of the human body surface with a kinematic skeleton, augmented with an implicit volumetric representation, automatically linked among each other with a new approach, outlined in Section 2.3. Our human body representation can easily adapt to differently shaped and dressed humans and can be effectively employed for skeleton motion capture (mocap), as explained in Section 2.4. The mocap approach presented here serves as basis for the advanced performance capture techniques developed in this thesis.

2.2 Body Model

Scene modeling is a fundamental and cumbersome step in motion and performance capture applications. Models of the human actor are needed to enable effective actor-to-image similarity measures that robustly guide the tracking. The type and the resolution of the chosen actor representation primarily determine the computational speed at tracking time. It also determines robustness to outliers and tracking accuracy. Highly detailed surface mesh based representations [9, 64] enable fine scale model-to-image fitting in the number of available mesh vertices. However, determining optimal model fits with such a high number of independent model parameters, namely the 3D position of each vertex, is computationally demanding and easily becomes under-constrained. Simplifications of the actor model, either through volumetric [50, 164, 143] or implicit surface representation [137, 80] have shown impressive results in skeleton tracking thanks to their highly reduced space of unknown and elegant mathematical formulations. However, simplifying the surface representation typically reduces the reconstruction fidelity as it restricts the amount and quality of the captured surface details.

Aiming at fusing the beauty of an elegant mathematical representation without sacrificing surface detail, some methods use a combination of coarse, e.g. volumetric approximations, and fine-scale actor models, e.g. detailed surface meshes, to enable coarse-to-fine tracking [40]. In these approaches,
Figure 2.1: Visualization of the three layers of our body model in natural pose or T-pose. (a) Mesh with texture, (b) underlying skeleton structure, (c) underlying volumetric Gaussian-based representation.

the actor mesh is skinned to the underlying skeleton structure and deformed along with the estimated coarse pose. Robust surface refinement is then applied in a second step taking advantage of improved initial surface guesses. To improve tracking convergence, many methods proposed different ways to couple the articulated skeleton with the surface [88, 7, 136, 109, 159, 110, 14]. Most commonly used are linear blend shape models [5] and variants of the SCAPE model [7], both learned from databases of human scans. SCAPE is a popular data-driven human model able to synthesize realistic non-rigid surface deformations, e.g. muscle bulging, as a function of pose of the articulated skeleton and body characteristics, like mass and weight. However, these suggested parameterizations are not general enough to represent surface details such as exact wrinkles and general apparel deformation.

Aiming at combining the beauty of volumetric body representation with detailed surface geometry, we choose a multi-layer body model and make use of it throughout this thesis. The coarse layer is inspired by the model proposed by Stoll et al. [164] and it consists of a skeleton structure with volumetric Gaussian primitives rigidly attached to the underlying bones, see Figure 2.1. This representation is shown to be advantageous for human mocap (Section 2.4) and can easily adapt to differently shaped and clothed humans (Section 2.3). Our fine layer is a detailed rigged mesh obtained either from 3D full body scans or through image-based techniques. In the remainder of this section, we describe each layer of our proposed human body model as well as techniques to obtain personalized static reconstructions for each layer, compared to related models and approaches used in the literature.

2.2.1 Geometric Layer

In our three-layered actor representation, the geometric model is used to represent the last and most detailed layer. The geometry layer shall enable to describe the exact shape and appearance of the actor surface, in terms of points (vertices), connected polygons (typically triangles) and associated colors (vertex colors and textures), up to the tiniest surface detail depending on resolution, e.g. skin wrinkles. The amount of explained detail highly depends on the setup used for geometry acquisition. The actor body can be effectively scanned with a 3D body scanner to obtain a highly personalized reconstruction, see Section 2.2.1.2.

Generative image-based scanning approaches, described in Section 2.2.1.3, have been successfully employed to estimate accurate approximations of the human geometry from multi-view photographs,
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Figure 2.2: Example of single camera calibration images using a checkerboard. (a) The top row visualizes three input photographs of the checkerboard in different orientations, with the corresponding undistorted images in the bottom row. (b) Example of resulting extrinsic calibration showing the estimated camera location and orientation w.r.t. the 3D checkerboard.

when 3D full body scanners are unavailable [162, 60]. These kind of methods are extensively used in motion and performance capture applications as well as in this thesis.

In the remaining sections, we describe theory and methodologies for multi-view calibration of static vision cameras (Section 2.2.1.1), which is fundamental both for accurate static scanning and dynamic motion and performance capture. Next, we outline body scanning techniques as well as image-based scanning methods proposed in the literature to obtain static geometry and appearance reconstructions.

2.2.1.1 Multi-view Calibration

This section describes theory and methodologies for Multi-view Calibration (MVC) of static cameras. The technique described is extensively used in this work as a preprocessing step prior to motion and performance capture. We start by outlining our parametric camera model to later introduce methods for geometry and color calibration of multi-view capture setups.

Parametric Camera Model  A camera is a device that projects 3D world points onto the 2D image plane. Understanding how this imaging process takes place, or, in other words, what is the relation between world points and camera pixels, is essential for vision-based reconstruction and tracking, and is the primary task of calibration. Calibration aims at estimating the camera properties, such as, e.g., focal length, lens distortion, location w.r.t. the world and so on, that affect its imaging process. To simplify the task of finding these quantities, we use a parametric camera model of the real camera and focus on estimating the (few) characterizing parameters. Most of the related work calibration approaches model the camera system as a pinhole camera with additional lens distortion parameters [195]. The pinhole camera model can be effectively used to approximate real-camera mapping from a 3D scene to a 2D image using a perspective projection. In such a perspective model, a 2D pixel point \( p^h := [u \ v \ 1]^T \) in homogeneous coordinates is obtained from the corresponding 3D world point \( \hat{p}^h := [x \ y \ z \ 1]^T \) as:

\[
\begin{bmatrix}
u \\
v \\
1
\end{bmatrix} :=
\begin{bmatrix}
0 & f_x \cdot m_x & c_x \\
0 & f_y \cdot m_y & c_y \\
0 & 0 & 1
\end{bmatrix}
\cdot
\begin{bmatrix}
r_{11} & r_{12} & r_{13} & t_1 \\
r_{21} & r_{22} & r_{23} & t_2 \\
r_{31} & r_{32} & r_{33} & t_3
\end{bmatrix}
\cdot
\begin{bmatrix}
x \\
y \\
z \\
1
\end{bmatrix}
\]  \hspace{1cm} (2.1)
where \((f_x, f_y)\) is the camera focal length in pixels, \((m_x, m_y)\) is a scale factor relating pixels to distance, \(\gamma\) represents the skew coefficient between the \(x\) and the \(y\) axis and is often 0, \((c_x, c_y)\) represent the principal point, which would be ideally in the center of the image, \(r\) are the translation components of the global camera rotation matrix \(R_g\), whereas \(t\) are the translation components of the global camera translation matrix \(t_g\). The matrix containing internal camera parameters is often called intrinsic matrix \(K\), while the matrix describing the global position and orientation of the camera in the world is also called extrinsic matrix, \(T_g := [R_g, t_g]\). The product of the intrinsic and extrinsic matrix is often called camera projection matrix \(P := K \times T_g\). This notation is used throughout this work.

Nonlinear parameters such as lens distortion cannot be included in the linear camera model described by the intrinsic parameter matrix. Radial distortion occurs when light rays bend more near the edges of a lens than they do at its optical center and are typically modeled by the radial distortion parameters \(\rho_{1,2,3}\) as:

\[
\begin{align*}
\tilde{u}_{\text{distorted}} &= \tilde{u} + \rho_1 \cdot (\tilde{u}^2 + \tilde{v}^2) + \rho_2 \cdot (\tilde{u}^2 + \tilde{v}^2)^2 + \rho_3 \cdot (\tilde{u}^2 + \tilde{v}^2)^3 \\
\tilde{v}_{\text{distorted}} &= \tilde{v} + \rho_1 \cdot (\tilde{u}^2 + \tilde{v}^2) + \rho_2 \cdot (\tilde{u}^2 + \tilde{v}^2)^2 + \rho_3 \cdot (\tilde{u}^2 + \tilde{v}^2)^3
\end{align*}
\]  
(2.2)

Tangential distortion occurring when the lens and the image plane are not parallel, is modeled by the tangential distortion coefficients \(\tau_{1,2}\) as follows:

\[
\begin{align*}
\tilde{u}_{\text{distorted}} &= \tilde{u} + (2 \cdot \tau_1 \cdot \tilde{u} \cdot \tilde{v} + \tau_2 \cdot ((\tilde{u}^2 + \tilde{v}^2)^2 + 2 \cdot \tilde{u}^2)) \\
\tilde{v}_{\text{distorted}} &= \tilde{v} + (\tau_1 \cdot ((\tilde{u}^2 + \tilde{v}^2)^2 + 2 \cdot \tilde{v}^2) + 2 \cdot \tau_2 \cdot \tilde{u} \cdot \tilde{v})
\end{align*}
\]  
(2.3)

where \(\tilde{u}\) and \(\tilde{v}\) are respectively the undistorted pixel locations in normalized image coordinates, computed as:

\[
\begin{align*}
\tilde{u} := \frac{u - c_x}{f_x}, \quad \tilde{v} := \frac{v - c_y}{f_y}.
\end{align*}
\]  
(2.4)

Geometric Calibration  

The most widely used approaches to geometrically calibrate a camera, i.e. estimate intrinsic and extrinsic as well as lens distortion parameters, also called geometric calibration, is to analyze several photographs of a set of known control points on a planar object, i.e. a calibration target, in focus in different locations and orientations [119, 201, 72]. Typically a checkerboard with white and black well-recognizable squares of known dimensions is employed. See an example of calibration sequence for a single camera setup in Figure 2.2.

Calibrating a static multi-view camera setup involves mainly three steps: automatic detection of the checkerboard corners, initial estimation of the camera parameters and final refinement. Image processing techniques, e.g. segmentation and edge detection, are employed to identify the checkerboard corners in all the multi-view photographs. Initial estimates of the camera parameters can then be obtained via RANSAC [56] or a similar iterative method, which is robust to outliers, applied to successive pairs of camera (stereo) correspondences. The error metric used is the reprojection error for the reconstructed points \(i = 1 \ldots n\) for all camera views. To reduce the space of unknowns, often a subset of the parameters is considered at a time, i.e. intrinsics, lens distortion and extrinsics alone. To refine the calibration, iterative bundle adjustment [173] of tracked feature points across multiple views is applied until the re-projection errors are minimized. This aims at minimizing the total sum of squared distances between the observed feature points and the projected object.
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Figure 2.3: Example of photograph before and after color calibration. (a) Uncalibrated photograph, (b) calibrated photograph and (c) an example of calibration pattern photographed in bright sunlight.

points $i = 1 \ldots n_j$ in all camera views $c = 1 \ldots n_c$, using the current estimates for camera parameters:

$$
\sum_{c=1}^{n_c} \sum_{i=1}^{n_i} v(i,c) | |p_{ic}^h - P_c \cdot \hat{p}_i^h||^2
$$

(2.5)

where $v(i,c) \in [0,1]$ equals 1 if point $i$ is visible from camera $c$ and 0 otherwise.

The accuracy of the calibration highly depends on the quality of the multi-view corner detection, the correctness of the found point correspondences across views and the amount and distribution in the camera space of the observations. To accurately estimate lens distortion parameters, for instance, a discrete amount of sample corners is needed, especially seen at very oblique angles close to the image edges, where the distortion is larger. High quality extrinsics, i. e. camera location and orientation w. r. t. the other cameras, for each camera in the multi-view system can be obtained with few samples, as soon as those are visible from many cameras at a time. While intrinsics and lens distortion affect each camera independently, extrinsics estimated for a multi-view setup must be computed in conjunction with as many cameras as possible to avoid inconsistencies. Since pinhole models ignore geometric distortions or blurring of unfocused objects caused by lenses and finite sized apertures, it is the cameramen task to assure that the object of interest, e. g. the calibration pattern or the performing actor, is in focus during the whole capturing time. This is especially important to accurately find the (sub-pixel) location of the checkerboard corners during calibration or the corresponding surface points during multi-view reconstruction.

In this thesis, we often use the software *The Captury Studio* [30] for semi-automatic accurate multi-view calibration using a moving checkerboard of known size. The software allows inspecting the reprojection error of each camera, perform error analysis and add manual input to improve the estimates. Alternatively, multi-view calibration of static cameras can be obtained using open source libraries, e. g. the *Camera Calibration Toolbox for MATLAB* [17] or *OpenCV* [140].

**Color Calibration** In order to improve the color consistency across views or also improve the color perception of a single view photograph (see an example in Figure 2.3), it is often necessary to perform so called *color calibration*, right after geometric calibration. The camera color perception varies from camera to camera as it depends both on the specific camera properties, i. e. optics and mechanics, as well as on the particular scene lighting. Color calibration typically involves the use of a color chart with known color distribution and RGB codes, see Figure 2.3(c). Corresponding colors across views are then matched with the source color of each checkerboard patch, such that the seen digital color has the same properties.

In this thesis, we either rely on color pre-calibrated in-studio sequences (Chapter 4) or purposefully leave the multi-view system color uncalibrated to test the robustness of our motion and performance...
2.2.1.2 Body Scanning

There exist several techniques to scan the human body reliably. The most rigorous technique to accurately capture bodies so far is through so called 3D body scanners, also called full-body scanners. Full-body scanners are designed to capture the 3D shape of a person’s body and obtain a highly accurate 3D model based on the captured data. The obtained 3D model can be used to visualize the exact body shape and get accurate information regarding sizes, dimensions, posture and so on. Originally developed for the fashion industry, 3D scans are now used in various fields such as healthcare, 3D figurines and 3D photo, fitness and entertainment, as well as input for motion and performance capture applications.

To obtain a full body scan with a 3D scanner, the subject usually has to stand in the middle of a cabin and holds a pose for a few seconds, the time necessary for the scanner to capture sample data from many angles. A 3D software then reconstructs a highly detailed 3D model of the person’s body, which can have colors and textures depending on the type of body scanners used. Typical resulting scanning holes caused by occlusion or noise can be easily filled-in using e.g. a Poisson reconstruction filter [97]. Figure 2.5 shows an example of triangulated scan mesh with holes at the armpits, feet and hairs, fixed using these kind of filters.

During the 3D capture process, the subject can either stand on a rotating turntable facing a fixed 3D body scanner, or stand still while the sensors located all around the body capture information from all angles. See examples in Figure 2.4. The fastest body scanners require only a few seconds of scanning time and typically deliver high-resolution point clouds of geometric samples that are then automatically triangulated and cleaned to obtain final detailed surface meshes with high fidelity [176, 83, 166, 57, 16]. High capturing speed is required since tiny movements can easily corrupt the scan accuracy by generating holes or mismatches in the samples. By greatly reducing
the acquisition time, down to e.g. a few milliseconds, the human body remains almost completely rigid and therefore can be captured at its highest resolution. One of the most recent and accurate body scanning technologies reaches accuracy levels within 0.1 mm with a maximum resolution of 20 million polygons and 0.01 seconds of scanning time [16].

The most popular acquisition technology is based on structured light sensors [150, 47]. These kind of sensors inspect the way a known light pattern projection onto the scene is deformed when striking object surfaces in a scene. The displacement of the pattern allows for an exact retrieval of the 3D coordinates of details on the object’s surface. In its simplest form, structured light consists of a laser beam projecting a single dot onto the scene. Projecting a light plane, resulting in a single slit on the object surface, only requires scanning along a single axis, e.g. top to bottom, compared to the dot projection (requiring two axes scanning), to collect point correspondences over all the actor’s body. This technology is commonly used for general 3D scanning. In order to avoid time consuming mechanical scanning, fast solutions consist in projecting multiple (phase shifting) stripes or dots [71].

Invisible infrared (IR) pattern projection allows non-invasive 3D scanning and is widely use for scanning the full 3D human body without altering its appearance [39]. IR structured light technologies

---

**Figure 2.5:** Example 3D triangulated scan of an actor before and after hole filling. (a) Initial scan of the actor, (b) Detailed Poisson reconstruction.
combined with photogrammetry allow simultaneous 3D scanning and color (texture) acquisition. Photogrammetry stands for a series of techniques to obtain reliable information about physical objects through processes of recording, measuring and interpreting photographic images. Depth from stereo and depth from defocus are examples of photogrammetry aimed at reconstructing depth through the analysis of (multiple) photographs of the object of interest [153, 44, 82]. While these are typically combined with IR pattern projection, pure photogrammetry scanning solutions are also valid 3D scanning solutions. However, they typically require a very large number of high-resolution cameras with accurate calibration [16].

2.2.1.3 Image-based Multi-view Reconstruction

There exist many cues that can be used to extract geometry from multi-view photographs: texture, defocus, shading, contours, and stereo correspondence. Techniques that use stereo correspondences as their main cue, so-called Multi-view stereo (MVS) approaches, have been the most successful in terms of robustness and application [162]. Shape-from-silhouette methods are also very popular techniques, which enable shape extraction from given silhouette contours [162, 60].

Multi-view Stereo Multi-view stereo algorithms are able to construct highly detailed 3D models from multi-view images of the scene [155, 61, 66]. The basic MVS method densely matches pairs of images by finding likely pixel correspondences across stereo views. Using the camera calibration parameters, the image matching problem is simplified from a 2D search over all the image space to a 1D search along the so called epipolar line [73]. A pixel in an image generates a 3D optic ray that passes through the pixel and the camera center of the image. The corresponding pixel on another image can only lie on the projection of that optic ray into the second image, seen by a second camera. By exploiting photo-consistency as well as regularization constraints, used to estimate the likelihood of two pixels or groups of pixels being in correspondence, it is possible to identify corresponding pixels across views and reconstruct a 3D point. The 3D point cloud resulting from multi-view stereo matches can be used to reconstruct the detailed shape of the object of interest, either by direct triangulation of the points or by different kinds of holes-free fitting methods, e. g. Poisson fitting [97].
MVS techniques reconstruct highly detailed point clouds when textures are available. In the presence of plain-colored objects or objects with complex view-dependent appearance properties, e.g., specularities or transparency, most of the proposed MVS techniques are unable to perform adequately. Humans wearing highly diffuse pieces of apparel are best suited for MVS. Visible ambiguities and noise, which cause mismatches at correspondence finding time, can however generate holes and ghosting geometry that require manual correction. See an example in Figure 2.6(c).

In this thesis, we often make use of the MVS-based software Agisoft PhotoScan [2] to estimate a reliable colored mesh of the human actor from a collection of photographs. To obtain the actor mesh, we first capture images of the steady actor from different viewpoints. We typically ask our actors to hold a steady T-pose with slightly opened legs, while relaxing their arms on two sustaining tripods on the sides. The purpose of the tripods is to separate the arms from the sides while still ensuring steadiness of the entire body, allowing photographs to better capture hidden surface points such as the hips. The photographer typically walks in a circle around the actor’s body, taking photographs from all sides. We typically adjust the camera focus once before the capture process starts, and then keep it fixed to enhance photograph capturing speed.

The acquired photos are then loaded into Agisoft PhotoScan. The program allows to automatically select good photograph candidate depending on their quality (e.g., sharpness) and to estimate the camera 3D location for each of them based on common features, see Figure 2.7(a). After calibrating all cameras, the software allows to reconstruct a textured mesh out of the manually-segmented dense points. The quality of the model highly depends on the calibration accuracy and on the quality of the camera sensor. We typically reconstruct highly detailed textured meshes from densely estimated point clouds, see Figure 2.7(c, d). See an example of the density of our point clouds in Figure 2.7(e).

Agisoft PhotoScan only allows to obtain fragmented texture maps, as the one in Figure 2.8(a). We typically use Blender [58] to map the texture islands to a more compact, human-readable
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Figure 2.8: Example texture maps. (a) Fragmented texture map and (b) the same texture remapped to a single island.

Representation, see Figure 2.8(b).

Shape-from-silhouette  Shape-from-silhouette reconstruction is a 3D reconstruction technique that is based on intersecting multiple 3D reprojected silhouette cones [101]. This class of approaches uses camera parameters to project multi-view silhouettes of an object of interest to the 3D space thereby creating multiple visual cones. The final visual hull is obtained as the intersection of all the visual cones generated for different points of view [59, 33]. Alternatively, instead of back-projecting each silhouette into 3D space, a different approach to obtain a visual hull consists in projecting all the voxels from a given voxel grid onto each object silhouette. Then, the visual hull is computed by taking all voxels lying inside a predefined number of silhouettes [114, 158, 134].

Unlike other 3D reconstruction methods, shape-from-silhouette techniques require neither constant object appearance nor the presence of textured regions. If exact silhouette contours are available, transparent objects or objects with complex reflectance properties can be reconstructed faithfully. The primary disadvantage of this kind of approach is the inability to obtain the exact detailed shape when, e.g., the object presents cavities and internal details that never appear along the reprojection borders of any view. Although there exist methods able to find accurate silhouette boundaries in some uncontrolled scenarios [34, 36], the availability of exact silhouettes is typically restricted to highly controlled capturing setups with calibrated light and monochromatic back-screens for automatic foreground extraction. The scene depicted in Figure 2.6(a) shows an example of ideal capturing setups for silhouette-based techniques. The corresponding low-quality reconstruction result obtained with as few as 8 cameras is depicted in Figure 2.6(b).

2.2.2 Skeleton Layer

Given a static geometric model of the actor, the most wide way of defining surface deformations is using skeletal animation techniques. These techniques involve the generation of an embedded
skeleton layer that can be used to animate the mesh. In the next sections, we describe the general skeleton definition as well as the template human skeleton structure employed throughout this thesis.

2.2.2.1 General Skeleton Definition

The typical skeleton data structure, commonly used in character animation, is inspired by the actual anatomic skeleton of humans. It is usually implemented as a hierarchical structure of interconnected bones, each being a 3-dimensional segment of fixed size, having global 3D location and orientation determined by the parent bones motion. One effective way of storing a skeleton structure in memory is by saving only the connection between the bones, also called skeletal joints, with associated local transformation matrices and parental relationships. This algorithmic definition of the skeleton has computational advantages when it comes to animation, see Section 2.3 for details.

The concatenation of rigidly connected joints is called in mechanical engineering a kinematic chain [122]. The local 3D transformation of a joint \( T_j \) includes a local offset to the parent joint, scale and rotation information. The 3D global transformation of a skeletal joint \( T'_j \) is obtained by multiplying its parent’s global joint transform \( T'_{\text{parent}(j)} \), where parent\((j)\) indicates the parent joint of \( j \), with its own local transform:

\[
T'_j := T_j \times T'_{\text{parent}(j)}
\]

Notice that the root joint, which is the upper most joint in the skeleton hierarchy, has also a fictional parent, which is defined as the global coordinate system, i.e. centered in \((0,0,0)\) and with a local transformation matrix corresponding to the identity.

Each joint has at most 6 degrees of freedom, being defined by local translations (max 3 degrees) and rotations (max 3 degrees) along the \( x \), \( y \) and \( z \) axes in the corresponding local coordinate system. The collection of the values assigned to each degree of freedom \( s_p, \forall p \) are the skeleton parameters used to describe a particular pose configuration \( S := \{s_p : p \in \{1 \ldots |S|\}\} \). The neutral pose, also called \( T\)-pose, used throughout this thesis, is the skeleton pose obtained by setting all values in the joint configurations to zero, i.e. \( s_p = 0, \forall p \), see Figure 2.1(b). Simplification in the number of joints or degrees of freedom considered are generally possible, for example limiting the knee joint to only allow bending and to forbid twisting. Most of the joints are spherical joints, being able to generate rotations around their 3 corresponding local axis. The root joint has typically 6 degrees of freedom to additionally allow global 3D translations of the entire skeletal structure. Joints that allow translation along at least one axis are also called prismatic joints.

Given a joint axis \( a_j \) and an assigned rotational angle \( s_p \), the corresponding rotation matrix \( T_j := R_j(s_p) \in \mathbb{R}^{3 \times 3} \) in local coordinates can be found using the axis-angle representation:

\[
R_j(s_p) := I + (\sin(s_p)) \cdot A + (1 - \cos(s_p)) \cdot A^2
\]

where \( I \) is the identity, and \( A \) is the cross-product matrix for the normalized axis vector \( a_j \) defined as:

\[
A := \begin{bmatrix}
0 & -[a_j]_z & [a_j]_y \\
[a_j]_z & 0 & -[a_j]_x \\
-[a_j]_y & [a_j]_x & 0
\end{bmatrix}
\]

where \([a_j]_{x,y,z}\) are respectively the \( x \), \( y \) and \( z \) coordinates of the normalized axis vector \( a_j \). The corresponding \( 4 \times 4 \) local rotation matrix in homogeneous space \( R^h_j \) can be obtained as:

\[
R^h_j := \begin{bmatrix}
R_j & 0 \\
0 & 1
\end{bmatrix}
\]
The translation matrix \( T_j := t_j(s_p) \) along an axis \( a_j \) by \( s_p \) in local coordinates is defined as:

\[
t_j(s_p) := \begin{bmatrix}
1 & 0 & 0 & [a_j]s_p \\
0 & 1 & 0 & [a_j]s_p \\
0 & 0 & 1 & [a_j]s_p \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  

(2.10)

Multiple rotations and translations along multiple joint axes, i.e. \( x, y \) and \( z \), are obtained concatenating the corresponding matrices:

\[
T_j := [t_j]_z \times [R^h]_z \times [t_j]_y \times [R^h]_y \times [t_j]_x \times [R^h]_x,
\]

(2.11)

where \([R^h]_{x,y,z}\) and \([t_j]_{x,y,z}\) are respectively the rotation and translation matrices along either the \( x, y \) or \( z \) joint local axis. In principle, the global coordinates of a joint in homogeneous space \( \hat{j}^h \in \mathbb{R}^4 \) can be computed as:

\[
\hat{j}^h := T'_j \cdot \hat{j}^h
\]

(2.12)

where \( \hat{j}^h \) is the joint location in local coordinates w.r.t. the parent joint.

The process of computing the location of the joints in global coordinates from a given skeleton configuration \( \tilde{S} \) is called forward kinematics, while the inverse process, i.e. computing \( \tilde{S} \) given the 3D location of the joints, is called inverse kinematics. The latter is more intuitive for end-user applications like animation, e.g. allowing animators to choose the exact 3D location of the joint, sparing the user the burden of setting the actual intricate joint parameters, which are instead automatically estimated by the program in the background.

Differently shaped and dressed humans are characterized by the same underlying skeleton structure, with the same bones, joint connections and possible configurations. Variations are possible though in the bone length and rotation amplitude. For example, some people can perform leg splits, being able to perform wide hip rotations, while others cannot. Joint limits define upper \( L_p \) and lower \( l_p \) bound for each degree of freedom, i.e. \( s_p \in [l_p, L_p] \), \( \forall p \).

While techniques do exist that estimate skeleton structures for some vertebrates automatically \([108, 8, 169]\), related work has shown that the results are unstable, especially in the presence of large apparel and complicated poses and shapes \([102]\). Since in this thesis we focus exclusively on the shape of humans, we fix the underlying general skeleton structure and focus on (semi-) automatic refinement of the bone lengths to find best fits for differently shaped actors.

### 2.2.2.2 Our Template Human Skeleton Layer

In this section, we describe our template human skeleton structure we use throughout this thesis. The template represents the common human skeleton hierarchy, independent of body shape and clothing. To best adapt to differently shaped humans, the template skeleton must be embedded into the corresponding actor’s mesh by adaptively changing bone lengths and pose configuration. Our automatic skeleton embedding technique is presented later in Section 2.3.1. The overall structure consists of 24 joints: 4 for each hip-toe sub-chain (hip, knee, ankle, toe), 4 for the clavicle-wrist sub-chain (clavicle, shoulder, elbow, wrist) and 8 for the head-pelvis (head, neck and 6 more spine joints, namely spine1 … spine6). See a visualization of the skeleton structure in Figure 2.1(b). The skeleton is parameterized with a 48-dimensional vector \( \mathcal{S} \) consisting of 6 global translation and rotation parameters, and 42 more joint rotation parameters. Each parameter controls one or multiple skeleton joints and operates along the corresponding 3 local joint axes. Some parameters describe
Table 2.1: Active degrees of freedom for each skeletal joint used to describe skeleton pose configurations of our template human skeleton. For each skeletal joint, the table gives the active degrees of freedom expressed as \( rx, ry \) and/or \( rz \) for rotations and \( tx, ty, tz \) for translations respectively around the \( x, y \) and \( z \) local joint axes. The last column shows the limits (radians for rotations and millimeters for translations) for each degree of freedom.

<table>
<thead>
<tr>
<th>Joint Name</th>
<th>Active Degrees of Freedom</th>
<th>Limits ((lower, upper))</th>
</tr>
</thead>
<tbody>
<tr>
<td>root</td>
<td>( tx, ty, tz, rx, ry, rz )</td>
<td>no limits</td>
</tr>
<tr>
<td>spine1...spine6</td>
<td>( rx, ry, rz )</td>
<td>([-0.5, 0.5], [-0.55, 0.55], [-0.8, 0.25])</td>
</tr>
<tr>
<td>neck</td>
<td>( rx, ry, rz )</td>
<td>([-0.667, 0.667], [-0.3, 0.3], [-0.5, 0])</td>
</tr>
<tr>
<td>2 x clavicles</td>
<td>( ry, rz )</td>
<td>([-0.4, 0.5], [-0.4, 0.4])</td>
</tr>
<tr>
<td>2 x shoulders</td>
<td>( rx, ry, rz )</td>
<td>([-1.6, 1.6], [-2.3, 1.3], [-10, 10])</td>
</tr>
<tr>
<td>2 x elbows</td>
<td>( rx, ry, rz )</td>
<td>([-2.7, -0.1], [-2.0, 1.46], [-1.5, 1.5])</td>
</tr>
<tr>
<td>2 x wrists</td>
<td>( ry, rz )</td>
<td>([-0.5, 0.5], [-1.3, 1.3])</td>
</tr>
<tr>
<td>2 x hips</td>
<td>( rx, ry, rz )</td>
<td>([-10, 10], [-0.5, 0.5], [-1, 0.6])</td>
</tr>
<tr>
<td>2 x knees</td>
<td>( rx )</td>
<td>([-2.5, -0.1])</td>
</tr>
<tr>
<td>2 x ankles</td>
<td>( rx, ry, rz )</td>
<td>([-0.4, 0.4], [-0.5, 0.5], [-0.25, 0.25])</td>
</tr>
<tr>
<td>2 x toes</td>
<td>( rx )</td>
<td>([-0.7, 0.7])</td>
</tr>
</tbody>
</table>

rotations with respect of a subset of the available axes. For instance, the knee joint is only allowed a rotation along the \( x \)-axis, corresponding to bending.

Table 2.1 shows all skeleton joints with corresponding active degrees of freedom and limits. Most of the chosen parameters reflect the mechanical structure and behavior of real human skeletons. Some bones describing finger, toes and facial movements are excluded from our skeleton structure, as they fall out of the scope of this thesis in terms of level of captured detail. The effect of changing single pose parameters, within the limits, is visualized in Figure 2.9 on an example character.

### 2.2.3 Volumetric Layer

Volumetric actor model representations provide different shape information, compared to surface meshes, that can be effectively employed for volume-preserving deformation. In the fields of motion and performance capture, they are often used to approximate the human body volume, allowing advantageous model-to-image matching in a reduced space of unknowns, i.e. from a large amount of surface points to a few volumetric primitive locations [50, 164, 143]. The volumetric layer of our body model is described in detail in Section 2.2.3.2. Volume-based models presented in the literature are described in the next Section 2.2.3.1.

#### 2.2.3.1 Volumetric Models in the Literature

Many methods employ a specific set of primitives, such as ellipses, cylinders or cardboards, [189, 22, 90], which are joined together to form reliable human shape configurations. Primitives are typically either connected within each other or rigidly attached to an underlying skeleton structure [164, 50]. Some methods assign an additional color attribute to the primitives, which is used for improved model-to-image similarity assessment. Due to their reduced detail, their use is mostly restricted to skeleton (motion) tracking application rather than surface tracking. More detailed general volumetric shape models employ tetrahedral, multi-resolution voxels or even particle-based representations [40, 194, 112]. These have been successfully used to enable detail preserving, finer-scale 3D reconstruction. Still, detail reconstruction remains challenging.
Among the volumetric representations, implicit models have recently become attractive due to their smooth analytical definitions. Implicitly defined surfaces represented through non-parametric signed distance function (SDF) are advantageous for volumetric reconstruction and tracking [128, 46, 137, 80, 131], also from single RGB-D input [84, 127, 128]. The use of implicit surfaces for shape and motion estimation from multi-view video was originally proposed by Plankers and Fua [137], who use smooth implicit surfaces attached to an articulated skeleton to approximate a human 3D shape, see an example in Figure 2.10(a). This representation allows defining a distance function of data points and models that is smooth everywhere in space. Similarly, Ilic and Fua [80] create implicit
Figure 2.10: Examples of volumetric human actor representations. (a) Metaballs based model from Plankers et al. [137], (b) Cylinder based model fitting of [22], (c) Gaussian-based model introduced by Stoll et al. [164], (d) Tetrahedral model from Aguiar et al. [40].

meshes by attaching triangular primitives to the faces of explicit 3D meshes. In a recent work, Stoll et al. [164] employ a set of 3D parametric colored Gaussian functions rigidly attached to the skeleton, see Figure 2.10(c). Their model formulation is extensively used throughout this thesis both for multi-view coarse and fine-scale tracking as well as an approximation of signed distance functions for skinning. Our volumetric Gaussian-based layer is described in detail in Section 2.2.3.2.

In order to accurately approximate an actor’s mesh volume with a chosen set of primitives, some methods automatically optimize the degrees of freedom that characterize the chosen volume primitives, i.e., their 3D location, orientation and dimensions, such that they optimally fit the surface model or the multi-view silhouettes [164]. Alternatively, the primitives are manually fitted inside the surface model.

2.2.3.2 Our Volumetric Layer

Our volumetric model layer that is used throughout this thesis is inspired by the implicit Gaussian-based representation introduced by Stoll et al. [164]. A set of 3D Gaussians with an additional color attribute are rigidly attached to the underlying skeleton to approximate coarsely the body volume. A
Volumetric Gaussian $\hat{G}_m$ is defined by its 3D mean $\hat{\mu}_m$ and 3D standard deviation $\hat{\sigma}_m$:

$$\hat{G}_m(x) := \frac{1}{\hat{\sigma}_m \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{x - \hat{\mu}_m}{\hat{\sigma}_m} \right)^2 \right)$$  \hspace{1cm} (2.13)

Our template human volumetric layer is defined by 66 Volumetric Gaussians manually placed all around the template skeleton structure, introduced in Section 2.2.2.2. In particular, we employ 9 Volumetric Gaussians to approximate each leg volume, 5 for the feet, 10 for the abdomen, 6 for the head, 8 for the arms and 3 for the hands. The Volumetric Gaussians are distributed evenly along the limbs and the abdomen. The head is filled such that front and back are covered by different Volumetric Gaussians. This is used to allow different coloring of the face, i.e. skin color, w.r.t. the back side, i.e. hair color. After an initial manual fit of the template volumetric layer inside a given actor’s mesh, the average color of the surrounding vertices of each $\hat{G}_m$ is assigned as additional color attribute in the HSV space $\eta_m$. Also the attachment location and the standard deviation of each Volumetric Gaussian are adjusted based on the input actor’s shape. As shown later in Section 2.3.1, our volumetric layer representation can be fitted automatically inside a given actor’s mesh volume using a technique proposed in the literature. The volumetric layer also serves for optimal skeleton structure fitting within a human mesh. A visualization of the volumetric 3D Gaussian-based layer can be seen in Figure 2.1(c).

Each 3D Volumetric Gaussians is rigidly attached to one underlying skeleton bone. Consequently, bone motions move the affected Volumetric Gaussians as well. The formula to find the new location, i.e. mean $\hat{\mu}_{h'}$, of a Volumetric Gaussian in homogeneous depending on the skeleton pose parameters is given by:

$$\hat{\mu}_{h'} = T_j^I \hat{\mu}_{h}$$  \hspace{1cm} (2.14)

where $\hat{\mu}_{h}$ is the Volumetric Gaussian mean in local homogeneous coordinates w.r.t. the single parent joint $j$.

### 2.3 Rigging Pipeline

In animation, the process of describing surface mesh deformations with the motion of an underlying kinematic skeleton is called rigging. Given an actor’s mesh, the rigging pipeline consists in three main steps: defining the underlying skeleton structure, performing skeleton fitting inside the mesh of the actor and finally binding the surface to the skeleton. In this thesis, we make extensive use of rigging to define links among the multiple human body layers. Since differently shaped and dressed humans share a similar hierarchical skeleton structure, we use the skeleton structure described in Section 2.2.2.2 and focus on the remaining two steps, namely fitting, also called skeleton embedding, and binding, also called skinning. After giving a brief introduction on proposed approaches for embedding and skinning, Section 2.3.2.2 outlines our proposed approach for reliably and efficiently estimating the required skinning weights, i.e. the weights that describe how the underlying bones affect each surface vertex of the human body model.

#### 2.3.1 Skeleton embedding

Given a template human skeleton, the task of fitting it inside a given actor’s geometry is called skeleton embedding. Skeleton embedding is the first step of the so called rigging process and consists
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Figure 2.11: Visualization of skinning weights for different bones on a character. The skinning weights are obtained using the method explained in Section 2.3.2.2. (a) Skinning weights of the spine, (b) skinning weights of the arms, (c) skinning weights of the legs.

in estimating bone lengths as well as joint configurations that best fit the actor surface model and pose. Optimal skeleton structure fits place joints as close as possible to the correspondent real joint location. Solving such a problem automatically may lead to imperfect embedding solutions that require manual interventions. Errors at embedding time typically cause poor quality rigging solutions, which in turn result in distracting artifacts during animation.

Methods that provide approximate bone positions based on geometry surfaces and shapes are often insufficient for animation of photorealistic character models [91]. Embedding techniques especially designed for human shapes have shown more accurate results than general methods [55, 93, 120, 118]. Such methods are mostly based on initial template rigs or rely on a database of rigs, automatically adapted to the input human shape, to enable robust skeleton embedding. However for these techniques, model fitting may still be inaccurate in the presence of excessive clothing.

When the actor’s geometry is available in different pose configurations, e.g. multiple 3D body scans, automatic skeleton embedding produces more accurate results. [102, 49]. The accuracy of the skeleton fit however still depends on the quality and amount of pose variations observed. Few observations or lots of similarly posed meshes still lead to unreliable results that require manual corrections. Despite the improvements introduced in the literature, skeleton embedding remains a semi-automatic process, where the user’s intervention, aimed at correcting misplacement or providing prior annotations, is still needed.

In this thesis, we make extensive use of the additional volumetric layer, rigidly bounded to the underlying skeleton structure, to automatically fit both the skeleton and the Volumetric Gaussians inside a given actor’s mesh. Specifically, we optimize for the joint configuration, i.e. skeletal pose, the bone lengths and the Volumetric Gaussians distribution with relative standard deviation, such that both coarse layers fit optimally the detailed surface layer. Due to the large amount of unknowns, we optimize iteratively for a subset of the parameters. To effectively fill in the volume of the actor’s
shape, we automatically generate multi-view silhouettes of the input mesh as seen from several fictional calibrated cameras placed around in a circle. The reprojected volume approximation given by the silhouettes is used to find the best set of reprojected Volumetric Gaussian, in terms of mean and standard deviation, across all camera views. This technique has been proposed and successfully employed by Stoll et al. [164] and is outlined in detail in Section 2.4.1.4. We make extensive use of their released software The Captury Studio [30] for automatic embedding.

2.3.2 Skinning

Skinning is the process of binding the actor surface mesh to the embedded skeleton structure, such that deformations of the surface vertices are determined by skeleton pose configurations. When an association between a surface mesh and a skeleton is given, simple bending of a joint displaces multiple vertices according to the underlying bone motion. A mesh skinned to a skeleton structure is also called rigged mesh and is widely used in the animation and movie industry.

One of the most popular geometric skinning methods widely used in animation and interactive applications is linear blend skinning (LBS) [113]. LBS defines a set of blending weights or skinning weights \( w_{i,j}, \forall i, j \) that tell how much each vertex \( i \), is affected by the joint \( j \). See a visualization of skinning weights in Figure 2.11. A single bone is typically associated with a group of vertices. For instance, the thigh bone is associated with the vertices making up the polygons in the model’s thigh. The deformed vertex location in 4D of vertex \( v^h_i \), i.e. \( v^h_i \), in homogeneous space is computed using the following weighted sum:

\[
v^h_i = \sum_{j=1}^{n_j} w_{i,j} T'_j v^h_j
\]  

(2.15)

where \( T'_j \) is the global transform of joint \( j \) in global coordinate system and \( v^h_j \) is the 4D vertex location in local coordinates w.r.t. the parent joint \( j \). Note that vertices located close to bone intersections, i.e. joints, are likely to be associated to two or more bones at the same time and the mixed influence generates a nicely looking smooth deforming surface in those areas. LBS has real-time performance and provides acceptable deformations in a good range of cases. The main disadvantages of LBS are the loss of volume in bent areas and the unnatural candy-wrapper effect that appears when skeleton joints are twisted.

Geometric skinning with approximate dual quaternion linear blending (DLB) partially solves these issues [95]. The solution consists in converting each transformation into a unit dual quaternion \( q_j \) [98]. Then, a normalized linearly blended dual quaternion \( q_i \) is computed using the skinning weights:

\[
q_i := \frac{\sum_j w_{i,j} q_j}{\left| \sum_j w_{i,j} q_j \right|}
\]  

(2.16)

This blended unit dual quaternion is guaranteed to represent a rigid body transformation \( T'_j \), which can replace the original LBS term, to estimate skinned vertices locations as:

\[
v^h_i = \sum_{j=1}^{n_j} w_{i,j} \tilde{T}_j v^h_j
\]  

(2.17)

DLB exhibits less artifacts than LBS at minimal additional cost, and is the chosen skinning approach throughout this thesis. Alternative more powerful approaches typically involve complex and computationally expensive strategies either inspired by physics [29, 161, 172, 96, 149, 177] or based
on multiple input meshes [182, 129]. These approaches deliver a high level of realism. Some even simulate realistic muscle bulges. However, the associated high computational costs together with the unusual settings restrict the applicability of these methods.

Another important step of the skinning process, apart from defining the algorithm to estimate global vertex locations given skeleton pose configuration, is the estimation of the skinning weights, described in the next section.

### 2.3.2.1 Skinning Weights Estimation in the Literature

Few automatic methods have been proposed to estimate skinning weights from a static 3D model [10, 181, 94, 87]. This is a non-trivial problem due to a number of difficulties. For the chosen set of weights, the corresponding skin deformations caused by skeleton motion must produce natural looking surface displacements. A realistic look is given by convincing feature-preserving, non-rigid deformation, without distortions, loss of volume or other visible artifacts. The assignment of skinning weights must account for the resolution, the shape and the individual body parts. Assigned weights are typically distributed non-uniformly on the surface and present differently smoothed overlapping influence depending on the specific body part, i.e. varying smoothing window size for influence transition in bone intersection areas.

Some generalized methods that ignore the different body parts make simplifying assumptions on the latter: rather than producing a uniform weight distribution, which does not account for different body parts and shape, they tend to keep the width of a transition between two bones meeting at a joint proportional to the distance from the joint to the surface. Proximity to bones is an unreliable measure for skinning weight assignment, since it ignores the actual shape and can cause wrong attachments, e.g. part of the torso being attached to an arm.

More robust approaches make use of implicit 3D signed distance approximations of the surface model to assign skinning weights. This conversion helps in correctly estimating a valid set of skinning weights, assuming the input model is free from self-intersections. However, due to the cost of
volumetric tessellation, some methods made simplifications by running distance computations only for areas close to the surface, which reduces the attachment time to a few seconds [10]. Approaches using skinning by example, i.e. estimating skinning based on a set of given reposed meshes, have demonstrated superior results when multiple actor models are provided as input [102, 49, 89, 75]. In the typical single model restricted conditions, approaches specifically designed for human shapes have also found reasonable weight assignment solutions, for example using automatic rigging attributes transferred from template [55]. The quality of this kind of data-driven approaches is however limited by the shape space spanned by models in the used database.

Despite the progresses made, automatically assessed skinning weights are still suboptimal and require some manual adjustment, also called weight painting, to account for imperfections and unnatural deformations resulting from poor automatic skinning weight assignment. The typical skinning weights assignment process involves iterative skeleton embedding adjustment and skinning weights repainting, given initial distribution guesses provided by an automatic skinning weight estimation method. After semi-automatic skeleton embedding, an initial set of weights is automatically estimated. At this point, artists begin moving each joint around and make sure the resulting deformation of the skin corresponds to the wanted surface displacement, see reposing examples in Figure 2.12. In case of deformation errors, e.g. wrapping artifacts around joint areas, interactive tools allow to apply manual corrections by local re-painting of weights. Alternatively, the skeleton embedding can be manually refined to obtain improved estimates of skinning to start with. This cumbersome iterative process is typically performed by experienced animators to guarantee outstanding skeleton-to-model agreement, which is required for realistic skinning. In the next section, we describe our highly simplified skinning weights assignment approach, specifically build for human actors, which exploits the potentials of the underlying volumetric layer.

2.3.2.2 Our Volume based Skinning Weights Estimation

In this section, we describe our approach for assessing reliable skinning weights using the intermediate volumetric actor layer, introduced in Section 2.2.3.2. The volumetric layer is a 3D parametric representation of the actor’s volume based on a set of 3D colored Gaussians attached to the underlying skeleton structure. Gaussians are by definition smooth functions with infinite support having global maxima located at the mean \( \mu_m \), which usually lies nearby a skeleton bone segment. Implicitly, a Gaussians-based representation can be seen as a distance function defined everywhere in the space, where the gradient points toward the closest skeleton point. This makes it possible to evaluate the distance \( d_m(v_i) \) from all Volumetric Gaussians \( \tilde{G}_m \) of the volumetric layer at the 3D mesh vertex locations \( v_i, \forall i \):

\[
d_m(v_i) := \tilde{G}_m(v_i) := \frac{1}{\delta_m \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{v_i - \mu_m}{\delta_m} \right)^2 \right)
\]

(2.18)

To enhance computational speed, we only consider the closest Volumetric Gaussians up to a certain user-defined threshold \( \delta, D(v_i) := \{ (m, d_m) : d_m < \delta \} \). Then, to effectively find the closest joints, we take the parent skeleton joint of the found Volumetric Gaussians. The skinning weights are then estimated as:

\[
w_{i,j} := \sum_{m \in D(v_i)} d_m(v_i) : j \text{ is parent of } m
\]

(2.19)

We additionally normalize the found skinning weights, such that \( \sum_{j=1}^{n_f} w_{i,j} = 1, \forall i \).

This method for skinning weights assessment is used extensively throughout this thesis and was originally introduced in one of our co-authored works by Rhodin et al. [142]. The proposed approach
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Figure 2.13: Actor modeling from segmented example pose images and tracking results from [164]. (a) Semi-automatically segmented input images showing different actor poses (1 image per pose shown out of 8) and (b) the resulting personalized actor body model. (c) Tracking results shown as skeleton overlay over the input images.

has computational advantages w. r. t. the work of Baran et al. [10]. First, it is based on available volumetric information, rather than requiring computationally expensive explicit estimation of heat distribution within the surface mesh as it is done in [10]. Secondly, by fully exploiting the Volumetric Gaussian-based representation, which clearly distinguishes between different body parts, our method does not require any inside-outside surface check or handling of special cases, needed, e. g., in presence of non-manifold geometry with holes, disconnected surfaces or multiple internal faces. Its high computational performance and independence from the geometric shape definition beats most of the related approaches in terms of time.

The skinning weight quality highly depends on the 3D Gaussian model resolution, i. e. the number of primitives as well as their distribution within the mesh surface. Poorly represented volume can easily lead to inaccurate skinning weights estimation. Nevertheless, this method robustly delivers adequate weight sets, which are good initial guesses that can be easily semi-automatically refined. Our interactive software tool, we built to accomplish this task, also allows to manually paint and adjust the automatically estimated skinning weights or (locally) smooth the weights over the surface with a user-specified smoothing kernel, if needed. In this work, we make few to no use of the weight painting tool, thus demonstrating the effectiveness of our automatic skinning weights assignment approach, compared to related methods.

2.4 Skeleton Tracking

In this section, we focus on relevant previous work, which exploits the potentials of the Gaussian-based representation both for multi-view mocap and differentiable visibility formulation. The remainder of this section is dedicated to the description of the skeleton tracking approach proposed by Stoll et al. [164], which is extensively used throughout this thesis, as well as conceptually extended to performance capture of surface detail later on in this thesis. In this section, we also discuss an extension of the work of [164] initially proposed by Rhodin et al. [143] in a co-authored work.
2.4.1 Volumetric Tracking by Stoll et al. [164]

Stoll et al. [164] present an approach for modeling the input multi-view video sequence and the human body by Sums of spatial Gaussians, that allow to perform fast and high-quality markerless mocap. Based on the Gaussians-based models of the input scene, [164] introduce a novel continuous and differentiable model-to-image similarity measure that can be used to estimate the skeletal motion of human actors at high frame rates.

2.4.1.1 Scene Model

The body model representation employed by Stoll and colleagues corresponds to our skeleton and Gaussian-based volumetric layers, described respectively in Section 2.2.2.2 and Section 2.2.3.2. As shown in [164], the implicitly defined Gaussians-based representation \( \hat{G}_m \), \( \forall m = 1 \ldots n_m \) is advantageous for skeleton mocap in outdoor scenarios, where scene conditions are less controlled.

The model Gaussians can be easily projected into the image space, to obtain 2D Gaussians \( G_m \). The Gaussian mean in image space \( \mu_m \) is obtained projecting the original mean in 3D \( \hat{\mu}_m \) using the camera projection matrix \( P \):

\[
\mu_m = \left( \begin{array}{l} \hat{\mu}_m^x \\
\hat{\mu}_m^y \\
\hat{\mu}_m^z \\
\end{array} \right) = \left( \begin{array}{c} \mu_m^x \\
\mu_m^y \\
\mu_m^z \\
\end{array} \right) \in \mathbb{R}^2,
\]

where \( [\hat{\mu}_m^h]_{x,y,z} \) are the respective coordinates of the mean in homogeneous coordinates (i.e. the 4th dimension is set to 1), \( [\mu_m^h]_{x,y,z} \) are the respective coordinates of the projected mean in homogeneous coordinates. Similarly, the corresponding 2D standard deviation \( \sigma_m \) of a Volumetric Gaussian is obtained as follows:

\[
\sigma_m = \frac{\hat{\sigma}_m f}{|\hat{\mu}_m^h|_z} = \frac{\hat{\sigma}_m f}{|\mu_m^h|_z} \in \mathbb{R},
\]

where \( f \) is the camera focal length and \( \hat{\sigma}_m \) the standard deviation in 3D. The Volumetric Gaussian colors \( \eta_m \) are stored in the HSV color space for later computations.

To obtain a similar mathematical definition of the input image pixels, Stoll et al. additionally convert the input multi-view images to an implicit Sums-of-Gaussians based representation. The implicit model for the input images \( I(c) \) of all cameras \( c \in \{1 \ldots n_c \} \), \( n_c \) being the number of cameras, is obtained by assigning an Image Gaussian \( G_i(x) \), \( x \in \mathbb{R}^2 \) to each image patch, resulting from the decomposition of the input image to regions of similar color. The algorithm to assign Image Gaussians decomposes each input frame into squared regions of coherent color by means of quad-tree decomposition. After setting a maximum quad-tree depth \( T_q \), the image domain of each camera view is recursively split in smaller regions. Then, neighboring patches of similar color, up to a color similarity threshold \( T_{fuse} \), are fused together. The color similarity between two regions having colors \( \eta_1 \in \mathbb{R}^3 \) and \( \eta_2 \in \mathbb{R}^3 \) in the HSV space is computed by simply taking the Euclidean distance \( ||\eta_1 - \eta_2||^2 \). This approach allows generating a limited number of \( G_i \), distributed densely at color feature locations and sparsely in the remaining plain colored regions, saving space allocation as well as computational performance.

After this bottom-up approach is completed, an Image Gaussian is assigned to each patch, such that its mean \( \mu_i \in \mathbb{R}^2 \) corresponds to the patch center, and its standard deviation \( \sigma_i \) to half of the side length of the square patch. The underlying average HSV color \( \eta_i \) is also assigned as an additional attribute. Figure 2.14 shows an example of implicit 2D Image Gaussians-based representation for an image frame, where each \( G_i \) is visualized with a disk cantered at \( \mu_i \), with radius \( \sigma_i \).
2.4. Pose Tracking

Analysis-by-synthesis strategies have been successfully employed for many tasks in computer vision, included pose estimation. General analysis-by-synthesis based approaches define a recognition process in which hypotheses are formulated and compared with input data until one of the hypotheses produces a match. In their work, Stoll et al. use analysis-by-synthesis to compare the multi-view image observations with the reprojected the human body model in different poses. In particular, the Gaussian-based approximation of the scene is used to formulate a smooth image-to-model consistency energy to effectively find the optimal actor pose configuration at each frame. The initial pose guess, either computed based on joint acceleration from previous frames or manually estimated, is projected into each camera view. Then, the consistency across all views of the 2D colored Volumetric Gaussians $G_m$ and the Image Gaussians $G_i$ is computed as:

$$E(S) = E_{\text{sim}} - E_{\text{temp}} - E_{\text{lim}}$$

(2.22)

where $E_{\text{sim}}$ is the core data term, $E_{\text{temp}}$ is the temporal smoothness term and $E_{\text{lim}}$ is used to check for parameter limits. In the following, we describe each term in detail.

**Similarity term** The core energy term estimates the similarity between the projected Volumetric Gaussians $G_m$ and Image Gaussians $G_i$ and is computed as:

$$E_{\text{sim}} = \frac{1}{n_c} \sum_{c=1}^{n_c} \left[ \frac{1}{n_i} \sum_{i=1}^{n_i} \min_{m=1}^{n_m} \left( \sum_{m=1}^{n_m} \Phi_{i,m}, \Phi_{i,j} \right) \right]$$

(2.23)

where $n_i^c$ is the number of Image Gaussians of camera $c$ and $\Phi_{i,m}$ measures the appearance and spatial similarity of an Image Gaussian $i$ and a Volumetric Gaussian $m$:

$$\Phi_{i,m} = T_{\lambda}(\delta_{i,m}) \left[ \int_{\Omega} G_i(x) G_m(x) \partial x \right]^2$$

(2.24)
In the above equation $\delta_{m} = ||\eta_i - \eta_m||^2 \in \mathbb{R}^+$ measures the Euclidean distance between the colors in HSV color space, $\Delta$, is the maximum color difference allowed (beyond which the color similarity is set to 0), and $T_\Delta(\delta) : \mathbb{R} \to \mathbb{R}$ is the Wendland radial basis function [187] modeled by:

$$T_\Delta(\delta) = \begin{cases} 
(1 - \frac{\delta}{\Delta})^4 \left( \frac{4\delta}{\Delta} + 1 \right) & \text{if } \delta < \Delta \\
0 & \text{otherwise}
\end{cases} \quad (2.25)$$

Applying the $T_\Delta$ function on $\delta$ results in a smooth color similarity measure that is equal 1 if $\delta = 0$, i.e. $T_\Delta(0) = 1$ and smoothly decreases towards 0 as $\delta$ approaches $\Delta$, i.e. $\lim_{\delta \to \Delta} T_\Delta(\delta) = 0$.

A new approximation is proposed to handle self-occlusions without sacrificing the smoothness properties of their energy formulation. When multiple volumetric 3D Gaussians project onto the same screen space coordinate, their cumulative contribution in the sum can spoil the performance qualitatively, if not handled correctly. The authors employ a function minimization, visible in Equation 2.23, to account for the non-differentiability of the visibility function at occlusion boundaries. In a later co-authored work, described in the next section, a robust, fully differentiable visibility function is developed in the context of mocap.

One of the advantages of using a Gaussian representation is that the integral in Equation 2.24 has a closed-form solution, namely another Gaussian of the form:

$$\Phi_{i,m} = T_\Delta(\delta_{i,m}) \frac{2\pi}{\sigma_m^2 \sigma_i^2} \exp\left(-\frac{||\mu_i - \mu_m||^2}{\sigma_m^2 + \sigma_i^2}\right) \quad (2.26)$$

$$\Phi_{i,i} = \pi \sigma_i^2 \quad (2.27)$$

As explained in Section 2.2.3.2, the Volumetric Gaussians distribution in space is uniquely defined by the underlying skeletal joint configuration, which is in turn specified by the joint angles $s_p$, $\forall p = 1 \ldots |S|$. Therefore, by optimizing for the model-to-image similarity in terms of the means $\hat{\mu}_m$, $\forall m = 1 \ldots n_m$, one actually estimates the optimal skeletal pose configuration for that frame. Optimization details are provided in Section 2.4.1.3.

**Temporal Term** The estimated skeletal joint angles in subsequent frames are regularized using a smoothness regularizer on the parameters:

$$E_{\text{temp}} = \sum_{p=1}^{|S|} \left( \frac{1}{2} \left( s_{p}^{f-2} - s_{p}^{f-1} \right) - \frac{1}{2} \left( s_{p}^{f-1} - s_{p}^{f-2} \right) \right)^2 \quad (2.28)$$

where $s_{p}^{f-2}$ and $s_{p}^{f-1}$ are the pose parameter values found at previous frames and $s_{p}^{f-1}$ is the parameter value at current frame. This term penalizes high acceleration in parameter space.

**Limits Term** Stoll et al. additionally include a check on the parameter limits:

$$E_{\text{lim}} = \sum_{p=1}^{|S|} \begin{cases} 
||\mu_p - L_p||^2 & \text{if } s_p \leq L_p \\
||s_p - L_p||^2 & \text{else if } s_p \geq L_p \\
0 & \text{otherwise}
\end{cases} \quad (2.29)$$

where $L_p$ and $L_p$ are respectively the lower and upper joint angle limits on parameter $s_p$. 


2.4.1.3 Optimization

In order to maximize $E$, defined in Equation 2.22, the analytical derivatives with respect to the skeleton pose parameters $s$ are computed. Then, conditioned gradient ascent is used to find the optimal skeleton pose in each frame. To improve the initial convergence to the correct pose, the initial actor skeletal configuration in frame 0 is typically manually initialized or assumed to be (close to) the neutral pose. In Chapter 3, we demonstrate the use of data-driven information to automatically initialize the actor pose and follow the motion without any manual intervention.

The approach shows impressive mocap results even in uncontrolled outdoor settings with a possibly dynamic background and occlusions. Thanks to the advantageous formulation, results are computed in real-time. The main disadvantage of this approach, which is due to the nature of the primitives, is the difficulty to accurately track twisting motions that typically characterize limbs and head. A possible solution to this issue is the explicit use of the information that is given by a skinned actor mesh. In particular, the surface mesh can be used to regularize the underlying skeleton motion, checking for sudden flips as well as for arising distortions or unnatural movements issues. Due to the plain skeleton visualization, i.e. dots and segments, unnatural effects are only visible when accompanied by skinning deformations.

2.4.1.4 Actor Calibration

Calibrating the actor, i.e. computing a personalized body model of the performing actor, is an important step prior to tracking. The quality of the body model directly affects the accuracy of mocap. Stoll et al. [164] make extensive use of the analysis-by-synthesis approach, described in the previous section, to optimize for an enlarged set of the model parameters, which includes the Volumetric Gaussian mean, standard deviation and color, as well as bone lengths on top of the joint configuration. The algorithm decomposes the actor calibration problem in sub-problems aiming at fitting the template human body model into the reprojected actor’s volume.

The reprojected actor’s volume is obtained semi-automatically segmenting multi-view photographs of the actor in different poses, see Figure 2.13(a). Alternatively, if a scan of the actor is available, it is possible to automatically generate multi-view silhouettes as seen from several fictional cameras with known calibration placed all around. The colors of the Volumetric Gaussians of the template human body model are initialized to the silhouette interior color. Then, the similarity energy in Equation 2.23 is iteratively minimized in terms of a subset of the model parameters: first the joint configuration (pose) alone, then the Volumetric Gaussian properties, i.e. means and standard deviations, and finally the bone lengths are estimated.

The initial skeletal pose can be automatically inferred by solving for single-frame model-to-image fitting as described in Section 2.4.1.3. Since the actor model is still uncalibrated at this point, manual corrections to the inferred pose are typically made to improve the estimated joint configuration. Once an initial skeleton pose has been computed, the set of reprojected Volumetric Gaussians is fit to the silhouettes across all views, in terms of the means $\hat{\mu}_m$, $\forall m$ and standard deviations $\hat{\sigma}_m$, $\forall m$. Finally, the obtained personalized volumetric layer is used to adjust the bone lengths.

To effectively find the corresponding bone lengths, additional scaling degrees of freedoms $S_{\text{scaling}}$ are added to the skeletal parameter list, i.e. $\tilde{S} := \{S \cup S_{\text{scaling}}\}$. Scaling degrees of freedom uniquely
define joint scaling transformations \( S_j(s_p) \) as:

\[
S_j(s_p) := \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & s_p & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\] (2.30)

Notice that the scaling factor \( s_p \) only affects the y axis, which by definition points towards the closest child joint along the bone connection. The effect of scaling is a bone stretch or compression, which exactly simulate variations in the bone lengths. Scaling transformations are concatenated to the remaining joint transformations, i.e. eventual translations and rotations, to form local transformation matrices, as explained in Section 2.2.2.1. The personalized bone lengths are found by computing the scaling parameters \( S_{scaling} \) that best fit to the new personalized volumetric layer within the convex hull, using Equation 2.23.

The actor calibration process can be iterated several times, i.e. re-estimating joint configuration, set of Volumetric Gaussians and bone length, until it converges to a good approximation of the actor’s skeleton and volume, see Figure 2.13(b). Generally, it is best to provide this embedding method several different poses, also called calibration poses, to best locate the position of all the skeletal joints. Four of the typically used calibration poses are shown in Figure 2.13(a). The colors of the Volumetric Gaussians can be estimated at the end of the actor calibration cycle, by taking the underlying multi-view pixel color mean. This is obtained by computing the HSV color mean of the collection of all underlying pixels of each projected Volumetric Gaussian in all camera views. For each Volumetric Gaussian \( \hat{G}_m \) and camera view, we typically take the set of pixels which lie in a 2D region of the image space enclosed in the approximated circle centered in the 2D \( \mu_m \) with radius equal to \( \sigma_m \). In case an actor’s mesh is available together with associated vertex colors, the Volumetric Gaussians are assigned the close-by vertices color mean.

### 2.4.2 Improvements to Volumetric Tracking by Rhodin et al. [143]

A co-authored paper by Rhodin et al. [143] demonstrates the use of a volumetric Gaussian-based actor’s body approximations to create an analytic, continuous and smooth visibility function that is differentiable everywhere in the scene. The main difficulty of related approaches lies in the handling...
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of occlusions when projecting from 3D to the 2D space, where only visible parts of a 3D actor model should be considered when estimating e. g. model-to-image similarity. For simplicity, most other approaches check for camera visibility right before performing model projection to the image space. This kind of approaches are erroneous as they prevent occluded body parts from eventually reappearing in the view. Other approaches ignore multiple occluded object contribution in the energy [164].

The approach proposed by Rhodin and colleagues treats each Gaussian approximating the actor’s volume as a translucent medium with smooth density distribution, see Figure 2.15(a). The smooth Volumetric Gaussian visibility \( \psi_m \) along a pixel ray, from the camera origin \( o \) towards a certain direction \( n \) (depending on the pixel location) at distance \( s \), is estimated as the accumulated transmittance \( T \) of all encountered Volumetric Gaussians:

\[
\psi_m(o,n) := \sum_{m \in S_m} \lambda_m T(o,n,s) \hat{G}_m(o + sn)
\]  

(2.31)

In the above equation, \( S_m \) is a compact sampling interval around the mean of each Volumetric Gaussian \( G_s \) used to obtain an analytical closed form. Equation 2.31 is inspired by the radiance equation, where the sum of the product of the source radiance and transmission effectively measure the contribution of each Volumetric Gaussian to the pixel color, therefore approximating Volumetric Gaussian visibility, see plot in Figure 2.15(b). The transmittance function \( T \), i. e., the percentage of light transmitted between two points in space, decays exponentially with the optical thickness of a medium, which is defined as the accumulated density \( D \):

\[
T(o,n,s) := \exp \left( - \int_0^s D(o + tn) \, dt \right)
\]  

(2.32)

Using the Gaussian form of the density, one can rewrite the transmittance function in as:

\[
T(o,n,s) := \exp \left( - \int_0^s \sum_m \hat{G}_m(o + tn) \, dt \right)
\]  

(2.33)

The approximated transmittance of a Gaussian has an analytic closed form definition thanks to the appealing mathematical properties of Gaussians. Computationally, the proposed method has quadratic complexity in the number of Gaussians and is therefore relatively expensive. Nevertheless, the method delivers more accurate tracking and 3D geometry estimation w. r. t. previous methods based on non-differentiable visibility. In their experiment, the authors show that the new differentiable and well-behaved visibility function is essential for the success of the approach in markerless human mocap with very few cameras and/or strong occlusions. Setups with limited number of cameras or large occlusions highly rely on a proper visibility formulation to overcome failure at tracking time.
Chapter 3
Motion Capture

3.1 Introduction

Image-based human motion capture (mocap) is an important and long-standing problem in computer vision. In the past decades, there has been a constantly growing demand for robust human mocap algorithms from a wide range of application fields, such as computer animation, video effects (VFX) and biomechanical analysis. Recently mocap of performing humans in less constrained environment has gained increasing attention due to the potential of capturing casual actions in the wild. Despite the improved tracking quality of the previous methods in presence of challenging dynamic background, no known approach is able to reliably track the human motion in presence of changing illumination conditions, such as global light changes, or appearance changes, due to e.g. harsh shadows or view-inconsistent reflectance of pieces of apparel, which are typical in outdoor settings [21, 74, 24, 63, 154, 164, 53, 50, 141, 117, 197].

In this chapter, we describe a novel human mocap approach to reliably track the human action from multi-view videos with challenging temporally varying illumination (see an example in Figure 3.1), initially introduced in [144]. Our approach fits the personalized multi-layer human body model, described in Section 2.2, to a combination of an abstract intermediate image representation that is robust to lighting changes and 2D joint detections based on a convolutional neural network (CNN).

The main insight of our work is to factor out the lighting influence from the images by extracting the reflectance (or albedo) component of the image, and then perform motion tracking using the albedo component. To this end, for each frame of the multi-view sequence, the proposed method estimates the albedo component by solving a lighting-invariant segmentation problem. Our segmentation problem is phrased as a multi-labeling problem based on a pairwise Markov Random Field (MRF) [19], where each “material” of the human body is assigned a unique label that corresponds to its albedo. Lighting-invariance is achieved by dynamically updating the appearance information to reflect the changing lighting conditions. This is implemented by combining the image appearance and a pose prediction prior in a suitable way.

In order to increase the overall robustness, we additionally employ CNN-based joint position detections, which have been shown to have remarkable generalization ability [48, 204, 105, 171, 116, 133, 117]. Nevertheless, we have found that the CNN detector alone may be noisy and struggles under some conditions. In an attempt to combine the advantages of both worlds, we use an adaptive...
strategy for setting the relative weighting between the segmentation and the detectors, which are then embedded into the model-based mocap method described in Section 2.4.1. Our main technical contributions are:

1. the formulation of suitable time-varying segmentation problem that use frame- and view-dependent appearance costs in order to obtain lighting-invariant representations of the individual images,

2. the adaptive combination of an abstract intermediate image representation with CNN-based joint detectors, and

3. the integration of this combined information into a robust model-based tracker.

We demonstrate the effectiveness of our approach on several challenging sequences, including drastic lighting changes as well as harsh shadows. Our quantitative and qualitative results show that our approach accurately tracks the human pose and outperforms the existing methods in such challenging scenarios.

3.2 Related Work

Mocap of 3D humans has received a lot of attention in recent decades. Many vision-based markerless methods have been proposed to address this problem. A large portion of the literature focuses
on generative model-based multi-view mocap, where the goal is to optimize the overlap of the projected 3D body model with multi-view images. Model-free approaches generally deliver worse qualitative performance compared to model-based approaches, as they employ automatically or semi-automatically estimated approximations of the tracked object. When the tracked object articulations are known a-priori (this is the case for a human model), the remaining dimensions, such as height, weight, lengths and so on, can generally be accurately estimated up to possible non-rigidity, e.g. loose clothing [142]. Most of the model-based approaches rely on manually estimated human models or 3D scans.

Given an input articulated body model of the actor, many methods for robust pose tracking rely on the silhouette input obtained by background subtraction [164, 13, 103, 62, 106, 9]. As the silhouette cue provides a strong constraint and drastically reduces the difficulty of the problem, those methods yield accurate mocap results. Multiple character tracking, even with complex interaction, has also been demonstrated. In the approach by Liu et al. [106] they first segment the provided foreground image region into different characters based on the color models and the pose prior. Then the different characters are tracked independently. In our method, the pose term for material segmentation is inspired by this work. However, our method segments the images with respect to different materials instead of different characters and does not rely on the silhouette input. This allows for automatic tracking as well as better estimation of the correspondences between the body model and the images. Although plausible results have been achieved by multiple character tracking methods, their application scenario is restricted to static backgrounds, since the background subtraction does not work well on dynamic background [107].

There also exist several generative model-based approaches that do not require explicit silhouette input [21, 74, 24, 63, 154, 164, 53]. Many approaches make extensive use of (dense) optical flow or region-based matching to track the articulated body motion [24, 63, 154]. More accurate methods build on top of indoor approaches by introducing a dynamic background segmentation step [21, 74]. The background is typically segmented based on temporal body motion cues obtained from previous frames. However, only results in well-controlled environments have been demonstrated. Cluttered background in a general outdoor scenario with illumination changes typically lead to tracking failures. Elhayek et al. [53] proposed an improved model-to-image consistency energy in weighted HSV color space, which is more resistant to intensity changes. Although the tracking failure due to illumination changes is alleviated to some extent, we have found in our experiments that using the color consistency energy in HSV space alone is not enough to handle unconstrained complex lighting conditions for outdoor tracking. To handle varying illumination, Wu et al. [193] proposed to simultaneously estimate the illumination and track the motion in a joint optimization framework. However, since the illumination estimation and motion tracking is performed in an alternating manner, and each step relies on the previous step being correct, their method is not able to recover from errors. Besides, it is also worth mentioning that the computational complexity of their method is rather high due the illumination estimation.

In contrast to generative model-based methods, data-driven (discriminative) methods address the 3D pose estimation problem from the perspective of image feature extraction, regression or classification [1, 85, 148, 121, 156]. With the enormous success of deep learning methods and the thus resulting growing popularity, many CNN-based approaches have recently been proposed to predict 3D human pose from monocular images. A common approach is to lift the 2D joint prediction to 3D using temporal constraints and/or pose priors [205, 202, 203], while many other methods directly estimate the 3D pose from single images [48, 204, 105, 171, 116, 133, 117]. Even real-time 3D pose estimation has been achieved [117]. The CNN-based methods are typically more robust to illumination changes in the outdoor scenario than generative methods due to the good generalization
ability of the deep neural network, but those monocular-based methods are usually less accurate since they suffer from the inherent depth ambiguity. To address such problems, multi-view-based discriminative methods [160, 26, 6, 174] have been proposed. However, they typically have lower temporal stability than generative methods and, more importantly, they use a simplified body model with only few degrees of freedom.

Several recent methods combine the generative model and the discriminative approach to benefit from the merits of both sides [142, 53, 142, 15]. In particular, the methods in [142] and [53] share a similar outdoor multi-view mocap setting with our proposed method. In contrast to their methods, our approach iteratively tracks the skeletal motion and estimates the intrinsic segmentation to factor out the illumination changes. Our experimental results demonstrate that our approach outperforms the existing methods under varying illumination.

### 3.3 Overview

In this section, we describe our model-based mocap approach, which is summarized in Figure 3.2. Given a sequence of multi-view calibrated and synchronized images capturing the action of a single actor in varying lighting conditions, our goal is to consecutively track the human body pose in each frame, resulting in the temporally coherent skeletal motion across the entire sequence. This approach leverages the multi-layer human body model, described in Section 2.2.

To handle complex lighting conditions, for each frame we estimate an illumination-robust segmentation of the images by extracting the corresponding approximate albedo channel, and then incorporate the segmentation into the skeleton tracking. Segmented frames are an optimal input to appearance-based mocap approaches, since they are mostly invariant to illumination changes. Together with the segmentations, we provide 2D sparse joint detections as input to the mocap approach, that are estimated offline with CNN. As shown in Section 3.7, detections provide additional clues in presence of challenging lighting conditions and body poses, and are used to further improve the reliability of
3.4. SCENE MODEL

In this section, we describe our input actor representation, which we extensively use to estimate lighting-invariant image segmentation.

3.4.1 Actor

Our approach relies on the three-layer person-specific human body model outlined in Section 2.2. In this chapter, the volumetric layer is equipped with additional discriminative Gaussians attached to the most prominent joints in the skeleton, i.e. head, neck, shoulders, elbows, wrists, hips, knees, and ankles, see Figure 3.3(c). These are used to enable skeleton matching to the 2D CNN-based joint detection heatmaps, as described in Section 3.6.

The detailed layer consists of a triangulated mesh with associated texture segmentation, see Figure 3.2. While retaining the valuable texture quality, we reduced the number of triangles for performance purposes. In order to define the model materials, we first semi-automatically segment the texture into different regions according to the albedos of different materials (e.g. skin, shirt, etc.) as in Figure 3.4(c). To this end, we first apply the image smoothing method of [196] on the texture image to remove the high frequency shading components while preserving features in the image. Then we manually annotate the smoothed texture image, resulting in the material texture segmentation.
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Figure 3.4: Visualization of the material clustering process on the texture map. (a) Initial texture image, (b) smoothed edge-preserving texture image to facilitate material clustering and (c) final material clustering.

that assigns a unique label to each material, see Figure 3.4(c). Note that while we assume that each material is homogeneous, non-homogeneous parts (e.g. a shirt with a logo) can be modeled by introducing sub-materials.

Since in this chapter we are only interested in the skeleton motion estimation, i.e. discarding the surface details, we keep the number of materials limited to a small number and combine together slightly differently textured pieces of apparel or skin features. To this end, the shirt logo visible in Figure 2.8(b) is fused together with the shirt material, while eyes and mouth are considered to be one material, i.e. skin material, see Figure 3.4(c). All our body models have 5 materials in total, namely skin, hair, shirt, pants and shoes.

3.5 Lighting-invariant Segmentation

This section describes how to obtain a lighting-invariant representation (albedo channel) of a multi-view frame \( (I_{f_1}, \ldots, I_{f_n}) \) for each camera view \( c := 1 \ldots n_c \) and time \( f := 1 \ldots F \). Notice that in our setting the same material may have a different color appearance when viewed from different cameras. This is the case for, e.g., apparel with (piece-wise) non-Lambertian reflectance behavior, such as highly-specular apparel. A similar global effect may arise in case of incomplete or inconsistent photometric calibration of the cameras, which causes the same material to have different color appearance depending on the view. Consequently, we treat each camera view \( c \) independently, and thus assume in the remainder of this section that \( c \) and the frame \( f \) are fixed. Hence, for notational convenience we omit the \( c \) and \( f \) indices and write \( I \) instead of \( I_{f_c} \).

The objective of the lighting-invariant segmentation is to assign to each pixel \( i \) of image \( I \) a label \( \ell_i \in \mathcal{L} \) that indicates which material is seen in that pixel. The set of foreground materials includes all semi-automatically segmented materials of the actor’s surface (e.g. shirt, skin, pants) with indices \( \ell := 1 \ldots |\mathcal{L}| - 1 \), described in the previous Section 3.4.1. We additionally consider the background to be a material and add it to the end of the labels’ list, i.e. with index \( |\mathcal{L}| \). A labeling \( \ell \in \mathcal{L}^{|I|} \) for
Figure 3.5: Visualization of color, pose and combined costs. Top row (a-f) shows the appearance costs, middle row (g-l) shows the pose costs, and bottom row (m-r) the combined appearance-pose costs for different materials: (a,g,m) background, (b,h,n) shirt, (c,i,o) pants, (d,j,p) skin, (e,k,q) hair and (f,l,r) shoes. The input frame is shown on the top-right (s), while the resulting segmentation is depicted below in (t).

image $I$ is obtained by minimizing an energy of the form

$$E(\ell) = \sum_{i=1}^{n} E_i(\ell_i) + \sum_{i \sim j} E_{ij}(\ell_i, \ell_j),$$

where $E_i(\ell)$ is the data term that measures the cost for assigning label $\ell \in L$ to pixel $i$, and $E_{ij}$ is the smoothness term that penalizes neighboring pixels $i$ and $j$ that are assigned different labels ($i \sim j$ indicates that $i$ and $j$ are neighbors).

The data term combines the appearance $E^a_i(\ell)$ and pose cost $E^p_i(\ell)$ defined for each pixel $i$ as follows:

$$E_i(\ell) = E^a_i(\ell) \cdot E^p_i(\ell),$$

The appearance term measures the visible color similarity to the material color. In fact, we make use of an enhanced appearance representation of pixels rather than using their simple RGB color, which is shown to be more robust to illumination effects. A visualization of the appearance costs for each material can be seen in Figure 3.5, first row (reference input image in Figure 3.5(s)). In the gray-scale figure darker colors correspond to lower costs for the corresponding material. For instance, the skin appearance costs in Figure 3.5(d) alone can be used to successfully identify arms and face as skin, since the pixel at the corresponding regions have the lowest costs. However, misleading outliers with similar appearance in the background, e.g. the shoes, would cause a segmentation approach for the skin to be infeasible at this stage.
To cope with similar looking materials, we additionally define the pose term. The pose term robustly identifies possible material locations based on previously observed poses, see Figure 3.5, middle row. Body motion is assumed to be sufficiently smooth between subsequent frames. The pose term is designed such that it considers a (sufficiently large) uncertainty range of possible poses, making the aforementioned assumption valid in most of the cases. By weighting the appearance term with the pose term, most of the far regions in terms of pixel distance from the query material (e.g., the skin material in the example) are correctly set to high cost, see Figure 3.5 last row. In this case, segmentation leads to accurate material labeling, see Figure 3.5(t).

The appearance representation as well as the detailed description of the energy term is described in Section 3.5.2. Details for the pose term are discussed in the next Section 3.5.1.

### 3.5.1 Pose costs

**Algorithm 1:** Function to estimate pose costs $E^p$ for all materials of a single camera view $c$, given as input skinned mesh $M$ with pose parameters $S$.

```plaintext
1 function $E^p := \text{PoseCosts}(M, S, c)$:
2 for $n := 1$ to $50$ do
3     for $p := 1$ to $|S|$ do
4         $\tilde{s}_p := \min(\max(\text{rnd}(s_p, \sigma), l_p), L_p)$;
5     end
6     $\tilde{S}_n := \{\tilde{s}_p, \forall p := 1 \ldots |S| \}$;
7     for $\ell := 1$ to $|\mathcal{L}| - 1$ do
8         $M.\text{enableMaterial}(\ell)$;
9         $H_\ell := H_\ell + M.\text{render}(\tilde{S}_n, c)$;
10    end
11 end
12 for $\ell := 1$ to $|\mathcal{L}| - 1$ do
13     $H_{|\mathcal{L}|} := H_{|\mathcal{L}|} + (1 - H_\ell)$;
14 end
15 $E^p := \{1 - k \cdot H_\ell, \forall \ell := 1 \ldots |\mathcal{L}| \}$
```

In order to define body pose costs at a given frame $f$, we start by predicting the body pose configuration $S^f$, which is obtained based on the acceleration computed from the pose parameters of the previous two frames, i.e., $S^{f-1}$ and $S^{f-2}$:

$$S^f := S^{f-1} + \frac{S^{f-1} - S^{f-2}}{2} \quad (3.3)$$

The pose parameters for the first frame $S^1$, are either user-specified or assumed to be all equal to zero as a first guess, and $S^2 := S^1$. Figure 3.14 shows a successful fast recovery example when $S^1$ remains unspecified. The predicted pose, computed using the above formula, gives already a good approximation of the actual human pose in the multi-view images, as most of the human natural movements have close-to-constant acceleration across frames. However to be able to capture some pose variation, we additionally allow a window of uncertainty around each predicted joint parameter.

In particular, we sample 50 random pose parameters from a Gaussian distribution around the current pose parameter prediction $S^f$. Random joint parameters $\tilde{S}_n := \{\tilde{s}_p : p \in \{1 \ldots |S|\}\}$ are chosen in
3.5. LIGHTING-IN Variant SEGMENTATION

where the function $\text{dist}$ computes the distance between their appearances. While the pixel appearance $\Psi(x_i)$ can be defined by their color at the corresponding pixel location, the material appearance $\Psi(\ell)$ needs to be re-estimated at each frame according to the new material location in the images and its possibly changing visual appearance due to varying lighting conditions. For estimating $\Psi(\ell)$, using the un-smoothed mask $H_\ell$ introduced in the previous section, we extract all pixel appearance vectors at the reprojected location of material $\ell$, which we denote as $X_\ell := \{\Psi(x_i) : H_\ell(x_i) = 1\}$. Then, we

$$E_i^\Psi(\ell) := 1 - k \ast H_\ell. \quad (3.4)$$

### 3.5.2 Frame-dependent appearance costs

Given a definition for pixel $i$ appearance $\Psi(x_i), \forall i := 1 \ldots |I|$ and material $\ell$ appearance $\Psi(\ell), \forall \ell := 1 \ldots |\mathcal{L}|$, the cost of assigning $\ell$ to $i$ is given by:

$$E_i^\Psi(\ell) := \text{dist}(\Psi(x_i), \Psi(\ell)). \quad (3.5)$$

where the function $\text{dist}$ computes the distance between their appearances. While the pixel appearance $\Psi(x_i)$ can be defined by their color at the corresponding pixel location, the material appearance $\Psi(\ell)$ needs to be re-estimated at each frame according to the new material location in the images and its possibly changing visual appearance due to varying lighting conditions. For estimating $\Psi(\ell)$, using the un-smoothed mask $H_\ell$ introduced in the previous section, we extract all pixel appearance vectors at the reprojected location of material $\ell$, which we denote as $X_\ell := \{\Psi(x_i) : H_\ell(x_i) = 1\}$. Then, we
The above formula admits an efficient solution \[ \mu : = \operatorname{arg\,min}_y \sum_{x \in X} \| x - y \|_2, \] of the vectors in \( X \), which is given by

\[ \mu : = \mu ( X ) = \arg \min_y \sum_{x \in X} \| x - y \|_2, \quad (3.6) \]

The geometric median \( \mu \) and the covariance matrix \( C \) together define the material appearance, i.e. \( \Psi ( \ell ) : = \{ \mu, C \} \), and are updated at each time frame \( f \).

Figure 3.6 illustrates appearance costs \( E^a \) when changing the definition of appearance \( \Psi ( x ) \) for each pixel as well as the formula for assessing the costs, i.e. \( \operatorname{dist} \). When using simple RGB colors, i.e. \( \Psi ( x ) : = \operatorname{RGB}( x ) \), and norm distances, i.e. \( \operatorname{dist}(\Psi( x ), \Psi( \ell )) : = \| \Psi ( x ) - \mu \|_2^2 \), we obtain the pixel costs depicted in Figure 3.6(a). Notice that in this case we completely ignore valuable information on the material given by its covariance \( C \). The lack of complete information as well as the use of the weak RGB color space for the distance computations, result in unreliable appearance costs, since the target material in the pixels has mixed costs. The skin costs depicted in Figure 3.6(a), for instance, are very sensitive to shading, e.g. around the arms, and have even higher costs on the arms and face locations than certain far sides in the background. The pants costs in Figure 3.6(f) are

\[ \psi \]
better estimated, since the pants are well marked till the boundaries. Still, outliers on the shirt and on the background are present. The illustrated costs for the shirt material in Figure 3.6\((k)\) show a complete failure, due to the high RGB similarity of the gray shirt to the gray floor.

When replacing the RGB space with the HSV color space instead, we gain more robustness to shading, since similar colors that are differently illuminated have smaller distances than in the RGB space. Thanks to this fact, all depicted costs are much improved, see Figure 3.6\((b, g, l)\). Especially for the skin material Figure 3.6\((b)\) the simple conversion to HSV space mostly resolves the shading problem around the arms, and better captures the face, eliminating most of the surrounding outliers, i.e. setting the remaining pixels costs to higher values (closer to white). While the costs for the pants material itself (Figure 3.6\((g)\)) looks worse than in the RGB case, the remaining body parts and the background have now been well separated from the target material in terms of costs.

In order to improve upon the still limited lighting-invariance that we gain in the HSV color space, we resort to keeping the perceived color information as well as the saturation, given respectively
by the hue and saturation components, ignoring the shading value component. The feature image \( \Psi : \Omega \rightarrow [0, 1]^3 \) is then obtained by setting the first and second components to the sine and cosine of the hue, respectively, and the third component to the saturation. The choice of sine and cosine helps to better deal with the periodicity of the hue component and, therefore, to ease further processing. On top of that, rather than using simple norm distances for the function \( \text{dist} \), we consider a (frame-

<table>
<thead>
<tr>
<th>Algorithm 3: Function to convert an RGB image to feature vector.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 function ( \Psi' := \text{Rgb2Feature}(I) ):</td>
</tr>
<tr>
<td>2 for ( i := 1 ) to (</td>
</tr>
<tr>
<td>3 ( [H, S, V] := \text{Rgb2Hsv}(I(i)) \in {(0, 2\pi), (0, 1), (0, 1)}; )</td>
</tr>
<tr>
<td>4 ( \Psi(i, 1) := \sin(H)+1; )</td>
</tr>
<tr>
<td>5 ( \Psi(i, 2) := \cos(H)+1; )</td>
</tr>
<tr>
<td>6 ( \Psi(i, 3) := S; )</td>
</tr>
<tr>
<td>7 end</td>
</tr>
</tbody>
</table>

dependent) robust version of the Mahalanobis distance to measure the discrepancy between the observed appearance vector \( \Psi(x_i) \) of a given pixel \( i \) and material \( \Psi(\ell) \) appearance. Using both the dynamically updated geometric median \( \mu_{\ell} \) and the covariance \( C_{\ell} \), for all foreground materials \( \ell_1, \ldots, \ell_{|\ell|-1} \), we define the appearance cost \( E^a_\ell \), in the spirit of the Mahalanobis distance, as

\[
E^a_\ell := (\Psi(x_i) - \mu_{\ell})^T C_{\ell}^{-1} (\Psi(x_i) - \mu_{\ell}). \tag{3.8}
\]

Using the new outlined color space together with the new appearance distance definition above, we obtain much more accurate appearance costs, see Figure 3.6, columns 3-5, where the corresponding target material pixels are assigned the lower costs. The figure compares resulting costs \( E^a_\ell \) computed using the material appearance average (column 3) with median (column 4) and with the chosen geometric median (column 5), visually proving the effectiveness of the latter against the remaining two. The shirt costs in Figure 3.6(m,n,o) still present some limitation at this stage, due to undistinguished appearances of the shirt and the floor. Nevertheless, this is fixed when combining the appearance term with the pose term.

Since the background (having label \( \ell_{|\ell|} \)) is in general inhomogeneous, a single-modal model in the \( \Psi \)-feature space as assumed in (3.8) is inappropriate. Instead of using a multi-modal model, for the background we consider a lifted feature vector \( \Psi_{bg} \) obtained by augmenting \( \Psi \) with the already predicted foreground costs, i.e.

\[
\Psi_{bg}(x_i) = [\Psi(x_i)^T, E^a_{\ell_1}(\ell_1), \ldots, E^a_{\ell_{|\ell|-1}}(\ell_{|\ell|-1})]^T. \tag{3.9}
\]

By embedding the computed foreground costs into the \( (3+(|\ell| - 1)) \)-dimensional background feature vector \( \Psi_{bg} \), we have found that a single-modal model in this higher-dimensional feature space is able to provide sufficient discriminability for the background. The background appearance costs are then computed as in (3.8) with \( \Psi_{bg} \) in place of \( \Psi \), and \( \mu_{|\ell|} \) and \( C_{|\ell|} \) being computed from the predicted background mask using \( X_{|\ell|} = \{ \Psi_{bg}(x) : H_{|\ell|}(x) = 1 \} \). The used method for the background segmentation is proved to be superior to alternative ways involving for instance the direct use of the pose costs, as shown in Figure 3.7(c) compared to (d).

Results of the segmentation when using the appearance costs only (ignoring the pose costs) are shown in Figure 3.8. Notice that, thanks to the robustness of our approach, all foreground materials have been segmented successfully, with the exception of some isolated pixels present in the background. These are fixed when additionally considering the pose costs.
3.5. LIGHTING-INVARIANT SEGMENTATION

Figure 3.7: Background segmentations using different approaches. (a) Input image, (b) segmentation resulting by assigning background labels the maximum costs (in this case almost no pixel is assigned the background label), (c) segmentation with label costs taken from the pose prior alone (silhouette mismatches arise), (d) segmentation using the proposed background labeling costs.

Figure 3.8: Segmentation results considering only the appearance cost term (without the pose costs): (a,b,c,d) input views, (e,f,g,h) resulting segmentations.

3.5.3 Smoothness term

In order to achieve a piece-wise constant labeling $\ell \in \mathcal{L}^{|I|}$ of image $I$, we use a smoothness term that penalizes neighboring pixels that are assigned different labels. The Potts model $s$ [139] is a robust
discontinuity-preserving interaction potential that is defined such that \( s(\ell_i, \ell_j) := 1 \) if \( \ell_i = \ell_j \) and \( s(\ell_i, \ell_j) := 0 \) otherwise. The pairwise term used in (3.1) is given by the generalized Potts model \([18]\)

\[
E_{ij}(\ell_i, \ell_j) := w_{\text{smooth}} \cdot \omega_{ij} \cdot s(\ell_i, \ell_j) \quad \forall \ i \sim j .
\]

(3.10)

where \( w_{\text{smooth}} \) is the smoothness weight and \( \omega_{ij} \geq 0 \) is a weight that depends on appearance similarity among neighboring pixels \( i, j \) and is defined as

\[
\omega_{ij} = \exp \left( \frac{\|\Psi(x_i) - \Psi(x_j)\|^2}{2} \right) .
\]

(3.11)

The purpose of the weights \( \omega_{ij} \) is to increase the cost for assigning different labels to neighboring pixels that have similar color appearance, and to decrease the cost if the color appearance is different. Figure 3.9 shows segmentation results with varying smoothness weights \( w_{\text{smooth}} \). Segmentations obtained without smoothness term are clearly noisy, while those with high smoothness weights tend to have over-smoothed material boundaries, causing thin materials, such as arms and shoes, to vanish, see Figure 3.9(d,h). We used \( w_{\text{smooth}} := 0.5 \) for all resulting sequences, which gives a good trade-off retaining material boundaries accuracy with smoother overall look.

3.5.4 Minimization of the MRF Energy

In order to minimize (3.1), we use the alpha-expansion algorithm \([19]\) that has appealing properties both from a theoretical and from a practical point-of-view. On the one hand, when minimizing
the energy in Equation (3.1) with a generalized Potts model as smoothness term (as in (3.10)), the alpha-expansion algorithm has the guarantee that the so-obtained local optimum lies within a factor of the global optimum [178]. Moreover, the alpha-expansion algorithm is very efficient and is known to produce good solutions in practice. In order to improve the performances, we typically reduce the search space by cropping the input image views based on the reprojected model location at the current frame. In particular, we consider an enlarged bounding box around the skeleton re-projected location, with a margin of 100 pixels.

For all frames $f > 1$ we estimate an initial segmentation guess $\tilde{\ell}^f$, which is obtained using the unchanged material appearance information from the previous frame $\Psi(\ell)^{f-1} := \{\mu^{f-1}_\mu, C^{f-1}_\mu\}$ and the pose prediction formula described in Section 3.5.1 for the costs. Once the actual skeleton pose is estimated using the mocap approach described in the next section, the initial segmentation guess is also refined and the new material appearance information is updated. Examples of the resulting segmentations with their corresponding initial guess are visualized in Figure 3.10. Notice how the refined estimates resolve most of the issues present in the initial guesses for all shown sequences in Figure 3.10(c, f, i, l). There are cases, where the initial guess already gives high quality segmentation results, as in Figure 3.10(b), since the predicted pose in that case is already very accurate. Figure 3.10(i, l) show great improvements in the refined versions, where most of the illumination-changing issue and shadows have been correctly recognized and labeled. Also in the extreme harsh shadows case Figure 3.10(d) there are improvements, although, as depicted, the method failed to recognize the overexposed face as skin. The quality of the segmentations highly depends on the quality of the skeleton pose, since both material appearance and pose costs are estimated based on the skeleton configuration. Overall results clearly show the robustness of our segmentation method in challenging illumination-changing scenarios.

Figure 3.10: Examples of our segmentation for 4 sequences. (a,d,g,j) Input frames, (b,c,h,k) initial segmentation guesses and (c,f,i,l) final refined segmentations.
Figure 3.11: Visualization of the input 2D CNN-based detections. (a,d) Colored heat-maps obtained from each joint, (b,e) heat-map maxima identified by crosses, (c,f) 2D corresponding skeleton fit to the detections.

3.6 Pose Tracking

This section describes the pose tracking algorithm used to successfully track the human performance in presence of challenging illumination changes. The goal is to estimate accurate, temporally-smooth skeleton pose parameters $S^f$ at current frame $f$. We give as input to our mocap approach both the pre-computed actor model, described in Section 3.4.1, and the input multi-view material segmentations $\ell^f$ estimated using the method described in Section 3.5. By using the material segmentations directly instead of the raw images, we gain illumination robustness which helps guiding the skeleton tracking regardless of possible appearance and light changes.

Such multi-view illumination-invariant images are an optimal input to appearance-based tracking approaches. Aiming at efficient skeleton recovery as well as robustness to possible input segmentation outliers, e.g. imprecise silhouette borders, missing materials or other failures as described in Section 3.5, we adopt the Sums of Gaussians based skeleton tracking method described in detail in Section 2.4.1. The use of volumetric representation of the body model, through a set of Gaussians, as well as the smooth optimization used, helps in successfully recovering the skeleton pose even in presence of qualitatively poor segmentations. Typically if at least a few views have accurately labeled the corresponding materials, then accurate pose tracking is still feasible. In extreme cases, however, when, e.g., the input skeleton pose is wrongly initialized, the tracking method is unable to recover, due to the segmentation procedure getting stuck to wrong material appearance estimate.
To avoid the aforementioned situation, we additionally provide the tracking method with CNN-based 2D detections δ obtained by the convolutional pose machine approach [185]. The 2D sparse detections which are available for 14 joints only, included end-effectors such as hands and feet, provide additional cues on the human pose in case of material segmentation failure. Figure 3.11(a,d) show examples of input 2D detections given as distinct heatmap for each joint. CNN-based detections are typically robust to varying background and illumination changes, however, they are temporally and spatially unstable (see a failure case in Figure 3.11(d)). Nevertheless a combination of both 2D detections and material segmentations turned to be an effective solution to the pose tracking problem in challenging illumination-changing scenes.

The 2D joint heatmaps are treated as images similarly to the material segmentation and given as input to the mocap approach. The additional detection Gaussians, described in Section 3.4.1, are used to match the skeleton pose with CNN-based 2D detections, in a similar way the Volumetric Gaussians are fit to the segmented images. As shown in Section 3.7, the additional use of the detections allows to recover the correct skeleton pose even when uninitialized. The next section describes in detail how to combine the benefits of the detections with the segmentations using an adaptive weighting scheme that adjusts their importance based on their reliability.

The pseudo-code of the complete proposed tracking method is outlined in Function 4. Our approach goes through all frames in the sequences, estimating the skeleton pose if \( f > 1 \) (lines 3-5) based on the currently available segmentations \( \ell^f \) and detections \( \delta^f \). Lines 6-11 and 17-23 depict respectively the estimation the material segmentations for the current frame \( f \) (refined or initial) and the next frame \( f + 1 \) (initial guess). Finally lines 12-16 perform weights updating described in the next Section 3.6.1.

### 3.6.1 Adaptive weighting

In order to improve upon the robustness and to prevent wrong segmentations to cause error propagation, we employ an adaptive weighting strategy to set the relative importance between the material segmentations \( \ell^f \) and the CNN-based joint detections \( \delta^f \) at current frame \( f \). Let \( w_s \) and \( w_d \) be respectively the weights of the segmentation and joint detections, initially set to \( w_s = 0.8 \) and \( w_d = 0.2 \).

In order to check for unreliable segmentations, we compute for each material \( \ell_1, \ldots, \ell_L \) the \( L^2 \)-norm of the distance between the \( \mu^f_\ell \) at the current and \( \mu^{f-1}_\ell \) at the previous frame, i.e.

\[
\text{dist}(\ell) := \| \mu^f_\ell - \mu^{f-1}_\ell \|_2
\]  

(3.12)

If any of the \( \text{dist}(\ell) \) for \( \ell = \ell_1, \ldots, \ell_L \) is larger than the threshold \( \theta := 0.08 \), it means that the corresponding material appearance has changed suddenly (i.e. unsmoothly), due to either abrupt illumination changes or wrong skeleton poses. In this case, we update \( w_s = \frac{w_s}{\gamma} \) to decrease the relative importance of the segmentation, otherwise we set \( w_s := \min(w_s + 0.1, 0.8) \). The weight \( w_d \) is obtained as \( w_d = 1 - w_s \), such that when \( w_s \) is decreased the tracking method relies more on the detections.

### 3.7 Experimental Results

In this section, we evaluate the proposed tracking approach by running it on several multi-view sequences with illumination changes. Among the test sequences, we specifically capture several outdoor videos with harsh and soft shadows caused by sun and tree interactions, as well as in-studio
Algorithm 4: Main function to estimate pose parameters $s^f$ for each frame $f := 2 \ldots F$, given input skinned mesh $M$, multi-view images $I^f_c$ and detections $\delta^f_c$ and initial pose parameters $s^1$.

1.\textbf{function} $s^f := \text{Solve}(M, I^f_c, \delta^f_c, s^1)$:

2.\textbf{for} $f := 1$ to $F$ \textbf{do}

3. \textbf{if} $f \neq 1$ \textbf{then}

4. \hspace{1em} $s^f := \text{mocap}(M, s^f, \ell^f, \delta^f, w_d, w_s)$;

5. \textbf{end}

6. \textbf{for} $c := 1$ to $n_c$ \textbf{do}

7. \hspace{1em} $E^p_c := \text{PoseCosts}(M, s^f, c)$;

8. \hspace{1em} $[E^a_c, \mu^{f,c}_f, C^{f,c}_f] := \text{AppearanceCosts}(I^f_c E^p_c)$;

9. \hspace{1em} $E^c_c := E^a_c \times E^p_c$;

10. \hspace{1em} $\ell^f_c := \text{Optimize}(E^c_c)$;

11. \textbf{end}

12. \textbf{if} $\exists \ell : \|\mu^f_c - \mu^{f-1,c}_f\| > \theta$ \textbf{then}

13. \hspace{1em} $w_s := \frac{w_s}{2}, w_d := 1 - w_s$;

14. \textbf{else}

15. \hspace{1em} $w_s := \min(w_s + 0.1, 0.8), w_d := 1 - w_s$;

16. \textbf{end}

17. \hspace{1em} $s^{f+1} := s^f + \frac{s^f - s^{f-1}}{2}$;

18. \textbf{for} $c := 1$ to $n_c$ \textbf{do}

19. \hspace{1em} $E^p_c := \text{PoseCosts}(M, s^{f+1}, c)$;

20. \hspace{1em} $E^a_c := \text{AppearanceCosts}(I^{f+1}_c, E^p_c)$;

21. \hspace{1em} $E^{f+1}_c := E^a_c \times E^p_c$;

22. \hspace{1em} $\ell^{f+1}_c := \text{Optimize}(E^{f+1})$;

23. \textbf{end}

24. \textbf{end}
videos with simulated global light-changes. The indoor global illumination changes are simulated by randomly switching on and off a subset of the studio lights, which are placed around the captured scene. We additionally run our approach on two challenging sequences from the GVVPerfCapEva dataset [68]. For one of the outdoor captured sequences, we computed ground truth joint locations and performed quantitative evaluation as well as comparison to different tracking approaches. We show that our method produces reliable and accurate tracking, robust to illumination changes and capable of quickly recovering from temporal failures due to challenging motions or bad pose initialization.

### 3.7.1 Test Sequences

Due to the lack of available multi-view calibrated footage with illumination changes, for evaluating our approach we capture 5 new sequences with the wanted actor-light interactions, see Table 3.1. 3 sequences are captured outdoor at sunset on a grass field surrounded by trees. As the sun goes slowly down behind the trees, the initially soft shadows produced by the branches and leaves interacting with the sunlight cause soft shadow spots to appear on the actor’s body, temporally changing his appearance. We design the captured scene such that half of it is covered by the shadows of the trees, and half is directly hit by the sun. Two differently dressed actors are recorded while moving in such complex illuminated scene, producing 3 sequences: boy\_outdoor, girl1\_outdoor and girl2\_outdoor. In particular, in boy\_outdoor the recorded actor performs complex arm crossing movements while stepping from the shadow to the illuminated area. The remaining sequences involve the same girl actor performing respectively simple walk and jumping motions. The acquisition system for this scene is composed of 8 steady synchronized and calibrated GoPro cameras [67] placed in a circle around.

To test our method on global illumination changes as well, we switch the capturing setup in an indoor studio with a different acquisition setup and a semi-professional studio light system, that help to simulate wider light changes, both in terms of scene coverage and intensity. The light system is composed of several white lights placed all around the capture scene, that can be individually operated by (smoothly) change their intensity from strong to off. While capturing the actors moving around, the studio lights were randomly operated to generate global illumination variations and therefore appearance variations of the actor surface. The sequence boy\_indoor shows smooth light reduction across time, while the actor performs similar arm exercises as in boy\_outdoor. The longer girl\_indoor sequence involves extreme low-light conditions, where the girl’s body is barely visible in the dark. Switches from bright to dark illumination happen discontinuously and faster, making this sequence one of the most challenging to work with. The acquisition system indoor is composed

<table>
<thead>
<tr>
<th>Sequence</th>
<th>boy, girl _indoor</th>
<th>boy, girl1, girl2 _outdoor</th>
<th>walk1, walk2 _outdoor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Published by</td>
<td>Us</td>
<td>GVVPerfCapEva [68]</td>
<td></td>
</tr>
<tr>
<td>Cameras</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frames</td>
<td>330</td>
<td>770</td>
<td>400, 270, 300, 700, 600</td>
</tr>
<tr>
<td>Frame rate</td>
<td>40 Hz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera type</td>
<td>PhaseSpace Camera [81]</td>
<td>GoPro Camera [67]</td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>1004 × 1004</td>
<td>1920 × 1080</td>
<td></td>
</tr>
</tbody>
</table>

*Table 3.1:* Details for each sequence. This table summarizes the technical details of the sequences used in this chapter.
of 8 PhaseSpace cameras [81] placed around at different heights, including some of them attached to the ceiling.

We additionally make use of 2 available sequences from the GVVPerfCapEva dataset: walk1_outdoor and walk2_outdoor. The first footage includes strong harsh shadows cutting the actor’s body, while he walks in a circle. The second one, although recorded in steady weather conditions, shows cluttered dynamic background, with a lot of people walking around, causing trouble to the CNN-based 2D joint detection, as it is discussed in Section 3.7.3.

3.7.2 Runtime

Our current implementation takes around half a minute per multi-view frame when using 8 views. The performance time decreases linearly when decreasing the number of camera views considered. The biggest overhead is the estimation of color and pose costs, which has to be computed for each view and pixel. These subroutines are called in lines 7, 8, 19 and 20 in Function 4. We believe the computation time can be drastically decreased using parallel computing techniques. The appearance costs can be computed in parallel for all the image pixels as they solely depend on the single pixel appearance. The pose costs estimation could be further simplified to still obtain reliable pose costs at much higher frame-rate. The CPU implementation of the tracker, in Function 4, line 4, has proven to have real-time performances, as described in Section 2.4.1.3. Overall, we believe a systematic GPU implementation of the entire tracking approach, together with the online estimation of 2D joint heatmaps, can lead to much improved performance.

3.7.3 Qualitative results

In Figure 3.12 and Figure 3.1, we provide some examples of the pose estimation results obtained with our method. Input to our tracking approach, apart from the multi-view sequence and the calibration, are the actor models with manually estimated skeletal pose at frame 1. We can see from these results that our method accurately tracks the skeletal motion of the actors in both outdoor and indoor scenarios with different kind of illumination changes.

In the girl_indoor sequence, shown in Figure 3.12, row 1, our approach produces smooth reliably mocap results, even in presence of extremely dark illumination conditions, where the actor is hardly visible for a human observer. In dark frames, the segmented materials are accurately identified and provide the tracker valuable information regarding the skeleton location. CNN-based 2D joint locations instead are unreliable in those frames due to the extreme light conditions. This confirms the effectiveness of the material segmentation in such challenging scenarios.

Figure 3.12, row 2, shows some resulting frames of the boy_indoor sequences. While the darkest illumination conditions reached during this sequence remain brighter than the sequence in row 1, here the tracking has to deal with more challenging arm crossing motions, that typically cause (temporal) failures for most of the approaches. Our method tracks the whole motion reliably regardless of the complex movements.

In the outdoor sequences of Figure 3.12, rows 3-5, namely girl1_outdoor, girl2_outdoor and boy_outdoor, although the appearance of the actors changes significantly as the actors walk into or out of the shadow, our method is still able to track the skeletal motion stably. The strong appearance changes of the upper body surface area, e.g. shirt and sweater, from dark to piece-wise over-exposed and vice-versa, typically causes tracking failure in common color-based approaches. The use of
Figure 3.12: Qualitative results. The figure shows tracking results obtained with our approach on 2 indoor and 5 outdoor sequences (columns) and different frames of the same view (rows). From the top to the bottom: girl_indoor, boy_indoor, girl1_outdoor, girl2_outdoor, boy_outdoor, walk1_outdoor, walk2_outdoor.
material segmentations combined with the CNN-based 2D joint detections provide sufficiently reliable data to overcome challenging appearance shifts and complex motions, like arm crossing and jumps.

In the boy\textunderscore outdoor sequence the actor crosses his arm while walking from the shadow to the illuminated area. The combination of challenging motion and illumination at the same time, causes temporal tracking failure during those few frames, see Figure 3.13. Despite the failure, our tracking approach quickly recovers after few frames, thanks to the adaptive weighting of the material segmentations against the 2D joint detections. Loosing tracking results in abrupt changes in the estimated material appearance, which in turn results in reduced weighting (confidence) for the segmentations and increased weighting for the detections. 2D joint detections can recover the tracking back to stability thanks to the fact they are not strictly relying to temporal information, instead the joint location probability is estimated individually for each frame in 2D. In the next section, we show that relying exclusively on the detections results in temporally inaccurate tracking. The temporal stability of our motion results is visible in the resulting video sequence.

In the sequence of Figure 3.12, row 6, walk1\textunderscore outdoor, our method yields successful tracking results, even in presence of harsh shadow. Segmentations for this sequence are successfully estimated, independently to the appearance changes of the blue sweater. The last resulting walk2\textunderscore outdoor sequence, shown in Figure 3.12, row 7, provides a good example where 2D joint detections alone become unreliable due to the presence in the background of several moving people that tend to disguise the detector at times. Our tracking approach for this sequence relied almost exclusively on the material segmentations, resulting in temporally reliable and accurate skeleton tracking.

As additional test, we run our method on the boy\textunderscore outdoor sequence without providing the initial skeleton configuration, see Figure 3.14. Testing revealed the importance of the CNN-based joint detections during this experiment as well as the effectiveness of the adaptive weighting strategy. The material segmentations alone get stuck to wrong material appearances, due to the body model being re-projected to highly inaccurate location. Because of the typical high variability of the material appearance across frames, due to the overlap of the badly re-posed model with different materials.
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Figure 3.14: Bad pose initialization example. The image shows skeleton tracking resulting from bad pose initialization in the boy_outdoor sequence. Even in presence of strong misalignments, our method is able to successfully recover the correct pose after few frames.

(e.g. building, grass and so on) as well as the pose being discontinuously re-estimated, the 2D detections weight increases greatly, suggesting the tracker to rely more on the detections and less on the biased segmentations. The process of adaptive weighting eventually allows the tracking approach to converge to the correct body pose after few frames, see Figure 3.14.

3.7.4 Comparison

We compare our tracking approach with 3 different tracking methods, specifically chosen to prove the effectiveness of the algorithmic choices for our mocap algorithm. In particular, we pick the original Gaussian based tracker, described in Section 2.4.1, denoted as Images-only, which relies exclusively on the input images, without considering any CNN-based detections or material segmentations. We additionally run the aforementioned mocap method on the 2D detections only (Detections-only). Finally, we chose the tracking method proposed by Rhodin et al. [142], which is a representative approach for tracking relying both on input unsegmented images and 2D joint detections estimated by CNN (Image+Detections). We run all the chosen tracking approaches to the boy_outdoor sequence for which we manually estimated the ground truth joint locations. Given the ground truth, we qualitatively as well as quantitatively evaluated the proposed approach against the related work.

Figure 3.15 qualitatively compares the estimated poses resulting from the aforementioned tracking approaches against our results. The Images-only method delivers the least accurate results due to the challenging appearance changes and complex body motions, i.e. arm crossing. Apart from temporally loosing tracking of the limbs during the crossing motion, the overall body location and orientation remains stable until the color appearance of the various materials changes due to the body being hit by direct sunlight, after it leaves the shadow. Examples of resulting skeleton configuration are shown in Figure 3.15(d, h).

The Detections-only method is more robust to complex motions and illumination, however its temporal instability leads to frequent sudden tracking failures. The jittering is due to the high variability of the joint heatmaps, which are computed independently for each frame and camera. 2D joint detections often contain outliers due to the presence of other people in the scene or person-like objects. As soon as for more than half of the views the estimated heatmaps can be used to identify correct joint locations, the correct pose is typically also well identified, although jittery. Another limitation of the Detections-only method is the missing tracking information for some joints, like feet and hands, which therefore cannot be recovered. These are also visible in Figure 3.15(b, f).
The *Image+Detections* method highly relies on the (jittery) CNN-based detections, however the resulting sequence is smoother than *Detections-only* due to the additional raw images input for guiding the tracking. The jittering is attenuated by combining the detections with the denser information given by the raw images. However, temporal pose estimation failures are still present due to the unreliable illumination changing images. Figure 3.15(c,g) shows an example frame where the estimated pose is incorrectly estimated, due to high input color variability caused by the shadows. End-effector joints like the top of the head and the feet remain sometimes unexplained because of the lack of reliable information at those locations.

Our tracking approach successfully estimates the entire body motion outperforming all the related approaches, both in terms of motion estimation accuracy and smoothness across time. The resulting skeleton estimations compared to the other discussed methods are visible in Figure 3.15(a,e).
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Figure 3.16: 3DPCK values of end-effector joint positions for boy_outdoor sequence when using 8 cameras. The value on the vertical axis shows the percentage of frames where the error is smaller than or equal to the value on the horizontal axis. The corresponding AUC values are shown in Table 3.2.

Table 3.2: Area under curve (AUC) values of 3DPCK curves in Figure 3.16, as well as the corresponding numerical summary of average ground truth errors (in cm) and standard deviation for five different joints.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Images+Detections</th>
<th>Images-only</th>
<th>Detections-only</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Wrist</td>
<td>0.9249 ± 7.35</td>
<td>0.6858 ± 30.92</td>
<td>0.9295 ± 6.89</td>
<td>0.9428 ± 5.59</td>
</tr>
<tr>
<td>Right Wrist</td>
<td>0.9298 ± 7.20</td>
<td>0.6023 ± 41.02</td>
<td>0.9326 ± 6.91</td>
<td>0.9451 ± 5.61</td>
</tr>
<tr>
<td>Left Ankle</td>
<td>0.8839 ± 7.28</td>
<td>0.7979 ± 12.69</td>
<td>0.9075 ± 5.79</td>
<td>0.9114 ± 5.55</td>
</tr>
<tr>
<td>Right Ankle</td>
<td>0.8279 ± 9.60</td>
<td>0.7003 ± 16.73</td>
<td>0.9061 ± 5.22</td>
<td>0.9105 ± 4.98</td>
</tr>
<tr>
<td>Neck</td>
<td>0.8836 ± 3.23</td>
<td>0.7001 ± 8.34</td>
<td>0.8951 ± 2.91</td>
<td>0.8970 ± 2.86</td>
</tr>
</tbody>
</table>

3.7.5 Quantitative evaluation

Quantitative results evaluating those methods on the boy_outdoor sequence are shown in Figure 3.16, as well as in Table 3.2. In Figure 3.16, we show the percentage of correct keypoints (3DPCK [116]) for four end-effector joints across the entire sequence comprising 400 frames from 8 different views. The end-effector joints, e.g. hands and feet, provide a good measure for the overall skeleton pose accuracy, since the corresponding joints typically move faster than the remaining ones and thus are most prone to tracking failures and jittering. Among the chosen joints for the evaluation, we selected the wrists, the ankles and the neck. Table 3.2 summarizes the corresponding area under the curve (AUC) as well as the 3D ground truth error (in cm) for the chosen methods and joints. Overall, our method and the Detections-only method significantly outperform the other two approaches. As also discussed in the qualitative evaluation of the methods in Section 3.7.4, our method yields more accurate motion estimation results. This assessment is also quantitatively confirmed in Table 3.2 with a reduced AUC as well as reduced overall error.

We also evaluate the performance of our method compared to Detections-only depending on the number of views, see Figure 3.17. For the evaluation we compute the end-effector joints errors in cm as before. As we decrease the number of views used, we keep the most challenging camera views,
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Figure 3.17: Ground truth error (vertical axis) of our method (solid lines) and Detections-only (dashed lines) depending on the used number of views (horizontal axis).

where the appearance changes are best visible. We also maintain a good distribution of the chosen cameras, to favor a good coverage of the scene. As expected, skeleton pose estimation in acquisition setups with fewer cameras are less accurate. Our method outperforms Detections-only for all joints, except the left wrist joint alone, that is shown to be more accurately estimated by Detections-only when fewer than 6 cameras are used. Apart from being invisible from the selected camera views for most of the time, the left arm happen to casually overlap to the same background material, causing segmentation trouble to distinguish it from the skin through unchanged adaptive weighting, thus resulting in long lasting tracking failure of the corresponding joints.

3.8 Discussion and Limitations

The proposed tracking approach is robust to illumination changes thanks to the combination of material segmentations and CNN-based joint detections. Results on various testing sequences with different illumination conditions show the effectiveness of the proposed method to accurately track the human motion in outdoor challenging scenarios with a possible dynamic background, occlusions and appearance changes. Our approach outperforms existing related approaches as demonstrated both qualitatively and quantitatively in Section 3.7.

Illumination-invariant material segmentation is robust thanks to the proposed dynamic appearance term. Our method is, in general, reliable in cases where the foreground and the background appearance coincide, thanks to the additional pose prediction term accounting for plausible motions. Results demonstrated the effectiveness of the tracking approach even in presence of imperfect material segmentation boundaries. Since the used mocap approach is based on smooth Gaussian based scene representation, it does not strictly consider sharp object boundaries or edges, making incomplete or inexact segmentations suffice for good tracking results. Moreover, the missed information about a certain material location can still be inferred by the location of the other surrounding materials. Typically, in a multi-view setting, the background varies a lot and the combination of the segmentations of all the views suffices to converge to the right pose.

The additional use of the 2D joint detections and the adaptive weighting scheme further increase the robustness of our tracking approach. Detections have shown their effectiveness in presence of inaccurate segmentations and strong initial skeleton pose misalignment. Thanks to the proposed scheme, our method can quickly recover from segmentation errors.

The initial model acquisition and semi-automatic material segmentation have a direct impact on the
quality of the results. Our approach does not require an exact shape match to the images, however, accurate input shapes lead to higher-quality segmentation and tracking. To automatically identify the actor materials, a simple color clustering might suffice. Automatic identification of the materials could, however, produce poor quality segmentations, e.g. in presence of highly textured apparel.

Our method cannot directly handle non-homogeneous as well as highly specular foreground materials, due to their high variability within the same material. A multi-modal color term, e.g. Gaussian mixture models, could help in improving segmentation of such materials. Alternatively, it might be necessary to define multiple sub-materials to better handle highly variable material appearances.

3.9 Conclusion

In this chapter, we have presented a novel approach for illumination-invariant human mocap in a multi-view setup. The goal is to capture the continuous temporally-consistent skeleton pose in a multi-view sequence with illumination changes, such as global light changes, or appearance changes, due to e.g. harsh shadows or view-inconsistent reflectance of e.g. pieces of apparel. We employ an intermediate image representation that factors out variations in lighting across the sequence in time, or variations in appearance across the views. In order to obtain this invariant representation, for each frame and each view we solve a segmentation problem that uses previous tracking results in order to infer cues about the individual materials’ appearances in the current frame. By fusing this approach with CNN-based joint detectors as well as with the model-based tracker described in Section 2.4.1, we demonstrate superior performance compared to other methods, even under difficult conditions.

The proposed mocap method is focused on recovering the coarse skeleton based deformation of the actor, ignoring personalized non-rigid detailed deformation, which are crucial in performance capture applications. In the next chapter, we fill this lack by discussing a novel approach for dense surface tracking. The described surface capture method densely refines input coarse (skeleton based) actor deformation sequences by adding visible non-rigid deformation detail from multi-view images.
Chapter 4
Surface Capture

4.1 Introduction

In the previous chapter, we focused on skeletal motion capture in challenging illumination-varying scenarios, ignoring the tracking of fine-scale surface details. This chapter fills this gap for performance capture applications by focusing on a novel surface capture method that densely refines input coarse animations. Over the last decade, performance capture techniques have enabled the 3D reconstruction of the motion and the appearance of real-world scenes, such as human motion or facial expressions, from multiple video recordings \[40, 64, 20, 179\]. Captured sequences are reconstructed using a space-time coherent 3D mesh, also known as 4D model, that reproduces the original scene or motion. Such temporal reconstructions are essential for creating high-quality animations in entertainment and real-time applications, e.g. virtual mirrors. 4D models can be obtained by deforming a mesh or a rigged template such that it aligns with the images \[40, 179\], or by a per-frame independent reconstruction of the scene \[162, 35\] followed by a surface alignment step to convert the temporally inconsistent mesh geometries to a coherent model \[25\]. However, many reconstructing methods only produce coarse-to-medium scale 4D models that do not reproduce the high-frequency geometry detail present in the original scene. A second refinement step serves as to recover the finer scale shape detail on top of the coarse geometry.

For fine surface detail reconstruction, some methods have used photo-consistency constraints via stereo-based refinement \[40, 162\]. However, such methods often turn to discrete sampling of local displacements, since formulating dense stereo based refinement as a continuous optimization problem has been more challenging \[100\]. Other methods for mesh refinement align the surface to a combination of silhouette constraints and sparse image features \[64\]. But such approaches merely recover medium scale detail and may suffer from erroneous feature correspondences between images and shape. Recently, shading-based techniques such as shape-from-shading or photometric stereo \[192, 190, 179\] have been also proposed to capture small-scale displacements. However, these methods are either limited to be used in controlled and calibrated lighting setups, or they require a complex inverse estimation of lighting and appearance when they are applied in uncontrolled recording conditions.

This chapter describes an effective solution to the dynamic shape refinement step using multi-view photo-consistency constraints. As input, our method expects synchronized and calibrated multiple video of a scene and a reconstructed coarse mesh animation, as it can be obtained with previous...
methods from the literature. Background subtraction or image silhouettes are not required for refinement.

Our main technical contributions are:

1. a new implicit surface representation that models the mesh surface with a dense collection of 3D Gaussian functions centered at each vertex,
2. the formulation for dense photo-consistency based surface refinement, which we formulate as a global optimization problem in the position of each vertex on the surface,
3. and the integration of the proposed refinement method into a model-based performance capture pipeline.

The model-to-image photo-consistency formulation can be effectively minimized in terms of dense local surface displacements with standard gradient-based solvers. In contrast to previous approaches, this formulation enables a correspondence-free continuous optimization of the dense surface deformation.

We test our approach on performing actors wearing loose clothing, e.g. skirt or large t-shirt. The input coarse geometry of the scenes is obtained using a template-based method [64, 40], or a template-free method [162] followed by a surface alignment step [25]. Qualitative and quantitative results demonstrate that our approach captures more fine-scale detail, e.g., the wrinkles in the skirt in Figure 4.1, than both of the baseline methods.
4.2 Related Work

Existing methods for surface capture and refinement can be split into two categories. On one hand, *model-based* methods \([31, 40, 64, 179, 107, 191, 193, 9]\) deform a static template of an actor or a person’s apparel \([20]\), usually obtained by a laser scan or image-based reconstruction, to best fit it into synchronized multi-camera input. On the other hand, *model-free* methods \([162, 180, 60, 35]\) remove the need of an initial template by reconstructing a per-frame independent geometry using variants of shape-from-silhouette or active or passive stereo \([60, 206, 115, 162, 184, 175]\). In contrast to model-based methods, the output geometry is typically temporally incoherent, e. g. has a different number of vertices and edges per frame. A subsequent step, known as *surface alignment*, is used to convert the temporally incoherent geometry proxy to a coherent geometry that deforms over time to fit the reconstructed shapes. Cagniart et al. \([27]\) solve such free-form alignment sequentially by iterative close point matching of overlapping rigid-patches. Similarly, Budd et al. \([25]\) use a combination of geometric and photometric features in a non-sequential alignment framework. Volumetric constraints have also been used to formulate the surface tracking problem \([4, 41]\). Nevertheless, regardless the accuracy of the method used for surface tracking, most of them result in a coarse-to-medium scale 4D model in which most of the high-frequency details are lost.

Most of the methods mentioned so far suffer from two main limitations: on one hand, the template-based methods that use an initial highly detailed scan model usually do not deform the fine-detail of the template according to the acquired per-frame imagery. This leads to incorrect surface detail on the final reconstructed meshes that does not match the captured dynamics \([40, 179]\). On the other hand, methods that require the deformation of the per-frame reconstructed meshes to achieve temporal consistency \([162, 25, 27]\) tend to output a coarse reconstruction of the sequence. In both cases, true fine detail needs to be recovered in a subsequent step.

Medium scale non-rigid 4D surface detail can be estimated by using a combination of silhouette constraints and sparse feature correspondences \([64]\). Other approaches use stereo-based photocoherence constraints in addition to silhouettes to achieve denser estimates of finer scale deformations \([162, 40]\). It is an involved problem to phrase dense stereo-based surface refinement as a continuous optimization problem, as it is done in variational approaches \([100]\). Thus, stereo-based refinement in performance capture often resorts to discrete surface displacement sampling which are less efficient, and with which globally smooth and coherent solutions are harder to achieve. Alternatively, fine-detail surface deformation caused by garment wrinkling has been investigated using cloth-specific approaches. Popa et al. \([138]\) enhance reconstructed surfaces using a wrinkle generation method based on the recorded shadows.

Fine-scale detail can also be recovered using methods acquiring active lighting, e. g. shape-from-shading or photometric stereo \([190]\). Many of these approaches require controlled and calibrated lighting \([77, 180, 3]\), which reduces their applicability in real-world scenarios. For example, Hernandez et al. \([77]\) use red, green and blue lights from different directions to estimate surface normals with a photometric stereo approach. This enables detailed reconstruction of cloth, even untextured. Ahmed et al. \([3]\) estimate surface reflectance and time-varying normal fields on a coarse template mesh to incorporate garment details such as wrinkles and folds. Vlasic et al. \([180]\) reproduce high-resolution geometric detail by capturing multi-view normal maps in a large lighting dome that provides a series of novel spherical lighting configurations. More recently, shading-based refinement of dynamic scenes captured under more general lighting was shown \([192, 191]\), but these approaches are computationally challenging as they require to solve an inverse rendering problem to obtain estimates of illumination, appearance and shape at the same time.
Our approach takes as input a coarse topologically consistent mesh animation and a set of input images from a multi-view calibrated and synchronized camera setup. Both the input mesh and image sequences are converted to an implicit representation resembling respectively a collection of 3D Surface Gaussians and 2D Image Gaussians. Then, the color consistency between the two representations is optimized in 2D for each camera view, resulting in a refined mesh animation with additional captured surface details.

Our technique has some similarity to the work of Sand et al. [151] who capture skin deformation as a displacement field on a template mesh. However, they require marker-based skeleton capture, and only fit the surface to match the silhouettes in multi-view video. In this chapter, we describe a surface refinement approach that does not require input silhouettes and has therefore the capabilities of being applied on unconstrained outdoor scenarios.

4.3 Overview

In this section, we describe our model-based surface capture approach, also depicted in Figure 4.2. Given a sequence of multi-view calibrated and synchronized images capturing the action of a single actor, as well as a deformation sequence, composed of a set of spatiotemporally coherent meshes, i.e. with the same topology over time, coarsely reproducing the visible surface deformation, our goal is to refine the initial set of coarse geometries by incorporating missing visible fine-scale dynamic surface details to the meshes. The proposed refinement method is applicable to any deformation sequence. For consistency with the scope of this thesis, we focused on refinement of performing humans, for which an initial deformation sequence is available.

The proposed approach extends the mocap method described in Section 2.4.1 to surface capture using a similar Gaussian based representation both for the actor model and the input multi-view images. To enable capture of finer-scale deformation detail, we employ a much denser collection of 3D colored Gaussian functions, referred to as Surface Gaussians, to approximate the surface. Each Surface Gaussian implicitly describes the location and color of each vertex in the input mesh. Similarly to Section 2.4.1, we maximize the color consistency between the collection of projected Surface Gaussians and the images, properly converted to a set of Image Gaussians, obtained using the approach described in Section 2.4.1.1, for all views. Because of the additional detail required for
refinement, we employ a much denser set of Image Gaussians w. r. t. to those used in Section 2.4.1. The optimization displaces the Surface Gaussians along the associated vertex normal of the coarse mesh, yielding the necessary vertex displacement. On top of an extended similarity energy functional, initially introduced in Section 2.4.1.2, we employ a new regularization term, to account for temporally and spatially smooth surface deformation tracking. Thanks to the advantageous mathematical formulation, our optimization method inherits all advantages of the initial mocap method: our smooth energy function can be expressed in closed form, and it allows to analytically computing derivatives, enabling the possibility of using efficient gradient-based solvers.

4.4 Scene Model

In order to enable effective model-to-image consistency optimization, we convert the actor model and the images to an implicit representation, similarly to Section 2.4.1.1. Both the actor and the input multi-view images are converted to Sums-of-Gaussian functions with additional color attributes.

4.4.1 Actor

Our refinement approach requires an input deformation sequence that coarsely represents the recorded action, visible in the multi-view video. The input deformation sequence, i.e. the sequence of topologically consistent meshes, is typically the result of vertex displacements applied on a given actor geometry, i.e. having fixed topology over time. Alternatively, in presence of complete three-layered actor models, as described in Section 2.2, with given skeletal joint configurations per frame, obtained, e.g., from the mocap approach described in Chapter 3, the deformation sequence can be obtained applying skinning frame-by-frame.

Our implicit model for the input actor geometry is obtained by placing a Surface Gaussian at each mesh vertex \( v_s \), \( \forall s \in \{1 \ldots n_s\} \), \( n_s \) being the number of vertices. An isotropic Gaussian function on the surface is defined with a mean \( \hat{\mu}_s \), that coincides with the vertex location, and a standard deviation \( \hat{\sigma}_s \) as follows:

\[
\hat{G}_s(\hat{x}) = \frac{1}{\sqrt{\hat{\sigma}_s \sqrt{\pi}}} \exp \left(-\frac{||\hat{x} - \hat{\mu}_s||^2}{2\hat{\sigma}_s^2}\right),
\]

with \( \hat{x} \in \mathbb{R}^3 \). The standard deviation \( \hat{\sigma}_s \) is chosen to guarantee surface coverage while minimizing overlap. We typically regularize the input mesh triangulation beforehand, such that each vertex is equidistant and then choose the same \( \hat{\sigma}_s \), \( \forall s \). Figure 4.3 shows an example of implicit model representation for the skirt region. Note that although assigned Surface Gaussians \( \hat{G}_s(\hat{x}) \) have infinite support, for visualization purposes we visualize them as a sphere centered at \( \hat{\mu}_s \) with \( \hat{\sigma}_s \) mm radius. In contrast to the unnormalized representation used for the Volumetric Gaussians, shown in Section 2.2.3.2, the Surface Gaussians are normalized using the normalization factor of \( \frac{1}{\sqrt{\hat{\sigma}_s \sqrt{\pi}}} \).

In Section 4.5, we mathematically validate this choice and show quantitative improvements on the overall energy formulation.

We further assign an HSV color value \( \eta_s \) to each Surface Gaussian. In case the geometry model of the actor is equipped with colors, it is possible to directly assign the corresponding vertex colors to the Surface Gaussians. When vertex colors are unavailable, for each projected Surface Gaussian, we compute the underlying pixel color mean, in a similar way as it is done for Volumetric Gaussians in Section 2.4.1.4. However, when computing the color mean, due to possible occlusions and other
vertex visibility issue, we only consider the most direct camera, i.e. where the corresponding vertex normal and camera viewing direction align best, instead of taking all the camera views. The Surface Gaussians are then projected to the image from the best camera view and the underlying pixel color average is assigned as additional color attribute.

3D Surface Gaussians $\hat{G}_s$ can be easily and efficiently projected to the 2D image space of each camera view using the corresponding camera projection matrix $P$. The projected 2D mean $\mu_s$ and standard deviation $\sigma_s$ are computed using the formulas shown in Section 2.4.1.1. The same Surface Gaussian based representation is propagated to subsequent meshes in the deformation sequence. Temporal correspondences across topologically consistent meshes are easily inferred.

### 4.4.2 Images

Our implicit model for the input images $I(c)$ of all cameras views $c \in \{1 \ldots n_c\}$, $n_c$ being the number of cameras, is obtained by assigning an Image Gaussian $G_i(x)$, $x \in \mathbb{R}^2$ to each image patch of all camera views. Section 2.4.1.1 describes in detail this procedure. Since we aim at capturing fine-scale details, we choose the quad-tree depth threshold $T_{qt}$ such that the smallest Image Gaussians has standard deviation $\sigma_i := 1$ pixel.

### 4.5 Surface Refinement

In this section, we describe our surface refinement approach. We employ an analysis-by-synthesis approach to refine the input coarse mesh animation, at every frame, by optimizing the following
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4.5.1 Similarity Term

We exploit the power of the implicit Gaussian representation of both input images and surface in order to derive a closed-form analytical formulation for our similarity term. The appearance and spatial similarity \( \Phi_{i,s} \) of an Image Gaussian \( G_i \) and projected Surface Gaussian \( G_s \) pair can be mathematically formulated as the integral of the Gaussian product, weighted by the color similarity \( T_\Delta(\delta_{i,s}) \), as follows:

\[
\Phi_{i,s} = T_\Delta(\delta_{i,s}) \left[ \int_\Omega G_i(x) G_s(x) \, dx \right]^2
\]  

(4.5)

This equation has a similar mathematical definition to the overlap energy used for Volumetric Gaussians, explained in detail in Section 2.4.1.2. One of the advantages of using a Gaussian representation is that the integral in Equation 4.5 has a closed-form solution:

\[
\Phi_{i,s} = T_\Delta(\delta_{i,s}) \left[ \int_\Omega \frac{1}{\sqrt{\pi} \sigma_i \sigma_s} exp \left( -\frac{1}{2} \frac{||x - \mu_i||^2}{\sigma_i^2} \right) \cdot \exp \left( -\frac{1}{2} \frac{||x - \mu_s||^2}{\sigma_s^2} \right) \, dx \right]^2
\]  

(4.6)
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Figure 4.4: Volumetric Gaussians based shape approximation from silhouette at different optimization steps [143]. (a) Initialization, (b) after 100 iterations, (b) after 300 iterations and (d) after 10000 iterations.

\[
\Phi_{i,s} = \frac{\sqrt{2} \sigma_i \sigma_s}{\sqrt{\sigma_s^2 + \sigma_i^2}} \exp \left( -\frac{1}{2} \frac{||\mu_i - \mu_s||^2}{\sigma_s^2 + \sigma_i^2} \right)
\]

Notice that, due to the different mathematical definition of Surface Gaussians compared to Volumetric Gaussians, \(\Phi_{i,s}\) has a more advantageous closed-form definition. The use of normalized Surface Gaussians with the chosen normalization factor allows to mathematically constraining the overlap \(\Phi_{i,s}\) in the interval \([0, 1]\), which has appealing properties concerning the next formulations’ steps. \(\Phi_{i,s}\) estimated with normalized Gaussian can be also used to optimize the standard deviation \(\hat{\sigma}_i\) along with the mean \(\hat{\mu}_i\) of the Surface Gaussians. This can be used for example when estimating optimal Surface Gaussians properties, i.e. location and size, during model initialization, as it has been demonstrated in Figure 4.4 for Volumetric Gaussians. Figure 4.5 compares the similarity landscape in 3D with and without normalization, visually proving the effectiveness of this improved formulation.

To compute the similarity of the surface model to the multi-view images \(E_{\text{sim}}\), we first calculate the overlap of the set of Surface Gaussians against the set of Image Gaussians for each camera view, obtained by summing-up all overlaps \(\Phi_{i,s}, \forall i, s\). Then, we normalize the result considering the number of cameras \(n_c\) and the maximum obtainable overlap, which can be found counting out the Image Gaussians \(\sum_i \Phi_{i,s} = \sum_i 1 = n_i^c, \forall c:\)

\[
E_{\text{sim}} = \frac{1}{n_c} \sum_{c=1}^{n_c} \left[ \frac{1}{n_i^c} \sum_{i=1}^{n_i^c} \min \left( \sum_{s=1}^{n_s} \Phi_{i,s}, 1 \right) \right]
\]

such that \(E_{\text{sim}} \in [0, 1]\). The use of normalized Gaussians contributes in an improvement in performance (3\% w.r.t. the unnormalized version), due to the reduced computational demand for \(E_{\text{sim}}\). In this equation, the inner minimization implicitly handles occlusions on the surface as it prevents occluded Gaussian projections into the same image location to contribute multiple times to the energy. This is an elegant way for handling occlusion while preserving at the same time energy smoothness.
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Figure 4.5: Similarity $E_{\text{sim}}$ evaluated for a Surface Gaussian with varying mean $\mu_s$ and standard deviation $\sigma_s$ against a fixed Image Gaussian having $\sigma_i = 5$ and $\mu_i = 0$. Left: the energy obtained without Gaussian normalization as in [147]. Right: the energy obtained by normalizing the Gaussians as explained in this chapter. Both plots have a maxima in $\mu_s = \mu_i$, however only the normalized energy on the right has $\max E_{\text{sim}} = 1$ for $\sigma_s = \sigma_i$, while the un-normalized plot has $\lim_{\sigma_s \to \infty} E_{\text{sim}} = \infty$.

This formulation has appealing analytical derivatives:

$$\frac{\partial E_{\text{sim}}}{\partial k_s} = \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n_i} \sum_{i=1}^{n_i} \left\{ \begin{array}{ll} \frac{\partial \Phi_{i,s}}{\partial k_s} & \text{if } \sum_{s=1}^{n_s} \Phi_{i,s} < 1 \\ 0 & \text{otherwise} \end{array} \right. \quad (4.9)$$

For the full derivation, refer to Section A.0.1.

4.5.2 Regularization Term

The regularization term constrains the Surface Gaussians in the local neighborhood such that the final reconstructed surface is sufficiently smooth. This is accomplished by keeping neighboring vertices displacements $k_s$ and $k_j$, $j \in \Psi(s)$, $\Psi(s)$ being the set of Surface Gaussians indices that are neighbors of $\hat{G}_s$, close to each other:

$$E_{\text{reg}} = \sum_{s=1}^{n_s} \frac{1}{|\Psi(s)|} \sum_{j \in \Psi(s)} T_{\Delta} (\delta_{s,j}) (k_s - k_j)^2 \quad (4.10)$$

The relevance of a pair $k_s$ and $k_j$ similarity is adjusted by the fixed weight $T_{\Delta}(\delta_{s,j})$, that is small ($\approx 0$) when the geodesic distance $\delta_{s,j} \in \mathbb{R}^+$ (measured in number of edges) between the vertices is large, and large ($\approx 1$) otherwise. In particular, $T_{\Delta}(\delta)$ is the Wendland radial basis function defined in Section 2.4.1 and $\Delta_{s}$ is the maximum allowed geodesic distance after which $T_{\Delta}$ drops to 0. Since we assume fixed surface topology for our experiments, $\delta_{s,j}$ does not change, and in particular is constant with respect to the variable $k_s$. We compute the geodesic distance among all vertices and all possible neighbors only once for each sequence.

The effect of the minimization of $E_{\text{reg}}$ is to maintain a smooth surface where all close neighbors show similar displacements the more they are close to each other. Notice that the initial model surface with $k_s = 0, \forall s$ is assumed to be already smooth. Baked-in details cannot be smoothed out after optimization. A similar formulation in the case of free motion of the Surface Gaussian without any
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constraints along the normal would be harder to formulate, as it would require additional complex terms to guarantee smooth and regular surface distribution of the resulting vertex positions. The smooth derivatives of the regularization term are:

\[ \frac{\partial E_{\text{reg}}}{\partial k_s} = \frac{4}{|\Psi(s)|} \sum_{j \in \Psi(s)} T_{\delta s,j}(k_s - k_j) \] (4.11)

The corresponding derivation rules can be found in Section A.0.2.

**4.5.3 Temporal Term**

The temporal smoothing term is used to constraint the displacements \( k_s \) over time, generating a smooth temporal deformation and avoiding jitter and artifacts. This term is defined as follows:

\[ E_{\text{temp}} = \sum_{s=1}^{n_s} \left( \frac{1}{2} (k_{f-2}^s + k_f^s) - k_{f-1}^s \right)^2 \] (4.12)

where \( k_f^s, k_{f-1}^s \) and \( k_{f-2}^s \) are respectively the normal displacement \( k_s \) computed a current, previous and one before the previous frame. This formulation is inspired by the acceleration law, aiming at obtaining time consistent results with smooth acceleration. The smoothing term comes into play after computing the displacements for the first 2 frames, when the constants for the first frame \( k_1^s \), and second frame \( k_2^s \) are known.

Smooth derivatives of the temporal term are computed as:

\[ \frac{\partial E_{\text{temp}}}{\partial k_s} = \frac{1}{2} (k_{f-2}^s + k_f^s) - k_{f-1}^s \] (4.13)

The complete derivation rules are in Section A.0.3.

**4.5.4 Optimization**

Our energy function \( E \) can be efficiently optimized using an iterative gradient-based approach. For each iteration \( t \) of the maximization process, we compute the derivative of \( E_t \) with respect to each \( k_s, s \in \{1 \ldots n_s\} \), obtained summing-up all energy term derivatives together, following Equation 4.4.

To improve computational efficiency, we evaluate the overlap \( \Phi_{t,s} \) only for visible Surface Gaussians from each camera view. Explicit visibility computation is performed only once at the beginning of each frame, by considering each Surface Gaussian as simple vertices. The implicit occlusion handling approximation takes care of consistently handling new occlusions that might arise during optimization. The Gaussian overlap is then computed against visible projected Surface Gaussians and Image Gaussians in a local neighborhood, by considering only the closest Image Gaussians up to a distance threshold \( T_{\text{dist}} \) in number of pixels and an HSV color distance threshold \( T_{\text{color}} \).

We efficiently optimize our energy function \( E \) using a conditioned gradient ascent approach. The general gradient ascent method is a first-order optimization procedure that aims at finding local maxima by taking steps proportional to the energy gradient. It uses a scalar factor, the conditioner \( \gamma \), associated to the analytical derivatives that increases (respectively decreases) step-by-step when the gradient sign is constant (respectively fluctuating).
At each optimization step $t$ we update the displacements $k_s^t$ based on the current normalized gradient $\nabla'(E)^t$ and conditioner $\gamma'$

$$k_s^t = k_s^{t-1} + \nabla'(E)^t \gamma'$$  \hspace{1cm} (4.14)

where initial $k_s^1 = 0$, $\forall s = 1 \ldots n_s$, and $\nabla'(E)^t$ is the normalized gradient computed considering the maximum $\nabla(E)^t$ among all $s = 1 \ldots n_s$ at the current step to ensure values in the interval $[0, 1]$:

$$\nabla'(E)^t = \frac{\nabla(E)^t}{\max(\nabla(E)^t, s = 1 \ldots n_s)}$$  \hspace{1cm} (4.15)

The conditioner is initially set to $\gamma^1 = 0.1$, then we update it based on the gradients at previous and current step as follows:

$$\gamma^{t+1} = \begin{cases} 
\min\left(1.2 \gamma', \frac{\Delta \gamma}{\nabla'(E)^t}\right) & \text{if } \left(\nabla'(E)^{t-1} \nabla'(E)^t\right) > 0 \\
0.5 \gamma' & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (4.16)

where $\Delta \gamma = 1 \text{ mm}$ is the maximum step size. We additionally check if the gradient has dramatically decreased in magnitude, and if so further reduce the conditioner based on the gradient ratio:

$$\gamma^{t+1} = 0.25 \frac{\nabla(E)^{t-1}}{\nabla'(E)^t} \gamma'$$  \hspace{1cm} (4.17)

The use of the conditioner brings three main advantages: faster convergence to the final solution, smoother convergence slope without undesired zigzagging, and controlled size of the analytical derivative. Such benefits are depicted in Figure 4.6, showing the impact of the conditioner on the convergence curve trend. For each frame, we perform at least $t := 5$ and at most $t := 1000$ iterations, and stop when

$$\frac{\left|E^t - E^{t-1}\right|}{\max(1, E^t, E^{t-1})} \leq 1e^{-8}.$$  \hspace{1cm} (4.18)

---

**Figure 4.6:** Comparison between conditioned gradient ascent (red) used in this paper, and simple gradient ascent (green) optimization. Left: gradient intensity $\nabla'(E)^t$ per iteration of a single parameter $k_s$. Right: the energy $E$ per iteration. The conditioned gradient ascent has faster convergence to the local maxima while keeping a smooth gradient curve.

Once the convergence has been reached (typically around iteration $n_t := 200$ for all sequences, see Figure 4.6), we update the vertex positions of the input mesh at the current frame by simply
displacing them along the corresponding normal using the found optimal $k_f := k_{ns}$. Note that in practice, when rendering the final resulting mesh sequence, we add an extra $\epsilon$ to the computed vertex displacement $k_f$. This is needed to compensate for the small surface bias (shrink along the normal during optimization) that is due to the spatial extent of the Gaussians. More details are given in Section 4.6. Hence, we update the vertex position as:

$$v'_s = v_s + \hat{n}_s \cdot (k_f + \epsilon)$$  

(4.19)

where $v_s$ is the original location of the vertex, $\hat{n}_s$ is the corresponding unchanged normal and $\epsilon = \sigma_s$ throughout this work.

### 4.6 Experimental Results

In this section, we describe our datasets and provide detailed qualitative and quantitative evaluation of the results compared to previous work.

#### 4.6.1 Test Sequences

We test our approach on five different datasets: skirt, dance, pop2lock, handstand and wheel. Input multi-view video sequences, as well as camera settings and initial coarse mesh reconstruction were provided by Gall et al. [64] and Starck and Hilton [162]. All sequences are recorded with 8 synchronized and calibrated cameras and number of frames ranging between 120 and 640, see Table 4.1. Input coarse meshes are obtained using techniques based on sparse feature matching, shape-from-silhouette and multi-view 3D reconstruction, described in [64, 162], and therefore lack of surface details.

In order to refine the input mesh sequences, we first subdivide the coarse input topology by inserting additional triangles and vertices until we reach sufficient density. This preprocessing step is performed in order to increase the amount of surface details that can be captured during optimization. We typically subdivide more in presence of highly textured apparel, and less in case of plain colored surfaces. The skirt in the skirt sequence for instance is highly subdivided, due to the high details recovering potentials, while the monochromatic shirt and pants in the dance sequence are mostly left with their original coarse subdivision. We then generate a collection of Gaussians on the surface, as described in Section 4.3. Since most of the fine-scale deformations happen on the clothing, we focus

<table>
<thead>
<tr>
<th>Sequence</th>
<th>skirt</th>
<th>dance</th>
<th>handstand</th>
<th>wheel</th>
<th>pop2lock</th>
<th>synthetic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Published by</td>
<td>Gall et al. [64]</td>
<td>S.&amp;H. [162]</td>
<td>Us</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cameras</td>
<td>8</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frames</td>
<td>640</td>
<td>574</td>
<td>150</td>
<td>120</td>
<td>250</td>
<td>1</td>
</tr>
<tr>
<td>Frame rate</td>
<td>40 Hz</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera type</td>
<td>PhaseSpace Vision Camera</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>$1004 \times 1004$</td>
<td>$1920 \times 1080$</td>
<td>$1280 \times 720$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertices</td>
<td>12095</td>
<td>3430</td>
<td>12095</td>
<td>12095</td>
<td>3880</td>
<td>42</td>
</tr>
</tbody>
</table>

Table 4.1: Details for each sequence. This table summarizes the main settings for all the used sequences, as well as optimization-related settings, e.g. approximate amount of 3D and 2D Gaussians per frame.
on the refinement on those areas, generating Surface Gaussians only for the corresponding vertices. The number of vertices indicated in Table 4.1 correspond to the amount of Surface Gaussians created for each sequence.

To visually enhance the capabilities of our refinement approach in capturing fine-scale surface details, we create 3 additional datasets by smoothing the input meshes of the sequences *dance*, *skirt* and *pop2lock*. By doing so, we eliminate most of the baked-in surface details and use the over-smoothed mesh animations as input to our system. For the quantitative evaluation of our technique, we additionally generate a *synthetic* sequence. See Section 4.6.5 for more details.

### 4.6.2 Runtime

The biggest overhead of our Gaussian-based refinement is the evaluation of the similarity term, which has to be computed for each pair surface-image Gaussian in all the views. This quantity has to be estimated iteratively for each gradient-descent based optimization step until convergence. The complexity of our approach depends on the number of iterations $n_t$ performed by the gradient-based solver, as well as the number of Image Gaussians $n_{ic}$ per view and Surface Gaussians $n_s$, $O(n_t \sum_{c=1}^{n_c} n_{ic} n_s)$. These 3 quantities variate depending on the sequence, frame and specific camera. The order of complexity is obtained considering the maximum among the possible values for each sequence. For each frame, at most $n_t = 1000$ iterations are performed, see Section 4.5.4, and at most each pixel is taken as Image Gaussian, resulting in $n_{ic} = 1004 \times 1004$ for the sequences from Gall et al. [64] and $n_{ic} = 1920 \times 1080$ for the sequences provided by Starck and Hilton [162].

However, convergence to a solution is typically reached in less iterations, after around $n_t = 200$ iterations, see Figure 4.6. The number of Image Gaussians is also smaller than the number of pixels for each camera, as for each Surface Gaussian we only take into account the closest Image Gaussians in terms of spatial and color distance, as described in Section 4.5.4. The average number of Image Gaussians per frame is close to $n_{ic} = 10000$, which is $\approx 2$ order of magnitude smaller than the total number of pixels. It can be easily shown that our approach has linear complexity with respect to varying Surface Gaussians.

We evaluate the performance of our system on an Intel Xeon Processor E5-1620, Quad-core with Hyperthreading and 16GB of RAM. Table 4.2 summarizes the performance we obtain for the 6 tested sequences. The computation time can be further reduced by parallelizing orthogonal optimization steps, such as the evaluation of the overlap $\Phi_{is}$, $\forall i,s$, described in Section 4.5.1. Our algorithm is particularly suited for implementation on GPU, which we believe has a strong impact on the time performance.

### 4.6.3 Qualitative Results

In Figure 4.7 and Figure 4.8, we provide some examples of surface refinement results obtained with our method. Input to our refinement approach, on top of the multi-view images and corresponding camera calibration, are the temporally consistent deformation sequences obtained from the methods of [64, 162]. Our visual results demonstrate that our approach is able to plausibly reconstruct additional fine-scale details, e.g. the wrinkles and folds in the skirt, and it produces closer model alignment to the images than the baseline methods.

The *skirt* sequence is the most suited for our multi-view surface refinement technique thanks to its highly textured regions and accurate alignment with respect to the images. We focus on the
Figure 4.7: Results of our refinement approach for (from top to bottom) the skirt, dance, pop2lock, wheel and handstand animation sequences from an unused camera. From left to right: input image, baseline mesh, refined mesh, surface difference between baseline and refined, flow magnitude for the reprojected input mesh and the reprojected output mesh against the original input image.
Figure 4.8: Results of our refinement approach for the smooth skirt (top), dance (middle) and poplock (bottom) animation sequences from an unused camera. From left to right: input image, baseline mesh, refined mesh, surface difference between baseline and refined, flow magnitude for the reprojected input mesh and the reprojected output mesh against the original input image.
refinement of the skirt surface region, which is highly textured. Textures lead to high-color variance of the Surface Gaussians, which in turn allows to estimate finer scale details and more accurate alignment, even in the inner parts, far from the projected borders. As shown in Figure 4.7, row 1, and Figure 4.8, row 1, our method is able to capture additional fine-scale details for both the skirt and the smoothed skirt sequences using the default parameter settings depicted in Table 4.3. The incorporated details are best visible in the smoothed sequence version.

The dance sequence shows strong deformations on the subject’s clothing during the jumping motions, see Figure 4.7, row 2, and Figure 4.8, row 2. We successfully refine the input geometry to include additional cloth dynamics, e.g. floating shirt, also visible in the video. Inner details are only marginally captured when a shading effect appears, due to lack of textures, and are best visible in the smoothed dance sequence. Most of the captured details are visible along the reprojected borders, where the alignment with respect to the images appears to be improved. For both the original and the smoothed animation, we use the default parameters setting in Table 4.3.

The pop2lock sequence is challenging to refine with our approach, due to the large homogeneously colored regions on the subject’s shirt. On top of that, the input mesh presents severe misalignments with respect to the input multi-view images with several time-consistency artifacts throughout the multi-view video. Similar to the dance sequence, the majority of the captured details are localized on the reprojected borders, as seen in Figure 4.7, row 3, and Figure 4.8, row 3. Our refinement approach is unable for this sequence to improve the silhouette overlap consistently, due to the strong shirt deformations, e.g. folding and creasing.

Both the handstand and the wheel sequences contain textured regions, represented by the stripes in the shirt, which help in improving the surface details by effectively guiding the Surface Gaussian along the shirt deformation. The handstand sequence is particularly challenging for our refinement approach, since the shirt is strongly deformed during the performance, especially in the upside-down pose after frame 50. On the other hand, the wheel sequence shows an example of fast motion, where the underlying geometry is temporally misplaced, resulting in false underlying colors and therefore inaccurate refinement, as it is shown in the quantitative evaluation. Nevertheless, our refinement approach captures inner details consistently for both of the sequences.

4.6.4 Comparison

In order to compare our approach with the baseline methods on sequences for which no ground-truth geometry is available, we compute the optical flow error. To this end, we first texture the baseline and our resulting mesh models by assigning Surface Gaussian colors to the corresponding vertices. Then, we use the classical variational approach by Brox et al. [23] to generate displacement flow vectors between the input images of a single camera view and the reprojected textured mesh models for each frame and pixel. For each frame, we then compute the average displacement error, by dividing the sum of the displacement norm by the number of pixels. The evaluation is performed on a camera view that is excluded from the optimization.

As shown in the Table 4.2, row 3, our method significantly decreases the average flow displacement error for all the sequences, leading to quantitatively more accurate results compared to the baseline (input) methods. In terms of percentage, the registered improvement lies between 3% and 11%. High percentage of flow error reduction between the baseline and the refined meshes is also obtained in the purposely smoothed datasets. This confirms that our approach successfully recovers true surface detail even when using very coarse geometry. Figure A.2 shows the corresponding normalized flow error per frame compared to the unrefined input meshes and visually shows the average improvement
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<table>
<thead>
<tr>
<th>Sequence</th>
<th>skirt</th>
<th>dance</th>
<th>handstand</th>
<th>wheel</th>
<th>pop2lock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Meshes</td>
<td>orig</td>
<td>smooth</td>
<td>orig</td>
<td>smooth</td>
<td>orig</td>
</tr>
<tr>
<td>Flow Improvement [%]</td>
<td>4.8</td>
<td>4.7</td>
<td>9.1</td>
<td>2.7</td>
<td>11</td>
</tr>
<tr>
<td>Silh. Improvement [pixel]</td>
<td>59</td>
<td>384</td>
<td>294</td>
<td>1121</td>
<td>−80</td>
</tr>
<tr>
<td>Total [pixel]</td>
<td>≈16K</td>
<td>≈35K</td>
<td>≈19K</td>
<td>≈30K</td>
<td></td>
</tr>
<tr>
<td>Timing [min/frame]</td>
<td>≈20</td>
<td>≈3</td>
<td>≈30</td>
<td>≈3</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Flow and silhouette average improvements produced by our refinement approach compared to the baseline methods. The average flow displacements improvement is express in percent, while the silhouette improvement in number of pixels over the approximate total amount of true re-projected cloth pixels over all the views.

Figure 4.9: Silhouette improvement of the refined meshes for the smoothed skirt and dance datasets. In each graph: pixel improvement with respect to the specified input sequence per frame. Manually estimated true cloth pixels to be used as a reference for the silhouette pixel improvement are stated in the captions of each sequence.

per frame also stated in Table 4.2. Notice that most of the baseline input mesh sequences, e.g. the skirt sequence, already provide closely-aligned input meshes. In these cases, improvements introduced after refinement are marginal in terms of flow displacement error. Qualitative figures nevertheless show that our approach is able to capture the deformation dynamics happening on the clothing in all sequences, as well as fine-scale details, especially for highly textured regions. Details on the inner plain-colored regions, e.g. shirt folds in the dance sequence, are hard to reproduce with our approach, since they lack of sufficiently distinctive color information in the Surface Gaussians neighborhood.

Especially for the latter cases, quantitative evaluation demonstrates that our approach also improves the boundary alignment of the reconstructed meshes with respect to the input image, without explicitly relying on any precomputed foreground segmentation. This is especially visible in the pre-smoothed sequences, also shown in Figure A.1 and Figure 4.10. As opposite to most of the silhouette-based approaches [162], our optimization approach smoothly and continuously improves the alignment to the silhouettes, without using error-prone correspondence finding, discrete optimization or complex background subtraction. We visually show silhouette reprojection improvement in Figure 4.10. The silhouette improvement per frame is computed by counting the false positive and false negative (i.e. wrong) pixels in the original and refined sequences, obtained by subtracting the ground-truth silhouette image pixels with the reprojected mesh pixels from an unused camera. Then, we take the difference between original and refined false pixels, which implicitly resembles the number of newly
Figure 4.10: Silhouette overlap evaluation of the refined meshes shown for skirt (top), dance (middle) and pop2lock (bottom) sequences. From left to right: input image, silhouette overlap of the baseline (input), silhouette overlap of the refined mesh, zoomed-in baseline overlap, zoomed-in refined overlap. The overlap is estimated from unused views. We used the following color code for the silhouette overlap: Purple: true positives, Green: false negatives, Red: false positives.
found correct pixels. Notice, that our computations are performed using the available full-body silhouette images, although, we just refine the clothing parts. For comparison, we manually count the average number of true pixels in the clothing areas for each sequence as a reference, see Table 4.2, row 5.

### 4.6.5 Quantitative Evaluation

We quantitatively evaluate the performance of our approach on a synthetic sequence, consisting of a 42-vertices sphere model with randomly generated colors. We build three different target scenarios: the unchanged sphere, the sphere with randomly displaced vertices along the corresponding vertex normals, and the sphere with randomly displaced vertices without any normal constraint. Each scenario is rendered from 10 arbitrary points of view with a resolution of 1280\times720 and used as input multi-view images for our refinement approach. The initial unchanged sphere geometry with true pre-assigned colors is taken as the starting surface to be refined. Finally, we compare the output of each scenario with the ground truth geometry to numerically assess the quality of our results.

Figure 4.12 shows the described target (a, c, e) and refined (b, d, f) mesh for each scenario. For the first unchanged scenario, we use the default parameter settings from Table 4.3, while for the remaining two we used $w_{reg} = 0$ aiming at capturing the randomly generated displacements, without introducing any temporal nor spatial smoothness constraints. For all scenarios we have used $T_{dist} = 90$ pixels to capture also larger displacements. We compute exact average Euclidean displacement error,
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Figure 4.13: Vertex displacement error curve (green) when using different number of cameras. The plot shows $3 \times 42$ blue circles, each sampling the displacement error of a single optimized vertex in the 3 synthetic sphere sequences described in Section 4.6.5. The y-axis indicates the number of cameras that see a certain vertex sample. The plot also shows the average displacement error (dashed red) as well as average visibility (dashed green).

by summing up the vertex displacement norm from the ground truth divided by the number of vertices. The average error is then estimated as a percentage of the total object volume size. Even with large distortions, e.g. the severe displacement introduced in the third scenario with random displacements, applied to the original geometries, our method is able to recover the fine geometric details with average errors lower than $\leq 7\%$ of the volume size. For the remaining scenarios, the estimated error lies below $1.84\%$ and $0.22\%$ respectively for the normal constrained random displacements and the unchanged case. Notice that due to the surface normal constraints introduced in the design of our refinement approach, for the third scenario, i.e. with random normal-unconstrained displacements, we got a normal-constrained approximation of the target shape, which justifies the increased error w.r.t. the shape volume.

While experimenting with the scenarios, we make several observations. The initially assigned color of the Surface Gaussians has a direct impact to the performance of the proposed surface capture approach. While the used HSV color space helps in keeping our surface capture approach relatively robust to slight color changes due to illumination, larger appearance changes caused by e.g. shadows and global light changes cannot be handled properly with the current formulation.

Testing revealed that the error increases when reducing the number of views, see Figure 4.13. This finding suggests that without providing more advanced surface smoothness term to handle missing depth, our approach is impractical for settings with monocular, few-cameras or badly distributed camera settings. Randomly placed cameras around the synthetic sphere resulted in an average of $5.23$ cameras per vertex, see the plot in Figure 4.13. Evidently little visible vertices cause a consistent loss on the overall quantitative performance average.

We further validate the additional $\varepsilon$ used to correct the displacements, described in Section 4.5.4. An increase of $\varepsilon = \sigma_s$ of the found displacements, helps to accommodate for the bias in the displacements, as it is also shown in Figure 4.14. The average errors relative to the total volume size for each refined mesh with added epsilon are $0.22\%$, $1.84\%$ and $7.10\%$, against the unchanged $0.69\%$, $1.95\%$ and $7.13\%$ estimated from the optimizer only, i.e. without additional epsilon increase.
Figure 4.14: Effects of adding a displacement along the normal of the refined meshes equal to the standard deviation of the Surface Gaussians. The figure shows the zoomed-in overlap between the input (semi-transparent) and resulting (colored) mesh of the synthetic sequence first without and then with additional displacement. (a,b) overlap from the first unchanged scenario with and without epsilon, (c,d) overlap from the normal-displaced scenario with and without epsilon and (e,f) overlap from the randomly displaced scenario with and without epsilon.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value interval</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_{\text{reg}}$</td>
<td>Regularization weight</td>
<td>[0, 1]</td>
<td>$5e^{-7}$</td>
</tr>
<tr>
<td>$w_{\text{temp}}$</td>
<td>Temporal weight</td>
<td>[0, 1]</td>
<td>$1e^{-7}$</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>Standard deviation, $\forall G_s$</td>
<td>$(0, \infty)$, [mm]</td>
<td>5</td>
</tr>
<tr>
<td>$T_{\text{gt}}$</td>
<td>Quad-tree depth threshold</td>
<td>$[0, \log_2(\min(I.\text{width}, I.\text{height}))]$</td>
<td>$\text{max}$</td>
</tr>
<tr>
<td>$T_{\text{fuse}}$</td>
<td>Color fusion threshold</td>
<td>$[0, \infty)$</td>
<td>0.05</td>
</tr>
<tr>
<td>$T_{\text{color}}$</td>
<td>Color similarity threshold</td>
<td>$[0, \infty)$</td>
<td>0.15</td>
</tr>
<tr>
<td>$T_{\text{dist}}$</td>
<td>Threshold on pixel distance</td>
<td>$[0, \infty)$, [px]</td>
<td>30</td>
</tr>
<tr>
<td>$\Delta_d$</td>
<td>Max geodesic distance</td>
<td>$[0, \infty)$, [edges]</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.3: User-defined parameters of the energy function $E$, together with their description, value interval and default value.
4.6.5.1 Parameters

In order to test the influence of the parameters used in our energy formulation, we run several experiments based on the synthetic dataset described in Section 4.6.5. For each user-defined parameter, see Table 4.3, we change the parameter value within its pre-defined interval, while keeping the remaining parameters fixed, and run our refinement approach with this setting. The set of plots in Figure 4.15 show the error and time performance obtained by varying each parameter.

As expected increasing $w_{\text{reg}}$ improves the static sphere scenario results, deteriorating the remaining ones. To enable the capture of details while preserving a certain degree of surface smoothness, we must choose a proper non-null regularization weight, which avoids over-smoothing.

By increasing the standard deviation $\sigma_s$ size, we obtain slightly worse reconstructions. We believe this is due to the fact that the Gaussian color is taken from the corresponding vertex color of the ground-truth mesh, and not from the underlying pixel average. In this case, the underlying pixel color poorly matches the Surface Gaussian color, leading to displacement errors.

The color similarity threshold $T_{\text{color}}$ restricts the evaluation of our similarity function w. r. t. a Surface Gaussian to a subset of Image Gaussians with similar color properties. The larger the threshold the more Image Gaussians are included in the evaluation, leading to an increasing computational time. The distance threshold $T_{\text{dist}}$ value highly depends on the sequence and mesh scale. Further increasing its value beyond its default ($T_{\text{dist}} = 90$ pixels for the synthetic sequence) does not improve qualitatively the reconstruction, instead it slows down the performance. On the other hand the fusion threshold $T_{\text{fusion}}$ and the quad-tree depth threshold $T_{\text{qt}}$ only produce accurate reconstruction results for high values, which in turn decrease the time performance. The smoothing weight $w_{\text{temp}}$ improves the stability of the refinement in time, without further improving the quality of the resulting surface.
4.7 Discussion and Limitations

The proposed refinement approach smoothly captures the surface details and improves the alignment of the input mesh sequences with the multi-view images consistently and robustly. Results on various testing sequences qualitatively and quantitatively show the effectiveness of the proposed approach to capture small details such as cloth wrinkles on dynamic sequences with loose clothing. The proposed formulation has a smooth correspondence-free energy that can be efficiently and effectively optimized using gradient-based optimization.

For the applicability of the proposed refinement approach, there are few assumptions. We assume the input mesh sequence to be sufficiently accurate, such that smaller details can be easily and correctly captured by displacing vertices along their corresponding vertex normals. In cases where the input reconstructed meshes present misalignments with respect to the images (e.g., in the pop2lock sequence) or if it is necessary to reconstruct stronger deformations, then our method is unable to perform adequately. Our refinement might be reformulated allowing more complex displacements, e.g., removing the normal constraint. However, such weaker prior requires more complex regularization formulation in order to maintain a smooth surface, also to handle unwanted self-intersections and collapsing vertices. An example of more advanced regularization formulation to handle free surface deformation is described in the next Chapter 5. The increased number of parameters to optimize for (i.e., 3 times more, when optimizing for all 3 vertices dimensions, x, y and z) would spoil computational efficiency and raise the probability of getting stuck in local maxima solutions. The risk of returning local maxima solutions is still high when employing local solvers (e.g., gradient ascent) on non-convex problems as in our case. A possible solution is to use more advanced solvers, e.g., global solvers, when computational efficiency is not a requirement.

As we demonstrate in the previous section, our approach is unable to densely refine plain colored surfaces with little texture (e.g., the pop2lock and dance sequences). In fact, in these cases, the corresponding color variability of the Surface Gaussians in the inner surfaces is too small to provide any clue for the optimizer. A solution here could be to employ a more complex color model that takes into account, e.g., illumination and shading effects, at the cost of increased computational expenses. For sequences with little texture, we have although found that our approach improves the reprojected surface borders alignment with the images consistently. The employed surface-image similarity formulation is well suited to recover inner details in presence of texture, nevertheless the estimated border alignment resulting from optimization is sub-optimal and requires adjustments, i.e., adding \( \varepsilon \) to the found displacements. In fact, by design, Gaussians tend to align towards higher density regions, rather than along the borders, making them unsuitable for exact extremities approximation. A better mathematical formulation for border alignment is described in the next Chapter 5.

The used temporal smoothing term analytically formulates smoothing in time based on a window of 3 frames, that might be insufficient to fully eliminate time inconsistencies, e.g., for videos captured at high frame rates. We would like to further investigate into the impact of a larger window size on the overall time consistency of the reconstruction. On top of that our temporal smoothing approach only keeps the optimized displacements smooth in time and cannot correct time inconsistencies in the original input geometry. This limitation is particularly visible in the sequence pop2lock.
4.8 Conclusion

In this chapter, we have presented an effective method for capture of deforming meshes with fine-scale time-varying surface detail from multi-view video recordings. Our approach refines the input coarse meshes on all vertex positions by adding fine-scale deformation present in the original video. The proposed model-to-image consistency energy function uses an implicit representation of the deformable mesh using a collection of Gaussians for the surface and a set of Gaussians for the input images, enabling a smooth closed-form energy with implicit occlusion handling and analytic derivatives.

We qualitatively and quantitatively evaluated our refinement strategy on 5 input sequences, initially obtained using 2 different state-of-the-art 3D reconstruction approaches: a template-free method and template-based method, which originally tend to produce smooth results that lack fine-scale details. We demonstrated that in both cases the proposed method successfully recovers true fine-scale detailed geometry and improves the surface border alignment w.r.t. to the multi-view images. Additionally, we have also shown the performance of our method on synthetic data, which we manually modeled and smoothed to create the ground truth. Numerical evaluation confirms the effectiveness of our refinement approach compared to previous work quantitatively.

This chapter focused on a surface capture solution based on input coarse animations. The next chapter demonstrates the capabilities of the refinement approach, described in this chapter, to be successfully applied in less constrained outdoor scenarios. Additionally, the next chapter shows how combining skeleton with surface capture can boost robustness to various outdoor environments.
Chapter 5
Joint Skeleton-Surface Capture

5.1 Introduction

In the previous chapter, we introduced a new approach for dense surface refinement of coarse animations. This chapter extends this refinement approach by proposing a full performance capture method that simultaneously recovers both the coarse skeletal and the fine-scale surface of a performing actor in general outdoor scenarios. Several markerless human performance capture methods have been proposed to reconstruct people in their general, potentially loosely deforming, apparel, from multi-view RGB video \[20, 40, 64, 162, 180\]. Some state-of-the-art methods reconstruct highly detailed 3D mesh sequences by fitting a 3D template to the observed performance \[40, 64, 179\]. More general methods reconstruct per-frame geometry independently and without a prior model \[60, 162, 180\]. Most high-quality reconstruction methods fail on footage recorded in general outdoor scenes, as they expect constant lighting and crisp foreground-background subtraction, which is best achieved in front of static indoor green screens. Aiming to overcome this limitation, recent research in joint segmentation and reconstruction \[170, 123, 124\] successfully reconstructed deforming objects in less constrained setups. However, resulting 3D mesh detail is significantly lower than for the previous in-studio silhouette-based methods.

In this chapter, we propose a new model-based performance capture method that takes a leap forward, and captures detailed human performance, including accurate motion and loose non-rigid surface shape, in less controlled and outdoor environments with moving background, without explicit silhouette extraction. To meet the challenges of less controlled environments, we use a new unified implicit formulation for both, articulated skeleton tracking and non-rigid surface shape refinement. Our method fits an initial static surface mesh of an actor to unsegmented video frames by jointly optimizing for skeleton pose and non-rigid surface detail. To this end, we introduce a mathematical formulation as the minimization of an objective function that estimates the agreement of model and observation.

The coarse volumetric 3D body shape and body appearance used for skeletal pose estimation, as well as the fine-scale 3D surface geometry and appearance, which is coupled to the coarse body representation, are described in Section 2.3. Particularly for surface shape refinement we introduce a new combination of 3D Gaussians, which we refer to as Border Gaussians, designed to align the projected model with likely silhouette contours without explicit segmentation or edge detection. Also the input images are transformed to an implicit representation, similar to the previous chapter, but at
from a set of multi-camera input images (left), we reconstruct the human performance as a temporally consistent 3D mesh that accurately matches the captured motion, here visualized textured (center) and untextured (right) to better appreciate the results. Our novel formulation for model-based human performance capture enables reconstruction of outdoor performances without explicit silhouette segmentation.

much higher resolution to model details. This scene representation enables effective and efficient optimization and analytically differentiable smooth objective functions. We introduce a coarse-to-fine objective that integrates coarse fitting and detail refinement, where robust skeleton tracking is used to improve the performance of fine-scale surface detail recovery, both computationally and qualitatively.

Ours is the first integrated template representation and fitting approach for both coarse and fine geometry capable of accurately reconstructing the articulated motion and deforming surface geometry of actors in challenging outdoor scenes. Our main technical contributions are:

1. a unified implicit formulation for both, articulated skeleton tracking and non-rigid surface shape refinement,

2. a formulation of a new surface refinement method to align the projected model to likely silhouette contours without explicit segmentation or edge detection.

We obtain reconstructions of much higher quality in outdoor settings than existing methods, and show that we are on par with state-of-the-art methods on indoor scenes for which they were designed.

5.2 Related Work

Existing methods for performance capture involve subsequent optimization of coarse tracking and detailed reconstruction. During coarse tracking, the global motion of the actor is estimated through skeleton or coarse (volumetric) surface fitting. Finer deformation details are recovered in a subsequent step using either stereo constraints, features, or shading-based refinement. Section 3.2 and Section 4.2 describe previous approaches focused respectively on coarse, i.e. skeleton driven, and fine-scale surface tracking. While independent fitting of skeleton and derived detailed surface have proven impressive results especially in indoor controlled scenarios, failures of individual steps often cause temporal tracking mismatches from which it is hard to recover.

Joint optimization of skeleton and shape is often advantageous as it creates structural stability and allows to correct mismatches in skeleton and surface simultaneously [179, 9, 64]. However, optimization with such a high number of independent model parameters is computationally demanding.
and easily becomes under-constrained. Related works tend to simplify the input model aiming at reducing the number of parameters to optimize for. In the work of Straka et al. [165], the actor’s shape is constrained by a linear dependency on skeleton bone positions and is optimized efficiently to silhouette observations. Rigidity weights are manually assigned. Kanazawa et al. [92] learn stiffness values for a volumetric deformation energy during fitting to manually obtained correspondence annotations. Most commonly used are linear blend shape models [5] and variants of the SCAPE model [7], both learned from databases of human scans. In particular, SCAPE represent a popular data-driven human model able to synthesize realistic non-rigid surface deformations as a function of skeletal pose and body shape. However these and many other suggested parameterizations [88, 7, 136, 109, 110, 14, 142] are constrained to a low-dimensional set of deformation parameters and not general enough to represent surface details such as exact wrinkles and general apparel deformation.

Many methods demonstrate their capability to recover fine scale surface details by iteratively optimizing over detailed and multi-layered models. Iterative local optimization allows at each iteration to optimize for a lower dimensional subspace of the entire parameter set, which improves the overall performance especially in terms of stability. Global optimization is too expensive for large data sets and skeletons with many degrees of freedom. Gall et al. [64] describe a method to solve for skeleton mismatches through local iterative optimization. Stoll et al. [163] segment the result of [64] into rigid and non-rigid parts to separate near-rigid body parts from clothing exhibiting free deformation.

Despite all recent progress in performance capture, existing model-based methods do not cope well in uncontrolled outdoor scenes, due to background-foreground ambiguities among others. In this chapter, we use a coarse-to-fine strategy where the shape reconstructions increases in detail from iteration to iteration, while inferred constraints such as skeleton dependencies are maintained, but refined by generative matching to the input video without intermediate simplifications.

A key element of this chapter is a method for surface border refinement without silhouettes. It overcomes the limitation of many existing performance capture methods that rely on explicit background segmentation for accurate silhouette alignment, an error-prone step which hinders their usage in uncontrolled environments. Progress has been made by multi-view segmentation [183, 45], joint segmentation and reconstruction [167, 69, 21, 123, 124, 37], and also aided by propagation of a manual initialization [74, 191, 170]. In uncontrolled environments, the obtained segmentation is still noisy, enabling only skeleton pose [74] and rather coarse 3D reconstructions [123, 124]. Rhodin et al. [142] propose a volumetric contour model and directly fit a parametric shape model to image edges, circumventing silhouette extraction entirely. However, only coarse shape without cloth-level detail is reconstructed. Non-rigid shape and silhouettes can be also directly captured with depth cameras, whose richer RGB-D data ease pose optimization and allow even real-time reconstructions with template based [207, 70, 198] and parametric shape models [14, 76, 37]. However, the specialized RGB-D sensors are not as commonly available as RGB video cameras, e.g. in mobile devices, may have higher cost and energy consumption, and do not work well in direct sunlight. In contrast, the proposed segmentation-free method only requires RGB videos as input and is thereby applicable in more general outdoor environments.
5.3 Overview

In this section, we describe our model-based performance capture approach, also summarized in Figure 5.2. Given a sequence of multiview calibrated and synchronized images capturing the action of a single actor in an outdoor environment, our goal is to deform a given personalized body model of the actor such that it accurately reproduces the performance filmed. Details on the three-layer human body model used are given in Section 2.2.

The initial skeleton motion of the performance is tracked based on the approach described in Section 2.4.1, which does not require segmentation and attains high performance through a Gaussian representation of image and actor model. Output is an intermediate skeleton motion, which is used to drive the mesh layer by skinning. The resulting mesh sequence only accounts for the rigid motion derived from the skeleton, therefore it fails in reproducing non-rigid deformations caused by cloth and soft tissue deformation, and suffers from skinning artifacts.

In order to recover high-detailed surface deformation, we maximize the agreement between a fine-scale Gaussian-based implicit representation of the surface mesh and the image in a similar way to Chapter 4. The previous chapter described a surface capture approach to densely refine an initial coarse animation using a set of small 3D Surface Gaussians on the mesh surface. The capabilities of the method were mostly demonstrated in indoor controlled settings, due to the lack of outdoor reconstructed sequences of sufficient quality. In this chapter, we demonstrate the effectiveness of the Surface Gaussian based approach in less constrained outdoor scenarios. Additionally, to refine the input skinned animation, we introduce a new set of 3D Border Gaussians designed to improve the contour alignment in presence of a dynamic background without explicit background segmentation.

The full performance capture approach described in this chapter actively employs the refined surface deformation output to improve the initially reconstructed skeletal pose iteratively. This chapter demonstrates that joined estimation of skeletal and shape deformation is advantageous over independent optimization in terms of robustness. The output of our method is a sequence of skeletal poses alongside with refined surface meshes that reproduce the input videos.
Figure 5.3: Actor mesh model creation for the pablo sequence. (a) Initial scan of the actor, (b) Poisson reconstruction, (c) resulting mesh after regularization and simplification, (d) resulting mesh with vertex colors.

5.4 Scene Model

Similarly to the previous chapter, we convert both the actor model and images to an implicit representation to enable effective model-to-image consistency estimation and optimization.

5.4.1 Actor

We use the three-layer representation, described in Section 2.2, to define our personalized actor model. Before converting the mesh surface layer to an implicit mathematical representation, we regularize its geometry such that the vertices are regularly distributed on the surface. We additionally smooth out the high-frequency surface details, see Figure 5.3(b). Smoothing is applied in order to remove most of the baked-in details, which are due to pose-related deformations on the clothing, e.g. flapping sleeves, wrinkles or facial expressions. Notice that by equally smoothing out the entire mesh, we may additionally get rid of important rigid details such as pockets and detailed arm or leg shape. To avoid this, a rigid-details aware semi-automatic surface smoothing approach is a better choice. Our final textured mesh is obtained by reprojecting the multi-view pixel colors from the input images to the manually reposed mesh in the first frame, see Figure 5.3(c), using a similar procedure as explained in Section 2.4.1.4.

We transform the vertices of the geometric layer into an implicit representation $G = \{G_c^s, G_b^b\}$ consisting of two subsets of Gaussians: Surface Gaussians $G_c^s, \forall s = 1 \ldots n_c^s$ and Border Gaussians $G_b^b, \forall b = 1 \ldots n_b^b$. In this chapter, we often use the term Model Gaussian referring to the collection of Surface and Border Gaussians. The Surface Gaussians are assigned to the visible vertices from camera $c$ that do not fall onto an occluding mesh contour at a given frame. A small 3D Gaussian is placed at each vertex position and is assigned the color of the static mesh vertex, as also explained in
Chapter 4. Notice that the Surface Gaussians have the same mathematical definition introduced in the previous chapter, however they are now only placed at inner vertices, away from the reprojection borders. For the vertices falling on a contour a different subset of Gaussians is used, with a different mathematical representation, which we call Border Gaussians.

The Border Gaussians are assigned to the vertices that lie on an outer occluding mesh contour in the original camera view $c$, and are explicitly used for contour alignment. Their mathematical formulation consists of a pair of connected Surface Gaussians designed to have opposing forces respectively towards the foreground and background. By minimizing the product of these opposing forces, Border Gaussians are designed to align exactly at the image contours. Details about the design and the formulation for optimization are given in Section 5.5.2.

Algorithm 5: Function to initialize a given actor model with Surface and Border Gaussians for each camera view $c$, given as input current mesh $M$, camera projection matrices $P_c$, $\forall c = 1 \ldots n_c$ and distance threshold $\Delta$ to the closest image borders.

```
1 function $G^c := \text{Init}(M, P_c, \Delta)$:
2     for $c := 1 \text{ to } n_c$ do
3         for $v := 1 \text{ to } n_v$ do
4             $v^c := P^c v$;
5             if $v^c$ visible then
6                 if $\text{dist}(v^c, \text{border}) \leq \Delta$ then
7                     $G_b^c \text{.insert} (\text{BorderGaussian}(v))$;
8                 else
9                     $G_s^c \text{.insert} (\text{SurfaceGaussian}(v))$;
10                end
11            end
12        end
13    end
14 $G^c := \{G_s^c, G_b^c\}$;
```

We preserve the mesh connectivity information to define the surface topology of Surface and Border Gaussians. Model Gaussians are also coupled to the skeleton by the original mesh skinning weights, in order to formulate skinning-based surface regularization, see Section 5.5.3. The pseudo-code used for initializing the actor model is depicted in Function 5. While these sets of Gaussians are defined per each camera, in the rest of this chapter, we drop the camera index for notation simplification.

5.4.2 Images

Our input image set is approximated with a set of colored 2D Image Gaussians $G_i^c$, $\forall i = 1 \ldots n_i^c$. The Image Gaussians are estimated using the method explained in Section 2.4.1.1.

5.5 Surface Tracking

The articulated skeleton pose $S$ is estimated using the approach described in Section 2.4.1, which is shown to recover reliable poses in complicated outdoor recordings. In particular, the initial skeletal configuration in the first frame is estimated manually. Once the skeletal motion has been recovered,
the initial actor surface, defined by $M := \{M_b, M_b\}, M_b := \{\hat{\mu}_b : b = 1 \ldots n_b\},$ is obtained through skinning, i.e. by rigidly deforming the actor body limbs following the skeleton motion $S$. In this section, we describe how to incorporate the missing fine-scale non-rigid surface deformations to the coarse geometry. In order to refine the initial skinned actor model, we maximize the following energy:

$$E(M, S) = E_{sim}(M_b) + E_{cont}(M_b) - w_{skin}E_{skin}(M, S) - w_{smooth}E_{smooth}(M) - w_{temp}E_{temp}(S), \tag{5.1}$$

initialized with the estimated pose $S$ and the associated skinned mesh $M$. The combination of the proposed energy terms helps in minimizing the discrepancy between the actor model geometry and the multi-view images, while keeping the surface deformations smooth both spatially and temporally.

We define each term of $E(M, S)$ analytically and compute the corresponding derivatives with respect to the unknown surface $M$ and skeleton pose $S$. The derivatives are:

$$\frac{\partial E}{\partial M_b} = \frac{\partial E_{sim}}{\partial M_b} - w_{skin} \frac{\partial E_{skin}}{\partial M_b} - w_{smooth} \frac{\partial E_{smooth}}{\partial M_b} \tag{5.2}$$

$$\frac{\partial E}{\partial M_b} = \frac{\partial E_{cont}}{\partial M_b} - w_{skin} \frac{\partial E_{skin}}{\partial M_b} - w_{smooth} \frac{\partial E_{smooth}}{\partial M_b} \tag{5.3}$$

$$\frac{\partial E}{\partial S} = -w_{skin} \frac{\partial E_{skin}}{\partial S} - w_{temp} \frac{\partial E_{temp}}{\partial S} \tag{5.4}$$

Notice that $\partial M_b := \partial [\hat{\mu}_b]_{x,y,z}$ and $\partial M_b := \partial [\hat{\mu}_b]_{x,y,z}$ correspond to derivative w.r.t. the 3D Model Gaussian means, i.e. Surface Gaussians $\hat{\mu}_s, \forall s = 1 \ldots n_s$ and Border Gaussians $\hat{\mu}_b, \forall b = 1 \ldots n_b$, and $[\ldots]_{x,y,z}$ are the corresponding coordinates on the global axis $x, y$ and $z$.

The unified energy representation enables joint and efficient optimization of surface interior, contour alignment, and skeleton pose, using a traditional fast gradient-based optimizer. In the next sections, we describe each term in detail.

### 5.5.1 Similarity Term

The similarity term $E_{sim}$ measures the photo consistency of the visible Surface Gaussians with the input images. It is implemented as a generalization of the volumetric Gaussian tracking, described in Section 2.4.1:

$$E_{sim}(M_b) = \frac{1}{n_e} \sum_{c=1}^{n_e} \sum_{i=1}^{n'_i} \min \left( \sum_{s=1}^{n_s} \Phi_{i,s}, 1 \right) \tag{5.5}$$

where $\Phi_{i,s}$ measures the similarity between the image and the reprojected Surface Gaussians, described in detail in Section 4.5.1. This term accounts for fine-scale detail refinement of the surface interior, especially when texture cues are available. As shown in the previous chapter, this formulation is sub-optimal for contour alignment. The corresponding analytical derivatives are defined as:

$$\frac{\partial E_{sim}}{\partial M_b} = \frac{1}{n_e} \sum_{c=1}^{n_e} 1 \sum_{s=1}^{n_s} \sum_{i=1}^{n'_i} \begin{cases} \frac{\partial \Phi_{i,s}}{\partial M_b} & \text{if } \sum_{s=1}^{n_s} \Phi_{i,s} < 1 \\ 0 & \text{otherwise} \end{cases} \tag{5.6}$$

Notice that in contrast to the previous chapter, the Model Gaussians are allowed free displacement in space. Therefore the derivatives have to be computed w.r.t. each global axis $x, y$ and $z$. For the full derivation of the derivatives, refer to Section B.0.1.
Figure 5.4: Visualization of the Gaussian based representation for the actor volume (volumetric layer) and surface in the *pablo* sequence. (a) Volumetric Gaussians, (b) Surface Gaussians on the inner surface locations and Border Gaussians along the image contours, (c) zoom in on a reprojection border to better visualize the Border Gaussians. Notice that only the outer Gaussian in blue is well visible, while the inner Gaussian with the surface color is hidden below the surface.

5.5.2 Contour Term

The contour term $E_{cont}$ measures the model-to-image contour alignment. Our goal is to align each border vertex in color, space and direction with nearby image gradients, i.e. move border vertices such that their projection satisfies the following constraints: it spatially coincides with a strong edge, it shows a strong gradient from vertex color to background color, and its edge orientation aligns with the mesh contour direction. In our setting, we have an accurate shape and appearance model of the actor, but face unknown background, e.g. moving scenes, which hinders direct foreground-background gradient computation.

We propose a formulation that neither requires pre-computations nor knowledge of the background color and is nevertheless efficient to optimize. For each mesh vertex $v$ that is within a certain distance to the contour of the mesh in the camera plane, we create an implicit representation, which we refer to as *Border Gaussian*. Border Gaussians $\hat{G}_b$ are centered at vertices closest to the reprojection surface borders and consist of an *inside* and a connected *outside* Gaussian, respectively $\hat{G}_{bin}$ and $\hat{G}_{bou}$, meeting at the corresponding vertex location, i.e. $\hat{G}_b := \{\hat{G}_{bin}, \hat{G}_{bou}\}$. Both inside and outside Gaussian attributes, i.e. mean $\hat{\mu}_{bin}$ and $\hat{\mu}_{bou}$ and standard deviation $\hat{\sigma}_{bin}$ and $\hat{\sigma}_{bou}$, are computed from the Border Gaussian attributes, i.e. $\hat{\mu}_b$ and $\hat{\sigma}_b$:

$$
\begin{align*}
\hat{\mu}_{bin} & := \hat{\mu}_b - \hat{\sigma}_b \hat{n}_b, \\
\hat{\mu}_{bou} & := \hat{\mu}_b + \hat{\sigma}_b \hat{n}_b, \\
\hat{\sigma}_{bin} & := \frac{\hat{\sigma}_b}{2}
\end{align*}
$$

where $\hat{n}_b$ is the corresponding vertex normal, obtained by interpolation the neighboring face normals. Notice that for later optimization, this quantity is kept as a constant. Inside and outside Gaussian are
5.5. SURFACE TRACKING

Figure 5.5: Response of a Surface Gaussian (b) compared to a Border Gaussian (c) in an example scenario. (a) Shows an example distribution of red and blue-colored 1D Gaussians meeting at an image border located in $\mu = 0$. Optimal Surface and Border Gaussians are sampled respectively in green and cyan for different standard deviations. These are extracted from the energies in (b) and (c).

designed to have opposing color similarity. We therefore optimize:

$$E_{\text{cont}}(M_b) = \frac{1}{n_c} \sum_{c=1}^{n_c} \left[ \frac{1}{n_i} \sum_{i=1}^{n_i} \min \left( \sum_{b=1}^{n_b} \Phi_{i,b_{in}}, 1 \right) \right] \cdot \min \left( \sum_{b=1}^{n_b} \Phi_{i,b_{out}}, 1 \right)$$

(5.8)

where $n_b$ is the number of Border Gaussian, and $\Phi_{i,b_{in}}$ and $\Phi_{i,b_{out}}$ are respectively the similarity between the inside and outside Gaussians in a reprojected Border Gaussian and the Image Gaussian. In particular, $\Phi$ takes the opposing color similarity $T_{\Delta}(\delta_{b,i})$, expressed as $(1 - T_{\Delta}(\delta_{b,i}))$. This allows evaluating the outside Gaussian contribution to the energy without explicitly defining its color, which is variable w. r. t. view and time depending on the currently hit background at the reprojection surface borders. Instead, the outside Gaussian color is assumed to be sufficiently far from the color of the connected inside Gaussian. Notice that this leaves out possible cases where the foreground and background color match. Nevertheless these extreme cases cannot be handled by state-of-the-art computer vision approaches either. Optimizing for $E_{\text{cont}}$ causes implicit attraction of the inside Gaussian to the model color and the outside Gaussian to the background color. These opposing attraction forces push the Border Gaussian towards the foreground-background boundaries as desired.

Figure 5.5 shows the response of a Border Gaussian compared to a single Surface Gaussian in an example scenario in 1D with an image border. The scenario involves 6 Image Gaussians, 3 blue and 3 red meeting at an image border. While an optimal Surface Gaussian slides away from the image borders during optimization, a Border Gaussian finds its maxima at the desired location.

Additionally, Figure 5.6 visualizes the responses of Surface and Border Gaussians w. r. t. rotation in a similar scenario in 2D. Surface Gaussians are insensitive to rotation as shown in the figure and have only response to similarly colored Image Gaussians. Surface Gaussians can be effectively used to refine inner parts of the surface, as shown in Chapter 4. On the other hand, Border Gaussians, thanks to the pair structure, have responses both to the foreground and to the background and are sensitive to rotations. Maximum response is located at the edge of the Image Gaussians, therefore pulling the Border Gaussian at the image edges with optimal rotation. More examples and properties of the Border Gaussians are discussed in Section B.0.3. The analytical derivatives are defined below. Full
Figure 5.6: Response of a Surface Gaussian (a) compared to a Border Gaussian (b) sampled along different positions and orientations in an example scenario. The example scenario is visualized in 2D on top of the responses.

derivation can be found in Section B.0.2.

\[
\frac{\partial E_{\text{cont}}}{\partial M_b} = \frac{1}{n_c} \sum_{c=1}^{n_c} \sum_{i=1}^{n_i} \begin{cases} \\
\Phi_{b_{\text{in}}} \frac{\partial \Phi_{h_{\text{in}}}}{\partial M_b} + \Phi_{b_{\text{out}}} \frac{\partial \Phi_{h_{\text{out}}}}{\partial M_b} & \text{if } \sum_{b=1}^{n_b} \Phi_{b_{\text{in}}} < 1 \text{ and } \sum_{b=1}^{n_b} \Phi_{b_{\text{out}}} < 1 \\
\Phi_{b_{\text{in}}} \frac{\partial \Phi_{h_{\text{in}}}}{\partial M_b} & \text{else if } \sum_{b=1}^{n_b} \Phi_{b_{\text{in}}} \geq 1 \\
\Phi_{b_{\text{out}}} \frac{\partial \Phi_{h_{\text{out}}}}{\partial M_b} & \text{else if } \sum_{b=1}^{n_b} \Phi_{b_{\text{out}}} \geq 1 \\
0 & \text{otherwise} \\
\end{cases}
\] (5.9)

### 5.5.3 Skinning Term

The skinning term \( E_{\text{skin}} \) is used to keep the 3D Model Gaussians means 3D, i.e. \( M := \{ \mathcal{M}_s, \mathcal{M}_b \} \), close to the correspondent rigid location \( \hat{\mu}_q, \forall q = 1 \ldots n_s + n_b \), which is determined by the estimated skeleton pose \( \mathcal{S} \) and the global joint transformations \( T'_j \):

\[
\hat{\mu}_q = \sum_{j=1}^{n_i} w_{q,j} T'_j \hat{\mu}_q^j 
\] (5.10)

where \( \hat{\mu}_q^j \) is expressed in local coordinates w.r.t. the parent joint \( j \). Details on skinning are presented in Section 2.3.2. Given the rigid Gaussian locations \( \hat{\mu}_q \), the skinning term \( E_{\text{skin}} \) is defined as follows:
Figure 5.7: Rigidity masks for different actor models. Black stands for no rigidity constraint, while red stands for strong rigidity. (a) Actor from the cathedral sequence, (b) actor from the pablo sequence, (c) actor from the skirt sequence, (d) actor from the unicampus sequence introduced in Section 5.6.1.

\[ E_{\text{skin}} = \frac{1}{n_s + n_b} \sum_{q=1}^{n_s + n_b} \lambda_q \left( 1 - \hat{\Phi}_{q\hat{q}} \right)^2 \] (5.11)

where \( \lambda_q \) is a rigidity weight associated to the Gaussian \( q \) and \( \hat{\Phi}_{q\hat{q}} \) is the similarity in 3D of the optimized Model Gaussian \( \hat{G}_q \) with its rigid correspondent \( \hat{G}_{\hat{q}} \):

\[ \hat{\Phi}_{q\hat{q}} = T_\Delta(\delta_{q\hat{q}})2\frac{\hat{\sigma}_q \hat{\sigma}_{\hat{q}} e_{x,y,z}}{\hat{\sigma}_q^2 + \hat{\sigma}_{\hat{q}}^2} - \frac{||\hat{\mu}_q - \hat{\mu}_{\hat{q}}||^2}{\hat{\sigma}_q^2 + \hat{\sigma}_{\hat{q}}^2} = e \] (5.12)

A rigidity weight \( \lambda_q \in [0, 1] \) is defined for each vertex by providing a mask, which enables to regularize different parts of the body differently, e.g. allow loose clothing to move more freely than hands or feet. See examples in Figure 5.7.

As a consequence of jointly optimizing \( \mathcal{M} \) and \( \mathcal{S} \), the \( E_{\text{skin}} \) term also refines the skeleton pose. The corresponding derivatives w.r.t. to the surface are:

\[ \frac{\partial E_{\text{skin}}}{\partial \mathcal{M}} = \frac{2}{n_s + n_b} \sum_{q=1}^{n_s + n_b} \lambda_q \left( 1 - \hat{\Phi}_{q\hat{q}} \right) \frac{\partial \hat{\Phi}_{q\hat{q}}}{\partial \mathcal{M}} = \frac{2}{n_s + n_b} \sum_{q=1}^{n_s + n_b} \lambda_q \left( 1 - \hat{\Phi}_{q\hat{q}} \right) \hat{\Phi}_{q\hat{q}} \left( \frac{\mu_q - \hat{\mu}_{\hat{q}}}{\hat{\sigma}_q^2} e_{x,y,z} \right) \] (5.13)

where \( e_{x,y,z} \) is a 3-dimensional vector defined depending on the dimensionality, i.e. either \( x \), \( y \) or \( z \), with respect of which the derivative is estimated. In particular, \( e_x := (100) \), \( e_y := (010) \) and
where $\xi$ is either prismatic, i.e. $T_j = t_j'$ is a translation, revolute, i.e. $T_j = R_j'$ is a rotation or a combination of these. For different kinds of joints, we obtain different derivations:

$$\frac{\partial t_j'}{\partial s_p} = a_j, \quad \frac{\partial R_j'}{\partial s_p} = a_j \times (\hat{\mu}_q - c_j)$$  \hspace{1cm} (5.15)

The derivative with respect to a translation is the joint axis $a_j \in \mathbb{R}^3$ in global coordinates. For revolute joint we have to take the angular velocity given by the rotation matrix, which is by definition the tangential perpendicular to both the joint global axis and the vector connecting the joint center in global coordinate $c_j$ and the optimized vertex position $\hat{\mu}_q$.

### 5.5.4 Smoothness Term

The surface smoothness term $E_{\text{smooth}}$ regularizes unnatural surface deformations with a smoothness prior term. We use a Laplacian smoothness term which penalizes deviations of the optimized Laplacian coordinates from the Laplacian coordinates of the skinned mesh at current frame. The smoothness term is defined as:

$$E_{\text{smooth}} = \frac{1}{n_s + n_b} \sum_{q=1}^{n_s + n_b} (\mathcal{L}_q(M) - \mathcal{L}_q(M_{\text{init}}))^2$$  \hspace{1cm} (5.16)

where $\mathcal{L}_q(M)$ is the Laplacian operator applied to the currently optimized mean of the $q$-th Model Gaussian, while $\mathcal{L}_q(M_{\text{init}})$ is the same operator applied to the initial Model Gaussian mean resulting from skinning. The Laplacian operator is mathematically defined by:

$$\mathcal{L} = \begin{pmatrix}
\sum_{q \in \xi(1)} g_{1,q} & -g_{1,2} & \cdots & -g_{1,n_v+n_b} \\
-g_{2,1} & \sum_{q \in \xi(2)} g_{2,q} & \cdots & -g_{2,n_v+n_b} \\
\vdots & \vdots & \ddots & \vdots \\
-g_{n_v+n_b,1} & -g_{n_v+n_b,2} & \cdots & \sum_{q \in \xi(n_v+n_b)} g_{n_v+n_b,q}
\end{pmatrix}$$  \hspace{1cm} (5.17)

where $\xi(q)$ is the set of Model Gaussians neighbor to $q$ and the weights $g_{m,n}$ are defined for each opposite edge $(m,n)$ as:

$$g_{m,n} = \frac{1}{2} (\cot \alpha_{m,n} + \cot \beta_{m,n})$$  \hspace{1cm} (5.18)

taking the angles $\alpha_{m,n}$ and $\beta_{m,n}$ to the mesh edge $(m,n)$. By applying the Laplacian operator $\mathcal{L}$ to the surface vertices, i.e. multiplying $\mathcal{L}$ with a vertices matrix obtained by stacking the vertex coordinates row by row, one obtains the so called Laplacian coordinates. Note that, in the previous Chapter 4, we constrained vertex motion explicitly to the surface normal direction, suppressing tangential corrections entirely and precluding convergence from large displacements, while the Laplacian regularization based on the Laplacian coordinates only ensures coherent motion of nearby vertices.
The derivative of the smoothness term w. r. t. the surface at any vertex location is defined as:

$$\frac{\partial E_{\text{smooth}}}{\partial \mathcal{M}} = \frac{2}{n_s + n_b} \sum_{q=1}^{n_s + n_b} \left( \mathcal{L}_q(\mathcal{M}) - \mathcal{L}_q(\mathcal{M}^{\text{init}}) \right) \mathcal{L}_q(\mathcal{M})$$  \hspace{1cm} (5.19)

### 5.5.5 Temporal Term

We include a temporal term $E_{\text{temp}}$ in the optimization in order to obtain smooth skeleton movements. The energy to be minimized is given by:

$$E_{\text{temp}} = \frac{1}{|S|} \sum_{p=1}^{|S|} \left( 1 - e^{-\left[ \left( \frac{s_{f-2} + s_{f-1}}{2} \right)^2 \right]} \right)$$  \hspace{1cm} (5.20)

The exponential is used to smooth the pose acceleration in previously observed frames as well as to keep the quantity between 0 and 1. Notice that the temporal term is applied from $f > 2$ for the previous pose configurations, i.e. $f - 1$ and $f - 2$, to be defined. The derivative with respect to the degrees of freedom $s_p, \forall p = 1 \ldots |S|$ is computed as follows:

$$\frac{\partial E_{\text{temp}}}{\partial s_p} = \frac{1}{|S|} e^{-\left[ \left( \frac{s_{f-2} + s_{f-1}}{2} \right)^2 \right]} \cdot \left( \frac{1}{4} \left( s_{f-2} + s_{f-1} \right) - \frac{1}{2} s_{f-1} \right)$$  \hspace{1cm} (5.21)

### 5.5.6 Optimization

To solve for the surface $\mathcal{M}$ and the skeleton pose $S$, we employ a fast conditioned gradient ascent. In general, gradient-based optimization finds locally optimal solutions, and (close to) global optima solutions when accurate surface initialization guesses are provided.

The initial skeleton pose guess is estimated manually, while the initial surface guess is obtained from skinning. In the first iteration, we refine the surface, by keeping the skeleton degrees of freedom fixed. This improves the model-to-image similarity having the initial skeleton pose regularize the vertices location. Once the surface has been refined, we step back to solve for the skeleton pose aiming at fixing eventual model-skeleton agreement issues that appeared after surface refinement, e.g. bones wrongly placed withing the body or even exiting rigid body parts. Notice that through the use of a rigidity mask, we guide the alignment more strictly for arms and legs than, e.g., clothing.

Given an updated skeleton pose, we may iterate to improve the surface alignment to the images with an improved smoothness term. We typically set up to 3 iterations, where one iteration consists of subsequent surface and skeleton pose optimization. While refining the surface, we separate the optimization of the Surface Gaussians and the Border Gaussians in two subsequent steps, aiming at reducing the number of unknowns, see Function 6. Section 5.6 quantitatively validates this choice, showing improved performances w. r. t. to simultaneous optimization of all Model Gaussians at once. The conditioned gradient ascent optimization steps are explained in Section 4.5.4.

### 5.6 Experimental Results

We qualitatively and quantitatively evaluate our method and compare our results with state-of-the-art human performance capture methods, both indoor and outdoors.
Algorithm 6: Function to refine an input actor mesh, given as input the actor’s skeleton parameters $S$ and 3D Model Gaussian means $M$.

1. $\text{function } M' := \text{Refine}(S; M)$:
2. $M := \{ M_s; M_b \} := M.\text{update}(S)$;
3. for $n := 1$ to 3 do
4.   $M'_{s} := \text{Optimize}(M_{s})$;
5.   $M'_{b} := \text{Optimize}(M_{b})$;
6.   $M.\text{update}(M'_{s}, M'_{b})$;
7. $S' := \text{Optimize}(S)$;
8. $M.\text{update}(S')$;
9. end

<table>
<thead>
<tr>
<th>Sequence</th>
<th>cathedral</th>
<th>pablo</th>
<th>unicampus</th>
<th>skirt</th>
<th>synthetic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Published by</td>
<td>Kim et al. [99]</td>
<td>Us Elhayek et al. [50]</td>
<td>Gall et al. [64]</td>
<td>Us</td>
<td></td>
</tr>
<tr>
<td>Cameras</td>
<td>8</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frames</td>
<td>65</td>
<td>200</td>
<td>133</td>
<td>200</td>
<td>1</td>
</tr>
<tr>
<td>Frame rate</td>
<td>40 Hz</td>
<td></td>
<td></td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Camera type</td>
<td>GoPro Camera [67]</td>
<td>PhaseSpace Camera [81]</td>
<td></td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>$1920 \times 1080$</td>
<td>$1280 \times 720$</td>
<td>$1004 \times 1004$</td>
<td>$1280 \times 720$</td>
<td></td>
</tr>
<tr>
<td>Vertices</td>
<td>4473</td>
<td>9161</td>
<td>6155</td>
<td>3862</td>
<td>160</td>
</tr>
</tbody>
</table>

Table 5.1: Details for each sequence. This table summarizes the technical details of the sequences used in this chapter.

5.6.1 Test Sequences

Table 5.1 presents the details of the sequences used in this chapter. The cathedral sequence, published by Kim et al. [99], shows an actor walking down the outdoor stairs of a cathedral. The sequence presents some dynamic variations in the unconstrained background, while the illumination remains constant during the whole action. For this sequence there is no actor scan available. To obtain an actor mesh, we manually segment one frame of the sequence and perform silhouette-based reconstruction to obtain a static reconstruction, which we use as a template, see Section 2.2.1 for details. This method allows obtaining a rough estimate of the actor’s surface, which lacks surface details. Despite this, later in this section, we show high-quality reconstruction results of the whole sequence with additional deformations being captured.

The newly captured pablo sequence shows alternating short jumps and walking motions performed by a single person on a grass field. While the illumination stays constant in time, individual automatic color adjustment of the GoPro cameras causes the actor to appear differently when switching to different views. Since the videos lack color calibration, the tracking approach has to deal with possible color mismatches across the views. On top to this, the shadows of the surrounding trees sometimes alter the appearance of the actor, introducing additional challenges in the tracking. During the jumping motions the shirt and shorts undergo strong deformations. For this and the remaining sequences, a detailed actor scan is available.

The unicampus sequence, published by Elhayek et al. [50], also used as testing sequence in Chapter 3, shows a circular walk outside of large building with a dynamic background, featuring people walking...
around and cars driving close by. In terms of capturing setup, this sequence is the most challenging
due to the unconstrained environmental features that surrounds the action. The main actor partially
leaves at times (some of) the camera views and appearance-wise can get confused with other people
in the scene.

The skirt sequence has been used also in the previous Chapter 4. For this sequence automatically
estimated silhouettes are available thanks to the back-screened capturing setup. The performing girl
wears highly textured clothing with a highly deforming skirt, which is perfectly suited for Gaussians
based optimization. Although the controlled background is less challenging in this sequence, we
include it in our evaluation setup to perform both evaluation and comparison to previous methods.
For the quantitative evaluation of our technique, we additionally generate a synthetic sequence with
exact ground-truth. See Section 5.6.5 for more details.

5.6.2 Runtime

All results presented in this chapter are computed on a desktop computer with a NVIDIA GeForce
Titan X. Using unoptimized code, our method takes about 5-30 minutes on the CPU and 1-4 minutes
on the GPU, per frame. The biggest overhead is the refinement step, where the similarity between
all Model Gaussians and the Image Gaussians has to be estimated. In particular, the similarity
computation of a single Border Gaussian takes twice the time of a Surface Gaussian, since it has
to be estimated for both the inside and the outside Gaussian. As demonstrated in Chapter 4, the
computational time is directly proportional to the amount of Model Gaussians. Notice that, in contrast
to the previous chapter, we now optimize w. r. t. all the 3 global coordinates of each Model Gaussians.
Thus, the order of complexity is at least three times worse in the worst case. Depending on the
number of gradient descent iterations $n_t$ and the number of vertices $n_v$, the order of complexity is
$O(3n_t \sum_{c=1}^{n_c} n_i^2 n_c)$, when the entire surface is approximated with Border Gaussians only. Compared
to the previous chapter, where only single 1-degree Surface Gaussians are considered, the method
in this chapter involves six times more operations in the worst case. This explains the increased
runtime.

5.6.3 Qualitative Results

In Figure 5.1 and Figure 5.8, we qualitatively show reconstruction results on the 4 different sequences,
introduced in Section 5.6.1. Our results demonstrate that reconstructed meshes are temporally
coherent, do not suffer from temporal noise, and maintain the level of detail of the input template
without suffering from unnatural geometric deformation artifacts.

We also show textured models in Figure 5.8, last column, computed by reprojecting the original
image frames onto the refined models, which implicitly demonstrate the accuracy of our surface
reconstruction. More advanced view-dependent texturing techniques [32] would alleviate some of
the remaining ghosting artifacts in the appearance. We use $w_{\text{skin}} = 0.001$ for all the sequences and
variable $w_{\text{smooth}} \in [0.001, 0.045]$.

The cathedral sequence shows accurate tracking of the cloth deformation along the rigid actor’s
motion. Due to the lack of baked-in surface details, because of absence of scans for the performing
actor, the reconstructed deformations are better appreciated over the textured model. With such
accurate geometry alignment to the multi-view images, it is a fairly trivial task to add the missing
fine-scale surface details, e. g., using shading-based refinement approaches. While the overall
reconstruction aligns well with the multi-view images input, implausible deformations are still
Figure 5.8: Qualitative results of our human performance capture approach. On the left, a representative input frame of each sequence. For each sequence, we show untextured and textured reconstructions of various frames. From top to bottom: cathedral, pablo, skirt and unicampus.
5.6. EXPERIMENTAL RESULTS

Figure 5.9: Influence of the rigidity mask on the skinning $E_{\text{skin}}$ term. (a) Input image, (b) zoom in, (c) initial skinned surface, (d) refined surface without rigidity mask, (e) refined surface with rigidity mask.

visible in the deformation sequence, e.g. in the hair. A higher rigidity weight for the head region would fix these issues.

The *pablo* sequence is particularly challenging to track, due to the appearance changes of the actor across cameras. The reconstructed sequence is apparently unaffected by these inconsistencies, as the found estimated surface is the result of multiple camera fitting, where few uncalibrated views get implicitly ignored (or down-weighted) during optimization. Another challenge in this sequence is the frequent occlusions of the feet in the high grass. In this challenging situations, our refinement step, strongly influenced by the similarity term $E_{\text{sim}}$, tends to implausibly squash the geometry to maximize model-to-observation similarity. When using a rigidity mask, we can enforce vertices on the feet to deform rigidly and maintain its original volume, while improving the contour alignment at the same time, see figure 5.9(e). This proves the effectiveness of our skinning term $E_{\text{skin}}$ to deal with such difficult situations plausibly. In the *pablo* reconstructed sequence, some wobbling in the upper head are visible due to difficulty to distinguish between the hair color and the dark background. Results demonstrate plausible tracking and reconstruction of the shirt and shorts deformation along with the actor’s movement.

The *skirt* sequence is one of the least challenging sequences we tested on in this chapter. Monochromatic static background is ideal to refine the mesh contours. Also the strong textures on the clothing allow the proposed approach to track surface details at a finer resolution than the remaining sequences, mostly facing plain-colored apparel. For this sequence we obtain impressively accurate reconstructions including tracking of tiny feet motions and matching flapping of the skirt with the images. Notice that, due to the stronger surface regularization based on Laplacian coordinates, we obtain slightly over-smoothed reconstruction w.r.t. those obtained in Chapter 4, even with small regularization weight, i.e. $w_{\text{smooth}} = 0.005$.

The *unicampus* sequence is one of the most challenges to reconstruct, due to the highly dynamic background. Our results show that our actor model keeps high fidelity matches with the multi-view images regardless of the sudden changes in the background. The actor model of this sequence has the highest resolution compared to the actors in the other sequences and holds most of the initially scanned baked-in details, e.g. wrinkles on the clothing and face features. Our refinement approach keeps surface details rigid while accounting for contour and feature match with the images. While removing baked-in surface details is hard with our formulation, e.g. to capture new forming cloth wrinkles of different shape, we demonstrate that our rigid mask constraints in this sequence help maintaining a plausible-looking shape across the sequence.
5.6.4 Comparison

We compare our approach to the silhouette-based method proposed by Gall et al. [64], as well as to the motion capture approach, described in Section 2.4.1, augmented with a skinned mesh, which corresponds to our initial surface guess. The approach proposed by Gall et al. [64] entirely relies on pre-computed accurate silhouettes and can therefore only be applied to controlled capturing setups. For the comparison we launched all mentioned methods on the indoor skirt sequence for which exact silhouettes are available.

To quantitatively assess the performance of our method compared to different approaches, we use a silhouette overlap metric between the actor model projected to the camera plane and the ground truth silhouette obtained with manual segmentation. We label as positive and negative the foreground and background pixels, respectively. When the label of the projected model and the ground truth image pixel agree, it is a true pixel, and false otherwise. The combination of true and false pixels is expressed with the F1 score [152], commonly used in statistical analysis for binary classification, which can be interpreted as a weighted average of precision and recall, i.e.:

$$F_1 := 2 \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}. \quad (5.22)$$

The Figures in this section visualize the resulting overlap labels using green for false negative $FN$, red for false positive $FP$, purple for true positive $TP$ and black for true negative $TN$. Precision and recall are defined respectively as:

$$\text{precision} := \frac{TP}{TP + FP}, \quad \text{recall} := \frac{TP}{TP + FN}. \quad (5.23)$$

Figure 5.10 presents a visualization of the qualitative evaluation of the skirt sequence, showing the overlap of the mesh and the ground truth contour (top row), as well as the resulting silhouette overlap labels (middle row), in different settings. Zoomed in visualizations are given in the bottom row. As expected, the mesh generated from skinning after applying the motion capture approach, described in Section 2.4.1 (first column), is incapable of capturing the non-rigid skirt contour and suffers from skinning artifacts in the shoulder area. Our approach (second column) significantly improves these shortcomings, resulting in a much more accurate alignment.

Additionally, we also validate the performance of our method in ideal conditions, where the background is known (third column). Instead of working with the input color images, we use the silhouette images, i.e., with white foreground and black background, and assign the outside Gaussians of the Border Gaussians also a black color, instead of the inverse of the inner Gaussian color as we do in uncontrolled conditions. Results under such ideal conditions, shown in the third column, further confirm the effectiveness of our new implicit representation: perfect color assignment of the inner and outer Gaussians refines the mesh such that it perfectly matches the ground truth. Our results are in fact comparable to Gall et al. [64] (fourth column). Notice that this state-of-the-art method requires explicit silhouette segmentation and can be only launched in indoor sequences with controlled capturing setup, whereas our method does not suffer from this restriction.

Figure 5.11 visualizes the F1 scores across 60 frames and 8 cameras of the skirt sequence, for different approaches. Average F1 score values when enforcing known color background ($0.9676 \pm 0.0056$) are comparable to the silhouette-based method from Gall et al. [64] ($0.9683 \pm 0.0045$).
Figure 5.10: Silhouette overlap evaluation in the skirt sequence. (Top row) Meshes with ground truth contour in orange, (Middle row) Silhouette overlap. See Section 5.6.4 for color scheme description. (Bottom row) Zoomed-in results. (a) Initial skinned surface, (b) refined surface, (c) refined surface with silhouettes, (d) results of Gall et al. [64].
Sequence | cathedral | pablo | unicampus | skirt
---|---|---|---|---
Actor Model | convex hull | scan | | |
Surface | Initial | Refined | Initial | Refined | Initial | Refined | Initial | Refined |
F$_1$ score | 0.9114±0.0077 | 0.9362±0.0033 | 0.8812±0.0156 | 0.9212±0.0096 | 0.8962±0.0149 | 0.9223±0.0083 | 0.9271±0.0122 | 0.9676± |
Timing | ≈14 | ≈30 | ≈20 | ≈12

Table 5.2: Quantitative evaluation of the sequences tested in this paper. Timing is expressed in minutes per frame. The F$_1$ score of the refined surface is consistently higher than for the initial surface resulting from skinning.

Figure 5.11: Quantitative evaluation of the silhouette overlap for the skirt sequence. The figure shows the F$_1$ scores (y-axis) across frames (x-axis) for different settings. Blue: Gall et al. [64], Red: Stoll et al. [164], Yellow: Our approach using explicit silhouettes, Violet: Our approach using Surface Gaussians only (corresponding to Chapter 4 without the normal constraint), Green: Our approach using Border Gaussians only, Cyan: Our complete proposed approach.

5.6.5 Quantitative Evaluation

Extensive quantitative evaluation on outdoor footage is difficult due to the lack of ground truth data, which can only be generated with laborious manual segmentation. We manually segment 10 frames of the publicly available cathedral dataset [99], as well as of our new sequences unicampus and pablo. Figure 5.12 shows the silhouette overlap evaluation in these sequences, demonstrating consistent improvement after mesh refinement. Despite the challenging scenes, with uncontrolled background, our method successfully reconstructs and refines the surface of the actor model, without requiring explicit manual silhouette segmentation. Table 5.2 presents the F$_1$ mean and standard deviation of evaluated frames in these sequences, consistently showing that our performance capture method achieves high scores even in such challenging datasets.

In Figure 5.11, we evaluate each of the components of our energy, demonstrating that mesh refinement using Surface Gaussians and Border Gaussians significantly improves over the initial skinning guess, as well as using Surface or Border Gaussian alone.
Figure 5.12: Silhouette overlap evaluation in outdoor sequences. (a) Original frame, (b) initial skinned mesh and ground truth contour in orange, (c) final refined mesh and ground truth contour in orange, (d) initial skinned mesh silhouette overlap and (e) final refined silhouette overlap. See Section 5.6.4 for color scheme description.
Figure 5.13: Results of our approach for the synthetic sequence with different configurations. (Top row) Input view featuring a black and white textured cube together with the resulting reprojected wire-frame cube after refinement with different settings: (a) initial state, (b) result optimizing only for the Border Gaussians, (c) result optimizing only for the Surface Gaussians, (d) result obtained with simultaneous optimization for Surface and Border Gaussians, (e) result obtained by optimizing first for the Surface Gaussians only and then for the Border Gaussians only (Our), (f) result as in (d) when using few Surface/Border Gaussians, i.e. at most 8 per views. (Bottom row) Corresponding silhouette overlap. See Section 5.6.4 for color scheme description.

We additionally test our refinement step on a synthetic sequence consisting of a 8-vertices textured cube, further subdivided to obtain up to 160 vertices in total, with side size equal to 1 meter, i.e. the volume size equals 1 m$^3$. We render 9 random views of the same mesh cube and feed it to our refinement approach together with an initial slightly translated cube model, moved 50 mm along the x axis, as initial surface guess, corresponding to a mean displacement error of 50 mm. Figure 5.13 shows the resulting refined cubes reprojected to a single chosen view using different settings. The initial guess, which is used for refinement, is translated by 50 along the x axis. The corresponding overlap is depicted in Figure 5.13(a). Note that for clarity the figure always visualizes the reprojected resulting cubes with 8 vertices, although up to 160 are used for refinement. The best aligned result given by Figure 5.13(e), which corresponds to the method described in this chapter, has mean displacement error equal to 13.8 mm with a percentage improvement over the initial guess of 72.3%.

All the remaining test result in less accurate alignment w.r.t. to the input images. The Surface Gaussian only result in Figure 5.13(c) has better performances (41.3% improvement, 29.3 mm error) than the Border Gaussians only result in Figure 5.13(b) (5.0% improvement, 47.4 mm error). The textures in the inner surface guide the Surface Gaussians toward the correct overlap and implicitly adjust the contours as well, although imperfectly. This finding has been also confirmed in the evaluation of previous Chapter 4.

In the Figure 5.13(d), we also test our method when simultaneously optimizing for both Surface and Border Gaussians and find out this leads to worse performances than for our approach, with an average improvement over the initial guess equal to 3.5%, with error 48.2 mm. One reason behind this behavior is that simultaneous optimization has to solve for a larger number of unknowns at the same time, i.e. Surface and Border Gaussians, easily leading to local minima solutions Figure 5.13(e). To prove the last assertion, we run simultaneous optimization of Surface and Border Gaussians using only as few as 8 vertices. This clearly leads to inaccurate matches, due to the missing tracking information. However, it has slightly improved performances w.r.t. the test with a larger number of unknowns, i.e. 5.3% improvement and 47.3 mm error.
5.7 Discussion and Limitations

Testing demonstrated improved silhouette alignment results when both the inner and outer Gaussian colors in a Border Gaussian are known and fixed, see Section 5.6. In a dynamic background scenario, the color of outer Gaussians is hard to infer as it is subject to sudden changes. In an attempt to identify the actual visible color for each view and frame, an idea could be to use the available information given by the inner surface colors and look for the closest color change, which corresponds to a border cross, along the surface normal, e.g., using image gradient based techniques. This simple approach may be enough to identify the outer Gaussian color and guide the surface refinement step accurately. Nevertheless, the chosen approach delivers close to optimal silhouette alignment even when surface and background do not present opposing colors.

Especially in outdoor scenarios where the illumination can undergo strong changes, e.g., global light changes or large harsh shadows hitting the actor, it is important to keep tracking of the appearance changes of the performer and accommodate when needed. The current implicit surface formulation has fixed colors taken from the initial template. However, to account for possible piece-wise appearance changes, the Surface Gaussian colors as well as the inner Gaussians in the Border Gaussians, have to be updated accordingly. Resetting the surface color by multi-view re-projection at each frame easily leads to tracking failures due to the possibly accumulated color mismatches that can lead to increased error over time. Chapter 3 describes a method for robustly creating input illumination-invariant images, which is an effective solution to the appearance changes problem. Another approach to deal with light variations as well as time-varying shading effects happening on the surface could be explicit illumination estimation.

As demonstrated also in the previous chapter, our implicit model formulation enables fine-scale detail reconstruction in presence of highly textured surfaces. Plain colored apparel for instance cannot be tracked down to full detail due to lack of color information in the homogeneous areas. High-frequency geometric detail in these cases could be recovered using inverse rendering techniques, which also consider shading effects. These techniques often require estimating the illumination and might be unsuited for highly shadowed areas, where a shadow edge is easily disguised for a shape detail.

5.8 Conclusion

This chapter presented one of the first model-based methods for outdoor human performance capture. Our new unified implicit representation for both skeleton tracking and non-rigid surface refinement allows to jointly optimize for pose and shape, even in scenes with unknown moving background. Our method fits the template to unsegmented video frames by first optimizing for skeletal pose and subsequently refine both the pose and the non-rigid surface shape, such that they match the multi-view images.

During surface refinement, the approach optimizes the silhouette alignment of the reprojected mesh to the multi-view images without explicit background subtraction, by using a new implicit surface border formulation. This new formulation based on Border Gaussians allows formulating silhouette alignment without explicitly defining the vary background color and is proven to deliver improved results even in presence of a unknown dynamic background.

We qualitatively and quantitatively evaluated our performance capture approach on several outdoor sequences, demonstrating the effectiveness of our approach in unconstrained outdoor settings with a
possibly dynamic background. We compare our approach with the previous methods and numerically show improved performances.
Chapter 6

Conclusion

Cutting-edge advances in technology in the digitization pipeline now allow the entertainment industry to create and animate realistically looking 3D virtual humans with personalized appearance that look indistinguishable from real actors. Technologies for motion and performance capture of real actors have enabled the creation of convincingly looking virtual humans through detail and deformation transfer. Capturing detailed human bodies, however, comes at the price of extensive manual work and sophisticated marker-based systems that are expensive to build and that only work with in-studio controlled settings. Lightweight approaches for motion and performance capture have introduced great simplifications in the acquisition and tracking process through markerless setups. However, outdoor solutions still assume steady weather conditions and fail to reproduce the desired amount of detail in presence of uncontrolled appearance variations of the performing actor, due to illumination changes.

In this thesis, we took a leap forward and built one of the first model-based tracking methods to automatically capture the surface deformation of performing actors in challenging outdoor environment with possibly dynamic background and varying illumination conditions at high accuracy. Novel technical advances have been developed in four different areas, namely actor modeling, motion capture for skeleton configuration estimation, surface capture for personalized detailed deformation estimation and joint multi-layered skeleton-surface capture for robust coarse-to-fine reconstruction. We developed a new multi-layer body model of the actor, composed of a skeleton, volumetric and a geometry layer, that can be easily personalized to represent differently shaped and dressed humans and is well suited for motion and performance capture applications (Section 2.2). The model is further augmented with an implicit Gaussian-based surface representation to favor surface capture in less controlled outdoor settings (Chapter 4 and Chapter 5). Our markerless capture setup consists of a set of synchronized and calibrated vision cameras capturing the overall performance from different viewpoints. We have developed an illumination-invariant motion capture method to reliably estimate skeletal motion in challenging scenarios with illumination changes, such as global light changes and shadows (Chapter 3). For transferring the estimated rigid motion to the geometric layer, we have proposed a fast and effective method to automatically skin the actor’s mesh to the underlying skeleton (Section 2.3). Additionally, we have developed a surface capture approach to include additional visible deformation and best match the model to the input multi-view images (Chapter 4). To complete the picture, we have developed unified implicit formulation for both the articulated skeleton tracking and non-rigid surface refinement to jointly track the overall actor’s motion from coarse to fine scale resolution (Chapter 5).
In this chapter, we conclude the efforts achieved so far by restating and discussing the presented contributions. Additionally, we examine some open challenges towards full body performance capture in the wild.

6.1 Summary and Discussion

In this section, we summarize the core contributions presented in Chapters 2 and 5 and provide a brief discussion of some remaining challenges that were not addressed in this thesis.

Chapter 2 introduced the mathematical body model of the human actor used throughout this thesis for motion and performance capture. The multi-layered model consists of a skeleton structure equipped with a volumetric representation of the actor and detailed geometry, which can be easily personalized to differently shaped and clothed human actors. This chapter additionally outlined a novel effective approach for rigging, i.e. defining mesh deformation based on the underlying rigid skeleton motion, which is computationally cheap and generates reliable skinning weights without the need for extensive manual adjustment. The proposed rigging method has been successfully used in several published work [182, 146, 142, 144] to define reliable rigid motion transfer for topologically different actors.

Most of the markerless motion capture approaches are unable to deliver reliable skeleton tracking in presence of strong illumination changes. To overcome this limitation, Chapter 3 introduced a state-of-the-art model-based approach that captures accurate skeletal motion by iteratively generating illumination-invariant representations of the input multi-view images. The proposed graph-cut based approach estimates a unique material label for each pixel in the input images, representing its albedo. Synthesized albedo pictures are by definition illumination-invariant and can be effectively used to robustly capture the skeletal motion in presence of strong illumination-changes affecting the actor’s appearance. Results in unconstrained capture setup demonstrated qualitatively and quantitatively improved skeleton configuration estimations, outperforming related approaches.

Motivated by the lack of general methods for dense surface refinement in (possibly) general environment, Chapter 4 introduced a simple yet robust approach for reliably capturing dense surface details.
without the need for explicit vertex-to-pixel correspondence [147, 145]. Instead, we built a smooth energy functional, differentiable everywhere in space, that exploits the potentials of the volumetric representation of the actor model to optimally fit it to the multi-view images. A fine-scale Sums-of-Gaussians body model of the actor is matched to similarly approximated 2D Gaussians-based multi-view images using gradient-based optimization. Error-prone correspondence finding is unnecessary in this context, thus enabling better posed model-to-image fitting, possibly in unconstrained background settings.

The potentials of the smooth energy functional for model-to-image fitting in outdoor dynamic environments, is demonstrated in Chapter 5. In this chapter, an improved differentiable energy is introduced to account both for the inner surface details and for the silhouette alignment without the explicit need for background subtraction [146]. The approach is based on a novel smooth formulation for surface reprojection borders that allows silhouette and correspondence-free accurate contour alignment to the multi-view images using gradient based optimization. Additionally, this chapter defined an iterative approach to jointly estimate skeletal motion and refine the surface geometry, enabling robust and accurate solutions to the problem of performance capture. The method proposed in this chapter is one of the first to tackle the performance capture problem in outdoor dynamic scenes.

As stated in Chapter 3, the quality of the input actor model has a direct impact on the accuracy of the results. Because of the lack of fully-automatic methods to estimate personalized geometry and rigging, the proposed approaches require cumbersome manual adjustment and can become infeasible for real-time/interactive applications. While the proposed illumination-invariant segmentation of the input image is robust to different kinds of material and appearance, highly specular materials can easily spoil the performances. The same deficiency applies to the proposed Gaussian-based surface refinement approaches. Nevertheless our smooth volumetric based tracking demonstrated robustness to sporadic unhandled local effects, both in terms of appearance changes and complex deformation.

While Gaussian-based geometry refinement had encountered difficulties in tracking complex cloth folding and tiny details, mainly due to the large number of unknowns, the overall coarse-to-medium scale smooth deformation of the actor closely matches the actual performance, even in outdoor dynamic capture environments. Apart from the geometry resolution, another important factor that affects the quality of the reconstruction is the presence of texture. While typical coarse skeleton tracking prefers plain colored foregrounds, the discovery of fine-scale detail is best performed in presence of highly textured surfaces, where the color distribution produces lots of reliable features to be tracked. When texture are unavailable, shading is another choice for cues that can be used to refine monochromatic pieces of apparel. The reconstruction of fine-scale details covering any kind of surface, i.e., textured and texture-less, remains an open scientific question, that will be examined in the next section.

6.2 Future Work

In this section, we discuss other remaining aspects not covered in this thesis, including challenges in unconstrained full-body performance and motion capture. In this thesis, we have worked with multi-view synchronized and calibrated camera settings. Unconstrained multi-view performance capture, however, has to deal with possibly moving cameras with different technical characteristics and synchronization (Section 6.2.1).

Our proposed model-based performance and motion capture approaches require as input a personal-
ized body model of the actor. The proposed multi-layer actor model is able to semi-automatically adapt to new human shapes. In Section 6.2.2, we outline a method, introduced in a co-authored work by Rhodin et al. [142], that further automatizes the creation of personalized models. Also handling of apparent topology changes, which are due to inaccurate initial actor modeling, is an interesting future direction. More details on related approaches and possible solutions are given in Section 6.2.3.

Our refined tracking solution showed accurate results, especially in presence of strong texture. Remaining monochromatic surface areas can be refined using shading-based refinement. While approaches have been proposed to tackle the problem of understanding geometry from shading, no existing approach is able to synthesize general fine-scale correct detail in unconstrained outdoor scenarios. An overview of the challenges that characterize shading-based methods are outlined in Section 6.2.4.

### 6.2.1 Dealing with Moving Cameras

The past few years have observed significant advances in mobile camera technology. The widespread use of smart-phones facilitated casually capturing and sharing any scenes of interest. Multi-view capture of the same scene, e.g. street performances, has become nowadays more common than ever. Methods for motion and performance capture from sparse mobile videos, have to deal with independent camera movements that lack calibration and synchronization.

Due to the inherent complexities, only few existing works deal with the problem of tracking humans from moving unsynchronized cameras [51, 52, 74, 198, 65]. Hasler et al. [74] perform accurate synchronization using the audio recordings, while camera parameters for each set of pre-synchronized video frames are estimated by performing Structure from Motion (SfM) [132]. The actor’s pose configurations are estimated in a second step, relying on the estimated camera settings. However, SfM fails in case of cluttered scenes with dense moving background. Another limitation of SfM is its unreliability in presence of motion blur due to e.g. hand-held camera shaking, and small camera translation up to pure rotational motion. Ye et al. [198] proposed a model-based method to simultaneously optimize skeletal pose and sensor position from image features and geometric correspondences tracking between the point clouds and the performer’s surface, using multiple consumer depth sensors. Unfortunately, depth sensors have trouble working in outdoor scenarios, when the IR sun rays may introduce interference in the IR-projection pattern. For the method to work reliably, stable background features are also required.

In contrast to these and related approaches, Elhayek et al. [53] proposed a new energy formulation to jointly optimize for the skeleton pose and the camera parameters. Their on-the-fly bundle adjustment method for multi-view calibration is based on few sparse 3D points corresponding to the visible skeleton joints. Resulting camera paths can be less accurate than SfM based approaches. On top of this, their method requires some manual input in the first frame, i.e. initial camera calibration and the actor’s poses initialization. Nevertheless, theirs is one of the first method to provide good guesses of camera extrinsics in dynamic and possibly cluttered scenes.

An improved estimation of the camera parameters could be obtained utilizing the larger set of point correspondences across views provided by the denser surface information of the reconstructed geometries, which are refined using the approaches proposed in this thesis in Chapter 4 and Chapter 5. The additional cues could be also used to refine the camera intrinsics along with the extrinsics. Due to the increased amount of parameters to optimize for w.r.t. to [53], specific optimization strategies and temporal regularizers must be explored.
6.2. Automatic Creation of Personalized Body Models

In this thesis, we introduced a new multi-layer actor body model, which can easily adapt to differently shaped and clothed humans and is well suited for motion and performance capture applications. Among the layers, the geometry layer is the hardest to generate, due to the amount of personalized detail required. High quality geometry is typically achieved through the use of complex 3D scanners or semi-automatic image-based scanning techniques that are strongly affected by imperfect input, see Section 2.2.1. In this thesis, we have seen that most of the backed-in surface detail resulting from scanning are due to the specific body pose (or motion) captured during scanning. In order to obtain a more neutral shape geometry, i.e. independent from specific pose, we typically smooth-out the geometry before tracking. This suggests that the level of detail we are seeking to capture is way smaller than that obtainable from 3D scanners. Semi-automatic image-based scanning techniques applied to few cameras would generally suffice for capturing coarse geometry that is, nevertheless, well suitable for motion and performance capture.

Several methods have been proposed in the literature to reconstruct general high-quality geometry from multi-view photographs [155, 61, 66, 162, 60], see Section 2.2.1.3. Due to the generality of these methods, the reconstructed humans, especially in absence of sufficient camera views, lack of important shape details. To improve the capture of human-like shapes from multi-view, some human-specific methods have been proposed that fit a parametric body model of a human to a multi-view photograph of the actor [159, 110]. In a co-authored work by Rhodin et al. [142], we fully automatically build a personalized 3D model of the actor using a statistical model representing the human body surface in combination with a few multi-view image clues. Our data-driven body model is learned from a database of 228 registered 3D scans of humans in neutral pose. Then, we set one of the scans as a reference mesh, and create a rigged skeleton as well as an implicit volumetric representation of the shape in a similar way as in Section 2.2.3.2. We finally build a PCA model on the variation space given by bone length and volume dimensions and determine a few major PCA coefficients to span the principal shape variations of the database.

To obtain an initial skeleton-based parametric shape of the actor seen in the images, we find optimal PCA parameters that best fit the parametric model to a given estimation of the person’s global location, complete with the most prominent joint position guesses obtained using CNN-based approach, in a few frames. To further account for non-rigid shape variations, e.g. determined by fat and body

Figure 6.2: Parametric body model examples estimated using the method of Rhodin et al. [142] compared to 3D body scans (a,c,e) Estimated parametric body model, (b,d,f) Corresponding 3D scans.
mass index (\textit{BMI}), we additionally refine the estimated shape using multi-view image contour cues. Our smooth energy formulation for silhouette-free contour alignment matches reprojected model border gradients with the closest image gradients, which implicitly resemble likely contours. This final refinement step incorporates additional shape features, which may deviate from the database and therefore best adapt to the actor’s actual proportions.

Figure 6.2 shows examples of this method’s body approximations. As shown in the figure, the estimated parametric model closely aligns to the corresponding 3D scans in terms of body sizes and general shape. A disadvantage of data-driven human body approximations is mainly the lack of some surface features, e.g., clothing deformations and facial detail, which cannot be captured faithfully unless present in the database. As discussed before, optimal personalized human body models must be free of pose specific deformations and these human approximations mostly respect this constraint. A disadvantage of this approach is the inability to capture less-tightly dressed human, e.g., wearing dresses or skirts, or any other additional add-on, e.g., hats. In fact, this approach synthesizes tightly clothed human body models despite the large variation in clothing, e.g., correctly locating the hips in presence of a large skirt. A combination of data-driven and image-based method could help integrating unseen body shapes due to clothing. Nevertheless, automatic creation of personalized actor models is an interesting research direction for performance capture.

### 6.2.3 Capturing Apparent Topology Changes

Our proposed model-based approaches require a colored template mesh for initialization and cannot cope well with complex shape or topology changes. Topology changes (in physics) are the changes in the geometric structure of objects due to splits or merges, e.g., water particles. Apparent topological changes are defined as the apparent change of the initially assumed topology due to inconsistencies to
the reality. The actor model’s geometry is a complex multi-layered structure of interacting materials, e.g. skin and clothing, that are typically assumed to be merged together in a unique surface. In these cases, apparent topology changes occurring when a hidden body part is suddenly revealed, e.g. a hat is taken off, cause strong model-to-image mismatches that cannot be accounted for, unless the topology of the initial actor model is also updated, i.e. the hat is split from the head geometry.

Most methods for performance capture simply ignore apparent topology changes and treat these sudden changes as outliers [40, 64, 20, 179]. Other approaches aimed at reconstructing the full performance, remove the need for an input actor model and reconstruct geometry frame-by-frame including apparent changes in the topology [46, 130, 162, 35]. The main drawback for these techniques is the lack of temporal consistency. On top of this, the reconstructed geometry lacks important details due to the underconstrained settings. Additionally, because of the need for trackable features and background subtraction, model-free approaches have only been successful in indoor controlled studios, often with complicated, expensive multi-view setups.

Since synthesizing realistic multi-layered personalized human models, complete with clothing geometry and physical interactions, is extremely challenging with the current technology, methods to capture apparent topology changes have focused on algorithms to consistently and accurately update the input coarse human model. Advanced techniques explicitly synthesize apparent topology changes on the given input geometry, and then propagate the changes back in time, aiming at keeping the geometry temporally consistent [104, 200, 12, 38, 135], see examples in Figure 6.3. This kind of approaches are ideal for performance capture applications. However, they have only been demonstrated on controlled settings with low resolution geometry.

Implicit surfaces and hybrid implicit-explicit representations are well suited to handle topology changes, thanks to the fact they naturally adapt to typical topological operations like split and merge [188, 131, 43]. Alternatively volumetric particle, voxel or patch based representations can serve well for this purpose [112, 168, 27, 28]. Macklin et al. [112] demonstrate the use of particles with fixed size to represent any kind of object and matter, i.e. solid, liquid or gas. Actor models can be formed by joining together solid particles and model splitting and merging at the particles connections. However, recovering fine-scale detail as well as representing thin material surfaces, e.g. pieces of apparel, is challenging in a low resolution setting, and computationally demanding otherwise. This also applies for voxel or other primitive-based volumetric representation. Nevertheless, this is an interesting future direction.

A solution to the problem of capturing apparent topology changes could utilize the proposed multi-layer body model, synthesized using a collection of Gaussians on the surface, to track the possible variations in topology using the model-to-image fitting techniques discussed in Chapter 4 and Chapter 5. The surface Gaussians described in Chapter 5 are structurally linked by the underlying triangle connections in the geometry using a surface Laplacian regularizer. To enable stronger deformation possibly caused by apparent topology changes, a new less-constraining regularization term must be formulated, that keeps the surface smooth while allowing typical topological operations, such as cuts, fusion and hole formations. Sums-of-Gaussians based models simulate implicit surfaces, which are by definition topologically-free and thus optimal for tracking topology changes. Possibly, new Gaussians on the surface must be seeded and properly constrained to the neighbors to explain newly appearing areas. However, meshes extracted from implicit representations must be remapped to a common topology for spatio-temporal consistency. Large topology changes could be propagated back in time to favor temporal consistency as well as used to refine the previously estimated deformations. As discussed in the thesis, Gaussians on the surface are primarily fit to similarly colored areas. Therefore, topology changes are captured mostly when they result in a
6.2.4 Shading-based Refinement

Most feature based approaches, like multi-view stereo (MVS), reconstruct coarse-to-medium over-smoothed models mainly due to lack of trackable image structures, multi-view averaging into a canonical model or strong regularization [126, 86, 155]. Shape-from-shading (SfS) based approaches overcome some of these resolution limits and also succeed on texture-less objects. For SfS to deliver correct results, reliable information on surface reflectance (albedo) of the object of interest and illumination must be provided.

SfS is extensively used in the literature to refine coarse image-based shape models, e.g. obtained from MVS, even under general uncontrolled lighting [192, 193, 191, 11]. In these works, illumination and albedo distributions are estimated via inverse rendering optimizations, a cumbersome and ill-posed step in uncontrolled scenarios. In an attempt to simplify computationally expensive non-linear inverse rendering for scene illumination understanding, strong scene and lighting assumptions are made, e.g. prior knowledge on reflectance, geometry and well-controlled complex lighting setups [42, 78, 125]. Many methods employ spherical harmonics to approximate the lighting model and assume distant, monochromatic light sources. Surfaces are typically assumed to be Lambertian, ignoring specularities. Handling of self-occlusions, spatially-varying illumination and high-frequency textures are few examples of additional unhandled cases in SfS refinement, that restrict the applicability of the these kind of techniques.

One of the primary challenges in general scene understanding is distinguishing between albedo and shading variations. Abrupt changes in the albedo, e.g. due to texture, might erroneously visible appearance, i.e. color change. Nevertheless, the use of Gaussians on the surface for capturing apparent changes in topology is an interesting direction for future research.
hallucinate geometric detail as a result of misinterpretation of local albedo changes as variations in surface shading. Texture-copy artifacts are very common inaccuracies in shading based surface reconstruction. Despite the impressive advances made in this direction, shading based refinement in the wild remains an open problem.

In Chapter 3, we proposed a method that simultaneously tracks both surface deformation and local illumination changes. After initially assigning an albedo color to the various materials, the method learns the appearance change of each material using temporal pose priors and color consistency cues. The accumulated information on different body parts could be used to approximate a reflectance model for each material to better study light interactions from different view points and find the correct albedo to use for SfS. The formulation of surface refinement through SfS could be combined with the actual surface tracking to derive better regularized deformation.

6.3 Closing Remarks

The work presented in this thesis has been motivated by current limitations in performance capture, which involve skeleton and fine-scale surface tracking of real actors for 3D realistic virtual human synthesis. Restrictive capturing setup and extensive manual work greatly reduce the applicability of these techniques. Several scientific contributions, which advance the state of the art in multi-view performance capture, have been proposed in Chapters 2–5 to deal with the limitations mentioned above.

Results attained on challenging scenarios have confirmed the scientific advances in the field and have shown potential to automatize the digitization process for realistic virtual characters. Animation artists can now better utilize the results obtained by our algorithms as high-quality prototypes to sketch realistic human animations thereby streamlining the entire conventional digitization process in post-production, thus saving money and weeks of strenuous effort. There are still many challenges that need to be solved to digitize characters in unconstrained settings at high fidelity. We hope that this thesis motivates the development of more follow-up methods to digitize photo-realistic virtual human models of a quality comparable to the standard pipeline in post-production.
Appendices
Appendix A
Capturing Surface Details

A.0.1 Derivative of the Similarity Term

In order to calculate the derivative of $E_{sim}$, we note that most of its terms are constant with respect to $k_s$, except the projected means $\mu_s$ and the variances $\sigma_s$, within the term $\Phi_{i,s}$.

Using homogeneous coordinates, expressed throughout the paper using the superindex $h$, we first compute the Surface Gaussian mean in 2D image space, $\hat{\mu}_s^h$, by projecting the constrained Surface Gaussian mean $\hat{\mu}_s^{init}$ from Equation 4.3, using the camera projection matrix $P \in \mathbb{R}^{4 \times 4}$:

$$\hat{\mu}_s^h = P \hat{\mu}_s^{init} = P (\hat{\mu}_s^{init} + \hat{n}_s^h k_s) \in \mathbb{R}^3,$$

where $\hat{\mu}_s^{init}$ is the initial Surface Gaussian mean, initialized as the vertex position $v_s$, in homogeneous coordinates. The derivative of $\mu_s^h$ with respect to $k_s$ is defined as:

$$\frac{\partial \mu_s^h}{\partial k_s} = \frac{\partial}{\partial k_s} (P (\hat{\mu}_s^{init} + \hat{n}_s^h k_s)) = P \frac{\partial}{\partial k_s} (\hat{\mu}_s^{init} + \hat{n}_s^h k_s)$$

$$= P (0 + \hat{n}_s^h \frac{\partial}{\partial k_s} (k_s)) = P \hat{n}_s^h.$$  

(A.2)

Combining the above equations, the derivative of $\mu_s$ evaluates to:

$$\frac{\partial \mu_s}{\partial k_s} = \begin{pmatrix}
\frac{\partial}{\partial k_s} \left( \frac{[\mu_s^h]_x}{[\mu_s^h]_z} \right) \\
\frac{\partial}{\partial k_s} \left( \frac{[\mu_s^h]_y}{[\mu_s^h]_z} \right)
\end{pmatrix} = \begin{pmatrix}
\frac{\partial \mu_s^h}{\partial k_s} \left( \frac{[\mu_s^h]_x}{[\mu_s^h]_z} \right) - \frac{\partial \mu_s^h}{\partial k_s} \left( \frac{[\mu_s^h]_y}{[\mu_s^h]_z} \right) \\
\frac{\partial \mu_s^h}{\partial k_s} \left( \frac{[\mu_s^h]_y}{[\mu_s^h]_z} \right) - \frac{\partial \mu_s^h}{\partial k_s} \left( \frac{[\mu_s^h]_x}{[\mu_s^h]_z} \right)
\end{pmatrix} \frac{1}{[\mu_s^h]_z}$$

$$= \begin{pmatrix}
[P \hat{n}_s^h]_x - [\mu_s]_x [P \hat{n}_s^h]_z \\
[P \hat{n}_s^h]_y - [\mu_s]_y [P \hat{n}_s^h]_z
\end{pmatrix} \frac{1}{[P (\hat{\mu}_s^{init} + \hat{n}_s^h k_s)]_z}.$$  

(A.3)
The derivative with respect to $k_i$ of the projected variance $\sigma_i$ is calculated by applying simple derivation rules:

$$\frac{\partial \sigma_i}{\partial k_i} = \frac{\partial \sigma_i}{\partial \mu_i^h} \frac{\partial \mu_i^h}{\partial k_i} = \frac{-f \hat{\sigma}_s}{(\mu_i^h)^2} \frac{\partial \mu_i^h}{\partial k_i}$$

(A.4)

Therefore, the derivative of the term $\Phi_{is}$ with respect to $k_i$ is obtained by substituting Equation A.3 and Equation A.4 in Equation 4.7, which generates:

$$\frac{\partial}{\partial k_s}(\Phi_{is}) = T_\Delta(\delta_{is}) \frac{\partial}{\partial k_s} \left( \frac{\sigma_i \sigma_i}{\sigma_i^2 + \sigma_i^2 e^{-\frac{|\mu_i - \mu_i|^2}{\sigma_i^2 + \sigma_i^2}}} \right)$$

$$= T_\Delta(\delta_{is}) \frac{\partial}{\partial k_s} \left( \frac{\sigma_i \sigma_i}{\sigma_i^2 + \sigma_i^2 e^{-\frac{|\mu_i - \mu_i|^2}{\sigma_i^2 + \sigma_i^2}}} \right) \left[ \frac{\partial |\mu_i^h|^2}{\partial k_i} \left( - \frac{1}{2} + \frac{\sigma_i^2}{\sigma_i^2 + \sigma_i^2} \right) \right]$$

$$+ \frac{\sigma_i^2}{\sigma_i^2 + \sigma_i^2} \left[ \frac{\partial |\mu_i^h|^2}{\partial k_i} \left( - \frac{1}{2} + \frac{\sigma_i^2}{\sigma_i^2 + \sigma_i^2} \right) \right]$$

Finally, the derivative of $E_{sim}$ with respect to $k_i$ is:

$$\frac{\partial E_{sim}}{\partial k_i} = \frac{1}{n_c} \sum_{j=1}^{n_c} \frac{1}{n_j} \sum_{j=1}^{n_j} \left\{ \begin{array}{ll}
\frac{\partial \Phi_{is}}{\partial k_i} & \text{if } \sum_{j=1}^{n_j} \Phi_{is} < 1 \\
0 & \text{otherwise.}
\end{array} \right. $$

(A.6)

A.0.2 Derivative of the Regularization Term

The derivative of $E_{reg}$ with respect to $k_i$ is calculated by simple derivation rules as follows:

$$\frac{\partial E_{reg}}{\partial k_i} = \frac{\partial}{\partial k_i} \left( \sum_{j=1}^{n_j} \frac{1}{|\Psi(s)|} \sum_{j=\Psi(s)} T_\Delta(\delta_{is}) (k_j - k_s)^2 \right)$$

$$= \frac{1}{|\Psi(s)|} \sum_{j=\Psi(s)} T_\Delta(\delta_{is}) \left( \frac{\partial (k_j - k_s)^2}{\partial k_s} + \frac{\partial (k_j - k_s)^2}{\partial k_j} \right)$$

(A.7)
A.0.3 Derivative of the Temporal Term

The derivative of $E_{\text{temp}}$ with respect to $k^f_s$ at the current frame $f$ is calculated by simple derivation rules as follows:

\[
\frac{\partial E_{\text{temp}}}{\partial k^f_s} = 2 \left( \frac{1}{2} (k^f_{s-2} + k^f_s) - k^f_{s-1} \right) \left( \frac{1}{2} (0 + 1) - 0 \right) = \frac{1}{2} (k^f_{s-2} + k^f_s) - k^f_{s-1}.
\]

(A.8)

A.0.4 Comparative Graphs

In this Section, we show all comparative graphs for the tested sequences.
Figure A.1: Silhouette improvement of the refined meshes for all the tested sequences. In each graph: pixel improvement with respect to the specified input sequence per frame. Manually estimated true cloth pixels to be used as a reference for the silhouette pixel improvement are stated in the captions of each sequence.
Figure A.2: Average flow displacement error of the refined meshes, for the skirt and dance datasets, including over-smoothed version. In each subfigure: (Left) normalized flow error per frame for original, in red, and refined, in blue, mesh sequences. (Right) Difference between input and resulting flow error. Notice how the resulting error is consistently decreased across all sequences. We register about 2.7% to 11% average improvement of the sequence quality with respect to the input flow error. See the text for detailed evaluation.
Figure A.3: Average flow displacement error of the refined meshes, for the pop2lock, wheel and handstand datasets, including over-smoothed version. In each subfigure: (Left) normalized flow error per frame for original, in red, and refined, in blue, mesh sequences. (Right) Difference between input and resulting flow error. Notice how the resulting error is consistently decreased across all sequences. We register about 2.7% to 11% average improvement of the sequence quality with respect to the input flow error. See the text for detailed evaluation.
Appendix B

Outdoor Performance Capture

B.0.1 Derivative of the Similarity Term

The derivation of the similarity term \( E_{\text{sim}} \) follows similar derivation rules explained in Section A.0.1. The derivatives of the projected surface Gaussian mean \( \mu_p = P\hat{\mu}_s \) with respect to all dimensions are:

\[
\frac{\partial \mu_p}{\partial [\hat{\mu}_s]_{x,y,z}} = \frac{\partial (P\hat{\mu}_s)}{\partial [\hat{\mu}_s]_{x,y,z}} = \frac{\partial}{\partial [\hat{\mu}_s]_x} \begin{pmatrix} p_{0,0} & p_{0,1} & p_{0,2} & p_{0,3} \\ p_{1,0} & p_{1,1} & p_{1,2} & p_{1,3} \\ p_{2,0} & p_{2,1} & p_{2,2} & p_{2,3} \\ p_{3,0} & p_{3,1} & p_{3,2} & p_{3,3} \end{pmatrix} \begin{pmatrix} \hat{\mu}_s \\ \hat{\mu}_s \\ \hat{\mu}_s \\ 1 \end{pmatrix} = \frac{\partial}{\partial [\hat{\mu}_s]_x} \begin{pmatrix} 0 \\ p_{1,0} \\ p_{2,0} \\ 0 \end{pmatrix} = [P]_{x,y,z},
\]

where \( P \in \mathbb{R}^{4 \times 4} \) is the camera projection matrix, \( \hat{\mu}_s \in \mathbb{R}^4 \) is the Gaussian mean in homogeneous coordinates (i.e. the 4th additional dimension is set to 1) and \([P]_{x,y,z}\) are respectively the first, second and third column of the projection matrix. The mean in 2D \( \mu_s \) is obtained from the projected mean \( \mu_p \) by performing a dimensionality reduction:

\[
\mu_s = \begin{pmatrix} \mu_s^x \\ \mu_s^y \end{pmatrix} \in \mathbb{R}^2.
\]
Therefore its derivative with respect to x, y and z-dimension is obtained as follows:

\[
\frac{\partial \mu_x}{\partial [\mu_x]_x} = \frac{p_{0,0} - [\hat{\mu}_x]_x p_{2,0}}{p_{1,0} - [\hat{\mu}_x]_y p_{2,0}} \cdot \frac{1}{[\mu_y^p]_z},
\]

\[
\frac{\partial \mu_x}{\partial [\mu_x]_y} = \frac{p_{0,1} - [\hat{\mu}_x]_x p_{2,1}}{p_{1,1} - [\hat{\mu}_x]_y p_{2,1}} \cdot \frac{1}{[\mu_y^p]_z},
\]

\[
\frac{\partial \mu_x}{\partial [\mu_x]_z} = \frac{p_{0,2} - [\hat{\mu}_x]_x p_{2,2}}{p_{1,2} - [\hat{\mu}_x]_y p_{2,2}} \cdot \frac{1}{[\mu_y^p]_z},
\]

where \( p_{\cdot,} \) are the matrix components of the projection matrix \( P \). The projected standard deviation in 2D \( \sigma_s \) is obtained from the correspondent standard deviation in 3D \( \hat{\sigma}_s \) as:

\[
\sigma_s = \frac{f \hat{\sigma}_s}{[\mu_y^p]_z} \in \mathbb{R},
\]

where \( f \) is the camera focal length. The derivatives with respect to \([\hat{\mu}_x]_x\), \([\hat{\mu}_y]_y\) and \([\hat{\mu}_z]_z\) are then defined as:

\[
\frac{\partial \sigma_s}{\partial [\hat{\mu}_x]_x} = \frac{\partial \sigma_s}{\partial [\mu_y^p]_z} \frac{\partial [\mu_y^p]_z}{\partial [\hat{\mu}_x]_x}, \quad \frac{\partial \sigma_s}{\partial [\hat{\mu}_y]_y} = \frac{\partial \sigma_s}{\partial [\mu_y^p]_z} \frac{\partial [\mu_y^p]_z}{\partial [\hat{\mu}_y]_y}, \quad \frac{\partial \sigma_s}{\partial [\hat{\mu}_z]_z} = \frac{\partial \sigma_s}{\partial [\mu_y^p]_z} \frac{\partial [\mu_y^p]_z}{\partial [\hat{\mu}_z]_z}.
\]

Next, we find all sub-term required for the derivation of \( \Phi_{i,x} \) (in \( \mathbb{R} \)) with respect to \([\hat{\mu}_x]_x\) only:

\[
\frac{\partial}{\partial [\hat{\mu}_x]_x} (\sigma_i^2 + \sigma_s^2) = \frac{\partial}{\partial \sigma_i} (\sigma_i^2 + \sigma_s^2) \frac{\partial \sigma_i}{\partial [\hat{\mu}_x]_x} = \sigma_i \frac{\partial \sigma_i}{\partial [\mu_y^p]_z} = \sigma_i \frac{\partial \sigma_i}{\partial [\mu_y^p]_z} p_{2,0} = \frac{-\sigma_i p_{2,0}}{[\mu_y^p]_z}, \quad \frac{\partial}{\partial [\hat{\mu}_x]_x} (\sigma_i^2 + \sigma_s^2) = \frac{-\sigma_i}{[\mu_y^p]_z} p_{2,0} = \frac{2}{p_{2,0}},
\]

and

\[
\frac{\partial}{\partial [\hat{\mu}_x]_x} \left( \frac{\sigma_i \sigma_s}{\sigma_i^2 + \sigma_s^2} \right) = \frac{-\frac{\sigma_i}{[\mu_y^p]_z} p_{2,0} (\sigma_i^2 + \sigma_s^2) - \sigma_i \sigma_s (\sigma_i^2 + \sigma_s^2) + \sigma_i \sigma_s (\sigma_i^2 + \sigma_s^2)}{(\sigma_i^2 + \sigma_s^2)^2} = \frac{-\sigma_i \sigma_s (\sigma_i^2 + \sigma_s^2) + \sigma_i \sigma_s (\sigma_i^2 + \sigma_s^2) + \sigma_i \sigma_s (\sigma_i^2 + \sigma_s^2)}{(\sigma_i^2 + \sigma_s^2)^2} = \frac{2}{p_{2,0}^2} \left( \frac{-p_{2,0}}{[\mu_y^p]_z} + \frac{\sigma_s^2 p_{2,0}}{(\sigma_i^2 + \sigma_s^2)} \right).
\]
\[
\frac{\partial}{\partial \|\mu_i - \mu_s\|^2} (\|\mu_i - \mu_s\|^2) = \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} ((\mu_i - \mu_s)(\mu_i - \mu_s)^T) = 2(\mu_i - \mu_s) \left( - \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} (\mu_i) \right) = -2(\mu_i - \mu_s) \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} (\mu_i),
\]

(B.9)

\[
\frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( - \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \right) = - \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \right) \left( \sigma_i^2 + \sigma_i^2 \right)^2 - \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \left( \sigma_i^2 + \sigma_i^2 \right)^2
\]

\[
= - \frac{2(\mu_i - \mu_s)}{\sigma_i^2 + \sigma_i^2} \sigma_i^2 + \sigma_i^2 \left( \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \right)^2 + \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \sigma_i^2 + \sigma_i^2
\]

\[
= - \frac{2(\mu_i - \mu_s)}{\sigma_i^2 + \sigma_i^2} \sigma_i^2 + \sigma_i^2 \left( \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \right)^2 + \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \sigma_i^2 + \sigma_i^2
\]

(B.10)

\[
\frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( e^{-\frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2}} \right) = e^{-\frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2}} \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( - \frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2} \right)
\]

(B.11)

\[
\frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( \frac{\sigma_i \sigma_s}{\sigma_i^2 + \sigma_i^2} e^{-\frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2}} \right) = \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( \frac{\sigma_i \sigma_s}{\sigma_i^2 + \sigma_i^2} \right) e^{-\frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2}} + \frac{\sigma_i \sigma_s}{\sigma_i^2 + \sigma_i^2} \frac{\partial}{\partial \|\mu_i - \mu_s\|^2} \left( e^{-\frac{\|\mu_i - \mu_s\|^2}{\sigma_i^2 + \sigma_i^2}} \right)
\]

(B.12)
Therefore, the derivative of the similarity $\Phi_{i,s}$ is obtained as:

$$\frac{\partial \Phi_{i,s}}{\partial [\mu_i]_x} = T(\delta_i)^2 \frac{\partial}{\partial [\mu_i]_x} \left( \frac{\sigma_i \sigma_s}{\sigma_i^2 + \sigma_s^2} e^{-\frac{||\mu_i - \mu_s||^2}{\sigma_i^2 + \sigma_s^2}} \right)$$

$$= T(\delta_i)^2 \left( \frac{2 \sigma_i \sigma_s}{\sigma_i^2 + \sigma_s^2} - \frac{||\mu_i - \mu_s||^2}{\sigma_i^2 + \sigma_s^2} \right) \left( \frac{\sigma_i^2}{(\sigma_i^2 + \sigma_s^2)^2} \right) \left( \frac{1}{|\mu_i|_z^2} + \frac{(\mu_i - \mu_s) \partial_{\mu_i} (\mu_s)}{\sigma_i^2 + \sigma_s^2} \right)$$

$$= 2 \Phi_{i,s} \left( \frac{\sigma_i^2}{(\sigma_i^2 + \sigma_s^2)^2} \right) \left( \frac{1}{|\mu_i|_z^2} + \frac{(\mu_i - \mu_s) \partial_{\mu_i} (\mu_s)}{\sigma_i^2 + \sigma_s^2} \right),$$

$$\frac{\partial \Phi_{i,s}}{\partial [\mu_i]_y} = 2 \Phi_{i,s} \left( \frac{\sigma_i^2}{(\sigma_i^2 + \sigma_s^2)^2} \right) \left( \frac{1}{|\mu_i|_z^2} + \frac{(\mu_i - \mu_s) \partial_{\mu_i} (\mu_s)}{\sigma_i^2 + \sigma_s^2} \right),$$

$$\frac{\partial \Phi_{i,s}}{\partial [\mu_i]_z} = 2 \Phi_{i,s} \left( \frac{\sigma_i^2}{(\sigma_i^2 + \sigma_s^2)^2} \right) \left( \frac{1}{|\mu_i|_z^2} + \frac{(\mu_i - \mu_s) \partial_{\mu_i} (\mu_s)}{\sigma_i^2 + \sigma_s^2} \right).$$

(B.13)

Finally the derivative of the similarity term $E_{sim}$ is:

$$\frac{\partial E_{sim}}{\partial [\mu_i]_{x,y,z}} = \frac{\partial E_{sim}}{\partial M_s} = \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n_t} \sum_{t=1}^{n_t} \left\{ \frac{\partial \Phi_{i,t}}{\partial \mu_i} \text{ if } \sum_{s=1}^{n_s} \Phi_{i,s} < 1 \right\}$$

0 otherwise.

(B.14)

### B.0.2 Derivative of the Countour Term

The contour term $E_{cont}$ can be considered as an extension of the $E_{sim}$ term, where the overlap is estimated simultaneously for two Surface Gaussians, i.e. the inside and outside Gaussian components of the Border Gaussians, at a time. The partial derivatives for the inside and the outside Gaussian similarity, i.e. $\Phi_{i,\text{in}}$ and $\Phi_{i,\text{out}}$, can be computed using the formula in Section B.0.1. In particular, the derivatives w.r.t. $\Phi_{i,\text{in}}$ have inverted color similarity weight:

$$\frac{\partial \Phi_{i,\text{in}}}{\partial [\mu_i]_{x,y,z}} = (1 - T_{\Delta_i}(\delta_{i,\text{out}})) \frac{\partial}{\partial [\mu_i]_{x,y,z}} \left[ \int \frac{1}{\sqrt{2\pi\sigma_{\text{out}}^2}} e^{-\frac{1}{2} \frac{||x - \mu_i||^2}{\sigma_{\text{out}}^2}} \exp \left( -\frac{1}{2} \frac{||x - \mu_i||^2}{\sigma_{\text{out}}^2} \right) \partial x \right]^2$$

$$= 2 \Phi_{i,\text{out}} \left( \frac{\sigma_{\text{out}}^2}{\sigma_i^2 + \sigma_{\text{out}}^2} - \frac{||\mu_i - \mu_s||^2 \sigma_{\text{out}}^2}{(\sigma_i^2 + \sigma_{\text{out}}^2)^2} \right) \left( \frac{1}{|\mu_i|_z^2} + \frac{(\mu_i - \mu_{\text{out}}) \partial_{\mu_i} (\mu_{\text{out}})}{\sigma_i^2 + \sigma_{\text{out}}^2} \right).$$

(B.15)
Finally, the derivative of $E_{\text{cont}}$ is:

$$\frac{\partial E_{\text{cont}}}{\partial \vec{\mu}_x |_{x,y,z}} = \frac{\partial E_{\text{cont}}}{\partial \mathcal{M}_b} = \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n_i'} \sum_{i=1}^{n'_i} \frac{\partial}{\partial \mathcal{M}_b} \left\{ \min \left( \sum_{b=1}^{n'_b} \Phi_i, b_{in} \right) \right. \cdot \min \left( \sum_{b=1}^{n'_b} \Phi_i, b_{out} \right) \left. \right\} =$$

$$= \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n'_i} \sum_{i=1}^{n'_i} \left\{ \begin{array}{ll} \Phi_i, b_{in} \frac{\partial \Phi_i, b_{in}}{\partial \mathcal{M}_b} + \Phi_i, b_{out} \frac{\partial \Phi_i, b_{out}}{\partial \mathcal{M}_b} & \text{if } \sum_{b=1}^{n'_b} \Phi_i, b_{in} < 1 \text{ and } \sum_{b=1}^{n'_b} \Phi_i, b_{out} < 1 \\ \Phi_i, b_{out} \frac{\partial \Phi_i, b_{out}}{\partial \mathcal{M}_b} & \text{else if } \sum_{b=1}^{n'_b} \Phi_i, b_{in} \geq 1 \text{ and } \sum_{b=1}^{n'_b} \Phi_i, b_{out} < 1 \\ 0 & \text{else if } \sum_{b=1}^{n'_b} \Phi_i, b_{out} \geq 1 \end{array} \right. \right.$$

(B.16)

### B.0.3 Properties of the Contour Term

Notice that the contour term evaluates in the interval $[0, 1]$, in fact:

$$\max(E_{\text{cont}}) = \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{|I(c)|^2} \left[ \left( \sum_{i=1}^{n'_i} \right) \cdot \left( \sum_{i=1}^{n'_i} \right) \right] =$$

$$= \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n'_i} \sum_{i=1}^{n'_i} \left[ n'_i \cdot n'_i \right] = \frac{1}{n_c} \sum_{c=1}^{n_c} 1 = \frac{n_c}{n_c} = 1,$$

(B.17)

$$\min(E_{\text{cont}}) = \frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n'_i} \sum_{i=1}^{n'_i} 0 = 0.$$

Figure B.1 shows various example plots of $E_{\text{cont}}$ obtained by finding the optimal Border Gaussians for various standard deviations (sigma), given a set of 4 Image Gaussians with random sigmas, mean and color. The color of the Image Gaussians is randomly chosen to be either blue or red. These energy plots are maximized where the Image Gaussian form a border: for all cases, the optimal Border Gaussian have mean at the Image Gaussian border. Notice how smaller standard deviations in general produce more precise alignment to the border.

In the first example (top) the only border has been detected successfully. In the middle example the most prominent border of the two is detected using different standard deviations. Notice that the resulting energy in this case has a double spike for smaller standard deviations, which suggests where the the borders are located. In the bottom more complex case, one can see that by varying the standard deviations of the optimal Border Gaussian one can easily recognize two out of the three borders.
**Figure B.1**: On the left: Plots of 1D image Gaussians (dashed blue and red corresponding to opposite color similarity wrt a pair of Gaussian) together with the optimal set of Border Gaussians in cyan obtained for different standard deviations (sigmas). On the right: the Border Gaussian energy plotted for various means and sigmas.
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