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Abstract

The ability to interconnect multiple knowledge repositories within a single framework is a key asset for various use cases such as document retrieval and question answering. However, independently created repositories are inherently heterogeneous, reflecting their diverse origins. Thus, there is a need to align concepts and entities across knowledge repositories. A limitation of prior work is the assumption of high affinity between the repositories at hand, in terms of structure and terminology.

The goal of this dissertation is to develop methods for constructing and curating alignments between multi-cultural knowledge repositories. The first contribution is a system, ACROSS, for reducing the terminological gap between repositories. The second contribution is two alignment methods, LILIANA and SESAME, that cope with structural diversity. The third contribution, LAIKA, is an approach to compute alignments between dynamic repositories.

Experiments with a suite of Web-scale knowledge repositories show high quality alignments. In addition, the application benefits of LILIANA and SESAME are demonstrated by use cases in search and exploration.
Kurzfassung


Das Ziel dieser Dissertation ist, Methoden für Aufbau und Pflege zum Angleich zwischen multikulturellen Wissensquellen zu entwickeln. Der erste Beitrag ist ein System names ACROSS, das auf die Reduzierung der terminologischen Kluft zwischen den Datenquellen abzielt. Der zweite Beitrag sind die Systeme LILIANA und SESAME, welche zum Angleich eben dieser Datenquellen unter Berücksichtigung deren struktureller Unterschiede dienen. Der dritte Beitrag ist ein Verfahren names LAIKA, das den Angleich dynamischer Quellen unterstützt.
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Chapter 1

Introduction

1.1 Motivation

With the emergence of freely available knowledge bases there is an increased demand for analyses that span multiple knowledge and data repositories. Cross-lingual sentiment extraction, detecting inconsistencies over several knowledge bases and query answering on the Web are only some examples of analyses of this kind. The core of these intelligent systems is knowledge in a machine-readable representation: ontologies, taxonomies or link graphs. Collectively, we refer to them as Web knowledge repositories (KRs).

Depending on how formal a knowledge repository represents its content, we distinguish between ontologies, link graphs, taxonomies and dictionaries as illustrated in Figure 1.1. Ontologies represent one extreme - they serve as formal domain specifications. Studer defines an ontology as “a formal, explicit specification of a shared conceptualization”. Connections between elements are explicitly typed and called relations, as well as attributes are explicitly assigned to elements. The other extreme are dictionaries. They contain a plain list of items, without organizing them into a structure. Link graphs and taxonomies are in the middle of this spectrum and are widely used on the Web. Link graphs can be understood as a relaxed version of fully specified ontologies. Elements are interconnected; however, the meaning of the links is implicit and needs either human judgement or a machinery for type-casting them into relations. Taxonomies relax the link structure further. Individual items are solely connected to the parent category.

Originating from different communities or enterprises knowledge repositories are highly diverse and disconnected. To jointly use disconnected repositories in an application, there is a need for finding correspondences between their objects
- categories and instances. This is the task of knowledge repository alignment. Alignment methods operate on element and structure levels. On the element level, local information about an element is harnessed to infer matches. Title or attribute values of an element are examples of local element information. On the structural level, alignment methods use structural patterns to detect matching objects.

As illustrated in Figure 1.1, depending on the representation forms different level of information is provided for elements and structures. Ontology matching research addresses the problem of finding an alignment between two ontologies. Many of the proposed methods rely on the sufficient overlap on both, element and structure levels. The Linked Open Data (LOD) community has developed guidelines for incorporating disjoint ontologies into a common cloud. To become a part of the interlinked cloud, a data set has to be exposed in RDF format, use URIs to index objects and reference objects that are already in the cloud. In 2014, more than one thousand of data sources were integrated into the LOD cloud.

The problem of finding alignment between dictionary entries arise in computational linguistics when detecting correspondences between words or multi-word phrases. Usually, dictionaries do not contain any structure, and methods for their alignment heavily rely on background knowledge to infer additional meaning of the entries or to provide the dictionary with a structure.

The focus of this dissertation is on the middle-ground between these two extremes - on Web link graphs and taxonomies. Being less expressive than ontologies, knowledge represented as taxonomies or link graphs compose a con-
sizable amount of Web resources. Taxonomies, for instance, are the underlying models of Web directories or product catalogs of online marketplaces (such as iccecat.biz and amazon.com). According to Eurostat\(^1\) there are 1.6 million enterprises in the EU. 20% of them conduct e-sales organizing their goods as catalogs. One of the most prominent examples of link graph is Wikipedia and its underlying MediaWiki\(^2\) engine. MediaWiki is an open source software, which can be deployed for private and enterprise use. Apart from MediaWiki, there are other wiki engines such as DokuWiki\(^3\) or PmWiki\(^4\). There are at least 10,000 wiki-based Web sites\(^5\) covering different domains from books and movies to recepies. These numbers illustrate the scale at which taxonomies and link graphs are presented on the Web and the need in methods for producing alignments over them. In the next section we review the progress made to date in aligning link graphs and taxonomies.

### 1.2 State-Of-the-Art

Finding matches between entries of two data sets has been addressed in previous research in several domains.

**Schema matching** applications \([21, 24, 62]\) aim at finding equivalent elements of two schemas - relational databases or XML schemas. The found matches are used subsequently for constructing a global view of several local schemas. On the structure level, matchers operate with table and attribute names, existing unique, primary and foreign keys, attribute data types and relationship cardinalities. When the schema information is limited or there are several equally possible matches, analysing linguistic patterns of the corresponding attributes or their value ranges \([2, 58, 99]\) may help to make a matching decision.

Providing unified access to heterogeneous data sources is the overriding goal of the field of **data integration** \([41, 53, 103]\). A global mediation schema is exposed to end-users or applications for querying. The key task is to find a mapping between the mediation schema and the local schemas of the underlying sources. Data integration applications require (a) the mediation schema to

---


\(^2\) [https://www.mediawiki.org/wiki/MediaWiki](https://www.mediawiki.org/wiki/MediaWiki), accessed on 27.06.2017

\(^3\) [https://www.dokuwiki.org/dokuwiki#](https://www.dokuwiki.org/dokuwiki#), accessed on 14.06.2017


maintain up-to-date mappings to local schemas; (b) mechanisms or integrating many local sources without loading them into the central warehouse. On the Web, these principles were adopted by booking or retailer site aggregators.

For both schema matching and data integration approaches, the rich structure of knowledge repositories is a key to producing matchings. Typically, the matchings are found at the structure level - find correspondences between columns of database tables or between elements of Web forms. Producing matchings for individual records in the repositories are usually considered out of the scope.

Numerous online marketplaces enable merchants selling their products and process transactions via a centralized marketplace provider. Catalog integration applications [1, 46, 79] offer mechanisms for (semi-)automatic loading merchant products into the product catalog of an online marketplace. Each merchant has to ensure the integration of its products onto the global classification provided by the online marketplace. Usually, merchants already have some product categorization which can be used for establishing integration rules such as “if two products are in the same category in merchant catalog, they may not be placed to marketplace categories distant from each other”. This type of alignments is of “instance-to-category” type. Establishing explicit alignments between categories of both catalogs is usually neglected. Another limitations of catalog integration approaches is relying on matching instances between merchant and marketplace catalogs, which can not be guaranteed in case of KRs acquired Web-wide.

The field of ontology alignment typically considers logically rigorous ontologies like OWL or RDF schemas along with the instances of classes and properties [93]. There is a wealth of prior work on ontology alignment in this spirit; representatives and overviews include [30, 36, 96, 102]. The Ontology Alignment Evaluation Initiative provides test cases of two kinds: different ontologies translated into different languages and same ontologies translated into different languages. Most of the existing approaches are applicable for small- and medium-size ontologies. Their run time performance is pushed to the limit when the alignments have to be computed at scale.

http://oaei.ontologymatching.org/ accessed on 14.03.2017
1.3 Challenges

The goal of this dissertation is to study methods for constructing and curating an alignment between Web KRs. Given shortcomings of the state-of-the-art solutions, this requires addressing the following challenges.

Terminological Heterogeneity

State-of-the-art approaches in ontology alignment or schema matching take the diversity of the data sets as a call for full-fledged data integration or top-down standardization. This is an infeasible solution when the knowledge repositories are enormously diverse and simply do not share equivalent categories or instances. To illustrate the shortcoming of full integration approach, consider the book category *Kinder- & Jugendliteratur* on amazon.de (en. Children & Youth Literature) and two relevant counterparts on amazon.com - *Children’s Books* and *Teen & Young Adult*. Both counterpart categories are highly relevant, not matching the name of the source category perfectly, though. It signals the importance of finding alignments that allow users to navigate across the boundaries of knowledge repository and explore different repositories together, while living with existing terminological diversity.

Structural Heterogeneity

On the Web, a large number of knowledge repositories specifically focus on a single application and community. This is opposite to the definition of ontologies, which are “shared conceptualization” and have “to be used and reused across different applications and communities” [104]. As a result, taxonomies and link graphs of KRs have highly diverse structures, which are challenging to deal with for the state-of-the-art methods. This requires to go beyond finding perfectly matching categories or instances in both KRs, since their overlap is very small. For example, when aligning Wikipedia with Eurostat’s Wiki a full integration approach is not able to discover a potentially interesting alignment between pages *Bioethanol* and *Südzucker* (a German producer of biofuel), since Eurostat’s Wiki comprises solely general concepts and does not hold organizations, people or locations. This motivates the demand for approaches, which are able to perform alignment given highly diverse structures of two taxonomies or link graphs.
Dynamic Repositories

Web knowledge repositories such as Wikipedia have a large number of contributing editors and keep growing at impressive rates. Conventional ontology alignment and data integration tools rely on static sources - they consider snapshots of datasets while interlinking. For large data sets, recomputing alignments from scratch every time an update occurs in one of the sources is expensive. An alignment between two knowledge repositories can be used for filling one repository with the information from the aligned one. Consider constructing a link graph between instances of different type like people or organizations from a news feed. Once a connection between two instances appears in the news (prominent people get married or take a new office), the constructed link graph has to include this connection. Ideally, with a minor delay. This motivates the need in supporting an efficient procedure of alignment updates and knowledge repositories maintenance for large and dynamic KRs.

1.4 Contribution

This dissertation addresses the challenges outlined in the previous section. In particular we make the following contributions.

ACROSS: Reducing Terminological Heterogeneity

The first contribution of this dissertation is the ACROSS system for supporting alignment of knowledge repositories with high terminological diversity. The terminology of a KR is formed by its unique culture, which includes language and socio-economic background. To resolve terminological heterogeneity, we harness Wikipedia as background knowledge. This enables ACROSS to find category-category matches between two knowledge repositories of highly diverse and potentially multilingual classification systems. Additionally, ACROSS performs constraint-aware reasoning to ensure consistent alignments. ACROSS’s results are published in:

1.4. CONTRIBUTION


Additionally, this work is under peer review:


**LILIANA and SESAME: Reducing Structural Heterogeneity**

The second contribution of this dissertation are the LILIANA and SESAME systems. They target alignment of knowledge repositories created by different communities. Detecting related instances in the counterpart knowledge repository given low structural similarity is the focus of both systems. We harness link structures of knowledge repositories to assess the similarity between instances. As a use-case, LILIANA reconstructs an alignment between YAGO type taxonomy and the category hierarchy of Eurostat Wiki. This alignment is a key to discovery relevant Eurostat statistics for textual media like news. In contrast to LILIANA, SESAME’s focus is on link graphs rather than taxonomies. Consider two link graphs - Wikipedia and Eurostat Wiki. There is a very small overlap of perfectly matching instances. These, however, are generic concepts - *Biofuel* or *Unemployment* to name some. To unlock the rest of Wikipedia link graph, which is highly related to the perfectly matching general concepts, is SESAME’s goal. This work is published in:


**LAIKA: Supporting Alignment of Dynamic Knowledge Repositories**

The third contribution of this dissertation is the LAIKA system for supporting interlinking of large and dynamic graphs. Each Wikipedia edition is an autonomously curated knowledge repository with manually created inter-language
links to other language editions. The interlinking of categories and articles across language editions of Wikipedia are to be understood as an alignment. Wikipedia content is highly dynamic, capturing information about recent events and prominent people. However, for events that are of regional interest and for long-tail concepts and categories, there is often a big delay before they are picked up by the community and get appropriate inter-language linking. We utilize the extensive Wikipedia link graph for recommending for a given category inter-language links. Additionally, the link structure of one Wikipedia edition is exploited to recommend missing article-article and article-category links for the aligned counterpart Wikipedia. LAIKA’s results are published in:


1.5 Outline

The rest of this dissertation is organized as follows. Chapter 2 gives definitions of ontologies, link graphs, taxonomies and alignment; reviews methods for dealing with terminological and structural heterogeneities; outlines approaches to alignment curation and ends with summary of design choices for alignment pipelines. Chapter 3 presents the ACROSS system for reducing terminological heterogeneity. We address the problem of finding alignment between categories of two taxonomies via obtaining semantic labels from Wikipedia and using structural constraints to produce concise and coherent alignments. Chapter 4 gives an overview of LILIANA and SESAME, two systems for bridging the gap between KRs with highly heterogeneous structures. Chapter 5 is dedicated to the LAIKA system, which focuses on curation alignment between two large-scale and highly dynamic Web link graphs. Additionaly, we describe how aligned link graphs can be maintained - in particular, how missing article-article links can be detected. We conclude in Chapter 6 by revising three problems addressed in this dissertation, discuss our contributions and give an outlook of possible research directions.
Chapter 2

Foundations and Technical Background

This chapter places our contributions into the context of previous work and gives background with emphasis on methods for resolving terminological and structural heterogeneity for aligning Web knowledge repositories (KRs). We begin with formal definitions of link graphs, taxonomies and ontologies. Next, we review the tasks of alignment construction and curation, as well as knowledge repository maintenance. We conclude with reviewing different models for composing alignment pipelines.

2.1 Knowledge Repositories

In this section we review knowledge repositories having different degree of formal representation along with their applications. Throughout this dissertation, we assume that a knowledge repository is either a taxonomy or a link graph. For completeness, we also give an overview of ontologies.

Next we outline some conventions used in the reminder of this dissertation.

Definition 2.1. A knowledge repository (KR) consists of instances $I$ and classes $C$. Instances refer to individual entities such as books or drugs. A class (or category) is a group of instances sharing a common property. We collectively refer to instances and categories of a KR as KR objects.

In the following subsections, we consider taxonomies, link graphs and ontologies in detail.
2.1.1 Taxonomies

The focus of taxonomy-based applications is on building hierarchical indexing of their contents to enable browsing over large corpora.

For example, online library categorization systems (the Dewey Decimal Classification used by the German National Library\(^1\), the Library of Congress Classification\(^2\)) offer browsing library contents via a hierarchy of topics. The Anatomical Therapeutic Chemical (ATC) classification\(^3\), the International Statistical Classification of Diseases\(^4\) and the Medical Subject Headings (MeSH) classification\(^5\) serve as reference points for drugs, diseases or indexing medical publications. Each instance of these classification systems - a book, an active ingredient or a disease - is referenced from the category system. Co-occurring of instances within the same category and distance in the category tree can be used as a proxy for measuring similarity between instances. Fokoue et al.\(^{[33]}\) incorporate ATC classification for predicting drug-drug interactions. They compute similarity between the paths in the ATC hierarchy that correspond to the drugs.

**Definition 2.2.** A *knowledge taxonomy* is a directed acyclic graph (DAG) with nodes of two types: instances and categories (referred to as \(I\) and \(C\) respectively). Depending on the type of nodes they connect, we distinguish between: \(i\)-\(c\) edges for connecting instances to their categories and \(c\)-\(c\) edges for connecting parent category to its child category.

2.1.2 Link Graphs

Graphs find their applications in many domains as a simple yet powerful model for expressing interaction between data elements. In contrast to taxonomies, link graphs provide interlinking over instances as well. To illustrate the wide variety of Web data which is usually modelled as link graphs, we review several prominent examples.
2.1. KNOWLEDGE REPOSITORIES

ACM digital library⁶, PubMed⁷ (a collection of biomedical articles and books), CiteSeerX⁸ or Google Scholar⁹ – are typical examples of citation graphs with nodes being publications and each reference to another publication being a directed edge. Some of the publication collections refine the graph structure by expressing each author as a node and adding edges between an author and his publications as well as edges to all his co-authors. The “networked information space” [61] of this kind enables detecting most co-cited publications, most authoritative works and authors to enrich search and navigation functionalities of the electronic databases.

Social Web sites like Twitter¹⁰ or Instagram¹¹ are directed graphs of users and their friendship, repost, follow or other relations. Bronson et al. [14] describe the Facebook¹² social graph model. In addition to the user nodes, it includes object nodes such as locations and comments. The edges are annotated with the time stamp and encode actions between the nodes, e.g., commented or tagged. Social network analysis is a big research topic, which aims at, among others, describing properties of social networks and detecting communities as studied by Yang et al. [109] and Metzler et al. [65] or modelling memes spread as proposed by Leskovec et al. [54].

Finally, the Web by itself is usually represented as a graph. Each Web page is a node and hyperlinks between pages are edges. The tasks of document retrieval [78] and link farms detection [107], for instance, rely on the link structure of the Web.

In this dissertation, we focus on a special type of Web link graphs called Wiki link graphs. Wiki-based knowledge repositories such as Wikipedia, Wikiquotes and other public and private knowledge management systems built with Wiki engine have several properties in common. All of them have a backbone categorization system, where each category is a Web page. A category page differs from an article page in the way it is structured and used. A category page does not hold any content related to the topic and it exclusively serves categorization and navigation purposes. In contrast, an article (or a content page) is an encyclopedic-style entry about a subject. Following WikiMedia guidelines, an article links to other related articles and should be reached through Wiki

---

⁶ http://dl.acm.org/ accessed on 27.06.2017
⁸ http://citeseerx.ist.psu.edu/index accessed on 27.06.2017
⁹ https://scholar.google.de/ accessed on 27.06.2017
¹⁰ https://twitter.com/ accessed on 27.06.2017
¹¹ https://www.instagram.com/ accessed on 27.06.2017
¹² https://www.facebook.com/ accessed on 27.06.2017
category system\cite{wiki:article, wiki:articles} Since all Wiki-based KRs are collaboratively modified, the underlying link graph is highly dynamic.

Throughout the thesis, we refer to Wiki links graphs as link graphs for conciseness.

**Definition 2.3.** A **link graph** is a directed graph composed of nodes of two types: instance and category nodes (referred to as $I$ and $C$ respectively). There are directed edges between nodes. **Subcategory-of** edges are defined over category nodes, and instances are connected to categories with **instance-of** edges ($i\rightarrow c$ and $c\rightarrow c$ edges). One instance references another instance via an $i\rightarrow i$ edge. In case of Web link graph, $i\rightarrow i$ edges are links between documents.

### 2.1.3 Ontologies

Ontologies capture extended knowledge about a domain and formalize this knowledge by:

1. type-casting links between instances or classes into relations;
2. defining attributes and their types for instances;
3. fixing domain and range types for relations; and
4. providing a set of axioms for reasoning about instances and relations.

Each assertion in an ontology is a fact and it can be represented as a triple of \langle subject, relation, object \rangle. **Subject** and **object** are to be understood as nodes in a graph and **relation** is a typed edge between them.

**Definition 2.4.** An **ontology** is a directed graph composed of nodes of several types: instances $I$, categories $C$ and attributes $V$. There is a set of relations $R$ which define the types of the edges in the ontology. For example, an ontology might include marriedTo or capitalOf relations.

Recent advances in large scale information extraction \cite{WikiHowAnArticle} and automatic ontology construction \cite{WikiHowArticles} gave rise to endeavours in academic world such as YAGO \cite{YAGO}, DBpedia \cite{DBpedia}, and KnowItAll \cite{KnowItAll}, as well as in commerce – Freebase \cite{Freebase} which is a part of Google Knowledge Graph \cite{GoogleKG}. These are examples of

\footnote{https://en.wikipedia.org/wiki/Wikipedia:What_is_an_article \ accessed on 14.03.2017}
\footnote{https://en.wikipedia.org/wiki/Category:Articles \ accessed on 14.03.2017}
general-purpose ontologies. UMLS [9] or KnowLife [28] are tailored to the medical domain. They cover diseases, drugs, active ingredients and other types of instances, as well as domain-specific relations.

Ontologies became a core part of many text understanding applications. Named entity recognition and disambiguation (NERD) is a prominent task of that kind. Mentions of entities such as people, organization or locations are detected in free text. Subsequently, each mention is mapped to the most similar entity registered in an ontology. This type of text annotations can be understood as a semantic indexing and used, for instance, for semantic-enriched browsing over a news collection [43].

2.2 Alignment Construction and Curation

In order to perform analysis spanning several knowledge repositories the correspondences between instances and categories belonging to different KRs have to be found.

Depending on the application, there are many types of relations that can hold between corresponding objects of two knowledge repositories. In ontology matching research [30] alignment methods might target, for instance, less general or equivalent relations between classes.

Given the inherent heterogeneity of Web knowledge repositories, we aim at discovering related-to correspondences between objects of two KRs. We align objects of the same type: instances are aligned to instances in a counterpart knowledge repository and categories to categories. The instance-to-category type of alignment is addressed in the catalog integration research by placing products into correct categories in a catalog. Discovering this type of correspondences is beyond the scope of this dissertation.

With each correspondence we associate a confidence value - a measure of certainty that two objects are indeed related. Throughout the dissertation we assume the following definition of alignment.

**Definition 2.5.** An alignment \( \mathcal{A} \) between two knowledge repositories \( K_1 \) and \( K_2 \) is a set of triples \( \langle o_1, o_2, c_{12} \rangle \), where either \( o_1 \in I(K_1) \) and \( o_2 \in I(K_2) \) or \( o_1 \in C(K_1) \) and \( o_2 \in C(K_2) \). \( c_{12} \in \mathbb{R} \) is a confidence value associated with the alignment between \( o_1 \) and \( o_2 \).

Given this definition, we consider the problems of alignment construction and alignment curation.
The task of **alignment construction** is to find a set of correspondences $A$ given two Web knowledge repositories $K_1$ and $K_2$.

In the field of schema matching, most alignment methods target $1−1$ matches (i.e., discovering equivalence relations between tables and attributes) by mapping to a counterpart with the highest confidence score. For Web knowledge repositories, pursuing $1−1$ mapping is a challenging task. As an example, the book category *Kinder- & Jugendliteratur* on amazon.de (en. Children & Youth Literature) has two relevant counterparts on amazon.com – *Children’s Books* and *Teen & Young Adult*, not matching them perfectly, though. In this dissertation, we assume $n−n$ alignment cardinality, which means that for each instance or category in a knowledge repository there is a list of possible counterparts ranked by alignment confidence.

However, an alignment might have a more complex structure rather than a ranked list of counterparts. The iMap system developed by Dhamankar et al. [21] targets finding mapping rules between the attributes of two databases. They can have a complex structure such as:

\[
\begin{align*}
name &= \text{concat}(first\_name, last\_name) \\
listed\_price &= price \times (1 - tax\_rate)
\end{align*}
\]

Existing keys, constrains, and query logs are the vital assets that support finding mapping rules between tables of relational databases. Despite the progress made up-to-date in data and schema integration research, complex alignment rules of this kind are still challenging to infer in general [23, 73]. Discovering compositional alignments is out of the scope of this dissertation.

As outlined in the Introduction, Web knowledge repositories are highly dynamic. Figure 2.1 illustrates the growth of Wikipedia between the years 2001 and 2008. Starting from 2005, the average number of added articles per day was above 1000.

Once an alignment between two knowledge repositories is constructed, it needs to be maintained to ensure its validity and completeness over time. This is the **alignment curation** task.

The problem of ensuring an up-to-date mapping is highly relevant to data integration applications. Consider product aggregation Web sites such as Trivago.

---

16. [https://www.trivago.de/](https://www.trivago.de/) accessed on 27.06.2017
or Booking.com\textsuperscript{17}. The schemas of local Web pages (individual product or service providers) might change and the global schema owned by the aggregation Web site has to keep track of local changes and maintain the mappings. Being successful at incorporating various transformation and mapping rules between schema elements, many applications still need to be rerun even when minor changes occur in integrated schemas. Running the mapping procedure from scratch creates considerable overhead, when integrated schemas or interlinked knowledge repositories are highly dynamic.

In data integration and data exchange applications, mappings between schemas are expressed in a declarative way, for example, as view definitions. When a schema evolves, the view definition (the mapping) has to be rewritten to reflect the new structure and semantics of the schema elements. For example, the ToMAS system developed by Velegrakis\textsuperscript{105} automatically adapts mappings between dynamic schemas. ToMAS focuses on structural and logical associations between schemas that might change and invalidate current


\footnote{http://www.booking.com/ accessed on 27.06.2017}

Figure 2.1: Article count increase for en.wikipedia.org (purple line). The actual growth of Wikipedia is shown with the blue line. Its approximation based on the assumption of annual doubling using the article count on 01.01.2003 as the starting day is illustrated with the red line\textsuperscript{19}.
mapping. Consider adding a constraint that each record of table \textit{Grants} is associated with exactly one record in the table \textit{Funder}. The mapping rule \textit{Grants.id} = \textit{Project.id} between two databases is no longer conformed with the new structure, since transferring all records from table \textit{Project} onto table \textit{Grants} with the old mapping rule raises an exception. However, by appropriate adjusting the query, correct data exchange between two databases can be restored. ToMAS is tailored to relational tables and XML schemas and is inapplicable to link graphs and taxonomies, which are less formal.

\section{Knowledge Repository Curation}

Many knowledge repositories are constructed from an underlying corpus of documents. An example is the Open Directory Project \textsuperscript{20} which organizes links to Web resources in a taxonomy of topics. An editor community is responsible for keeping the content up-to-date and add new links once a new high-quality resource is made available. Another prominent example is YAGO, a Wikipedia-based ontology. Currently, YAGO is constructed from a snapshot of Wikipedia. In the ideal case, new facts are made available in YAGO right after they are added to Wikipedia.

The task of \textbf{knowledge repository curation} is to update a Web knowledge repository \( K \) - add or update instances, classes and relations over them. Usually, curation tasks rely on external sources - collections of Web documents, news or knowledge bases.

Some of the tasks included by knowledge repository curation are:

\begin{itemize}
  \item Completing a knowledge repository from an underlying document collection. NELL \textsuperscript{13} (Never-Ending Language Learning) is a project whose goal is “to develop the world’s largest structured knowledge base”. Once equivalences between phrases in free text articles and relations in an ontology are established, one can infer new facts. For instance, the sentence

  \textit{“Nirvana is a legendary grunge band.”}

  produces the fact \( \text{bandGenre}(\text{Nirvana}, \text{Grunge}) \), if the alignment \( \langle X \text{ is a legendary } Y \text{ band, bandGenre} \rangle \) is known.

  \item Detecting and quantifying incompleteness of a knowledge repository with respect to a reference collection of documents. Information extraction
\end{itemize}

\textsuperscript{20}http://dmoz.org\textsuperscript{2} accessed on 14.03.2013
tools for building knowledge collections are constantly improving and are able to perform information harvesting with high precision. However, a document collection might not contain all the facts (e.g., might not name all the children of a person). Therefore, it is hard to judge how complete a knowledge repository is. Mirza et al. [68] use textual patterns to scan Wikipedia bibliographical articles and fetch the number of children for each person in Wikidata ontology. The fetched number is compared against the number of children known to Wikidata to estimate the recall of the hasChild relation.

- Reasoning with external tools and rules. Reasoning is a usual procedure in building knowledge repositories. It can target either cleaning existing data or inferring new facts by applying a set of rules. There are many formalisms to express rules. OWL (a language for ontology description) and logic programming are two prominent examples. A direct transfer of rules between two formalisms is not trivial since both rely on different assumptions. Logic programming assumes that all the existing facts are known. If a fact can not be proven, it is said to be false. OWL, in contrast, has open-word semantics and returns a fact which can not be proven as underspecified. To perform a hybrid reasoning - combining rules from different formalisms - an interface between two logic systems is needed. Some methods to narrow this gap are introduced by Drabent et al. in [26] and [25].

2.4 Terminological Heterogeneity

An alignment method can be seen as a function which, given two input knowledge repositories, produces a set of correspondences \( \langle o_1, o_2, c_{12} \rangle \). To get the confidence value (or similarity) \( c_{12} \), alignment methods harness node-level information as well as global structure of the knowledge repositories. At the end, both node- and structure-level similarities are aggregated to assign a single confidence value to a pair of potential counterparts. In this section, we focus on methods working with local information provided by nodes to take an alignment decision.

Almost all alignment methods in data integration, ontology alignment or schema matching rely on the information directly contained in an object. Depending on the level of formality, the amount of information varies between different knowledge representations. Link graphs and taxonomies annotate their
nodes with titles. More formally represented objects such as attributes of relational tables or objects of an ontology have richer annotations (for example, data type of table attributes or set of key phrases for an ontological entity).

2.4.1 Intrinsic Techniques

Most basic similarity measures for assessing the similarity between two objects rely on the similarity of their string representation (e.g., titles). Typically, all linguistic matchers have a layered structure.

On the preprocessing layer, strings undergo lexical normalization such as case normalization, suppression of punctuation, digits and diacritics. Linguistic normalization methods are built upon more elaborate techniques. One of them is tokenization. Each string is split into words (tokens) according to splitting rules or delimiters. Stemming or lemmatization bring tokens to their root form or strip out inflectional endings and cast a token into its dictionary form. To this end, a sequence of tokens can be annotated with their POS tags to produce a lifted view of the string (e.g., by replacing articles with DT or adjectives with JJ).

On the similarity assessment level, the distance between two strings can be either string- or token-based.

One of the standard choices for string-based similarity is Levenshtein distance. It is computed as a minimal number of change operations (deletions, insertions and character replacement) needed to transform one string into another.

Token-based methods are more robust to detecting resemblance between strings which contain roughly the same set of words. The input strings are split into tokens and the similarity is assessed at the token-level using any measure for set or vector similarity. Cosine similarity or Jaccard distance are some examples for the measures of that kind.

In summary, intrinsic methods measure similarity of two objects based on their labels.

2.4.2 Extrinsic Techniques

Intrinsic techniques are brought to their limits when knowledge repositories use different jargon, synonymic terms or are in different languages. Instead of directly comparing titles of two objects, extrinsic methods exploit external resources like lexicons or dictionaries (mediators) to infer semantics of a KR object. To this end, similarity between semantics of two objects is assessed.
Semantics of an object can be inferred from structured sources such as dictionaries or semantic nets of concepts. Prominent examples of structured mediators include WordNet [66], Wikipedia and MeSH (Medical Subject Headings)\(^{21}\). WordNet [66] is a semantic net of words and relations defined over them: hyponymy, meronymy (part-of), synonymy and their inverses. WordNet has been extensively harnessed in various applications such as for knowledge base construction described by Rebele et al. [84] or named entity recognition and disambiguation studied by Nguyen et al. [72].

Based on the information considered for similarity computation, we review taxonomy-based, synset-based, gloss-based and link graph-based similarity measures.

**Taxonomy-based Similarity**

The intuition behind taxonomy-based similarity is that two concepts are similar if they are close in a concept hierarchy. The more edges one has to traverse to arrive from one concept to another, the more dissimilar they are. Figure 2.2 illustrates a sample concept hierarchy. The concept *DOCTOR (MEDICAL)* is closer in meaning to *NURSE* than to *BUS DRIVER*.

![An example of a concept hierarchy.](https://www.nlm.nih.gov/mesh/)

Resnik [85] proposes to compute the similarity of two concepts \(c_1\) and \(c_2\) given a concept hierarchy as a distance to the least common hypernym:

\[
sim(c_1, c_2) = \max_{c \in H(c_1, c_2)} -\log p(c)
\]  

(2.2)

with \(H(c_1, c_2)\) denoting the set of common hypernyms.

Function \(-\log p(c)\) describes information content of a concept \(c\). It is 1 for the root node and decreases monotonically along the depth of the hierarchy.

\(^{21}\) [https://www.nlm.nih.gov/mesh/](https://www.nlm.nih.gov/mesh/) accessed on 27.06.2017
However, in practice, object labels are highly ambiguous and can be mapped to several concepts. Consider the term doctor which can be mapped both to DOCTOR (MEDICAL) and DOCTOR (PhD). Resnik’s formula for measuring similarity between two labels $l_1$ and $l_2$ is:

$$sim(l_1, l_2) = \max_{c_1 \in \text{concepts}(l_1)} \max_{c_2 \in \text{concepts}(l_2)} sim(c_1, c_2)$$ (2.3)

where $\text{concepts}(l_1)$ are all possible concepts for the label $l_1$. $\text{concepts}(l_2)$ has similar meaning.

Taxonomy-based metrics are, however, highly sensitive to the classification criteria used for constructing the underlying classification of concepts.

### Synset-based Similarity

WordNet maps each term to a set of its synonyms (synsets). For example, doctor is synonymic to doctor, doc, physician, MD, Dr., medico.

Euzenat et al. [30] describe similarity of two concepts as Jaccard similarity of their synsets:

$$sim(c_1, c_2) = \frac{|S(c_1) \cap S(c_2)|}{|S(c_1) \cup S(c_2)|}$$ (2.4)

where $S(c_1)$ and $S(c_2)$ are the synsets for concepts $c_1$ and $c_2$.

### Gloss-based Similarity

In dictionaries and semantic word networks, a word is also annotated with a verbal description of its meaning (a gloss). For example, doctor: a licensed medical practitioner. Banerjee et al. [6] use similarity of concept glosses as a proxy to concept similarity:

$$sim(c_1, c_2) = \sum |\text{overlapping_sequence}(\text{gloss}(c_1), \text{gloss}(c_2))|^2$$ (2.5)

where $\text{overlapping_sequence}$ is an overlap of consecutive content words. This formula explicitly prefers encountering phrase overlap of $n$ words long rather than $n$ overlaps of length one.

To capture more context for a concept, its gloss can be extended by the glosses of its hypernyms or hyponyms as shown by Banerjee et al. in [7].
Aggregated similarity is composed of gloss similarities of all possible pairs of concepts related to $c_1$ and $c_2$:

$$sim_{ext}(c_1, c_2) = \sum_{\forall R_1, R_2} sim(R_1(c_1), R_2(c_2))$$ (2.6)

where $R_1(c_1)$ is a concept in the WordNet graph connected to $c_1$ via relation $R_1$ (for example, hypernym or hyponym). $R_2$ has analogous meaning.

Instead of annotating a concept with its WordNet gloss, some approaches (e.g., developed by Gracia et al. [39]) annotate concepts with descriptions from Web data. Paulheim [80] proposes fetching concept descriptions from results of a search engine. Each concept is supplied to a search engine as a query and snippets of the returned relevant pages are concatenated into one large concept description.

**Similarity Based on Link Graph**

Large interlinked knowledge collections such as Wikipedia contain a large number of cross-referenced pages. Pages belonging to the same topic (like pages about ecology) tend to be better interlinked than pages about distant topics (e.g., War and Peace and Automobile). Milne et al. [67] quantify similarity between two concept pages by the overlap of their hyperlinks:

$$sim(c_1, c_2) = \frac{\log(\max(I(c_1), I(c_2)) \cdot \log(W) - \log(\min(I(c_1), I(c_2))))}{\log(W) - \log(\min(I(c_1), I(c_2))))}$$ (2.7)

where $W$ is the total number of pages in Wikipedia and $I(c_1)$ denote the set of incoming links for concept page $c_1$.

Turdakov and Velikov [101] additionally define weights for various types of links when computing Wikipedia-based similarity. Thus, two pages connected via a See also link are considered to be highly related, whereas links to date pages have the lowest weight.

**Multilingual Similarity**

A special case of terminological heterogeneity is multilingualism - comparing category and instance titles which are in different languages.

Usually, a pivot language is selected and titles of knowledge repositories are converted to it with the help of a dictionary or a translation service. Spohr et al. [92] and Fu et al. [34] refer to this scenario as cross-lingual matching. Let $KR_1$ and $KR_2$ be two knowledge repositories to be aligned. They expose
titles of their objects in languages $l_1$ and $l_2$ respectively. Possible similarity computation strategies are:

- fix $l_2$ as the pivot language, translate all titles in $KR_1$ to $l_2$ and perform similarity computation in language $l_2$;
- same as above, but $l_1$ is fixed as the pivot;
- choose a third language $l_3 \neq l_2 \neq l_1$, translate both $KR_1$ and $KR_2$ to $l_3$ and compute title similarities.

Some knowledge repositories such as YAGO already provide titles in several languages for its categories, instances and relations. That is, each object in $KR_1$ is annotated with titles in a set of languages $L_1$ and in $KR_2$ in languages $L_2$. Then, to compute similarity between two objects in $KR_1$ and $KR_2$, one can compare titles of these objects in each of the languages $L_1 \cap L_2$. In this scenario, no mediator is needed and this can be considered as an intrinsic technique.

### 2.5 Structural Heterogeneity

The similarity methods described above use node-level information in isolation to make an alignment decision. In some cases, however, making a correct decision is not possible without having a global view on the knowledge repository. Take the book category *Europe* in a product catalog as an example. Without knowing its context (its place in the hierarchy and books belonging to it) one can not unambiguously detect its meaning - whether it is a category containing travel guides or books about European history. In this section we review methods working with structure-level information.

#### 2.5.1 Graph-based Techniques

Alignment methods based on link structures of knowledge repositories assume that similar nodes must appear with similar link structures.

Anchor-PROMPT is a semi-automatic ontology alignment tool developed by Noy and Musen [77], which heavily relies on the link structure. The system expects a user input - a set of correct alignments (anchors). The anchors are used to guide the alignment procedure towards correct matching decisions. Discovering further alignments is done relying solely on the graph structure of input ontologies. We illustrate the algorithm by the example adopted from [77] (cf.
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Figure 2.3: An example of two ontologies with a partial alignment. The black arrows are the relations between the concepts. For conciseness, relation labels are omitted. The concepts marked with blue color are the starting and the terminal positions. Blue arrows denote the correct alignment provided by the user.

Figure 2.3. The blue nodes represent the alignments provided by the user. TRIAL and trial are taken as starting concepts, and PERSON and person as terminal concepts. Anchor-PROMPT considers all possible paths between the starting and the terminal concepts in each ontology. Every time a pair of concepts appears in the same position in both paths, its similarity increases by a predefined value $\alpha$. Assume, the two paths are generated:

\[
\text{TRIAL} \rightarrow \text{PROTOCOL} \rightarrow \text{STUDY} - \text{SITE} \rightarrow \text{PERSON} \quad \text{and} \quad \text{trial} \rightarrow \text{design} \rightarrow \text{blinding} \rightarrow \text{person}.
\]

Then, $\text{sim} (\text{PROTOCOL}, \text{design})$ and $\text{sim} (\text{STUDY} - \text{SITE}, \text{blinding})$ increase by $\alpha$. Obviously, the more similar the link structure around two concepts is, the more likely they appear in the same position in the paths generated for each ontology.

Aligning two link graphs is similar in spirit to finding matching subgraphs. Zampelli et al. [110] proposed a method for approximate constrained subgraph matching. A classical subgraph matching problem is: given a pattern graph $G_p = (V_p, E_p)$ and a target graph $G_t = (V_t, E_t)$, find a mapping function $f : V_p \rightarrow V_t$ such that $(v_1, v_2) \in E_p \iff (f(v_1), f(v_2)) \in E_t$. For an approximate matching, one can design a set of constraints such as optional nodes or forbidden edges. Ontologies, for example, have rich information on ranges and domains.
for relations, which can be easily converted into a set of forbidden edges.

Another system for finding a fuzzy match of a pattern graph in a target graph is SAGA developed by Tian et al. [100]. Instead of predefining forbidden edges and optional nodes, SAGA devises a subgraph distance function which penalizes a matching between two subgraphs if:

- two subgraphs are structurally different;
- matched nodes have different labels, and
- there are nodes in the pattern graph, which cannot be matched to any nodes in the target graph.

Among all possible subgraphs in the target graph, SAGA selects the one with the minimal distance to the pattern graph.

### 2.5.2 Taxonomy-based Techniques

The taxonomic structure of a knowledge repository – its `subcategoryOf` hierarchy – can be exploited in the structure-level alignment methods in two ways. On one hand, structural similarity of two subtrees can act as a proxy to the semantic similarity of their roots. On the other hand, taxonomic structure can be used for detecting and repairing inconsistent alignments.

Spohr, Hollink and Cimiano [92] describe a method for aligning two taxonomies of financial accounting standards (FAS). These taxonomies have a specific structure. In addition to a hierarchical structure of financial terms, a FAS also provides an information on how a particular financial concept is calculated. For example, \( \text{assets} = \text{current assets} + \text{non-current assets} \), where \( \text{assets} \), \( \text{current assets} \) and \( \text{non-current assets} \) are concepts in a FAS taxonomy.

In turn, each term also can be a combination of several concepts. This results in a hierarchy of computations of financial concepts. The authors propose a learning method to aligning two taxonomies, defining a variety of structure-based features. Let \( c_1 \) and \( c_2 \) be two concepts and \( C(c_1) \) and \( C(c_2) \) be their composing subconcepts. Assume that the calculation of a financial concept is preformed in a similar manner across countries. Then, \( c_1 \) and \( c_2 \) must have the same number of composing subconcepts. Formally, the taxonomy-based similarity of \( c_1 \) and \( c_2 \) can be expressed as:

\[
\text{sim}(c_1, c_2) = 1 - \frac{|C(c_1)| - |C(c_2)|}{\max(|C(c_1)|, |C(c_2)|)} \quad (2.8)
\]
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The impact of structural features on increasing alignment performance has been shown experimentally by Do and Rahm [22] and Madhavan et al. [63]. However, the above formula is quite restrictive and can not be transferred to the cases when categorization criteria differs substantially across KRs.

Noy and Musen [76] introduce PROMPT tool for ontology merging with an incorporated repair module for keeping alignments coherent with respect to the taxonomic structures of source ontologies. PROMPT automatically detects as many equivalent categories as possible based on category names. This initial alignment is presented to the user, who can take one of the pre-specified actions - merge aligned categories, make a deep copy of a category from one ontology (copying all child categories as well), or make a shallow copy by taking over only the category itself. Each of the actions might potentially lead to an incoherent alignment or to discovering more alignments. Assume two categories $c_1$ and $c_2$ from source ontologies are fused by a user into a new category $c$ in the merged ontology. Some of the actions which PROMPT can take relying on the category systems of both ontologies are:

- alert a user if $c$ has more than one path to one of its parents;
- suggest connecting parent categories of $c_1$ and $c_2$ to $c$ with $\text{subclassOf}$ relation; and
- discover all pairs of linguistically similar child categories in case $c_1$ and $c_2$ are marked by a user as equivalent.

The performance of PROMPT is highly dependent on the initial guess it makes to produce equivalent categories. If terminological overlap between two ontologies is poor, an extensive merging can not be guaranteed.

2.5.3 Instance-based Techniques

A strong signal of category equivalence can be obtained from the instances that the categories share. Ichise et al. [46] propose using $k$-statistics developed by Fleiss [31] to detect pairs of equivalent categories between two taxonomies. For each pair of categories, two probabilities are calculated. $P$ denotes the probability of categories $c_1$ and $c_2$ being equivalent due to expressing the same concept and $P'$ is the probability of $c_1$ and $c_2$ being equivalent by chance:
\[ P(c_1, c_2) = \frac{N_{11} + N_{22}}{N_{11} + N_{12} + N_{21} + N_{22}} \]  
\[ P'(c_1, c_2) = \frac{(N_{11} + N_{12})(N_{11} + N_{21}) + (N_{21} + N_{22})(N_{12} + N_{22})}{(N_{11} + N_{12} + N_{21} + N_{22})^2} \]

Symbols \( N \) denote the values in the contingency table for categories \( c_1 \) and \( c_2 \) (Table 2.1).

<table>
<thead>
<tr>
<th>Category ( c_2 )</th>
<th>belong</th>
<th>not belong</th>
</tr>
</thead>
<tbody>
<tr>
<td>belong</td>
<td>( N_{11} )</td>
<td>( N_{12} )</td>
</tr>
<tr>
<td>not belong</td>
<td>( N_{21} )</td>
<td>( N_{22} )</td>
</tr>
</tbody>
</table>

Table 2.1: Contingency table for sharing instances between two categories \( c_1 \) and \( c_2 \).

The value of the \( k \)-statistics is computed as \( k = \frac{P - P'}{1 - P'} \).

Ichise et al. [46] propose to compare categories of two taxonomies in a top-down fashion and entirely rely on the assumption, that similar categories comprise similar sub-categories. First, using \( k \)-statistics equivalences between the root categories of the taxonomies are induced. To shrink the search space, subtrees rooted at the equivalent categories are traversed recursively to compute \( k \)-statistics between all possible category pairs between two taxonomies.

The drawbacks associated with bounding the exploration space by subtrees rooted at the already aligned categories were discussed in the previous section. Additionally, to produce an alignment covering the majority of categories in both taxonomies, one has to supply an extensive set of resembling instances. For some use cases, resembling instances can be detected automatically, for example, by finding matching URLs in two Web directories. However, if both taxonomies do not share instances or equivalent instances can not be easily detected, a sophisticated matching procedure or manual labelling has to take place.

### 2.6 Alignment Pipeline Models

The techniques described in the last two sections represent unit similarity operations. There are several ways how these unit measurements can be combined.
into a pipeline to produce the final alignment. A simple pipeline chains several terminology- and structure-level matchers or aggregates their similarities into a single value. BLOOMS [47] and WikiMatch [42] are examples of the systems implementing this design choice. In this section, we consider more sophisticated architectures based on iterative or fixed-point computations.

2.6.1 Iterative Algorithms

When aligning highly heterogeneous knowledge repositories, one has to account for situations when an alignment algorithm cannot take an optimal automatic decision. Along with incorporating special rules for dealing with these edge cases, an algorithm can reserve a slot for interacting with a human judge.

Figure 2.4 shows the flow of the PROMPT system mentioned above. To merge two input ontologies, PROMPT computes an initial alignment by comparing titles. The subsequent procedures happen in a loop:

- a user selects an operation suggested by PROMPT. For example, merge classes of two ontologies or copy a category from one ontology into the merged one;
- PROMPT performs the operation and makes needed updates, for instance, after copying a category, all of its children have to be copied;
- an operation can potentially lead to a conflict or inconsistency such as a copied category without its parent category. In these cases, PROMPT generates possible operations to resolve the conflict (e.g., copying the parent category too) and pushes them into the operations queue.

Figure 2.4: Iterative alignment computation implemented in PROMPT. The operation in the blue box is performed by the user. The white boxes denote automatic procedures.
This model actively involves a user into the merging cycle. However, tools of this kind have to expose the provenance of the inconsistencies or conflicts in a very clear way such that a user can take an appropriate decision about its resolution.

2.6.2 Fixed Point Algorithms

In contrast to the iterative approach, fixed point algorithms have a numerical criteria for terminating alignment updates.

PARIS [96] is a probabilistic framework for aligning relations, instances and schemas. The main idea of PARIS is that knowing instance equivalences contributes to the confidence about similarity of relations and, in return, equivalent relations help to detect equivalent instances. An intuitive way of computing probability that two relations \( r \) and \( r' \) are equivalent, is to compute the portion of instance pairs shared between these relations:

\[
P(r \subseteq r') = \frac{|\{i, j : r(i, j) \land r'(i, j)\}|}{|\{i, j : r(i, j)\}|} \tag{2.11}
\]

Assuming that equivalent relations between two ontologies are known, the probability of instance equivalences can be written in the following form:

\[
P(i \equiv i') = 1 - \prod_{r(i, j), r'(i', j')} (1 - fun^{-1}(r) \cdot P(j \equiv j')) \tag{2.12}
\]

where \( fun^{-1}(r) \) is global inverse functionality of relation \( r \). A functionality of a relation is the average number of objects \( j \) per subject \( i \):

\[
fun(r) = \frac{|\{i : \exists j : r(i, j)\}|}{|\{i, j : r(i, j)\}|} \tag{2.13}
\]

For example, on average a person in an ontology has one nationality. The inverse functionality is the functionality of the reversed relation: \( fun^{-1}(r) = fun(r^{-1}) \).

Figure 2.5 illustrates the loop of computations performed by PARIS. Upfront, the similarities between instance and relations titles are computed using simple literal functions and for each pair of relations \( r \) and \( r' \) the probability \( P(r \subseteq r') \) is set to \( \theta \). PARIS updates probabilities of equivalences of instances and relations in turns. At each iteration, the assignments with maximal weights are fixed and used in the next step. Once these assignments stop changing, the algorithm is said to have reached its fixed point and stops. To this end, the
2.7. Conclusion

This chapter gave an overview of different kinds of knowledge repositories: taxonomies, link graphs and ontologies. Then, we defined the task of alignment construction for a pair of knowledge taxonomies. When an alignment is constructed, a knowledge repository curation can take place, i.e., learning missing associations from aligned KR. We gave an outline of techniques to compute alignments between KR objects using terminological and structural information. Lastly, we reviewed two models which combine the unit similarity computations into a pipeline to produce the final alignment.
Chapter 3
ACROSS: Reducing Terminological Heterogeneity

One of the challenges in enabling an interoperability of independently created knowledge repositories is bridging the terminological gap. This means, to determine the identity of the categories and instances contained in a knowledge repository, language varieties and possible multilingualism should be taken into account. If the terminological gap is too large, solutions such as converting category or instance titles to a canonical language via a translation tool or mapping onto a synonymy source such as WordNet are of limited advantage. For illustration, consider a book category with ancient Greek writings *Ancient & Classical*. Its possible counterparts in another catalog are *Classical Greek Poetry* and *Classical Greek speeches*. Detecting relevant counterparts and ranking them is a challenging task. In this chapter, we introduce the ACROSS\(^1\) system, our contribution to supporting alignment of knowledge repositories with high terminological diversity.

3.1 Motivation

The terminology used in a knowledge repository is shaped by its unique culture, which has manifold features. One of them is *language*. The importance of providing the data and products for users globally has been recognized by organizations in the public domain and e-commerce:

43% of Europeans never purchase online products and services in languages other than their own.\(^2\)

---

\(^1\)Short for ACcuRate alignment of multi-cultural taxOnomy SystemS
\(^2\)http://www.lr-coordination.eu/multilingual-europe, accessed on 28.02.2017
To address this, online marketplaces concentrate efforts on localizing their user interfaces. Initiatives such as the European Language Resource Coordination launched by the European Commission have their objective in developing methods for automated translation to enable public services across borders of the member states. Both use cases refer to offering a unified access to the same data collection through many languages. We are primarily interested in interlinking objects originating from different knowledge repositories.

Another cultural facet of a knowledge repository is the *purpose of its creation and its market orientation*. Organization of product catalogues is motivated by retail success. Among other goals, online marketplaces shape their classifications to boost sales of unsought products (i.e., the products the buyers were not aware of) or to increase the visibility of related products to enable their comparison. In contrast, the objective of library classification systems such as Dewey Decimal Classification (DDC) is to organize locations within a library according to subjects. This leads to a totally different organization of, for example, books with ancient Greek poetry:

Amazon.com: Dramas & Plays/Ancient & Classical

DDC: Literature & Rhetoric/Hellenic Literatures, Classical Greek/Classical Greek Poetry

Existing methods in ontology alignment and data integration assume high affinity between the two schemas to align. When aligning knowledge repositories mined Web-wide, high affinity can not be guaranteed.

As a concrete usage scenario, consider a book lover who is interested in finding out which books like-minded people are associating with his favorite topic in a different language of Amazon’s online shop or on a social tagging site such as Shelfari. Ideally, a user gets a handful of most relevant categories in a counterpart knowledge repository to which he can navigate. An alignment between categorization systems of online shops and social tagging sites allows for a seamless transition between them.

The considerations outlined in this section motivate the demand in an alignment method which:

1. produces a match between two categories if they are referred to using different vocabulary or language, and

2. outputs a concise and accurate list of relevant counterparts.

[^http://www.lr-coordination.eu/]: accessed on 27.06.2017
3.2. CONTRIBUTION

To address these challenges, we build a two staged alignment pipeline within ACROSS system.

The first step – semantic enrichment – is the core of ACROSS. Via mapping onto an intermediate taxonomy (Wikipedia), categories of both knowledge repositories are annotated with semantic labels. By computing similarities over the semantic labels, pairwise correspondences between categories of two knowledge repositories can be found.

The second step – constraint-aware reasoning – ensures linking to the most semantically related nodes while respecting two types of constraints. A hierarchy-preserving rule disallows that a descendant of a node $c$ in one taxonomy is mapped to an ancestor of $c$’s counterpart in the other taxonomy. Another rule ensures the coherence of the counterpart candidate sets by filtering out non-correlating candidates.

3.2 Contribution

ACROSS system addresses the outlined problem of alignment construction over knowledge repositories with high terminological heterogeneity. Reducing the terminological gap is a highly relevant task for applications which operate with many independently created knowledge repositories. The ability to jointly explore multiple KRs of this kind places the enormous asset of cultural diversity at the users’ disposal.

For mapping categories between different taxonomies, ACROSS harnesses instance-level features as well as distant supervision from an intermediate source like multiple Wikipedia editions. ACROSS also includes a reasoning step to arrive at high-quality alignment, using integer linear programming.

In summary, the contributions presented in this chapter are:

- **multi-cultural alignment**: we define and model the alignment problem for multi-cultural knowledge taxonomies;

- **background knowledge**: we utilize a taxonomy mediation source for category assignment of culture-independent semantic labels;

- **alignment as integer optimization problem**: we develop an algorithm for computing alignments based on the semantic labels, using integer optimization;
• *user involvement:* we study different seeding strategies for bringing the run-times down for exact reasoning with two types of constraints, without sacrificing the quality of the alignment;

• *comprehensive experimental study:* using user assessments for alignments between a variety of KB pairs we:
  
  – analyze linkings produced by ACROSS with respect to concepts with high and low spelling differences. We demonstrate that ACROSS is able to cover more cases, where relying on syntactic similarity or translation fails;
  
  – perform sensitivity study of linking with respect to the taxonomic levels. ACROSS outperforms the baseline solutions, producing linkings for categories on all taxonomic levels;
  
  – demonstrate that the proposed seeding strategies drastically reduce the run times of the reasoning step when dealing with complex taxonomies.

### 3.3 Computational Model

Definition 2.2 creates the basis for the computational model used in ACROSS. Given two independently created taxonomies $T_1$ and $T_2$, ACROSS considers:

1. the sets of categories $C(T_1)$, $C(T_2)$;

2. the sets of instances $I(T_1)$, $I(T_2)$;

3. $i$-$c$ edges for connecting instances to their categories; and

4. $c$-$c$ edges for expressing parent-child relation between two categories.

As we outlined in the introduction to this chapter, the heart of ACROSS is in bridging the terminological gap via mapping categories of $T_1$ and $T_2$ onto an intermediate taxonomy. In the intermediate taxonomy $\mathcal{I}$ we regard only the sets of its categories and instances – $C(\mathcal{I})$ and $I(\mathcal{I})$, and dismiss all the edges.

**Problem Definition 3.1.** Let $T_1$ and $T_2$ be two taxonomies with high terminological heterogeneity. Our goal is to find an alignment $\mathcal{A} = \{\langle c, k, \text{conf} \rangle : \text{conf} \in \mathbb{R}\}$ with the help of $C(\mathcal{I})$ and $I(\mathcal{I})$. More specifically, the goal is to compute, for each category $c$ of $T_1$ a ranked list of most suitable counterparts $k_1, k_2, \ldots$ in $T_2$. An analogous list is constructed for each $k \in C(T_2)$ as well.
3.4 Overview of ACROSS

Figure 3.1 illustrates the alignment procedure implemented in ACROSS.

We harness Wikipedia as an intermediate knowledge taxonomy, as different Wikipedia editions offer pages from a variety of languages. Throughout this chapter, we collectively refer to articles and categories in Wikipedia as pages.

We can associate a category node $c$ from a given taxonomy $T$ with a set of Wikipedia pages, using simple mapping heuristics onto Wikipedia, either based on the instances of $c$ or based on the surface name of $c$. For this mapping, we choose the Wikipedia edition that corresponds to $T$’s language, as illustrated in the example in Figure 3.1. *Historical Novels* and *Historischer Roman* are two labels obtained from Wikipedia. We canonicalize the labels towards one of the Wikipedia editions by following the inter-language links.

![Diagram showing the alignment process](image)

Figure 3.1: **Example alignment of categories Historical from amazon.com and Historische Romane (Historical Novels) from amazon.de. Wikipedia serves as a mediator for obtaining labels.**

Note, that instead of Wikipedia any Wikipedia-like source can be deployed. To this end, by comparing the sets of associated Wikipedia pages we compute pairwise similarities between categories of two taxonomies and produce an alignment $A$.

In summary, given two taxonomies $T_1$ and $T_2$, we compute an alignment and resolve terminological heterogeneity in three major steps:

1. Compute semantic labels for all categories $c$ and $k$ of $T_1$ and $T_2$, respectively, via mappings to an intermediate Wikipedia edition by finding relevant Wikipedia pages for
   a. the titles of $c$ and $k$
b. the instances of \( c \) and \( k \)

The titles of the relevant Wikipedia pages are considered as semantic labels. To perform matching onto Wikipedia pages, we rely on the Wikipedia search API. Contrary to using lexical rule-based matching strategies, we do not depend on the language in which the matching is carried out. Based on the overlap of the semantic labels, the instances-based and name-based alignments are produced.

2. Generate candidate mappings between \( T_1 \) and \( T_2 \) by combining instances-based and name-based mappings.

3. Consider additional constraints on the alignments and use combinatorial optimization methods to identify good alignments among the candidate ones.

Steps 1 and 2 can be viewed already as complete albeit very basic alignment algorithm. Step 3 performs constraint-aware reasoning to produce concise and accurate alignment suitable for human consumption. We discuss this step further in Section 3.7.

3.5 Semantic Labels (Step 1)

3.5.1 Name-based Semantic Labels (Step 1.a)

The name-based rule finds relevant Wikipedia pages for category \( c \) of taxonomy \( T \) using the title of \( c \).

Definition 3.1. Let \( L_c \) be a set of title-based semantic labels for category \( c \in C(T_1) \) and \( L_k \) the analogous set for category \( k \in C(T_2) \). Then name-based similarity \( n\text{-}sim(c, k) \) between \( c \) and \( k \) is defined as Jaccard similarity between \( L_c \) and \( L_k \):

\[
n\text{-}sim(c, k) = \frac{|L_c \cap L_k|}{|L_c \cup L_k|}
\]

In this scenario, search results and their socially curated inter-language links are used as a “smart translation” of the Wikipedia community. If two category titles are not exact translations of each other, the alignment between them still can be restored. As an example, a category from medical department of amazon.de Blutzuckermessgeräte (en. Glucometers) can be matched with the
English target *Blood Glucose Monitors* without being a literal translation and without involving expensive synonym resolution procedure.

### 3.5.2 Instance-based Semantic Labels (Step 1.b)

In contrast to the name-based procedure, we pose instance names from a taxonomy to the Wikipedia search API and retrieve a list of relevant pages per instance. Wikipedia search results serve as *semantic labels* for the instances and, transitively, for the categories in $T_1$ and $T_2$. In the case of two taxonomies $T_1$ and $T_2$ originated in different languages, search results are canonicalized to one of the both languages. We achieve this by following the inter-language links in Wikipedia.

Contrary to the name-based rule, the same semantic label can be assigned to a category through many instances. In Figure 3.1 two instances of the same category return *Historical Novels* in the search. A natural way of modelling this situation is expressing each category $c$ in the taxonomy $T$ as a frequency vector over the set of semantic labels. A frequency vector captures the weight of a semantic label in a category, as well as its specificity – distribution over all categories in the source. This is similar to the *TFIDF* measure for terms in a document collection.

Let $V_c = \langle v_{c,1}, v_{c,2}... \rangle$ be the frequency vector of semantic labels for category $c$. Each component $v_{c,l}$, describing label $l$, is computed as:

$$v_{c,l} = lf(l,c) \cdot icf(l,T) \quad (3.1)$$

with $lf(l,c)$ being the label frequency in category $c$ and $icf(l,T)$ being the inverse category frequency in source $T$.

$$icf(l,T) = \log \frac{|C(T)|}{C'} \quad (3.2)$$

where $C'$ is the number of categories containing $l$.

Due to following inter-language links, categories from $T_1$ and $T_2$ are mapped to the same space of semantic labels.

**Definition 3.2.** The *instance-based similarity* of two categories $c \in C(T_1)$ and $k \in C(T_2)$ is defined as cosine similarity over their frequency vectors of semantic labels:
iu-\text{sim}(c, k) = \frac{\sum_{l=1}^{n} v_{c,l} \cdot v_{k,l}}{\sqrt{\sum_{l=1}^{n} v_{c,l}^2} \cdot \sqrt{\sum_{l=1}^{n} v_{k,l}^2}} \quad (3.3)

where \( n \) is the total number of semantic labels.

In contrast to the Definition 3.1, semantic labels contribute to categories with different weights. To account for the weights we have chosen cosine similarity as one of the standard approaches.

Using Wikipedia search accounts for linguistic complexity, niche- and market-specific instances. Drug names are a good illustration, as they are usually not shared across countries. Consider two categories - Pain Relievers from a U.S.-based retailer and Schmerzmittel (en.: Pain Relievers) from a Germany-based one. Aleve is a product in Pain Relievers and Dolormin is a product in Schmerzmittel. In this representation, both categories contain disjoint sets of products. Through mapping to Wikipedia pages, both drug names are lifted to the semantic label Naproxen. This lifting allows “crossing” the market borders and making a transition between categories Pain Relievers and Schmerzmittel.

3.6 Candidate Alignments (Step 2)

The second step merges mapping produced by instance- and name-based rules. Alignment weight \( w(c, k) \) between categories \( c \in C(T_1) \) and \( k \in C(T_2) \) is a linear combination of two weights:

\[
  w(c, k) = \alpha \cdot i:\text{-sim}(c, k) + (1 - \alpha) \cdot n:\text{sim}(c, k) \quad (3.4)
\]

For a source \( c \in C(T_1) \), the found candidate targets \( k_1, k_2, \ldots \) are ranked according to their weights. Parameter \( \alpha \) controls which of the two semantification rules is more emphasized. In our experiments, we used \( \alpha = 0.5 \).

Combining the two rules induces benefits in at least two aspects. First, we reduce the problem of sparsity. This occurs, when a category has a long or rare title and the name-based rule fails to generate a mapping, the instance-based mapping still produces an alignment. Second, we apply community knowledge in order to resolve textual ambiguities. We achieve this by incorporating the weights coming from the instances-based mapping. Instances serve as a context for ranking categories with ambiguous names. For example, both book categories Fiction by Country/Germany and Travel/Germany have the same
category name, but can be clearly disambiguated while fetching semantic labels from their instances.

**Definition 3.3.** Thus, we compile a set of candidate alignments \( \mathcal{A}' \) by thresholding with a user-defined value \( \theta \):

\[
\mathcal{A}' = \{ (c, k, w(c, k)) : w(c, k) \geq \theta \}
\]

### 3.7 Constraint-Aware Reasoning (Step 3)

The basic alignment described in the previous section maps each source category \( c \in C(T_1) \) to a set of candidate targets \( k_1, k_2, \ldots \in C(T_2) \) in isolation. This can lead to redundant or erroneous alignments – e.g. mapping to both, a parent and a child category, or mapping to two uncorrelated categories. The methods introduced in this section are aimed at joined alignment between a pair of taxonomies. We formulate the reasoning task in terms of integer linear programming (ILP).

The variables of the ILP model are created as follows. For each triple \( (c, k, w(c, k)) \in \mathcal{A}' \) we create a binary variable \( A_{c,k} \). \( A_{c,k} \) is set to 1 if categories \( c \) and \( k \) are aligned in the current solution. Otherwise, it is 0.

#### 3.7.1 Objective Function

The primary goal is to find an alignment with the maximal weight. Linking between a pair of categories \( c \) and \( k \), from \( T_1 \) and \( T_2 \) respectively, is weighted as in Formula 3.4. When considering all candidate linkings between \( T_1 \) and \( T_2 \), the objective is:

\[
\max \sum_{c \in C(T_1), k \in C(T_2)} w(c, k) \cdot A_{c,k}
\]

It is obvious, that by setting all \( A_{c,k} = 1 \), the function reaches its maximal weight and we get the original alignment \( \mathcal{A}' \). This, however, can lead to inconsistent alignments. In the next subsection we describe two types of inconsistencies and introduce constraints to counter them.
3.7.2 Constraints

Child Constraint (PCH)

Taxonomies organize their categories in hierarchies. When mapping different source categories to a target taxonomy, we could arrive at a situation where a parent-child relationship in the source taxonomy is reversed in the mapping to the target taxonomy. Figure 3.2(a) shows an example. We view such a situation as a violation of a parent-child constraint. We consider two cases:

a). A source category $c$ is linked to targets $k$ and $k'$, and $k$ is a (transitive) parent of $k'$. For example, Literature & Fiction from amazon.com might be linked both to Belletristik and Belletristik/Historische Romane. Dropping the latter target category makes the candidate list more concise.

b). There is a pair of crossing links – a parent-child pair from the source taxonomy is linked to a child-parent pair in the target taxonomy. In this case, only one of the two linkages should be kept. In the example of Figure 3.2(a), aligning the pair of categories (Historical, Historische Romane) should exclude the noisy pair (Short Stories, Belletristik) from a feasible solution.

We introduce a set of linear constraints in order to exclude the alignments violating the hierarchy relation. Expression 3.7 blocks linking category $c$ both to $k$ and $k$’s parent. Thus, it tackles the violation of type a.

$$\forall c \in C(T_1), k, k' \in C(T_2) :$$
$$k \text{ is more general than } k'$$
$$A_{c,k} + A_{c,k'} \leq 1$$

(3.7)

The analogous constraint is added for a category $k \in C(T_2)$ and a pair of categories $c, c' \in C(T_1)$, where $c$ is more general than $c'$.

In order to resolve the violation of type b, at most one linking from a pair of crossing links might enter a feasible solution.

$$\forall c, c' \in C(T_1), k, k' \in C(T_2) :$$
$$c \text{ is more general than } c' \text{ and }$$
$$k' \text{ is more general than } k$$
$$A_{c,k} + A_{c',k'} \leq 1$$

(3.8)
Anti-Correlation Hard Constraint (ACH)

This set of constraints addresses another desirable property of taxonomy alignments. When mapping a source category $c$ to multiple target categories $k_1, k_2, \ldots$, we expect the target categories to be semantically coherent. Figure 3.2(b) illustrates a situation where this is violated. Candidate target *Computer & Internet*, which is obviously a wrong match, is negatively correlated with the other two candidate targets. Dropping it makes the candidate list more coherent.

We formalize this intuition by computing the instance-based correlation between candidate targets. When two targets are negatively correlated, only one of them should be kept. This is specified by the following constraints:

\begin{align}
A_{c,k} + A_{c,k'} &\leq 1 \text{ if } corr(k, k') \leq 0 \\
A_{c,k} + A_{c',k} &\leq 1 \text{ if } corr(c, c') \leq 0
\end{align}  

(3.9)

where $corr(x, y)$ is the Pearson’s correlation coefficient between the instance vectors of the categories $x$ and $y$:

\begin{equation}
corr(x, y) = \frac{n \sum x_i y_i - \sum x_i \sum y_i}{\sqrt{n \sum x_i^2 - (\sum x_i)^2} \cdot \sqrt{n \sum y_i^2 - (\sum y_i)^2}}
\end{equation}

(3.10)

$x_i$ expresses the number of occurrences of instance $i$ in the category $x$ to capture multiple occurrences of an instance in a category. Entries of $y$ have analogous meaning.

(a) Parent-child constraint violation. (b) Anti-correlation constraint violation. Counterpart *Computer & Internet* correlates negatively with the rest of the linkings (*Klassiker* and *Historische Romane*).

Figure 3.2: Examples of constraint violations.
Anti-Correlation Soft Constraint (ACS)

Forcing all candidate targets to be positively correlated may be too aggressive. Instead, we can relax the anti-correlation constraint and define a “soft” variant of it via a penalty or reward term in the objective function of the combinatorial optimization.

For a source category \( c \) and candidate targets \( k, k' \ldots \) the reward is the pairwise correlation between all target categories. We denote this by \( \text{corr}_{T_2} \):

\[
\text{corr}_{T_2/T_1} = \sum_{c \in C(T_1)} \sum_{k \in C(T_2)} \sum_{k' \in C(T_2)} \text{corr}(k, k') \cdot A_{c,k} \cdot A_{c,k'}
\] (3.11)

In other words, \( \text{corr}_{T_2/T_1} \) expresses the degree of coherence within the taxonomy \( T_2 \) when matching the classes of \( T_1 \) to the classes of \( T_2 \).

Analogously, we define the reward for pairwise correlation of the source categories that would be aligned with the same target. We denote this as \( \text{corr}_{T_1/T_2} \). Note that negative correlations between category pairs in either the targets in \( T_2 \) or the sources in \( T_1 \) automatically reduces the value of the sum and thus results in a penalty.

Now, we extend the objective function, beyond merely maximizing the alignment weight, by maximizing the sum of the alignment weight and the two reward terms. The objective function of this model thus becomes:

\[
\max \left[ \sum_{c \in C(T_1), k \in C(T_2)} w(c, k) \cdot A_{c,k} + \text{corr}_{T_1/T_2} + \text{corr}_{T_2/T_1} \right]
\] (3.12)

Note that the reward terms contain a product of decision variables. Since \( A \) variables are binary, one can easily convert this model into a linear model with linear constraints by introducing a new binary variable for each pair \( (A_{c,k}, A_{c,k'}) \). It increases the dimensionality of the model, but makes it more expressive. Most of the state-of-the-art solvers like Gurobi are capable to deal with quadratic constraints and/or objective terms and aim to tighten the model formulation by, for example, presolving it and applying cutting planes algorithms.

Definition 3.4. The cleaned alignment \( \mathcal{A} \) is composed of all the variables \( A_{c,k} \) set to 1 after the optimization:

\[
\mathcal{A} = \{ (c, k, w(c, k)) \in \mathcal{A'} : A_{c,k} = 1 \}
\] (3.13)

\[\text{http://www.gurobi.com/resources/getting-started/mip-basics}\] accessed on 27.06.2017
3.8 Seeding Strategies

All the proposed methods are instances of an integer linear programming, which is known to be NP-hard in general. One way of dealing with large optimization instances is to solve a relaxation of the model. However, if we target the exact solution of the original problem, other approaches have to be studied. Consider an example of a model with two constraints:

\[
A_{c,k} + A_{c,k'} \leq 1 \quad (3.14)
\]
\[
A_{c,k} + A_{l,m} \leq 1 \quad (3.15)
\]

The variables in the model are closely coupled by being combined in mutual exclusion constraints. Fixing a variable to value 1 propagates the computation of other variables in the model in a cascading manner. We propose to incorporate a small number of truth linkings into the reasoning model, guiding the solver towards the optimal solution.

**Definition 3.5.** We define seeds as categories of the source or target taxonomies, for which the perfectly matching counterparts are provided by a human annotator. For example, the pair of categories (Historische Romane, Genre Fiction/Historical) from the German and the English Amazon match perfectly. Category Kinder- & Jugendliteratur of amazon.de is relevant to Teen & Young Adult from amazon.com, not matching it perfectly, though.

In previous research the problem of providing a small number of seeds without sacrificing the performance of a classifier has been studied in the scope of semi-supervised learning [17]. In the context of the label propagation framework, seeds are nodes for which correct labels are provided. Lin and Cohen [59] study the impact of selecting seeds based on network properties. The observation is, that “central” (or authoritative) nodes likely spread their influence in the network, so that annotating them will significantly improve the quality of a classifier.

In our study, we address not only the effectiveness of the seed categories with respect to the reasoning procedure, but also the amount of user involvement needed to find a matching counterpart. Our first observation is that some linkings are easier to detect for a human. On the other hand, seed categories can be scored by their impact in the model and the most influential ones be presented to a human annotator for labelling. Subsections 3.8.1 and 3.8.2 describe these two strategies.
3.8.1 Depth-based Seeding

When browsing through the product categories of online shops, one notices that some labelling decisions can be made instantly. Fig. 3.3 presents categories of two Amazon health departments (Germany- and US-based).

The matching categories can be detected by literal translation of category titles, and producing these alignments is not laborious. Generally, we assume that the top-level nodes are easier to annotate than the nodes deep in the taxonomy. This suggests the following strategy.

Definition 3.6. The depth-based score of a source category $c$ is its depth in the source taxonomy.

All categories in the source taxonomy are sorted according to their depth in descending order and the top-$k$ nodes are presented to a user for labelling. The ties are broken at random. This seeding rule has its limitations when the top-level categories of both taxonomies are orthogonal. In practice, one might go to the highest level at which a human annotator can make alignment decisions.

3.8.2 Impact-based Seeding

Despite the simplicity of labelling, following the depth-based strategy may have only small impact on run time.

Assume, all seeded categories appear only in one mutual exclusion constraint each. Therefore, by fixing $k$ seed categories, we resolve at most $k$ constraints. However, there might be categories participating in many constraints. The extended influence of these variables make them better seeds with respect to the optimization model. Detecting the most influential seeds is the idea behind the impact-based seeding strategy. For labelling purposes, the top $k$ categories scored by impact are presented to a human annotator.
3.9 Experimental Evaluation

In order to evaluate the alignment quality of our methods, we performed experiments with different taxonomies and human judges for assessment.

3.9.1 Experimental Setup

We experimented with taxonomies covering three domains: health, books and software. Our experiments are based on data retrieved from amazon.com and amazon.de. Amazon.com is the US-centric Web site of Amazon, while amazon.de represents its German “counterpart”. Despite being part of the same enterprise, category names and category system are independently maintained and, thus, different.

<table>
<thead>
<tr>
<th>Source</th>
<th>Domain</th>
<th># categories</th>
<th># instances</th>
<th>Market Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>amazon.de (Health)</td>
<td>Health</td>
<td>150</td>
<td>116,000</td>
<td>German</td>
</tr>
<tr>
<td>amazon.com (Health)</td>
<td>Health</td>
<td>198</td>
<td>435,000</td>
<td>US</td>
</tr>
<tr>
<td>amazon.de (Books)</td>
<td>Books</td>
<td>8,293</td>
<td>962,000</td>
<td>German</td>
</tr>
<tr>
<td>amazon.com (Books)</td>
<td>Books</td>
<td>5,846</td>
<td>1,754,000</td>
<td>US</td>
</tr>
<tr>
<td>dnb.de</td>
<td>Books</td>
<td>910</td>
<td>1,720,000</td>
<td>German</td>
</tr>
<tr>
<td>shelfari.com</td>
<td>Books</td>
<td>12,803</td>
<td>1,173,000</td>
<td>US</td>
</tr>
<tr>
<td>amazon.de (Software)</td>
<td>Software</td>
<td>701</td>
<td>125,000</td>
<td>German</td>
</tr>
<tr>
<td>amazon.com (Software)</td>
<td>Software</td>
<td>281</td>
<td>100,000</td>
<td>US</td>
</tr>
</tbody>
</table>

Table 3.1: Properties of the used taxonomies.

5Health domain: “Health Care” and “Medizin & Erste Hilfe”; books domain: “Books” and “Bücher”; software domain: “Software” in both stores
In addition to the aforementioned alignments “within” Amazon, we add two additional data sets for the book domain: a well curated library catalog from the German National Library, dnb.de, based on the Dewey Decimal Classification (DDC). As for contrasting, we incorporate the social tagging community shelfari.com, which is based on a community-created taxonomy. Thus, the taxonomies are very different in nature. First, they have different curation levels, ranging from manually curated up to social tagging. Second, they are culture specific based on their different origin. Third, they differ in their sizes varying from a broad 10,000 categories (shelfari.com) to focused 150 categories (amazon.de, health branch). Table 3.1 summarizes data set properties.

We now describe how the intermediate taxonomies were used. We consider each instance or category title as a query and retrieve relevant Wikipedia pages using its API. We perform both - title and text search. The top $k$ retrieved results become semantic labels (in the experiments we set $k = 5$). From our manual inspection, we observe that setting $k$ larger blows up the set of semantic labels, which are in many cases noisy. When aligning two taxonomies in different languages, labels of the source language are converted to the target language by following inter-language link. If there is no inter-language link for a search result, this Wikipedia page is disregarded.

Three judges participated in manual evaluation of the generated alignments. Each taxonomy pair was evaluated by two of them on a random sample of 100 categories. Alignment output of each method was annotated as matching or wrong. The annotators were instructed to mark as matching all relevant counterparts. I.e., both categories Classical Hellenic Poetry and Drama and Hellenic Literatures are considered to be matching for Drama/Greek and Roman. Cohen’s kappa of the inter-annotator agreement is 0.69, which is considered to be fairly good [52].

3.9.2 Methods

We have the following models under comparison:

1. The WikiMatch [42] approach makes a look-up in Wikipedia to align two input taxonomies. For a given category title as input query, it retrieves the results from the Wikipedia search engine. The similarity between two categories is expressed as the Jaccard similarity over the Wikipedia articles returned for each category. Following the inter-language links provided by Wikipedia allows WikiMatch to compare two data sources from different languages.
2. The S-Match [36] method reconstructs logical formulas for each category in the taxonomy. For example, category History/Europe is converted to the logical formula History AND Europe. A correspondence between two categories is found by comparing their logical formulas. We run S-Match with the Structure Preserving Semantic Matching option, which respects structural properties such as matching leaves only with leaves and internal nodes only with internal nodes.

3. Baseline ACROSS (Section 3.6).

4. ACROSS with enabled constraint-aware reasoning (Section 3.7).

5. ACROSS with seeding (Section 3.8).

3.9.3 Measures

We introduce the quality measures by which we compare the effectiveness of different alignment methods.

Let $S$ be the set of source categories in the sample set for assessments. For a category $c \in S$, let $\text{Cand}(c)$ be the ranked list of target categories that are generated by some method. Categories in $\text{Cand}(c)$ are ranked by the alignment weight (see Equation 3.4) in decreasing order.

Since $c$ is linked to a ranked list of target candidates, we consider standard information retrieval measures provided by TREC evaluation script\(^5\).

1. **Mean Reciprocal Rank (MRR).** We are interested in at which position in the ranked list of output categories we see the first match. Let $c$ be a source category and $r$ the rank of a match. Then, the reciprocal rank is $RR(c) = \frac{1}{r}$ If no match exists, then $RR(c) = 0$.

   For a sample of $|S|$ source categories, the MRR value is defined as:

   \[
   MRR = \frac{1}{|S|} \cdot \sum_{c \in S} RR(i) \quad (3.16)
   \]

2. **Mean Average Precision (MAP)** captures the accumulated precision over all ranked target categories at different recall levels:

   \[
   MAP = \frac{1}{|S|} \sum_{c \in S} \frac{1}{S_c} \sum_{k \in S_i} \text{precision}(\text{Cand}(i,k)) \quad (3.17)
   \]

\(^5\)http://trec.nist.gov/trec_eval accessed on 27.06.2017
where $|S|$ is the sample size, $S_c$ is the set of correct counterparts for source $c$ and $Cand(c,k)$ is the ranked list of targets for $c$ with cut-off rank $k$. We report on MAP with cut-off at rank 5.

Note, that if a method did not return any matching candidate, precision value is taken to be zero.

3. **Success@1** measures the portion of sources for which a correct counterpart was produced at rank 1:

\[
\text{success@1} = \frac{1}{|S|} \cdot \sum_{c \in S} \text{precision}(Cand(c,1))
\]

4. **Utility** is an unnormalized set utility measure, expressing how noisy is the list of retrieved documents. It rewards the method with $\alpha$ points for finding a correct match and penalizes with $\beta$ points for retrieving an irrelevant counterpart.

For a source $c$, the utility of its counterpart list $Cand(c)$ is:

\[
\text{utility}(Cand) = \alpha \cdot \text{No. of relevant counterparts} - \beta \cdot \text{No. of non-relevant counterparts}
\]

The final utility score for a method is computed as average utility over $S$. In our experiments, we set $\alpha = \beta = 1$.

5. **Coverage** expresses the number of source categories which were aligned with at least one matching counterpart.

### 3.9.4 Setup

All the methods under consideration rely on the similarity between the category titles. This can bias them towards producing trivial matches - nearly word-by-word translations. Therefore, we separate annotated examples into two groups - trivial and non-trivial matches and run the evaluation separately. A source category is said to have a trivial match if there is an unambiguous counterpart which can be detected by translation.
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Using the Yandex machine translation service[7] we cast all the titles of German taxonomies into English. The tokens of the titles are lemmatized and sorted, such that the matching between Benjamin Franklin (president) and Presidents: Franklin, Benjamin can be restored. If such a counterpart can not be found, we claim the source being a non-trivial case. Some examples of non-trivial and trivial alignment cases are given in Table 3.5.

Note that, category Travel Guides/Europe from the books department belongs to the non-trivial case as well. Although counterparts can be found by simple translation, they are ambiguous: Cooking by Continent/Europe, Religion/Europe or Traveling/Europe. Such categories belong to the non-trivial cases, since there is a need for disambiguation procedure.

3.9.5 Results

The experimental results for different taxonomy pairs are given in Tables 3.2 and 3.3. Results cover the full range of alignments of taxonomies with respect to size, curation level and origin. The plots in Figure 3.4 summarize the percentage of source categories which could be covered by at least one counterpart depending on method and category’s depth in the taxonomy.

Across all the experiments, we observe that for non-trivial cases the performance of all methods degrades whereas trivial alignments can be restored by any method with fairly high MAP@5, MRR and success@1 values.

We now discuss our findings on the strengths and weaknesses of each method separately.

WikiMatch outputs high quality alignments in terms of MRR, success@1 and utility for almost all of the use-cases. However, when considering two taxonomies with dissimilar categorization criteria and category titles, WikiMatch does not ensure high coverage for cross-lingual scenarios for non-trivial cases (for example, alignment between amazon.com↔amazon.de on Health). The absence of a reasoning or an alignment repair step leads WikiMatch to incoherent counterparts for category Religion in amazon.de (Books) (cf. Table 3.4), where all the counterparts are aligned with the highest weight (1.0). The authors of WikiMatch discuss this limitation as well. WikiMatch also experiences difficulties when aligning categorization schemes with different naming crite-
### Table 3.2: Experimental results for the domains of Software and Health.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAP@5</th>
<th>MRR</th>
<th>Success@1</th>
<th>Utility</th>
<th>Relevant Matches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>amazon.de→amazon.com (Health), NON-TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.26</td>
<td>0.40</td>
<td>0.38</td>
<td>-1.6</td>
<td>8</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.32</td>
<td>0.37</td>
<td>0.28</td>
<td>-84.00</td>
<td>62</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.39</td>
<td>0.44</td>
<td>0.44</td>
<td><strong>-0.22</strong></td>
<td>49</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.38</td>
<td>0.44</td>
<td>0.43</td>
<td>-0.25</td>
<td>46</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.38</td>
<td>0.45</td>
<td>0.45</td>
<td>-0.26</td>
<td>47</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td><strong>0.43</strong></td>
<td><strong>0.49</strong></td>
<td><strong>0.49</strong></td>
<td>-0.68</td>
<td>20</td>
</tr>
<tr>
<td><strong>amazon.de→amazon.com (Health), TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
<td>-1</td>
<td>11</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.76</td>
<td>0.84</td>
<td>0.78</td>
<td>-93.56</td>
<td>22</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.75</td>
<td>0.86</td>
<td>0.86</td>
<td>0.17</td>
<td>20</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.75</td>
<td>0.84</td>
<td>0.84</td>
<td>0.52</td>
<td>16</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.80</td>
<td>0.89</td>
<td>0.89</td>
<td><strong>0.63</strong></td>
<td>17</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td><strong>0.88</strong></td>
<td><strong>1.00</strong></td>
<td><strong>1.00</strong></td>
<td>0.61</td>
<td>18</td>
</tr>
<tr>
<td><strong>amazon.de→amazon.com (Software), NON-TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.26</td>
<td>0.31</td>
<td>0.31</td>
<td><strong>-1.12</strong></td>
<td>10</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.26</td>
<td>0.36</td>
<td>0.27</td>
<td>-35.61</td>
<td>68</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.26</td>
<td>0.37</td>
<td>0.32</td>
<td>-1.64</td>
<td>44</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.24</td>
<td>0.33</td>
<td>0.29</td>
<td>-1.64</td>
<td>40</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.25</td>
<td>0.34</td>
<td>0.30</td>
<td>-1.64</td>
<td>40</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td><strong>0.26</strong></td>
<td><strong>0.45</strong></td>
<td><strong>0.38</strong></td>
<td>-2.73</td>
<td>35</td>
</tr>
<tr>
<td><strong>amazon.de→amazon.com (Software), TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.74</td>
<td>0.79</td>
<td>0.75</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Baseline</td>
<td><strong>0.75</strong></td>
<td><strong>0.84</strong></td>
<td>0.77</td>
<td><strong>-25.5</strong></td>
<td>17</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.72</td>
<td>0.80</td>
<td>0.77</td>
<td>0.33</td>
<td>15</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.68</td>
<td>0.78</td>
<td>0.75</td>
<td>0.31</td>
<td>13</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.70</td>
<td>0.79</td>
<td>0.76</td>
<td>0.35</td>
<td>14</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.73</td>
<td>0.83</td>
<td><strong>0.83</strong></td>
<td><strong>-0.72</strong></td>
<td>15</td>
</tr>
</tbody>
</table>
### Table 3.3: Experimental results for the Books domain.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAP@5</th>
<th>MRR</th>
<th>Success@1</th>
<th>Utility</th>
<th>Relevant Matches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>amazon.de→amazon.com (Books), NON-TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.14</td>
<td>0.30</td>
<td>0.25</td>
<td>-8.43</td>
<td>24</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.11</td>
<td>0.41</td>
<td>0.35</td>
<td>-46.69</td>
<td>52</td>
</tr>
<tr>
<td>ACROSS</td>
<td><strong>0.17</strong></td>
<td>0.36</td>
<td>0.33</td>
<td><strong>-0.87</strong></td>
<td>24</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.10</td>
<td>0.38</td>
<td>0.33</td>
<td>-3.56</td>
<td>26</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.11</td>
<td>0.41</td>
<td>0.37</td>
<td>-3.13</td>
<td>34</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.10</td>
<td><strong>0.49</strong></td>
<td><strong>0.47</strong></td>
<td>-0.94</td>
<td>28</td>
</tr>
<tr>
<td><strong>amazon.de→amazon.com (Books), TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.12</td>
<td>0.50</td>
<td>0.46</td>
<td>-1.30</td>
<td>7</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.14</td>
<td>0.54</td>
<td>0.46</td>
<td>-88.23</td>
<td>12</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.16</td>
<td>0.60</td>
<td>0.60</td>
<td><strong>0.20</strong></td>
<td>6</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.14</td>
<td>0.41</td>
<td>0.33</td>
<td>-7.41</td>
<td>8</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td><strong>0.57</strong></td>
<td><strong>0.73</strong></td>
<td><strong>0.71</strong></td>
<td>-1.85</td>
<td>6</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.23</td>
<td>0.72</td>
<td>0.70</td>
<td>-1.60</td>
<td>8</td>
</tr>
<tr>
<td><strong>shelfari.com→amazon.com (Books), NON-TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-Match</td>
<td>0.47</td>
<td><strong>0.88</strong></td>
<td><strong>0.88</strong></td>
<td>0.77</td>
<td>24</td>
</tr>
<tr>
<td>WikiMatch</td>
<td><strong>0.58</strong></td>
<td>0.72</td>
<td>0.57</td>
<td>-1.04</td>
<td>47</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.48</td>
<td>0.61</td>
<td>0.44</td>
<td>-2.38</td>
<td>47</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.39</td>
<td>0.61</td>
<td>0.60</td>
<td>0.34</td>
<td>22</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.45</td>
<td>0.67</td>
<td>0.64</td>
<td>0.57</td>
<td>22</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.47</td>
<td>0.68</td>
<td>0.66</td>
<td>0.53</td>
<td>23</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.52</td>
<td>0.73</td>
<td>0.68</td>
<td>-1.25</td>
<td>43</td>
</tr>
<tr>
<td><strong>shelfari.com→amazon.com (Books), TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-Match</td>
<td><strong>0.68</strong></td>
<td>0.87</td>
<td>0.87</td>
<td>0.75</td>
<td>7</td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.62</td>
<td>0.82</td>
<td>0.82</td>
<td>0.63</td>
<td>38</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.52</td>
<td>0.72</td>
<td>0.71</td>
<td>-1.17</td>
<td>37</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.53</td>
<td>0.75</td>
<td>0.75</td>
<td>0.50</td>
<td>27</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.55</td>
<td>0.80</td>
<td>0.80</td>
<td>0.60</td>
<td>37</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.56</td>
<td>0.81</td>
<td>0.81</td>
<td>0.62</td>
<td>26</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.60</td>
<td>0.82</td>
<td>0.81</td>
<td>-0.40</td>
<td>34</td>
</tr>
<tr>
<td><strong>dnb.de→shelfari.com (Books), NON-TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.12</td>
<td>0.38</td>
<td>0.26</td>
<td>-11.23</td>
<td>51</td>
</tr>
<tr>
<td>Baseline</td>
<td><strong>0.29</strong></td>
<td>0.72</td>
<td>0.64</td>
<td>-1.60</td>
<td>67</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.18</td>
<td>0.65</td>
<td>0.62</td>
<td>0.55</td>
<td>49</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td>0.26</td>
<td><strong>0.96</strong></td>
<td><strong>0.95</strong></td>
<td>1.53</td>
<td>46</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.24</td>
<td>0.85</td>
<td>0.83</td>
<td>1.10</td>
<td>48</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.22</td>
<td>0.69</td>
<td>0.68</td>
<td>0.98</td>
<td>50</td>
</tr>
<tr>
<td><strong>dnb.de→shelfari.com (Books), TRIVIAL CASES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WikiMatch</td>
<td>0.19</td>
<td>0.54</td>
<td>0.66</td>
<td>0.41</td>
<td>17</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.19</td>
<td>0.55</td>
<td>0.40</td>
<td>0.3</td>
<td>17</td>
</tr>
<tr>
<td>ACROSS</td>
<td>0.13</td>
<td>0.50</td>
<td>0.50</td>
<td>0.25</td>
<td>10</td>
</tr>
<tr>
<td>+ tree-based seeds</td>
<td><strong>0.23</strong></td>
<td><strong>1.00</strong></td>
<td><strong>1.00</strong></td>
<td>1.71</td>
<td>14</td>
</tr>
<tr>
<td>+ impact-based seeds</td>
<td>0.19</td>
<td>0.82</td>
<td>0.82</td>
<td>1.23</td>
<td>14</td>
</tr>
<tr>
<td>ACROSS SOFT</td>
<td>0.19</td>
<td>0.70</td>
<td>0.65</td>
<td>1.2</td>
<td>15</td>
</tr>
</tbody>
</table>
Figure 3.4: Percentage of source categories per taxonomy level covered by different methods - comparing baseline ACROSS matching with WikiMatch and S-Match.

ria, e.g. shelfari.com↔dnb.de. The semantic relatedness between categories Drama/Greek and Roman and Classical Hellenic Poetry and Drama could not be resolved. This leads to lower MAP@5 values for the non-trivial cases.

We run the S-Match software on the amazon.com↔shelfari.com use case only, since it is not capable to deal with multi-lingual input taxonomies. S-Match performs well on the sources which have a target with similar tree path and category names along this path, therefore the correct counterpart History/Europe is taken and the wrong candidate Travel/Europe is eliminated. Slight modifications in wording or tree path decrease recall by filtering out candidates. Dealing with language varieties implies involving additional resources such as WordNet. S-Match ensures non-zero coverage for all levels in the shelfari taxonomy, however only 6% of the leaf categories got matched with a counterpart.

It is worth mentioning that, both, S-Match and WikiMatch, do not consider instances of the categories while constructing an alignment.

Baseline ACROSS. Our baseline solution reaches fairly high MAP and MRR values (up to 0.72 of MRR for dnb.de → shelfari.com for non-trivial cases). Since we rely on the instances for inferring the semantics of a category,
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<table>
<thead>
<tr>
<th>Source Category</th>
<th>WikiMatch</th>
<th>ILP(best configuration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drama/Greek and Roman</td>
<td>–</td>
<td>Classical Hellenic Poetry and Drama</td>
</tr>
<tr>
<td>Biografien &amp; Erinnerungen/Religion (en.: Biographies &amp; Memoirs/Religion)</td>
<td>Encyclopedias/Religion</td>
<td>Biographies &amp; Memoirs/Luther, Martin</td>
</tr>
<tr>
<td>Crafts, Hobbies &amp; Home/Scrapbooking</td>
<td>Home and Garden/Scrapbooking</td>
<td>Home and Garden/Scrapbooking</td>
</tr>
<tr>
<td>Alternative Medicine/Single Homeopathic Remedies</td>
<td>Homöopathische Einzelwirkstoffe (en.: Homeopathic Individual Active Substances)</td>
<td>Akupunktur (en.: Acupuncture)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Alternative Medizin (en.: Alternative Medicine)</td>
</tr>
</tbody>
</table>

Table 3.4: Anecdotal examples of found alignments.

<table>
<thead>
<tr>
<th>Use-case</th>
<th>Trivial</th>
<th>Non-Trivial</th>
</tr>
</thead>
<tbody>
<tr>
<td>amazon.de↔amazon.com (Health)</td>
<td>Alternative Medizin ↔ Alternative Medicine</td>
<td>Diabetes/Injektionsspritzen &amp; -kanülen ↔ Insulin Injectors</td>
</tr>
<tr>
<td></td>
<td>Erste Hilfe ↔ First Aid</td>
<td>Schlafen &amp; Beruhigung ↔ Sleep &amp; Snoring</td>
</tr>
<tr>
<td>amazon.de↔amazon.com (Software)</td>
<td>Betriebssysteme ↔ Operating Systems</td>
<td>Homebanking &amp; Money Management ↔ Budgeting</td>
</tr>
<tr>
<td></td>
<td>Sprachen ↔ Languages</td>
<td>Aktien &amp; Börse ↔ Investment Tools</td>
</tr>
<tr>
<td>dnb.de↔shelfari.com (Books)</td>
<td>Sozialwissenschaften ↔ Social Sciences</td>
<td>Der politische Prozess ↔ Political Theory</td>
</tr>
<tr>
<td></td>
<td>Ethik ↔ Ethics &amp; Morality</td>
<td>Bildhauerkunst, Keramik, Metallkunst ↔ Sculpture</td>
</tr>
<tr>
<td>shelfari.com↔amazon.com (Books)</td>
<td>Speech Processing ↔ Speech Processing</td>
<td>Latin America ↔ Argentina</td>
</tr>
<tr>
<td></td>
<td>Science &amp; Math ↔ Science</td>
<td>Mountain Biking ↔ Cycling</td>
</tr>
</tbody>
</table>

Table 3.5: Examples of trivial and non-trivial alignments.

our basic alignment procedure ensures better coverage. For all the use-cases, all the taxonomic levels could be provided with counterparts, covering more than 90% of the second-level categories in the health, software and books (shelfari.com ↔ amazon.com) experiments. For non-trivial cases in the health domain experiments, the baseline ACROSS outperforms WikiMatch by producing correct alignments for 62 source categories versus 8.

The plots in Figure 3.4 illustrate that the baseline method covers categories on all levels in the taxonomy. In the experiments on Health and Software domain, it produced counterparts for more than 80% of categories on depth 3-6. In the shelfari.com↔amazon.com experiment, both baseline ACROSS and WikiMatch failed to produce the correct linking between roots All Books (shelfari.com) and Books (amazon.com). The results of related pages returned from Wikipedia search API for queries All Books and Books are dissimilar, which leads to almost zero Jaccard coefficient. On the instances level, categories contain representative books from all child categories. Therefore, cosine similarity
over instances sets was also below pruning threshold.

**ACROSS with enabled constraint-aware reasoning** increases the utility (purity) of the counterpart recommendations, reaching 0.55 for the dnb.de→shelfari.com non-trivial use case. It also provides users with more correct counterparts at rank one, outperforming the baseline by more 16% for amazon.de→amazon.com (health domain) case over non-trivial instances.

**ACROSS with seeding.** Table 3.6 illustrates how seeding affects run times in comparison to the ACROSS reasoning without seeds. For all settings, 10 pairs of matching categories (i.e., 10 variables) were provided as seeds with the following total number of variables:

1. amazon.de↔amazon.com (Health) - 11,638
2. amazon.de↔amazon.com (Software) - 13,993
3. amazon.de↔amazon.com (Books) - 49,647
4. shelfari.com↔amazon.com (Books) - 55,170
5. dnb.de↔shelfari.com (Books) - 1,506

Incorporating only a small number of seeds drastically reduces the run times for complex cases, when reasoning has to be run over very noisy data or large taxonomies. For example, in the experiments over software domain, ACROSS had to reason over 22 targets per source category on average, whereas for the

<table>
<thead>
<tr>
<th>Setting</th>
<th>Method</th>
<th>Time in sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>amazon.de↔amazon.com (Health)</td>
<td>ACROSS</td>
<td>47.85</td>
</tr>
<tr>
<td></td>
<td>+ tree-based seeds</td>
<td>35.40</td>
</tr>
<tr>
<td></td>
<td>+ impact-based seeds</td>
<td>25.95</td>
</tr>
<tr>
<td>amazon.de↔amazon.com (Software)</td>
<td>ACROSS</td>
<td>74,790.07</td>
</tr>
<tr>
<td></td>
<td>+ tree-based seeds</td>
<td>2,795.72</td>
</tr>
<tr>
<td></td>
<td>+ impact-based seeds</td>
<td>1,648.67</td>
</tr>
<tr>
<td>dnb.de↔shelfari.com (Books)</td>
<td>ACROSS</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>+ tree-based seeds</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>+ impact-based seeds</td>
<td>0.05</td>
</tr>
<tr>
<td>shelfari.com↔amazon.com (Books)</td>
<td>ACROSS</td>
<td>1,175.34</td>
</tr>
<tr>
<td></td>
<td>+ depth-based seeds</td>
<td>1,071.72</td>
</tr>
<tr>
<td></td>
<td>+ impact-based seeds</td>
<td>874.93</td>
</tr>
<tr>
<td>amazon.de↔amazon.com (Books)</td>
<td>ACROSS</td>
<td>324,854.24</td>
</tr>
<tr>
<td></td>
<td>+ depth-based seeds</td>
<td>189,624.05</td>
</tr>
<tr>
<td></td>
<td>+ impact-based seeds</td>
<td>35,810.88</td>
</tr>
</tbody>
</table>
shelfari.com → amazon.com only upon 8 targets per source on average. Following
the impact-based seed selection strategy had the largest impact on bringing
run times down. For the experiments over the Software domain, the run times
were reduced by factor 45. In addition, the seeding step slightly improves link-
ing quality, by raising MAP@5 to 0.8 for trivial alignments in the health domain
and for utility in almost all experiments (see Tables 3.2 and 3.3).

For all the experiments, ACROSS performed best in terms of MRR and
success@1, when the anti-correlation constraint was softened according to the
Equation 3.12. When a target candidate got fixed, only a few other targets for
the same source may enter the final solution.

The ACROSS SOFT configuration penalizes a solution when non-correlating
targets are assigned to a source, rather than aggressively filtering them out.
For the health domain, this improves MRR values up to 1.0.

3.10 Related Work

The problem of interlinking multi-cultural taxonomies is adjacent to several
directions of past research. This section gives an overview of related work
within the four research fields.

Alignment with background knowledge has been harnessed for vari-
ous matching systems. The WikiMatch system [42] annotates objects (i.e.,
classes, entities, or properties) of the input ontologies with related Wikipedia
pages to produce a match. The annotations are found solely relying on the
surface object name. However, WikiMatch does not support any disambigua-
tion procedure to distinguish between equally named objects such as categories
Physics/Reference and Psychology/Reference. ACROSS tackles this problem
by additionally analyzing instances and reasoning with rules.

The WeSeE-Match tool [80] performs multilingual ontology alignment based
on computing string similarities of the translated titles. In contrast to this
strategy, we do not employ any translation tool due to various reasons. Book
titles, people names and compound category names limit the effectiveness of
translation-based systems. If a concept is aligned to several counterparts, WeSe-
Match uses edit distance for reasoning and ranking. ACROSS uses a more
sophisticated resolution scheme relying on category correlation and taxonomic
structure.

Utilizing either a set of domain-specific taxonomies or a set of ontologies from
the LOD cloud is shown to drastically boost matcher’s performance especially
for lexically heterogeneous input data. Sabou et al. [86] combine a large number of possibly heterogeneous intermediate ontologies to make an alignment decision. They also discuss automated selection of the intermediate ontologies, as opposed to laborious manual procedure. In our settings, ACROSS obtains semantic labels from Wikipedia editions, which are fixed prior to the alignment computation. In line with Sabou’s approach, relevant concepts from the intermediate ontologies are retrieved by a search engine. We do not explicitly filter out noisy semantic labels and address this problem by entrusting the Wikipedia search engine and by using weighting schemes like TFIDF. Aleksovski et al. [3] target detecting relations between concepts via relations of their anchors in the intermediate ontologies. To map onto the intermediate ontology, simple lexical heuristics are used. Incorporating several Wikipedia editions when aligning multilingual taxonomies places ACROSS in line with the both approaches, which use an ensemble of intermediate ontologies. Nevertheless, ACROSS has a fundamental difference from the reviewed works. Instead of interlinking plain lists, we are concerned about taxonomy alignment.

Alignment with reasoning. Rule-based alignment cleaning is the core component of many ontology matching applications. ALCOMO [64] is a library providing several alignment debugging procedures. For an inconsistent alignment, ALCOMO automatically detects a minimal repair. Since ALCOMO does not employ a weighting scheme for the alignments, the debugging step explicitly targets removing the minimal set of noisy matchings. ACORSS takes an alternative strategy to filter out wrong alignments taking into consideration alignment weights. LogMap [49] performs the clean-up procedure by removing alignments with minimal weights. We, however, focus on producing the final alignment satisfying the constraints and with the highest possible weight.

On the rapidly evolving Web, the ability to compute an alignment at scale becomes highly important. Hu et al. [45] consider the problem of matching two large ontologies. The heart of their approach is in partitioning the input ontologies into blocks based on their structural proximities. The alignments are computed within the blocks and then aggregated. However, this system does not include a reasoning step. Usually, the alignment repair step becomes a bottleneck as a distributed solution of the reasoning algorithm is not trivial to find. ACROSS tackles the scalability problem by fetching a small number of anchor alignments from a human annotator. The basic alignment procedure of ACROSS (i.e., without the reasoning) can be parallelized in a straightforward manner, since matching a pair of categories does not depend on the entire
hierarchy. The TACI system \[79\] targets the catalog integration problem for Web-scale taxonomies containing millions of entities. To arrive at a plausible run time, TACI incorporates a number of heuristics such as considering only top-k candidate categories per product or fixing category assignments for some of the products. This is very similar in spirit to the seeding step of ACROSS. However, TACI targets instance-to-category alignments, which are out of the scope of ACROSS.

**Multilingual data and knowledge alignment.** Nguyen et al. \[74\] describe a mapping of Wikipedia infoboxes across different editions. Values of infobox attributes are represented as judiciously constructed feature vectors in the underlying Wikipedia. Following the cross-lingual interwiki links allows two attributes from different languages to be compared. In addition, link-structure similarity, correlation similarity, and infobox types are used to compute alignments between infobox fields. In contrast, our setting focuses on categories, which are disregarded in \[74\]. Moreover, we address a wide variety of taxonomies beyond Wikipedia. Gracia et al. \[40\] discuss challenges arising from multi-lingual data in the Linked Open Data cloud. Our work is orthogonal to these issues: we focus on culture-specific category systems, not on RDF triples and entity linkage. Spohr et al \[92\] describe an approach to multilingual and cross-lingual ontology matching. A set of structural and string similarity features is fed into a support vector machine (SVM) algorithm. We do not use any learning algorithm, respecting structural and textual similarities of aligned categories though.

### 3.11 Summary

This chapter presented the ACROSS system for reducing terminological heterogeneity when aligning multi-cultural knowledge repositories. The heart of ACROSS is a method which maps all categories jointly and considers constraints to arrive at high-quality mappings, using integer linear programming. To narrow the terminological gap, ACROSS incorporates a search-based semantification procedure to map titles of objects in a KR onto Wikipedia articles of corresponding languages. This procedure makes ACROSS independent of synonym resolution and lexical matching tools. Including a structure-aware reasoner into ACROSS alignment pipeline clearly boosts the quality of the alignments. Additionally, we have studied two approaches to incorporate user feedback in order to limit the run times for our exact reasoning procedure.
Chapter 4

LILIANA and SESAME: Reducing Structural Heterogeneity

So far, we have investigated the alignment of taxonomies reducing their terminological heterogeneity. However, once the overlap of concepts or categories becomes rather small compared to the input repositories, terminology-based approaches like ACROSS reach their limits. As an example you might consider the link graph of general concepts published by the European Statistical Organization (Eurostat) and the link graph of Wikipedia, which in addition includes articles about people, organizations, events etc.

Although general concepts like *Refugee* are likely to be found in both link graphs, the article about *European Migrant Crisis* is missed out in Eurostat. This becomes an important limitation, when there is a demand in going beyond strict equivalences.

In this chapter we present two systems, LILIANA\(^1\) and SESAME\(^2\) for overcoming the problem of small structural overlap. Their core is in utilizing interlinking to the unmatched part of the knowledge repositories to unlock hidden alignments.

This chapter serves illustrative purposes as well. We present two analysis scenarios spanning disconnected knowledge repositories. The LILIANA system allows live linking of Web contents such as news articles with online statistical reports. The SESAME system enables explaining numerical statistics via linking onto Wikipedia pages about related events, people or organizations “causing” or being “affected” by statistical observations.

---

\(^1\)LIve LIinking for online statistic ANAlytics

\(^2\)Statistics Explored via Semantic AlignMEnt
4.1 Motivation

Figures 4.1 and 4.2 clarify what we mean by structural heterogeneity for taxonomies and link graphs.

The European Statistical Organization (Eurostat) serves as a gateway to statistical reports and numerical data. The reports are organized in a topic hierarchy, which is quite flat having at most 4 levels and totalling 40 categories. On the other side, there are wide and deep classification systems such as the type hierarchy of YAGO, which catalogs people, organizations, events etc. In total, YAGO holds more than 350,000 object types. As a collection of governmental statistics, Eurostat is primarily concerned about abstract topics like Asylum and Migration. YAGO, in contrast, is highly entity-centric. Take category Migrant Crises as an example, which includes only individual events.

Figure 4.1: An example of aligning two structurally different taxonomies. The perfectly matching categories are \(\langle\text{Migration, Asylum and Migration}\rangle\). To extend the alignment, child categories of the matched roots are also aligned but with a discounted confidence.

Seeking for strict equivalences between categories of two taxonomies is an infeasible solution in these settings. Within our LILIANA system we are looking for a method which enables stepping over the structural gap of two taxonomies. This allows establishing a relevance relation, for example, between categories Migrant Crises and Asylum and Migration.

Likewise, structural heterogeneity arises between link graphs as illustrated
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Figure 4.2: An example of aligning two structurally different link graphs. The red arrows represent an alignment between perfectly matching nodes of both link graphs.

in Figure 4.2 Eurostat contains an interlinked collection of glossary terms. These are abstract concepts like *Refugee* and *Asylum*. Wikipedia, in addition to concepts, has a rich collection of entity pages on people or events.

Analogously to the previous use case, a method for enabling a transfer from the instances of one link graph onto related instances of another link graph is sought after. The goal is to include closely related instances such as *European Migrant Crisis* or *Syrians in Germany* when linking from Eurostat’s *Refugee*. The second part of this chapter is dedicated to the SESAME system, which targets finding an alignment between structurally heterogeneous link graphs.

In the next two subsections we present two analysis scenarios, where the ability to align structurally heterogeneous knowledge repositories is the core component.

4.1.1 Analysis Scenario 1.

In this scenario, we are interested in providing statistical evidences for Web contents (e.g., news). To explain this by example, assume a user who reads the following excerpt from a news article:
Europe migrant crisis: How are countries coping?

“Europe’s migration crisis affects EU member states in different ways - so it is proving difficult to agree on common rules. Germany has more asylum seekers than any other EU country. Its strong economy is a magnet for migrants desperate to start a new life.”

In order to understand and to check the validity of the statements made in the news article, contextual information such as online statistics are desirable. The statistical report below supports the claim of the news excerpt:

Migration and migrant population statistics

“In absolute terms, the largest numbers of non-nationals living in the EU Member States on 1 January 2016 were found in Germany (8.7 million persons), the United Kingdom (5.6 million), Italy (5.0 million), Spain (4.4 million) and France (4.4 million).”

Identifying the most suitable statistical document given a specific news article is not a trivial task. Standard approaches that create contextual information by matching keywords or keyphrases are of limited advantage given this settings.

The key idea of the LILIANA system (Section 4.3) is to contextualize input news articles with the YAGO types of mentioned entities. By establishing an alignment between the type hierarchy of YAGO and the Eurostat’s topic hierarchy, a set of relevant statistical reports is confined.

4.1.2 Analysis Scenario 2.

In contrast to the claim verification scenario outlined above, there is a need in linking from factual to background knowledge. Indeed, high volumes of factual information become available, e.g. facts contained in the Linked Open Data cloud or highly specialized statistics published by government agencies such as Eurostat. For instance, the reported number of asylum applications over time (cf. Fig. 4.6) shows a significant increase for Germany in the year 2015. However, end users are often left alone with these facts as background information on key concepts (e.g. events, people or organizations) is missing.

As opposed to factual knowledge, crowd-curated Wikipedia contains a wealth of detailed textual descriptions of concepts and entities. For instance, consider

4 http://ec.europa.eu/eurostat/web/regions/data/database accessed on 27.06.2017
the excerpts from the following Wikipedia articles, where the underlined text denotes internal Wikipedia links:

**Timeline of the European migrant crisis**

“11–12 November: Valletta Summit on Migration – a summit between European and African leaders was held in Valletta, Malta, to discuss the migrant crisis.”

**Horst Seehofer**

“In late 2015, Seehofer and the CSU sharply criticized Chancellor Angela Merkel’s [refugee policy].”

**Wilhelm-Diess-Gymnasium**

“In 2015 accommodations for 200 Syrian refugees from the 2015 [migrant] crisis were established adjacent to the school’s gymnasium (athletic facility).”

Obviously, these text snippets associated with an event, a person and an organization are highly relevant to the observed statistical incline in asylum seekers in Germany in the year 2015. The SESAME system (Section 4.4) tackles the problem of detecting correspondences of that kind. The core idea of SESAME is in contextualizing Wikipedia pages with their proximity to the key concepts of the statistical table (such as Refugee) within the Wikipedia link graph.

### 4.2 Contribution

Although LILIANA and SESAME are inspired by different use case scenarios, they have conceptual similarities. Only a small set of alignments between categories or instances can be discovered using terminological alignment tools. To extend the alignment and enable discovering more related objects in a counterpart KR, both systems rely on the structure, either on taxonomy of types and categories or on the link graph over instances.

In this chapter, we summarize our contributions made within two systems.

- **LILIANA:**
  - *semantic alignment*: we interlink Web (archive) contents with online statistics based on their semantics;
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– **taxonomy-based similarity**: we define similarity between categories of two taxonomies based on the input taxonomic structure;

– **similarity model** for interlinking Web contents (e.g., news articles) with statistical reports: we incorporate the distance between semantic types detected in the news articles to the categories of the statistical reports. The ranking model can optionally include a text-based similarity.

– we developed a **graphical user interface and a browser plug-in** for live linking of Web contents to online statistics.

• SESAME:

  – **semantic alignment**: we interlink numerical statistics and Wikipedia articles based on their semantics;

  – **graph-based similarity**: we detect and rank related Wikipedia pages based on their proximity to the domain pages of a statistical table;

  – we propose a **similarity model** for interlinking statistical observations with Wikipedia articles, contextualized with the temporal and spacial dimensions;

  – we develop a **graphical user interface** for jointly exploring numerical statistics and associated Wikipedia articles;

  – we conduct an **experimental evaluation**, showing that SESAME outperforms plain keyword search due to encapsulating semantic similarity into the ranking function.

4.3 Application: LILIANA

In the motivating scenario given in Section 4.1.1, we are interested in an approach for joint browsing of text content such as news articles and statistical reports. As outlined earlier, standard approaches which create contextual information by matching keywords or keyphrases are of limited advantage. Instead, within the LILIANA system we devise a method for semantic retrieval of statistical reports given a snippet of a news article.

To support semantic retrieval, we introduce a three-staged pipeline, which is illustrated in Figure 4.3. Given an input text and a collection of statistical reports classified into a taxonomy of topics, we retrieve a ranked list of statistical reports in the following steps:
1. we lift the input text to the semantic level by detecting entities mentioned in the text and their types registered in the YAGO ontology;

2. we compute an alignment between the taxonomy of the YAGO types and the topic taxonomy of Eurostat; and

3. we cast the types of each entity mention detected in the input text to the corresponding Eurostat topics. These topics confine a set of statistical reports, which we subsequently score.

Step 2 is our main contribution within the LILIANA system. In the next section we formally define the computational model and the alignment task. Sections 4.3.2 to 4.3.4 discuss the outlined algorithmic steps.

Figure 4.3: Pipeline of knowledge linking for online statistics.

### 4.3.1 Computational Model

Definition 2.2 serves as a basis for the LILIANA’s computational model. Consider two taxonomies $T_1$ and $T_2$ and the sets of their categories $C(T_1)$ and $C(T_2)$, respectively. There are $c$-$c$ links for connecting a pair of a parent and a child categories.

The key property of the taxonomies is that the number of overlapping categories (nearly duplicates) is very low. This leads to the following problem statement.

**Problem Definition 4.1.** Let $T_1$ and $T_2$ be two taxonomies which have a very small number of overlapping categories. Assume, $A'$ is an alignment between these overlapping categories: $A' = \{ (c_1, c_2, conf) : c_1 \in C(T_1), c_2 \in C(T_2), conf \in \mathbb{R} \}$. Our goal is to find an alignment $A \supseteq A'$, which extends the
“trivial” alignment $\mathcal{A}'$. That is, for each category $c_1 \in C(T_1)$ which has a trivial match $c_2 \in C(T_2)$, find a list of most relevant counterparts $c_3 \ldots c_n \in C(T_2)$ using the hierarchy of categories in $T_2$.

In the LILIANA scenario, $T_1$ is the YAGO type system and $T_2$ is the topic hierarchy of Eurostat.

### 4.3.2 Semantic Enrichment (Step 1)

In order to semantically enrich textual Web contents, we lift the plain text to the entity level by detecting named entities and resolving ambiguous names. For this, we employ the AIDA entity disambiguation system [44] that maps mentions of entities onto canonical entities of the YAGO ontology. Each entity in YAGO is associated with a set of types. To give an example, consider the entity *European Central Bank* with its 24 types (*Central Banks* or *Supranational Banks* to mention a few).

### 4.3.3 Alignment Construction (Step 2)

In order to interpret YAGO types as topics of Eurostat reports, we compute an alignment between YAGO types taxonomy and the topic hierarchy of Eurostat.

**Anchor Alignment**

As stated in the problem definition, there is a small set of overlapping instances or categories, which is captured in the anchor alignment $\mathcal{A}'$. This set, however, is not given explicitly and has to be constructed first. In LILIANA we rely on token-based methods for assessing similarity between the YAGO types and the Eurostat categories. These methods come from the area of information retrieval and consider a string as a bag of words (tokens).

Let $t_1$ and $t_2$ be the titles of a YAGO type $c_1$ and a Eurostat topic $c_2$. Similarity between $c_1$ and $c_2$ is expressed via similarity between their titles.

The titles undergo tokenization, stemming and removing stop words. Let $\tau_1$ and $\tau_2$ be the resulting bags of words.

**Definition 4.1.** We define token-based similarity between titles $t_1$ and $t_2$ as the Jaccard similarity between the corresponding bags of words:

$$
\text{sim}(t_1, t_2) = \frac{|\tau_1 \cap \tau_2|}{|\tau_1 \cup \tau_2|} \quad (4.1)
$$
We map $t_1$ onto its textually most similar counterpart, requiring that a user-definable threshold $\theta$ is exceeded.

**Alignment Extension**

For knowledge repositories with high structural diversity, the anchor alignment $\mathcal{A}'$ contains only a small portion of categories from $C(T_1)$ and $C(T_2)$. In order to allow for larger discrepancy in structures, the anchor alignment is propagated to the unaligned parts of both taxonomies. Thus, we arrive at an extended alignment $\mathcal{A} \supseteq \mathcal{A}'$.

Let $(c_1, c_2, \text{conf}) \in \mathcal{A}'$ be a pair of aligned categories. We map category $c_1$ to the whole sub-hierarchy rooted at $c_2$ with a discounted confidence based on the distance to $c_2$. That is, the extended alignment $\mathcal{A}$ includes triples $(c_1, c'_2, \text{conf}')$, where $c'_2$ is in the sub-hierarchy of $c_2$ and

$$\text{conf}' = \text{conf} \cdot \frac{1}{\text{distance}(c_2, c'_2)} \tag{4.2}$$

Figure 4.1 illustrates this type of extension.

### 4.3.4 Ranking Statistical Reports (Step 3)

Within LILIANA, we introduce three models for scoring statistical reports given a textual input.

1. **TFIDF**. This is our baseline model, which considers only the textual similarity between the query text $q$ and a statistical report $r$. They are represented as TFIDF vectors over the common dictionary. The relevance of a report to the query text is defined as a cosine similarity between the corresponding vectors $\vec{r}$ and $\vec{q}$:

$$\text{sim}(r, q) = \cos(\vec{r}, \vec{q}) \tag{4.3}$$

As we outlined in the motivating scenarios at the beginning of this chapter, this method explicitly prefers documents which have high textual overlap with the query text. This is, however, is rarely the case if two pieces of text have different origin and purpose like news articles and statistical reports.

2. **Voting**. In this setting, we entirely rely on the alignment constructed between the type hierarchy of YAGO and the Eurostat classification. Let
$Q_T$ be the set of YAGO types detected in the query text $q$, $C_r$ be the set of categories of the statistical report $r$ and $\mathcal{A}$ be an alignment constructed between the YAGO types and the Eurostat topic classification. In the voting method, we directly compare sets $Q_T$ and $C_r$ and prefer statistical reports with the largest number of categories overlapping with the YAGO types derived from the query text:

$$sim(r, q) = |\langle c_r, q_t, conf \rangle \in \mathcal{A} : c_r \in C_r, q_t \in Q_T|$$

(4.4)

The voting method, unfortunately, results in many equally ranked documents and a mechanism for breaking the ties has to be devised.

3. **Voting + TFIDF.** This is a hybrid method combining the two previous scoring models. It performs in a two-stage computation. First, we confine the relevant statistical reports based on the voting method and threshold by a user-defined value $\theta$. In the subsequent step, we rank the reports based on their textual proximity to the query text.

4.3.5 **Data**

We have chosen the YAGO ontology for semantic enrichment of textual Web contents. It contains more than 10 million entities classified into more than 350,000 types/categories derived from Wikipedia. We obtained the taxonomy, the glossary and the contents of Eurostat by crawling, thus, creating a replica for indexing and alignment. In particular, we have selected the *Statistical Themes* subsection of the hierarchy as it reflects a taxonomic structure used for classification. In total, our Eurostat dataset consists of 40 categories used for classifying almost 2000 statistical articles (English contents only).

4.3.6 **Implementation**

LILIANA’s GUI is Javascript-based. On the server side, LILIANA is written in Java and runs on a Tomcat server. Additionally, we developed a Firefox plug-in, which is written in Javascript. We precompute and store the alignment in a PostgreSQL database.

The interface of the Firefox plug-in is shown in Figure 4.4. It appears as the option *Link to Online Statistics* in the context menu, when some text is selected. By clicking on this option, the user is redirected to the LILIANA GUI and the selected text is used as a query to LILIANA.
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Figure 4.4: Overview of the LILIANA Firefox plugin.

The user interface of LILIANA is shown in Figure 4.5 and comprises the following four key components:

1. **Scoring model box.** Three buttons on the top left panel allow the user to switch between the underlying scoring and retrieval method. As a default setting, LILIANA employs the hybrid approach that combines textual similarity measures with the semantic alignment.

2. **Input box.** The text panel initially contains a copy of the text that has been selected when activating the LILIANA browser plug-in. However, the user may input any text, e.g. by copy-and-paste from arbitrary Web contents, or even HTML tables. By default, the AIDA entity disambiguation system identifies noun phrases that can be interpreted as entity mentions. As this is potentially error-prone, the user can alternatively flag mentions by putting them in double brackets, e.g.: *Harry is the opponent of [[you know who]].*
3. **Disambiguation result box.** The output in the upper right pane shows for each mention (in blue), the assigned entity as a link. The links point to the corresponding Wikipedia articles. Alternatively, they could point to the YAGO ontology entries, or any comparable knowledge source.

4. **Search result box.** Finally, in the lower right pane links to the top ranked statistical reports are shown. In order to help the user finding the most appropriate article, the title of the statistics article and the computed confidence score based on the selected linking method are shown.

### 4.3.7 Demonstration Scenario

Assume, a user reads a news article on *Germany’s switch to renewable energy* and is interested in finding supporting information on Eurostat. The user selects the text and copies it into the input box in LILIANA interface. By default,
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LILIANA runs with Voting+TFIDF scoring. This can be changed by clicking on one of the buttons with the desirable scoring method.

After submitting the query, the disambiguation result panel holds the input text with highlighted YAGO entities. *RWE* and *Vattenfall* are the detected mentions of the German energy companies.

The result of the live linking is shown in the search result panel. In this case, LILIANA points the user to the article on *Renewable energy statistics* at the top rank.

Another way of interacting with LILIANA is to activate it through the browser plug-in. In the example shown in the screenshot, the user has selected a text fragment of a news article dealing with *Rising Energy Prices – Germans Grow Wary of Switch to Renewables*. Upon clicking on the right mouse button the user is able to select the option *Link to Online Statistics*. This option directs him to our disambiguation and link recommendation server.

The LILIANA browser plug-in is available for download at [https://addons.mozilla.org/de/firefox/addon/liliana-linking/](https://addons.mozilla.org/de/firefox/addon/liliana-linking/) LILIANA recommendation server is available at [https://d5gate.ag5.mpi-sb.mpg.de/webliliana/](https://d5gate.ag5.mpi-sb.mpg.de/webliliana/)

### 4.4 Application: SESAME

SESAME addresses the use case of finding background information in Wikipedia for numerical data such as observations from statistical tables published by Eurostat. The Eurostat tables are two-dimensional matrices with rows being indexed by countries and columns by years.

**Definition 4.2.** A *statistical observation* $O$ is a cell in this matrix. In the Figure 4.6 the highlighted cell is an observation. Together with the table title, this observation forms the triple:

$$O = (2015, \text{Germany, Asylum and first time asylum applicants}).$$

This triple is to be understood as a query to Wikipedia for retrieving related pages. However, the captions of statistical tables are limited in the vocabulary and use very specific terms. For example, *First time asylum applicants* or *Primary production of renewable energy*. This limits the effectiveness of plain keyword search. Instead, within the SESAME system we propose a method for semantic interlinking.
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Given an observation from a statistical table and a collection of Wikipedia articles organized in a link graph, we retrieve a ranked list of related Wikipedia articles in the following steps:

1. we map each statistical observation $O$ onto a set of Eurostat glossary terms;

2. we compute an alignment between the link graph of the Eurostat glossary terms and the link graph of Wikipedia;

3. additionally, we contextualize each Wikipedia article in the collection with the mentions of location and time;

4. using the alignment constructed in the Step 2, we are able to interpret the Eurostat glossary pages as Wikipedia articles. We call these articles domain pages. Each article in the Wikipedia collection is scored according to its proximity to the domain pages, location and time of the input observation $O$.

Step 2 is our main contribution within the SESAME system. We first give a formal definition of the computational model and subsequently describe the algorithmic steps in detail.

![Figure 4.6: Overview of the SESAME pipeline.](image)

4.4.1 Computational Model

Definition 2.3 serves as a basis for SESAME’s computational model. Consider two link graphs $G_1$ and $G_2$ and the sets of their instances $I(G_1)$ and $I(G_2)$, respectively. There are directed edges $(i-i$ type) for connecting instances (nodes) of both link graphs.
Analogous to the LILIANA setting, the overlap of instances between the two input graphs is very low. Formally, the task outlined in Step 2 of the SESAME pipeline is defined as follows.

**Problem Definition 4.2.** Let \( G_1 \) and \( G_2 \) be two link graphs which have a very small number of overlapping instances. Assume, \( \mathcal{A}' \) is an alignment between them: \( \mathcal{A}' = \{ (i_1, i_2, conf) : i_1 \in I(G_1), i_2 \in I(G_2), conf \in \mathbb{R} \} \). Our goal is to find an alignment \( \mathcal{A} \supseteq \mathcal{A}' \), which extends the “trivial” alignment \( \mathcal{A}' \). That is, for each instance \( i_1 \in I(G_1) \) which has a trivial match \( i_2 \in I(G_2) \), find a list of most relevant counterparts \( i_3 \ldots i_n \in I(G_2) \) using the link structure of \( G_2 \).

As \( G_1 \) SESAME gets supplied the link graph of the Eurostat glossary terms and \( G_2 \) is the link graph of Wikipedia articles.

### 4.4.2 Mapping Tables to Glossary Terms (Step 1)

The goal of this step is to annotate each table with a set of simpler terms which describe the topic of the table. For instance, the table *First time asylum applicants* can be well described with the terms *Dublin regulations* or *Right of Asylum*.

Eurostat statistical reports contain links to the dedicated glossary section, which comprises concepts of that kind. For illustration, we give an excerpt of a statistical report:

**Asylum quarterly report[^1]**

“The number of first time asylum applicants in the EU-28 decreased by -15% in the third quarter of 2016 ...(Table 1).”

Here, *first time asylum applicants* points to the glossary page. From the co-occurrences of the tables and the glossary terms in the reports a set of description terms is built for each table. These description terms are propagated to all the observations (cells) in the table.

### 4.4.3 Alignment Construction (Step 2)

The objective of the second step is twofold:

1. to be able to interpret the glossary annotations as Wikipedia pages, and

Table 4.1: Some examples of anchor alignments discovered by SESAME.

2. to discover a comprehensive set of relevant Wikipedia pages for the input observation based on the glossary annotations.

For this, we devise a two-step procedure.

Anchor Alignment

To detect “trivial” matches between the glossary entries and Wikipedia pages, we follow the search engine-based method and use each glossary term \( g \) to query Wikipedia.

Definition 4.3. Formally, we define the search engine-based similarity between two instances \( i_1 \) and \( i_2 \) if \( i_2 \) appears within the top-\( k \) search results for \( i_1 \).

That is, the initial mapping \( \mathcal{A}' \) contains triples \( (g, w, 1) \), where \( g \) is a glossary term and \( w \) is a Wikipedia article returned within the top-10 search results. Table 4.1 illustrates some of the anchor alignments.

In contrast to the LILIANA matching strategy, employing search engine allows for detecting complex matches such as Refugee and Dublin Regulations.

Given \( \mathcal{A}' \), we are now able to interpret the glossary annotations of a table as Wikipedia pages. We call them domain pages as they describe the topic of the table.
To focus onto semantically coherent table-domain page assignments, we run the ACROSS reasoner prohibiting the following types of alignment:

1. A table is associated with a pair of non-correlating Wikipedia articles. A mapping of a table to both domain pages - *Renewable Energy* and *Population* - is penalized. Two Wikipedia articles are said to be non-correlating, if the Jaccard similarity coefficient over their outgoing links is below a predefined threshold $\tau$.

2. A Wikipedia domain page annotates a pair of non-correlating tables. Two tables correlate positively, if they are mentioned in the reports of the same category. Both tables, *Asylum applicants* and *First residents permits*, belong to the category *Asylum and migration* and, thus, correlate.

**Alignment Extension**

The domain pages are usually abstract. A large number of pages about events, people or organizations relevant for the input table remain undiscovered. To extend $A'$, we include all Wikipedia pages semantically related to the domain pages.

**Definition 4.4.** Let $\langle i_1, i_2, conf \rangle \in A'$ be a pair of aligned instances, where $i_1$ is a glossary term and $i_2$ is a Wikipedia page. We expand this alignment by mapping $i_1$ onto all articles $i'_2$ of the Wikipedia graph $G_2$ strongly related to the article $i_2$. The relatedness of two Wikipedia articles is defined as the Jaccard coefficient of their outgoing links:

$$sim(i_1, i'_2) = \frac{|out(i_2) \cap out(i'_2)|}{|out(i_2) \cup out(i'_2)|}$$  \hspace{1cm} (4.5)

Figure 4.2 illustrates this type of extension.

Based on this definition and the set of Wikipedia domain pages $D = \{d_1 \ldots d_n\}$ for an input table $t$, all relevant Wikipedia pages $w$ for $t$ satisfy the property:

$$rel_d(t, w) = \max_{d \in D} Jaccard(w, d) \geq \theta$$  \hspace{1cm} (4.6)

where $\theta$ is a predefined threshold. Collectively, we refer to the Wikipedia pages relevant for $t$ as $W_t$. 
4.4.4 Contextualization of Wikipedia Articles (Step 3)

As defined above, a statistical observation $O$ is a cell in a table $t$ indexed by location and time. Thus, we contextualize each related Wikipedia page $w \in W_t$ with these two coordinates:

1. **Temporal mentions.** Using a temporal tagger, we determine all temporal expressions mentioned in $w$. Due to the largely narrative structure of Wikipedia, we use the domain-sensitive temporal tagger HeidelTime \cite{94} with its narrative normalization strategy to correctly normalize not only explicit dates (e.g., April 2002), but also relative and underspecified expressions (e.g., one month later and April, respectively). As the temporal tag of an observation is always at year granularity, all extracted date expressions of finer granularities (e.g., April 2002) are mapped to the respective year (e.g., 2002) and coarser expressions are ignored (e.g., 20th century). Thus, each article $w$ is associated with a multiset of year references.

2. **Location mentions.** In order to derive the set of location mentions of $w$, we consider all the outgoing links and treat them as entities. Using the YAGO ontology, each entity is resolved to a semantic type and only those mapped to yagoGeoEntity are selected. Since the geo tag of the table observation is coarse-grained and is always a country, all location mentions in $w$ are mapped to countries via the locatedIn relation. Thus, both locations Berlin and Black Forest are converted to Germany.

4.4.5 Ranking Wikipedia Articles (Step 4)

To rank related pages $W_t$, we introduce a scoring scheme. It computes two proximity measures for each Wikipedia article $w \in W_t$ with respect to the input observation $O$. The article $w$ is said to be relevant for $O$ if:

1. $w$ is semantically related to the location of $O$. Let $G$ be the set of links pointing from $w$ to any geo entity, and $G'$ be the set of outgoing links to the entities associated with $O$’s location. The location relevance of page $w$ is

$$rel_g(w) = \frac{|G'|}{|G|}$$
2. \( w \) is relevant to the time. Let \( Y' \) be the number of year mentions related to the year of the observation and \( Y \) be the total number of temporal expressions. The time relevance for page \( w \) is

\[
rel_t(w) = \frac{Y'}{Y}
\]

The final relevance score of \( w \) considers the two previously introduced proximity measures together with the domain relevance \( rel_d(t, w) \) by a linear combination of their weights as follows:

\[
rel(w, O) = \alpha \cdot rel_d(t, w) + \beta \cdot rel_g(w) + \gamma \cdot rel_t(w)
\] (4.7)

The time relevance can be further adjusted by considering the creation date of \( w \). When looking for the recently emerged entities and events, the set of relevant articles can be focused onto those, which were created in the year of the observation. However, since the Wikipedia history begins in January 2001 constraining to earlier years is not possible. Thus, using the creation time stamp of \( w \) is left to the user as an option, rather than a part of the scoring scheme.

### 4.4.6 Data

We have crawled the statistical reports from the Statistics Explained portal of Eurostat in March 2016. The data contains 2,472 reports, 1,990 glossary terms and 557 categories. The tables with numerical statistics are taken from the Eurostat Database. In total, there are 2,398 tables which are mentioned in statistical reports. A minor fraction of the tables have time series of monthly or quarterly granularity. For demonstration purposes and the sake of comparability, only tables with yearly statistics are considered.

To compute the domain similarity of the pages, we use the static link graph derived from the English Wikipedia dump as of June 1, 2016. The revision history is parsed from the meta-history dumps of the same date and captures user activities starting from January 16, 2001. The page view data is retrieved from [http://stats.grok.se](http://stats.grok.se).

---


7 [http://ec.europa.eu/eurostat/data/database](http://ec.europa.eu/eurostat/data/database) accessed on 27.06.2017
4.4.7 Implementation

The SESAME interface is built using the Ace admin template\(^8\) which is based on the Bootstrap framework and JQuery. On the server side, SESAME is written in Java and runs on a Tomcat server.

SESAME precomputes and stores the following data in a PostgreSQL database:

- Wikipedia anchors for statistical tables;
- the Wikipedia link graph;
- annotation of Wikipedia articles with YAGO geo entities; and
- temporal mentions found in Wikipedia articles by HeidelTime.

Through the Web interface, a user submits a query (table, location, year, weights for the three similarity measures) to the back-end engine. Each of the three scorers (see Fig. 4.6) retrieves relevant documents. To this end, the scores are aggregated according to the user preferences. The scorers also return the “provenance” - the links through which the articles were considered to be relevant. These include location mentions and links to Wikipedia anchor pages. The server returns the ranked list of Wikipedia articles and the visualization interface renders the search results with provenance highlighting.

The SESAME user interface is divided into three parts:

1. **Query box.** The form on the left side serves for issuing the query. The user specifies the scope of numerical statistics to be contextualized by selecting a table, location and the year. Three types of weights - location, time and domain - may be adjusted by the user and are used for producing the aggregated score for relevant Wikipedia articles.

2. **Search result box.** After submitting the query, ranked search results are displayed on the right panel. Each article is represented in an expandable box. The box contains text snippets, where the anchors and relevant location mentions are highlighted.

3. **Exploration box.** The top panel provides two containers for further exploration. The left top box displays the selected Eurostat table and allows users to inspect the numerical statistics itself. The right box serves for highlighting the dynamics of the corresponding Wikipedia pages.

\(^8\)http://ace.jeka.by/ accessed on 27.06.2017
this end, it allows three types of user activities to be visualized: number of page views, number of editors, and number of page revisions aggregated per day for the query year.

4.4.8 Demonstration Scenario

Our demo covers an entire SESAME walk-through. Suppose, a user is interested in finding background information for the table *Asylum and first time asylum applicants*, for Germany in the year 2015. To build the query, the user navigates to the query box. The table and country are selected from the drop-down list and the year is typed into the corresponding field. Further, the feature weights can be adjusted with sliders according to the user’s preferences.

Viewing the table data in the right exploration box reveals, that the number of asylum applications has risen from 202,645 in 2014 to 476,510 in the year 2015.

After submitting the query, the ranked Wikipedia articles are displayed in the search result box. Articles *Wilhelm-Diess-Gymnasium* and *Homeland (season 5)* are the top-ranked related pages, if location and time weight are set to 1.0 and the domain weight is 0.05:

**Wilhelm-Diess-Gymnasium**

“In 2015 accommodations for 200 Syrian refugees from the 2015 [migrant] crisis were established adjacent to the school’s gymnasium (athletic facility).”
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Homeland (season 5)

“The season includes several real world subjects in its storylines; including ISIS, Vladimir Putin, ... and the European migrant crisis.”

The top right plot visualizes the page views and edit dynamics of the detected relevant articles.

Prominent articles such as List of migrant vessel incidents in the Mediterranean Sea attract considerable amount of community attention. On September 5th, 2015 this page had 1708 views. However, the long-tail article about Wilhelm-Diess-Gymnasium has a small number of editors and is also under-explored by Wikipedia users. It had moderate number of page views in 2015, with its maximum of 31 on September 9th and with at most 14 views per day until the end of 2015. Sesame is able to detect related pages independent of their prominence and unlock the hidden information from both, popular and long-tail articles.

The screencast of SESAME is available at https://youtu.be/H2TiSTwqUuhU.
The live demo of SESAME is available at https://gate.d5.mpi-inf.mpg.de/sesame/.

4.4.9 Experimental Evaluation

Ground Truth Construction

To evaluate the quality of SESAME alignments, we have randomly selected 20 observations. We run all methods under observation and produce a pool of alignments per observation. Recommended Wikipedia pages are annotated by human judges either as relevant or not relevant. Our evaluation instructions stated that a page is considered to be relevant, if it is topically related to the table, as well as to the location and the time. In total, 510 alignments were evaluated.

Methods

We have the following methods under comparison:

1. SESAME with $\alpha, \beta, \gamma$ manually set to 0.5 (Formula 4.7). In these runs, the time relevance is controlled solely by parameter $\gamma$. It means, that temporal relevance is determined solely from temporal expressions contained on a Wikipedia page.
2. **SESAME+time** additionally considers the creation date of Wikipedia articles (equivalent to checking *show only pages created this year* in the GUI).

3. **Search engine** is our baseline approach. We have chosen two popular search engines - Google and Bing. To find relevant pages, we explicitly set the desired domain as site:en.wikipedia.org and formulate the queries as table name, location and year separated by a white space. A sample query might look as:

   site:en.wikipedia.org Asylum and first time asylum applicants Germany 2015.

4. Further, in the **Search engine+time** mode, we exploit the time settings utility provided by the search engines by additionally specifying the year of document creation (e.g., in Bing by setting *Date → Custom range* to 01.01.2015 to 31.12.2015 for the year 2015).

**Measures**

We report on four quality measures. Formulas for computing some of them were given in Section 3.9.3. Let $O$ be the input statistical observation, $rel(O,i)$ be the relevance judgement for the recommended Wikipedia article at rank $i$ and $Cand(O)$ be the ranked list of Wikipedia articles returned for the statistical observation. The reported measures are:

1. **Mean Reciprocal Rank**;

2. **Mean Average Precision** with cut-off at rank 10;

3. **Precision@10**: the precision for the top-10 ranks only:

$$prec@10(Cand(O)) = \frac{|\{i : rel(O,i) = \text{relevant} \land i <= 10\}|}{\min(|Cand(O)|, 10)}$$ (4.8)

4. **Success@1** refers to the portion of tables for which a relevant Wikipedia article was found at rank 1.
Results

The experimental results are given in Table 4.2. Table 4.3 provides anecdotal search results returned by SESAME, Google and Bing.

SESAME finds related Wikipedia pages with fairly high MRR and MAP@10 values. In contrast to SESAME, which treats locations as entities and also utilizes an underlying knowledge base to capture all locations belonging to a country by considering locatedIn relations, the search engines were not able to properly find pages related to the locations and time, treating these terms rather as keywords. This resulted in finding many general pages, which are location- and time-neutral (e.g., List of countries by public debt or Economy of the Czech Republic).

Moreover, the table names are lengthy and are rather hard to deal with for a search engine. SESAME resolves this shortcoming by “reformulating” table names as a set of domain pages. All the systems under consideration performed with lower MAP values when the creation date of Wikipedia pages was constrained (+ time option). This can be explained by the following observations: once an event has happened, there are many already existing Wikipedia pages which get updated (such as Wilhelm-Diess-Gymnasium in conjunction with the migrant crisis); pages for re-occurring events are created prior to their planned dates (already existing page Olympics 2020 is a good illustration). By limiting the page creation date, all the systems loose a large portion of relevant results.
4.4. APPLICATION: SESAME

<table>
<thead>
<tr>
<th>Query</th>
<th>SESAME</th>
<th>Search Engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marriage Indicators, UK, 2010</td>
<td>Islamic Sharia Council</td>
<td>Google: List of countries by age at first marriage</td>
</tr>
<tr>
<td>The Islamic Sharia Council (ISC) is a British organisation that provides legal rulings and advice to Muslims in accordance with its interpretation of Islamic Sharia based on the four Sunni schools of thought. It primarily handles cases of marriage and divorce and, to a lesser extent business and finance. The council has no legal authority in the United Kingdom and cannot enforce any penalties; many Muslims would appear voluntarily to accept the rulings made by the ISC. A rival service, the Muslim Arbitration Tribunal, was founded in 2007 by followers of the Bareli school of South Asian Islam, is reportedly “less strict than the Deobandis” and as of 2010 offered dispute resolution in half a dozen British cities.</td>
<td>Bing: List of countries by age at first marriage</td>
<td></td>
</tr>
<tr>
<td>Gross Nutrient Balance, Greece, 2009</td>
<td>Tephritid Workers Database</td>
<td>Google: Sustainable agriculture</td>
</tr>
<tr>
<td>A group of scientists involved in tephritid fruit fly research and management launched the Tephritid Workers Database on May 2004, with the support of the Insect Pest Control Section of the Joint Food and Agriculture Organization /International Atomic Energy Agency programme. Initiated in 1982 at the First International Symposium held in Athens, the quadrennial fruit fly symposium for the international fruit fly workers is being well established now with a large number of scientists from all over the world attending the symposium. This newsletter publication was interrupted in 1992 and then resumed in an electronic format since 2009.</td>
<td>Bing: List of countries by public debt</td>
<td></td>
</tr>
<tr>
<td>At-risk-of-poverty Rate, Czech Republic, 2005</td>
<td>Decade of Roma Inclusion</td>
<td>Google: Poverty in Germany</td>
</tr>
<tr>
<td>The initiative was launched in 2005, with the Decade of Roma Inclusion running from 2005 to 2015, and was the first multinational project in Europe to actively enhance the lives of Roma. The 12 countries taking part in the Decade of Roma Inclusion were: Albania, Bosnia and Herzegovina, Bulgaria, Croatia, Czech Republic, Hungary, Macedonia, Montenegro, Romania, Serbia, Slovakia, and Spain. The governments of the above countries have committed to closing the gap in welfare and living conditions between the Roma and non-Roma populations, as well as putting an end to the cycle of poverty and exclusion that many Roma find themselves in.</td>
<td>Bing: Economy of the Czech Republic</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Anecdotal top-1 search results produced by SESAME, Google and Bing. SESAME outputs short annotations explaining the alignment decision. It highlights the relevant parts of a Wikipedia page as follows: yellow – relevant domain links, green – relevant location links, and gray – relevant temporal mentions. For Google and Bing only document titles are listed.
4.5 Related Work

We now discuss how LILIANA and SESAME are related to several areas of previous research.

The most relevant related work for both, the LILIANA and the SESAME systems, embraces the field of linking Wikipedia to external sources. Mishra et al. [69] study the problem of retrieving relevant news for Wikipedia excerpts based on the contained entity, location and time mentions, as well as textual overlap. Nanni et al. [71] build a system for discovering entities associated with events based on their co-occurrence in Wikipedia articles and the proximity within the Wikipedia link graph. Additionally, they retrieve passages that explain the relationships between the entities and the events. Spitz et al. [91] introduce a model for event retrieval in a large-scale collection of documents. The entire collection is converted to a co-occurrence graph of entities. This graph is subsequently used in the retrieval step for obtaining most related entities for the input query. The reviewed works are concerning about perfectly matching entities mentioned in the query to the entities detected in the document collection. Analogously to the system developed by Spitz et al., SESAME targets extending the equivalence matches with closely related ones. SESAME, in accordance to the previous systems, formulates a query as a $\langle$concepts, time, location$\rangle$ triple. However, SESAME constructs the query given a numerical table and a collection of documents referring to it.

Semantic search and entity retrieval have been studied by Balog et al. [5], Nie et al. [75] and Elbassuoni et al. [27]. They require as input either a keyword or a structured query. Balog et al. devise a probabilistic framework for entity search based on the terms, categories or related entities. The entity ranking scheme includes co-occurrences of terms and entities in a background corpus of documents and Wikipedia entity categorization. STICS implemented by Hoffart et al. [43] operates with semantic categories for retrieving a set of relevant news articles. LILIANA’s retrieval approach is similar in spirit to these works. However, the novelty is in constructing an alignment between the topic system of Eurostat and the YAGO type system.

Semantic linking of tables. Bhagavatula et al. [8] and Limaye et al. [58] aim at identifying entities mentioned in Web tables and the relations between them. The lack of a common scheme and high ambiguity of entity mentions are primarily addressed problems in these works. SESAME, in contrast, deals with tables having a unified schema. The focus of SESAME is on identifying related documents from Wikipedia using time and location information as a
Research in credibility assessment has recently seen increasing interest as the vast volume of claims are made available on social media. T-Verifier developed by Li et al. \cite{57} is a system for automated credibility assessment for doubtful statements. The core idea of the system is in computing the ratio between the portion of Web documents containing a doubtful claim compared to those containing the alternative claims. Castillo et al. \cite{16} target assessing credibility of content published on Twitter. They employ an extensive list of features and train a supervised classifier to assign a trustfulness score to each Twitter message. Popat et al. \cite{82} developed a framework for verifying long-tail facts and providing explanations for the credibility decision. The credibility decision is inferred based on the language used for reporting the claim, the reliability of the source and its stance towards the claim. Linking to or from a high authoritative source is the main concern of LILIANA and SESAME. Automated separation of true statements from rumors is, however, beyond the scope of our work. The techniques proposed in this chapter can be used for focused information extraction for credibility assessment, though.

4.6 Summary

This chapter presented two systems – LILIANA and SESAME – for aligning taxonomies and link graphs given their high structural heterogeneities. The core idea of both systems is to find the small set of categories or instances common to both taxonomies or link graphs and to expand this alignment utilizing structure-level features. We demonstrated two applications which vitally depend on the ability to cross the borders between structurally different knowledge repositories. Both, LILIANA and SESAME, raise data analytics to the entity-level and help discovering mutual dependencies between Web content and statistics published by government. This is a potential gold mine for researchers like sociologists, politologists, media and market analysts.
Chapter 5

LAIKA: Alignment of Dynamic Knowledge Repositories

Web knowledge repositories are inherently dynamic and large. Once an alignment is computed, it has to be monitored to reflect changes in the interlinked repositories. One approach is to regularly rerun the entire alignment pipeline on fresh snapshots of knowledge repositories. This solution comes with a considerable overhead when knowledge repositories are large (such as Wikipedia totalling more than 41 million pages for the English edition as of 22.03.2017) and with frequent updates. Another drawback is re-discovering already existing alignments. We propose a method that addresses detection of missing alignments relying on the existing correspondences between two link graphs. This method is the core of the LAIKA system, our contribution to supporting alignment curation for dynamic knowledge repositories.

When the alignment is constructed, it can further be used to help one knowledge repository to learn from the aligned (parallel) repository. It means, to discover more relations between instances and categories relying on the external link structure. This task is referred to as knowledge repository curation and is addressed in LAIKA as well. More specifically, we target finding missing article-article and article-category links within one Wikipedia edition using a Wikipedia of a different language as evidence.

Methods presented in this chapter are generalizable to any graph-structured knowledge repositories, for which a partial alignment is given. For illustrative purposes, we consider LAIKA’s application to the problem of curating inter- and intra-language links for two Wikipedia editions.
5.1 Motivation

Figure 5.1: An example of (a) an incomplete alignment between the French and the English Wikipedia editions and (b) of the missing links within the English Wikipedia. For clarity, the titles of all articles and categories are presented in English. Black links within and across the two Wikipedias are existing. The red links are missing. The cross-language links between categories are understood as an existing albeit incomplete alignment.

Knowledge-sharing communities like Wikipedia keep growing at impressive rates\[^\text{1}\]. Ideally, whenever an article or a category is added into a knowledge repository, it immediately should be linked to the equivalent pages or categories in a counterpart KR. Consider the example presented in Figure 5.1. The French category Deputy of the 11th Legislature of the Fifth Republic is equivalent to the English category French Senators of the Fifth Republic. However, the inter-language link between these categories is missing. Editors of large communities such as Wikipedia are overwhelmed with the amount of information which is

\[^\text{1}\] \url{http://stats.wikimedia.org} accessed on 27.06.2017
added to different language editions of Wikipedia every day. Manually tracing missing inter-language links between several Wikipedia editions is a very laborious task. This motivates the need in a machinery for recommending most related translations for a Wikipedia category in a target language. Approaches for missing link detection address this kind of problems. However, they either use an expensive optimization technique \[38, 98\] which make them inapplicable for large-scale graphs or discriminate low-connectivity nodes \[51\]. These considerations shape the requirements to the recommendation procedure:

- to perform incremental alignment updates;
- to be able to detect and score candidate counterparts in on-line manner and with high accuracy.

We refer to this task as \textit{alignment curation}.

Another aspect of knowledge repositories is their difference in dynamics. As a concrete example, consider announcing the ministers of the French government on the 16th of May 2012. Nicole Bricq was appointed Minister of Ecology and Sustainable Development. Consider now the Wikipedia pages about Nicole Bricq in French and English Wikipedia a full week after the original event. The corresponding link graphs are illustrated in Figure 5.1. The French version of the Nicole Bricq’s page is an extensive biography. In May 2012 it was linking to many relevant concepts and entities, such as the French president François Hollande. Her English Wikipedia page merely consisted of a single short paragraph with the comment that it needs to be expanded. Despite the detailed article in the French Wikipedia and the media reports about the new government, the English-speaking Wikipedia community was not able to detect missing facts for the Nicole Bricq’s page.

In this scenario, the idea of knowledge repository curation would be to give recommendations to the non-French communities about pages that should be expanded or categories into which new or expanded articles should be placed. For the illustration, refer to the missing links denoted as 2 and 3 in Figure 5.1. Such recommendations for additional related articles and categories should be generated in an automated manner by analyzing several Wikipedia editions across languages and ideally considering online news that mention Wikipedia entities in at least one language (in the form of hyperlinks or linked-data formats like RDFa\(^2\) statements).

We call this type of maintenance \textit{knowledge repository curation}.

\(^2\)\url{http://www.w3c.org/TR/xhtml-rdfa-primer/} accessed on 27.06.2017
5.2 Contribution

The LAIKA system addresses the outlined problems of alignment and knowledge repository curation and casts them into link recommendation tasks. For recommending links within and across Wikipedia editions, we use link-overlap measures such as weighted Jaccard and random walk techniques such as SimRank [48]. We generalize the notion of SimRank to work with our model of Wiki link graph, introducing a weighted extension of SimRank.

In summary, the novel contributions presented in this chapter are:

- **alignment curation**: we define the type of correspondences for which we construct the alignment and perform incremental updates;

- **knowledge repository curation**: we introduce two types of link recommendation problem based on an aligned counterpart KR;

- **algorithms for detecting missing links**: we develop a suite of efficient algorithms for predicting and ranking missing links within alignment curation and knowledge repository curation problems;

- **experiments with large Wikipedia graphs**: we report on experimental studies with Wikipedia editions in three different languages.

5.3 Computational Model

Consider link graphs of Wikipedia pages (articles and categories) from two language editions as illustrated on Figure 5.1. We refer to these link graphs as $I(KR_l)$ and $C(KR_l)$ for languages $l$ and $n$ respectively.

As described in Section 2.1, $I(KR_l)$ denotes the set of articles of Wikipedia edition $KR_l$, and $C(KR_l)$ are categories of $KR_l$. Within one language edition, LAIKA regards two types of edges:

- **$i$-$c$ edges** for connecting articles to their categories;

- **$i$-$i$ edges** for interlinking articles.

For $KR_n$, the corresponding graph is constructed in a similar way.

Wikipedia editions deliver an extensive inter-linkage between equivalent articles or categories across languages. This can be understood as a partial alignment between two Wikipedia editions $KR_l$ and $KR_n$. 
5.4 Overview of LAIKA

LAIKA addresses two types of curation: (a) ensuring up-to-date alignments between two Wikipedia editions (inter-language links between categories) and (b) capturing missing links from the aligned Wikipedia edition (intra-language links). In this section, we present both curation tasks and outline algorithms for solving them. The following building blocks are common to all algorithms:

1. **Candidate target detection.** For a given start node \( v \) we compile a set of potential targets \( \text{Cand}(v) \) by traversing the graph composed of \( KR_l \), \( KR_n \) and \( A \) with a bounded number of hops.

2. **Ranking.** All targets in \( \text{Cand}(v) \) are ranked according to a chosen similarity measure.

Both stages utilize only the link structure of \( KR_l \) and \( KR_n \). Analyzing textual content of articles and categories for aligning and scoring is subject to follow-up research.

5.5 Candidate Target Detection (Step 1)

This section is devoted to the algorithms for finding candidate targets \( \text{Cand}(v) \) depending on the task (first stage in our algorithmic skeleton). The notation needed for algorithm description is presented in Table 5.1. Ranking functions are considered in the next section.

5.5.1 Alignment Curation

We focus on finding missing inter-language links for categories because we consider them being a bottleneck in cross-lingual data quality. We disregard the simplest and most obvious prediction type: recommending inter-language links between articles, because Wikipedia editions already exhibit very high coverage and accuracy in this regard. For categories, however, the inter-language linkage is much sparser and noisier.
Table 5.1: **Notation used for describing algorithms for candidate target detection.**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>instances(c)</td>
<td>Get all instances belonging to category c</td>
</tr>
<tr>
<td>categories(i)</td>
<td>Get all categories to which an instance i belongs</td>
</tr>
<tr>
<td>related_articles(i)</td>
<td>Get all articles connected to i with an outgoing link.</td>
</tr>
<tr>
<td>get_aligned(v, A)</td>
<td>Get aligned instances or categories for v in the parallel knowledge repository using A. The function returns Null if there is no alignment for v. Note, that in Wikipedia an article or a category has at most one counterpart.</td>
</tr>
</tbody>
</table>

**Problem Definition 5.1.** Formally, the task of alignment curation is: given two knowledge repositories $KR_l$ and $KR_n$ and an existing alignment between them $\mathcal{A}$, find a set of missing alignments $A_{c,k} \in \mathcal{A}'$, where $c \in C(KR_l)$ and $k \in C(KR_n)$ are categories of both knowledge repositories.

When we consider two Wikipedia editions as partially interlinked knowledge repositories, $\mathcal{A}$ is to be understood as the already existing cross-lingual links between these editions.

Algorithm 5.1 describes how a set of potential counterparts $Cand(c) \subseteq C(KR_n)$ is found for a source category $c \in C(KR_l)$. Our intuition behind this algorithm is that for two categories to be equivalent counterparts it is necessary (but not sufficient) to have an overlapping set of articles.

Below we discuss the main steps of Algorithm 5.1. They are additionally illustrated in Figure 5.2:

1. Take all articles of the source category $c$. These are marked as $I^l_c$.
2. For all the members of $I^l_c$, find their equivalences using the existing cross-lingual links $\mathcal{A}$. This set we denote as $I^n_c$.
3. Take all categories in $KB_n$ that contain any article $i^n \in I^n_c$. These are $c_1$, $c_2$ and $c_3$ in the example.
4. Disregard all categories which are already linked to any category in $KB_l$. We enforce a 1-to-1 alignment in this case to be consistent with the
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Algorithm 5.1: Alignment Curation

Input: category \( c \in C(KR_t) \)
Output: a set of potential counterparts \( Cand(c) \subseteq C(KR_n) \)

1. \( I^l_c = \text{instances}(c); \)
   \( I^n_c = \emptyset; \)

2. foreach \( i^l \in I^l_c \) do
   \[ i^n = \text{get_aligned}(i^l, A); \]
   \[ I^n_c = I^n_c \cup \{i^n\}; \]
   \( Cand(c) = \emptyset; \)

3. foreach \( i^n \in I^n_c \) do
   \[ C^n = \text{categories}(i^n); \]
   foreach \( c^n \in C^n \) do
   \[ \text{if get_aligned}(c^n, A) = \text{Null then} \]
   \[ Cand(c) = Cand(c) \cup \{c^n\}; \]

return \( Cand(c); \)

Figure 5.2: Alignment Curation. The red links denote detected missing alignments. Category \( C_3 \) is filtered out since it already has a counterpart in \( KR_t \).
Wikipedia guidelines. Categories gathered in this way are referred to as candidate targets $Cand(c)$. In the figure, $c_3$ is already linked to a category in $KB_l$ and, therefore, can not be linked to any other category. Thus the candidate targets for $c$ are $Cand(c) = \{c_1, c_2\}$.

### 5.5.2 Knowledge Repository Curation

The link recommendation types considered below aim at supporting a Wikipedia author by making suggestions for categories into which a new article or the extension of a stub page should be placed, and for related entities that should be mentioned in the contents of the new article. Although both recommendation algorithms have input (an article) and output (categories or related articles) in the same language, the point of these recommendations is to utilize the existing alignment $A$ and contents of a counterpart knowledge repository.

**Problem Definition 5.2.** Formally, the task of *knowledge repository curation* is: given two knowledge repositories $KR_l$ and $KR_n$ and an existing alignment $A$ between them, find a set of missing intra-language links of $i$-$c$ and $c$-$c$ type between instances and categories of $KR_n$ based on the link structure of $KR_l$.

#### New Categories for an Article

The relevance criteria of category $c$ to article $i$ is that there is a membership relation between the equivalent article and the equivalent category in the aligned knowledge repository. Consider node *Nicole Bricq* in Figure 5.1. It is a member of the category *French Ministers of the Environment* in the French Wikipedia. The goal is to discover all missing categories for the English version of *Nicole Bricq*.

Figure 5.3 and Algorithm 5.2 illustrate how the set of candidate categories $Cand(i^l)$ is found for article $i^l \in I(KR_l)$.

The steps to detect missing article-category links are:

1. Let $i^n$ be the equivalent article for $i^l$ in $KR_n$.
2. Consider all categories of $i^n$ and
3. map them back to $KR_l$. Thus, we obtain the set $\{C_1, C_2, C_3\}$.
4. We disregard all the categories which are already assigned to $i^l$. The resulting set of candidates for the example is $\{C_1, C_3\}$.
Algorithm 5.2: Knowledge repository curation: detecting new categories for an article.

**Input:** article $i^l \in I(KR_l)$

**Output:** a set of potential related categories $Cand(i^l) \subseteq C(KR_l)$

1. $i^n = get\_aligned(i^l, A)$;
2. $C^n = categories(i^n)$;
   
   $Cand(i^l) = \emptyset$;

   foreach $c^n \in C^n$ do
   
   3. $c^l = get\_aligned(c^n, A)$;
   4. if $c^l \notin categories(i^n)$ then
      
      $Cand(i^l) = Cand(i^l) \cup \{c^l\}$;

   return $Cand(i^l)$;

---

**Figure 5.3:** Knowledge repository curation: detecting new categories for an article. Red links connect the source instance to the missing categories. Category $C_2$ already links to $i^l$, therefore it is disregarded. The shaded part of the graph is irrelevant for the candidate detection step.

**Related Articles for an Article**

It is not rare, that two Wikipedia pages are inter-linked in one language edition and are disconnected in another one. Consider the nodes *Nicole Bricq* and *François Hollande* in Figure 5.1.

To address the problem of that type, we propose an algorithm for transferring
the link structure \((i\text{-}i \text{ links})\) from knowledge repository \(KR_i\) onto \(KR_n\) for a given source article \(i^l \in I(KR_i)\). The procedure is analogous to detection of missing relevant categories described in Algorithm 5.2. The only difference is that instead of considering categories in Step 2, we fetch all articles referenced from \(i^n\). Algorithm 5.3 and Figure 5.4 illustrate the proposed procedure for detecting candidate articles. In this example, \(j_1\) is the only candidate article, since the connection to \(j_2\) already exists in \(KR_n\).

**Algorithm 5.3:** Knowledge repository curation: detecting related articles for an article.

<table>
<thead>
<tr>
<th>Input:</th>
<th>article (i^l \in I(KR_i))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>a set of potential related articles (Cand(i^l) \subseteq I(KR_i))</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
i^n &= \text{get\_aligned}(i^l, A) ; \\
I^n &= \text{related\_articles}(i^n) ; \\
Cand(i^l) &= \emptyset ; \\
\text{foreach } i^n \in I^n \text{ do} & \\
\quad j^l &= \text{get\_aligned}(i^n, A) ; \\
\quad \text{if } j^l \not\in \text{related\_articles}(i^n) \text{ then} & \\
\quad \quad & \quad \quad \text{Cand}(i^l) = \text{Cand}(i^l) \cup \{ j^l \} ; \\
\text{return } \text{Cand}(i^l) ;
\end{align*}
\]

### 5.6 Candidate Scoring Methods (Step 2)

Scoring candidate targets \(Cand(v)\) with respect to the source node \(v\) is the second building block of LAIKA's algorithmic skeleton. LAIKA’s similarity measures are based purely on the graph link structure. This section discusses similarity metrics of two kinds: (a) based on the local neighbourhood of the source and a target node or (b) based on the global link structure of knowledge repository.

#### 5.6.1 Similarity Using Local Structure

**Jaccard-based Methods**

Use of the local link structure is motivated by its simplicity and suitability for online computations. Let \(v\) be a source node and \(v'\) a potential target. We denote their direct neighbour sets as \(V\) and \(V'\) respectively.
5.6. CANDIDATE SCORING METHODS (STEP 2) 97

Figure 5.4: Knowledge repository curation: relevant article detection. The red link denotes the missing connection between \( i^l \) and \( j_1 \). The shaded part of the graph does not participate in detecting candidate articles.

We introduce two similarity measures which are implemented by Jaccard coefficients over the neighbour sets. The standard Jaccard coefficient is defined as:

\[
j\text{-}sim(v, v') = j\text{-}sim(V, V') = \frac{|V \cap V'|}{|V \cup V'|}
\]  
(5.1)

**Definition 5.1.** In addition to it, we use weighted Jaccard \[35\]:

\[
wj\text{-}sim(V, V') = \frac{\sum_{v \in V \cap V'} \min(w(v, V), w(v, V'))}{\sum_{v \in V \cup V'} \max(w(v, V), w(v, V'))}
\]  
(5.2)

where \( w(v, V) \) is a weight of a neighbour node \( v \) in the set \( V \). Weights of article nodes are proportional to the number of categories to which they belong and weights of category nodes are proportional to the number of articles a category holds.

These two measures can be applied to any of the curation tasks we outlined in the previous section.
Voting Method

Definition 5.2. In addition, we devise a simpler method of overlap-based voting:

\[ \text{voting}(V, V') = |V \cap V'| \]  

(5.3)

This is a simple heuristic, which is tailored to the alignment curation task – finding missing inter-language links between categories of two Wikipedia editions. The heuristic is to directly compare article sets of a source category \( c_1 \) and a set of possible counterpart categories \( c'_1 \ldots c'_n \), where article sets are restricted to those that have bi-directional inter-language links between two respective Wikipedia editions.

The voting method prefers the target with the largest number of articles shared with the source category. While resulting in unnormalized similarity values, this metric is computationally efficient and serves ranking purposes well. This is illustrated by our experimental results in section 5.7.4.

5.6.2 Similarity Using Global Structure

SimRank

Despite their simplicity, the overlap-based measures fail when the source and a target node do not have common neighbours. In this case, we rely on the global structure of multilingual Wikipedia link graphs to compute similarity between a pair of nodes.

Definition 5.3. Standard SimRank [48] is a widely used measure of structural context similarity and it is defined in the following (recursive) way, with a decay factor \( \gamma (0 < \gamma < 1) \) and \( \text{in}(v) \) denoting the set of inlink neighbors of node \( v \):

\[ \text{SR}(v, v') = \frac{\gamma}{|\text{in}(v)| \cdot |\text{in}(v')|} \sum_{n \in \text{in}(v)} \sum_{n' \in \text{in}(v')} \text{SR}(n, n') \]  

(5.4)

It has been shown in [32] that that \( \text{SR}(v, v') \) is equivalent to the expected length (i.e., number of hops) of the first meeting of two coupled backward random walks, one starting from \( v \) and one starting from \( v' \). This gives rise to a highly efficient computation proposed by Fogaras et al. [32]:

1. Compute (standard) random walks of bounded lengths with each node as a starting point.
2. Organize the reached nodes and their meeting distances in a fingerprint tree (FPT). Given a set of coupled random walks, a fingerprint tree stores only the first meeting time for each pair of walks without capturing their original paths.

3. Repeat the random walks with different random choices creating $m$ i.i.d. (independently and identically distributed) FPTs.

All this is precomputed in time $O(l \cdot m \cdot N)$, where $l$ is the length of the random walks, $m$ is the number of i.i.d. repetitions, and $N$ is the number of nodes in the graph. Later, when we want to know the SimRank measure for two nodes, we only have to find the nodes in each of the $m$ FPTs and look up the distance (number of hops) until the walks meet. The distances are then averaged over all $m$ FPTs, thus approximating (and converging to) the expected meeting distance. This online procedure has time complexity $O(l \cdot m)$.

**Extended SimRank**

**Definition 5.4.** We have extended the notion of SimRank by allowing weights for all edges, leading to the definition of extended SimRank:

$$w\text{-}SR(v, v') = \gamma \sum_{n \in \text{In}(v)} \sum_{n' \in \text{In}(v')} w(n \rightarrow v) \cdot w(n' \rightarrow v') \cdot SR(n, n') \quad (5.5)$$

This extension is still equivalent to the expected meeting distance for the corresponding weighted (i.e., non-uniform) backward coupled random walks.

Another deviation from the standard SimRank is that we allow conceptual self-loops, introducing a bias towards reaching local-neighborhood nodes (i.e., penalizing long-distance walks). The weights of the edges adjacent to node $v$ are uniformly distributed over the specific edge types:

1. $i$-$i$ edges in the same language;
2. $i$-$c$ edges in the same language;
3. $i$-$i$ edges or $c$-$c$ edges across languages.

The notion of edge weights can be further refined to accommodate the size of categories or the article length to bias the choice among link destinations. In the current implementation, LAIKA uses only edge-type-specific weights.
Novelty Ranking

This metric is specific to the knowledge repository scenario, specifically targeting recommendation of new categories to an article. The rationale behind this method is to propose a relevant but unexpected (novel) category for an article $i$ relative to the already known categories of $i$.

To illustrate what we mean by novelty, consider the page about the former Prime Minister of France Jean-Marc Ayrault. Assume, we obtain two candidate categories: Members of the French Socialist Party and Teachers. The latter is preferred, since it is relevant but the most distant candidate to the already known categories for Jean-Marc Ayrault.

We implemented this idea by extending SimRank and denoting it as $SR^*$. We consider $n+1$ random walks starting at nodes $c_1, c_2, \ldots, c_n \in C(KR_n)$, the known categories of a source article $i$, and a recommendation candidate category $c'$. We compute the expected length until all $n+1$ walks meet, using the fingerprint trees.

**Definition 5.5.** Based on the expected meeting time of random walks starting at $c_1, c_2, \ldots, c_n \in C(KR_n)$, we define novelty of category $c'$ with respect to the already known categories $c_1, c_2, \ldots, c_n \in C(KR_n)$ as:

$$\text{Novelty}(c') = 1 - SR^*(c_1, c_2, \ldots, c_n, c')$$  \hspace{1cm} (5.6)

The computation determines the maximum distance over the meeting points and then averages over all fingerprint trees.

### 5.7 Experimental Evaluation

#### 5.7.1 Experimental Setup

We downloaded the complete Wikipedia editions for German, French, and Hungarian, as of March 2012. This choice was made to capture two of the larger Wikipedia editions, German and French which have similar sizes, and one smaller edition, Hungarian. We consider a pair of pages in two Wikipedia editions to be equivalent if the pages are connected with a bi-directional inter-language link. Tables 5.2 and 5.3 summarize the resulting datasets and their cross-linkage.

For the SimRank-based methods we compute 400 fingerprints (i.i.d. random walks) of maximum length 100. In total, for all 5.5 Million nodes in our graph,
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Wikipedia Edition   
German        2 338 795        139 844        45 531 135  
French        2 408 097        199 708        42 022 704  
Hungarian     339 041          34 653         6 273 337  

Table 5.2: Sizes of Wikipedia editions in March 2012.

Inter-language Link Type | German-French | German-Hungarian | French-Hungarian |
--------------------------|----------------|------------------|------------------|
article-article           | 482 196        | 108 949          | 119 559          |
category-category         | 22 175         | 4 840            | 5 387            |

Table 5.3: Existing alignments (inter-language links) between a pair of Wikipedia editions in March 2012.

this precomputation took ca. 3 hours on a Linux server with 32 CPUs (3.2 GHz) and 503 Gb of RAM.

5.7.2 Ground Truth Construction

For each of the three link-prediction types, we generated a set of test cases with well-defined ground truth. We randomly removed 10% of the existing inter-language links, the article-category links (in the target knowledge repository $KB_n$), and article-article links (in the target knowledge repository $KB_n$), respectively. Then we predicted and ranked missing links, and compare the ranked results of the different recommendation methods against the originally existing links. In total, for all 6 language pairs the ground truth comprises 13,000 links for alignment curation task, 914,000 links for article-category recommendation, and 8.5 million links between related pages.

5.7.3 Measures

To assess quality of LAIKA’s recommendations, we compute several standard measures.

Let $Cand(v)$ be the ranked list of targets for a node $v$, as introduced in Section 5.4, $|Cand(v)|$ is the length of the ranked list and $rel(i)$ be the relevance judgement of the $i$-th element in this ranked list.

The measures we report on are:
1. **Mean Reciprical Rank (MRR)**: the reciprocal of the highest rank at which a correct result appears. The formula for computing MRR was given earlier, in Section 3.9.3.

2. **Recall**: the fraction of ground-truth links recommended by a method. Let $\text{Cand}'(v)$ be the set of ground-truth targets for a node $v$. The following formula defines recall of recommendations $\text{Cand}(v)$:

$$
\text{recall}(\text{Cand}(v)) = \frac{|\{i : \text{rel}(i) = \text{correct}\}|}{|\text{Cand}(v)|} \tag{5.7}
$$

3. **Precision**: the fraction of correct links among the recommended ones:

$$
\text{prec}(\text{Cand}(v)) = \frac{|\{i : \text{rel}(i) = \text{correct}\}|}{|\text{Cand}(v)|} \tag{5.8}
$$

4. **Precision@10**: the precision at the top-10 ranks only:

$$
\text{prec}@10(\text{Cand}(v)) = \frac{|\{i : \text{rel}(i) = \text{correct} \& \ i < 10\}|}{\min(|\text{Cand}(v)|, 10)} \tag{5.9}
$$

5. **Normalized Discounted Cumulative Gain (nDCG)**: the accumulated precision over all ranks, with ranks weighted in a geometrically decreasing manner (a standard measure for rankings in information retrieval).

The discounted cumulative gain (DCG) is defined as:

$$
\text{DCG}(\text{Cand}(v)) = \sum_{i=1}^{|\text{Cand}(v)|} \frac{\text{rel}(i)}{\log_2(i + 1)} \tag{5.10}
$$

The ideal cumulative gain is achieved when a method returns candidates in the order of their relevance starting from most relevant ones:

$$
\text{IDCG}(\text{Cand}(v)) = \text{DCG}(\text{relCand}(v)) \tag{5.11}
$$

where $\text{relCand}(v)$ denotes a list of only correct candidates ranked by their relevance.
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<table>
<thead>
<tr>
<th>Method</th>
<th>MRR</th>
<th>nDCG</th>
<th>Recall</th>
<th>Precision</th>
<th>Precision@10</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alignment Curation:</strong> Predicting Missing Alignments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.539</td>
<td>0.764</td>
<td>0.630</td>
<td>0.214</td>
<td>0.227</td>
</tr>
<tr>
<td>SimRank</td>
<td>0.518</td>
<td>0.645</td>
<td>0.630</td>
<td>0.214</td>
<td>0.219</td>
</tr>
<tr>
<td>Voting</td>
<td><strong>0.712</strong></td>
<td><strong>0.850</strong></td>
<td>0.630</td>
<td>0.214</td>
<td><strong>0.230</strong></td>
</tr>
<tr>
<td><strong>Knowledge Repository Curation:</strong> Predicting New Categories</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.734</td>
<td>0.857</td>
<td>0.367</td>
<td>0.291</td>
<td>0.291</td>
</tr>
<tr>
<td>SimRank</td>
<td>0.757</td>
<td>0.883</td>
<td>0.367</td>
<td>0.291</td>
<td>0.291</td>
</tr>
<tr>
<td>Novelty</td>
<td><strong>0.762</strong></td>
<td><strong>0.910</strong></td>
<td>0.367</td>
<td>0.291</td>
<td>0.291</td>
</tr>
<tr>
<td><strong>Knowledge Repository Curation:</strong> Predicting Related Articles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.787</td>
<td>0.539</td>
<td>0.165</td>
<td>0.062</td>
<td><strong>0.068</strong></td>
</tr>
<tr>
<td>SimRank</td>
<td>0.781</td>
<td>0.518</td>
<td>0.165</td>
<td>0.062</td>
<td>0.065</td>
</tr>
</tbody>
</table>

Table 5.4: Results for three prediction tasks for alignment curation and knowledge repository curation.

The normalized DCG is a ratio between the DCG of the recommended list of candidates to the DCG of the ideal recommendation:

\[
\text{nDCG}(\text{Cand}(v)) = \frac{\text{DCG}(\text{Cand}(v))}{\text{IDCG}(\text{Cand}(v))}
\]  

The measures were computed for each query nodes \(v\) in the sample set and the averaged results are reported.

#### 5.7.4 Results

Table 5.4 summarizes performance of LAIKA with respect to the three curation scenarios. The highest values in each column are marked with bold font. In this subsection we consider how scoring methods performed in each use case. Anecdotal examples in Table 5.5 illustrate performance of LAIKA per curation scenario.

**Alignment Curation: Recommending Missing Alignments**

For this type of curation task, there is only one correct result in the ground truth since Wikipedia allows linking a category to at most one equivalent category.
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<table>
<thead>
<tr>
<th>Curation Task</th>
<th>Source</th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alignment Curation: Predicting Missing Alignments</td>
<td>Seltsame Materie (en.: strange matter)</td>
<td>Csillagizsati alapfogalmak (en.: basic astronomical concepts)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Knowledge Repository Curation: Predicting New Categories</th>
<th>Kosmische Strahlung (en.: cosmic ray)</th>
<th>Astrophysik (en.: astrophysics)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Elektromagnetisches Spektrum (en.: electromagnetic spectrum)</td>
<td>Teilchenphysik (en.: particle physics)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Knowledge Repository Curation: Predicting Related Articles</th>
<th>Kosmische Strahlung (en.: cosmic ray)</th>
<th>Pierre Auger</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Arthur Holly Compton</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Charles Thomson Rees Wilson</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Teilchenphysik (en.: particle physics)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Elementarteilchen (en.: elementary particles)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strahlung (en.: radiation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Partikel (en.: particle)</td>
</tr>
</tbody>
</table>

Table 5.5: **Anecdotal examples of found alignments and links.**

In a parallel language edition. Therefore, we concentrate on MRR and NDGC values as quality indicators.

We observed that all methods performed extremely well, with the Voting method excelling. An MRR value above 0.5 means that, on average, the correct counterpart was found on rank 1 or 2; in other words, nearly perfect predictions. The recall value of 0.63 indicates that in more than half of the instances, we found the correct alignment (not necessarily always in the top ranks, though).

From the example in Table 5.5, German category *Seltsame Materie* with only 9 pages therein still could get an aligned category in Hungarian Wikipedia edition. Note that all of these are small categories in the long tail. For example, the Hungarian Wikipedia does not contain an article on strange matter at all. The recommendations produced by LAIKA are not obvious, and the high accuracy of our methods is remarkable.

**Knowledge Repository Curation: Predicting Related Categories for an Article**

In this case, the recommenders can produce multiple correct outputs. Thus, precision and precision@10 for the scored and ranked categories is interesting. MRR refers to the rank of the highest-ranked correct result; nDCG reflects all correctly predicted positions in a ranking. Table 5.4 shows the results, comparing the weighted Jaccard, the extended SimRank, and the Novelty methods. Again, the MRR and nDCG values are extremely good; so we recommend cor-
rect categories at ranks 1 or 2 in most cases. For this task, our extended Novelty method is excelling.

The recall and precision are the same for all methods, as they worked on the same candidate sets ($Cand(v)$) as introduced in Section 5.4, solely ranking them differently. The recall of ca. 36% indicates that the recommenders still miss out on many correct results. This is due the fact that many candidates were assigned a score of zero, when overlap measures were zero or the coupled random walks did not result in meetings. For the Novelty method, this effect also led to many ties in the scoring (of seemingly perfect score 1), which were broken at random. The SimRank-based methods could potentially overcome this current limitation in recall, by increasing the number of precomputed FPTs (i.i.d. walks).

Knowledge Repository Curation: Predicting Related Articles for an Article

As in the previous scenario, for a source article there are multiple related articles, but their number is usually much higher than in the category recommendation case. Again, the MRR and nDCG numbers demonstrate the high quality of our methods, with weighted Jaccard slightly outperforming the extended SimRank. The precision numbers are fairly low: our methods picked up many remotely related articles such as year or country pages for people as targets. This illustrates the potential of connecting our graph model with a semantic type system like the YAGO classes; we could then easily filter out recommended articles that do not fit a given type profile (e.g., filter everything out but people and organizations). Take sample recommendation given in Table 5.5 as example. By limiting the search space to people pages, the recommendations are Pierre Auger, Arthur Holly Compton, and Charles Thomson Rees Wilson. The recall numbers are also smaller than for the related categories recommendation case. Here, the much larger candidate sets aggravated the problem of zero overlap or non-meeting random walks.

5.8 Related Work

In this section we discuss the connections between LAIKA and the previous approaches. We categorize them into the three following groups.

Link prediction in Wikipedia. Chernov et al. [18] find semantic relations between Wikipedia categories based on interlinkage of pages belonging to
categories, all within a single Wikipedia edition. Wu et al. [108] address the problem of automatically generating links between Wikipedia articles, using NLP and learning techniques. Both works can be considered as an approach to knowledge repository curation. LAIKA relies not only on the internal link structure, but also profits from the aligned link graph to detect missing connections for articles. In addition, LAIKA is also able to address the alignment curation problem targeting missing interlanguage links between two Wikipedia editions. Spiegel et al. [90] address the problem of missing links by tensor factorization. While performing well on highly connected graph nodes, the approach disregards nodes with low connectivity. In contrast, our work does not discriminate long-tail articles and small categories with sparse linkage.

**Multilingual Wikipedia.** De Melo et al. [20] use LP and other optimization methods for cleaning the interwiki graph across many languages. The focus is on removing spurious links and identifying sound equivalence classes of articles in parallel languages. This can also be considered as a task of alignment curation. However, LAIKA focuses on detecting missing alignments - non-existing inter-language links. Sorg et al. [88] consider a pair of Wikipedia editions to detect missing cross-language links between articles. The solution involves SVM classification, using a variety of link and content features. Wang et al. [106] pursue another data-integration problem by connecting articles from the Chinese online community Baidu Bake to the English Wikipedia. It uses a factor-graph learning method over rich content features. In contrast to these learning approaches, LAIKA is very efficient and is able to predict all kinds of missing links, most notably, interwiki links for small categories and categories for long-tail articles. Nguyen et al. [74] automatically match infobox schemas across multiple languages in Wikipedia. This data-integration task is tailored to detecting equivalences over infobox attributes and is very different from our mission of finding missing links for alignment and knowledge base curation.

**Large-scale similarity computation.** Lizorkin et al. [60] propose a method for estimating the number of iterations that SimRank should use given a desired accuracy. The method is computationally expensive even for small graphs and not viable on a Wikipedia-scale multi-million-node graph. Fogaras et al. [32] developed the method of fingerprint trees that we build on in our work. This prior work considered standard SimRank only, whereas we devise extensions of SimRank. Our scoring models have strong parallels with Milne et al. [67] and Turdakov et al. [101]. In both works a weighting scheme for edges in a Wikipedia graph is used, either based on the node degree or the
type of Wikipedia pages an edge connects. However, using SimRank enables computing similarity based on the global link structure, rather than on solely considering node’s direct neighbourhood.

5.9 Summary

This chapter presented the LAIKA system for dealing with alignment curation and knowledge base curation for highly dynamic and large link graphs. The main goal of LAIKA is to automatically generate recommendations of missing inter- and intra-lingual links to Wikipedia authors of different languages. We cast curation problems into link recommendation tasks and our experiments show that there is great potential for helping authors in dealing with long-tail entities and events.
Chapter 6

Conclusion

6.1 Summary of Results

Applications that span multiple knowledge repositories of different origins are of increasing interest. The heart of the intelligent systems of this kind is the ability to reconcile dynamic knowledge repositories with low affinity in terminology and structure. Within this dissertation we presented three main contributions to narrow the terminological and the structural gaps, as well as to maintain alignments between dynamic knowledge repositories.

Our first contribution is ACROSS, a system for reducing terminological heterogeneity. It has two major building blocks – semantification and constraint-aware reasoning. In the first step, ACROSS annotates the categories of the input knowledge repositories with instances and classes of a reference taxonomy (e.g., Wikipedia). This accounts for language variety, including synonymy and multilingualism. The reasoning step aims at filtering out noisy mappings, resolve ambiguities and produce concise and clean alignments, ready for human consumption. Our results demonstrated that ACROSS is able to find alignments, even for the categories which are deep in the input taxonomies, with high accuracy. In the experiment with health taxonomies, ACROSS reached 1.0 MRR. Injecting a small number of seed alignments had a drastic impact on the reasoning run time. Our experiments with the categorizations of software products, the run time was reduced by a factor of 45.

The second contribution is the LILIANA and SESAME systems. Their goal is to tackle the problem of aligning knowledge repositories given their low structural affinity. Both systems rely on a set of shared categories or instances between the input KRs to bootstrap the alignment procedure. To compensate for small coverage, the KR’s link structures are harnessed to extend the alignment.
This allows for a larger discrepancy in the structures of the input repositories. Experimental evaluation of SESAME performance showed that contextualization via link structures is more robust than a plain keyword search in case of complex queries. In our experiments, SESAME reached 0.69 MRR compared to the performance of Bing and Google (0.41 and 0.24 respectively). In addition, we have presented the implementation of user interfaces of LILIANA and SESAME and gave examples of use-case scenarios.

Our final contribution is the LAIKA system targeting alignment curation for dynamic knowledge repositories. When aligning knowledge repositories, their dynamics becomes an obstacle for ensuring alignment completeness. Within our LAIKA system, we implemented an algorithm that accelerates detecting missing alignments. In addition, we investigated two scenarios of repository maintenance to transfer missing knowledge from the contextualized counterpart. For ranking candidate alignments and missing links, we studied several approaches based either on the local or on the global link structure. Our experimental evaluation showed that LAIKA is able to recommend missing inter-and intra-repository links with a high accuracy, reaching 0.78 MRR for the alignment curation task.

6.2 Future Directions

This dissertation has made contributions towards the integration of heterogeneous knowledge repositories. However, there are several research directions that are yet unaddressed. In what follows we give an overview of possible opportunities for future work.

Quantifying Heterogeneity

Throughout this dissertation we assumed the same degree of heterogeneity for all the objects of a KR. In reality, there are often subtrees of subgraphs common to several KRs, whereas some parts of the KRs are highly dissimilar and need more careful treatment.

For illustration, consider the top level categories of the book departments of Amazon.com and Amazon.de depicted in Figure 6.1. The majority of the categories is shared. In contrast, subtrees rooted at Religion & Spirituality are structured differently (cf. Figure 6.2). This calls for developing a systematic approach to quantifying heterogeneity.
6.2. FUTURE DIRECTIONS

Alignment Curation at Scale

Data analytics at scale has been gaining an increasing interest over the past years. It has been supported by the development of distributed frameworks as well as the availability of cloud platforms. These infrastructures together with the growing size of the Web become of high relevance to the data integration and ontology alignment research. However, classical ontology mapping solutions are limited to inputs of modest size and treat input sources as static snapshots. Scaling alignment methods to knowledge repositories of large size and high dynamics still remains an open problem.

We have addressed the problem of large input sizes in the ACROSS system. In order to reduce the run time of the reasoning procedure, we proposed to use a set of anchor alignments. However, interlinking highly dynamic KRs is a challenging task for ACROSS. To make an alignment decision for a category, ACROSS needs to construct candidate alignments for the entire taxonomy and perform joint reasoning.

In contrast to ACROSS, the LILIANA, the LAIKA and the SESAME systems explore only the local link structure of a node. This make them suitable for interlinking large and dynamic knowledge repositories. The open challenge for these systems is, however, to consider additional constraints while constructing an alignment.
Uncovering Fake Concepts

News verification and credibility assessment has been gaining increasing attention over the past years. Some approaches have been proposed by Jin et al. [50] and Popat et al. [81] [82]. These are, however, grounded in natural language features and do not utilize composite knowledge available in LOD-like sources. Future research might therefore draw more strength from contextualization of news articles by mapping them onto a set of interlinked knowledge repositories. Possible directions include, but are not limited to, learning recurring patterns of fake news and identifying concepts with high heterogeneity across sources.
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