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many regulatory processes in biology:

§1: observational evidence
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§3: evolution
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§5: dynamics
§6: selection
§7: determinism
§8: efficiency
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Abstract

Although virtually all cells in an organism share the same genome, regulatory mechanisms give rise to hundreds of different, highly specialized cell types. Understanding these mechanisms has been in the limelight of epigenomic research. It is now evident that cellular identity is inscribed in the epigenome of each individual cell. Nonetheless, the precise mechanisms by which different epigenomic marks are involved in regulating gene expression are just beginning to be unraveled. Furthermore, epigenomic patterns are highly dynamic and subject to environmental influences. Any given cell type is defined by cell populations exhibiting epigenetic heterogeneity at different levels. Characterizing this heterogeneity is paramount in understanding the regulatory role of the epigenome.

Different epigenomic marks can be profiled using high-throughput sequencing, and global initiatives have started to provide a comprehensive picture of the human epigenome by assaying a multitude of marks across a broad panel of cell types and conditions. In particular, DNA methylation has been extensively studied for its gene-regulatory role in health and disease.

This thesis describes computational methods and pipelines for the analysis of DNA methylation data. It provides concepts for addressing bioinformatic challenges such as the processing of large, epigenome-wide datasets and integrating multiple levels of information in an interpretable manner. We developed RnBeads, an R package that facilitates comprehensive, interpretable analysis of large-scale DNA methylation datasets at the level of single CpGs or genomic regions of interest. With the epiRepeatR pipeline, we introduced additional tools for studying global patterns of epigenomic marks in transposons and other repetitive regions of the genome.

Blood-cell differentiation represents a useful model for studying trajectories of cellular differentiation. We developed and applied bioinformatic methods to dissect the DNA methylation landscape of the hematopoietic system. Here, we provide a broad outline of cell-type-specific DNA methylation signatures and phenotypic diversity reflected in the epigenomes of human mature blood cells. We also describe the DNA methylation dynamics in the process of immune memory formation in T helper cells. Moreover, we portrayed epigenetic fingerprints of defined progenitor cell types and derived computational models that were capable of accurately inferring cell identity. We used these models in order to characterize heterogeneity in progenitor cell populations, to identify DNA methylation signatures of hematopoietic differentiation and to infer the epigenomic similarities of blood cell types.

Finally, by interpreting DNA methylation patterns in leukemia and derived pluripotent cells, we started to discern how epigenomic patterns are altered in disease and explored how reprogramming of these patterns could potentially be used to restore a non-malignant state.

In summary, this work showcases novel methods and computational tools for the identification and interpretation of epigenetic signatures of cell identity. It provides a detailed view on the epigenomic landscape spanned by DNA methylation patterns in hematopoietic cells that enhances our understanding of epigenetic regulation in cell differentiation and disease.


Schließlich beschäftigt sich diese Arbeit mit der Beschreibung epigenomischer Muster, die in Krebszellen abnormal verändert sind und die sich durch Zelldreprogrammierung einen pluripotenten, potenziell gutartigen Zustand zurückversetzen lassen.
Zu diesem Zweck wurden die Methylierungsprofile leukämischer Zellen und deren reprogrammierter Gegenstücken mit den entwickelten bioinformatischen Methoden ausgewertet.
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A single fertilized oocyte can give rise to an entire human organism consisting of approximately 30 to 40 trillion cells which differ greatly in their morphology and behavior [Sender et al. 2016; Bianconi et al. 2013]. Embryogenesis constitutes a prime example for the differentiation processes that lead to this diversity. During this process individual tissues develop from three germ layers: neural tissues such as brain and spinal cord develop from the ectoderm, the endoderm gives rise to organs such as liver and kidney, and blood and muscle are derived from the mesoderm [Gilbert 2014]. It is therefore useful to categorize cells based on tissue localization, developmental state and function. The number of distinct cell types in healthy human tissues is projected to be around 200 [Alberts et al. 2008]. Additionally, other factors, such as disease and environmental influences, determine the state of a cell and cells of the same lineage can exhibit considerable heterogeneity. The term “cell type” is therefore typically defined in a context-specific manner rather than universally. Importantly, despite their differences in appearance, virtually all cells of an individual share the same genomic DNA sequence. How this genome is differentially packaged and interpreted is largely determined by the epigenome.

Goldberg et al. [2007] define epigenetics as “the study of any potentially stable and, ideally, heritable change in gene expression or cellular phenotype that occurs without changes in Watson-Crick base-pairing of DNA”. Historically, the term has been coined by Conrad Waddington (1905-1975) [Waddington 1942]. He also proposed the metaphor of the “epigenetic landscape” [Waddington 1957]. In this concept, a differentiating cell traverses a landscape spanned by molecular factors (Figure 1.1). High grounds in this landscape represent pluripotent cell states. As cells differentiate, they follow downhill paths through several valleys in the landscape. These paths are interjected by numerous bifurcations which symbolize commitment to specific cell lineages. The topology of the epigenetic landscape is determined by molecular factors which regulate gene expression on many different levels. These factors are highly dynamic as cells change their state and position in the landscape. Significant progress has been made in unraveling their role of in gene regulation (cf. Section 2.1). Particularly, the packaging of the DNA and its modification play an essential role in providing or denying access for the cellular machinery reading the molecular blueprint inscribed in the DNA. This thesis focuses on analyzing and interpreting patterns of DNA methylation, which represents one of the most widely studied epigenomic features involved in gene regulation.

It has been shown that cells can be manipulated to change the position in the landscape corresponding to their current cell state: mammalian cells can be reprogrammed to a pluripotent cell state by means of nuclear transfer, cell fusion or the introduction of exogenous transcription factors (cf. Yamanaka and Blau [2010]). In Waddington’s epigenetic landscape this corresponds to a change in position, moving from a valley to high ground. In particular, Induced Pluripotent Stem Cells (iPSCs), which can be
obtained via overexpression of a defined set of transcription factors [Takahashi and Yamanaka 2006; Takahashi et al. 2007], have become a popular model for pluripotency and an important tool in molecular biology. Their expression and DNA methylation patterns have been extensively characterized and reprogrammed cells resemble the state of Embryonic Stem Cells (ESCs) [Mikkelsen et al. 2008; Guenther et al. 2010]. However, some traces of “epigenetic memory” persist, which manifest themselves in epigenetic and transcriptional patterns that resemble the cells of origin [Chin et al. 2009; Doi et al. 2009; Kim et al. 2010; Bock et al. 2011]. Furthermore, iPSCs bear great promise for regenerative medicine, provided that their carcinogenic potential can be overcome and optimized differentiation protocols become available. Cells of one type of tissue can also be stimulated to transdifferentiate to cells of another type in natural and artificial contexts. For instance, murine fibroblasts have successfully been transdifferentiated into neurons [Vierbuchen et al. 2010] and cardiomyocytes [Qian et al. 2012; Song et al. 2012].

Inheritance of epigenetic regulation has been observed mitotically as well as meiotically. While it is evident that epigenetic patterns can be stably maintained across cell divisions, transgenerational epigenetic inheritance is less well characterized in mammals. Most patterns are reset during germ cell development as well as at the stage of embryonic pre-implantation and they are only reestablished later during embryonic development [Heard and Martienssen 2014]. How the epigenetic signal can be transmitted across generations is therefore currently an open question in the scientific community. Nonetheless, studies have described the effect of environmental influences on descendant generations in mammals in the contexts of metabolism, longevity, response to stress as well as predisposition for diseases like diabetes and imprinting disorders [Wei
et al. 2015; Heard and Martienssen 2014; Grossniklaus et al. 2013]. For instance, individuals prenatally exposed to malnutrition during the Dutch famine of 1944–1945 exhibited lower birth weights and an increased risk of diabetes and cardiovascular disease than unexposed individuals and these effects could potentially be propagated to their offspring [Painter et al. 2008; Veenendaal et al. 2013]. Studies investigating the association of food abundance and mortality due to diabetes and cardiovascular disease in the Swedish population of Överkalix provide further evidence for sex-specific, epigenetic inheritance that is transmitted through the male germline [Kaati et al. 2002; Pembrey et al. 2006]. However, it is important to note that evidence for effects that span more than two generations and thus would be indicative of germ-cell-based inheritance has been scarce so far [Heard and Martienssen 2014; Grossniklaus et al. 2013]. The molecular background of transgenerational epigenetic inheritance is just beginning to be investigated. For instance, DNA methylation patterns associated with prenatal malnutrition have been identified in the Dutch famine cohort [Heijmans et al. 2008; Tobi et al. 2014]. Molecular mechanisms likely to play a role include genomic imprinting and regulation of repetitive elements in the genome [Grossniklaus et al. 2013].

**Thesis Scope and Outline**

This thesis spotlights epigenomic\(^1\) patterns that are characteristic of cell identity. The hematopoietic system has proven particularly suitable and relevant for studying these patterns, since it comprises a large variety of cell types and corresponding epigenomes. It thus provides a widely studied framework for cell differentiation, that is also employed by many research initiatives. This work focuses on the analysis of DNA methylation profiles (methylomes) in various blood-related cells. We explore how DNA methylation signatures can be used to infer relations between the epigenomes of different cell populations. To this end, we developed, implemented and applied computational methods for the detailed analysis of DNA methylation data. Software tools for the comprehensive characterization of methylomes in relation to one another are an integral part of this work. Our models shed light on the DNA methylation dynamics in differentiating cells and in disease and contribute to our understanding of the factors responsible for the topography of the epigenetic landscape. The remainder of this thesis is structured as follows:

Chapter 2 establishes a background of regulatory concepts and epigenetic mechanisms involved in health and disease. It provides a general overview of the different levels of epigenetic gene regulation and outlines technology used to generate epigenome maps. It also introduces large, global efforts in mapping more than a thousand epigenomes. Because the algorithms and statistical methods described in this thesis are highly diverse, this work does not contain a dedicated background chapter on computational methods. Instead, these methods are introduced in the respective sections in later chapters.

Chapter 3 presents computational tools and pipelines that we developed for data pre-processing and high-level analysis of genome-wide DNA methylation data: a pipeline for quantifying methylation levels from reads obtained from bisulfite sequencing experiments is described in Section 3.1. Section 3.2 introduces RnBEADS, a software package

---
\(^1\) In this thesis, the term “epigenetic” describes (sets of) individual or specific characteristics, changes, mechanisms or processes while “epigenomic” has a more global notion and refers to the collective of all epigenetic events in a given entity (such as a single cell, cell type or organism).
for the comprehensive, start-to-finish analysis of genome-wide DNA methylation data at the resolution of single CpGs and genomic regions. Furthermore, we developed the epiRepeatR pipeline for quantifying DNA methylation and other epigenomic marks in subfamilies of repetitive DNA and applied it to characterize epigenetic regulation of repetitive elements in human blood cells (Section 3.3).

Chapter 4 dissected the in vivo DNA methylation dynamics during human hematopoietic differentiation, employing the methods described in Chapter 3. Section 4.1 provides biological background on the human blood system and on its epigenetic regulation. In order to obtain a global characterization of the epigenomic landscape involved in hematopoiesis, we analyzed the methylomes of a large panel of differentiated blood cell types and delineated lineage specific patterns (Section 4.2). Section 4.3 focuses on the part of the hematopoietic hierarchy that pertains to T helper cells and describes DNA methylation changes indicative of a linear progression during T cell memory formation. Section 4.4 constitutes the main part of Chapter 4 and is devoted to a detailed account of lineage-specific methylation signatures in hematopoietic stem cells and early progenitors of blood. Using genome-wide data from low-input DNA methylation profiling, we derive statistical models for inferring lineage propensities. Application of these models facilitate insights into within-cell-type heterogeneity and data-driven lineage reconstruction.

In order to provide a perspective on hematopoietic diseases, Chapter 5 focuses on in vitro changes in DNA methylation associated with inducing a pluripotent cell state in human leukemia cells by means of cellular reprogramming. We show that reprogrammed leukemia cells exhibit reduced oncogenic signatures and resemble a epigenomic cell state reminiscent of ESCs.

Finally, Chapter 6 summarizes this work and puts it into the perspective of a model-driven interpretation of Waddington’s epigenetic landscape.
This chapter introduces biological aspects of epigenetic regulation in health and disease. Section 2.1 provides a general introduction to epigenetic regulatory mechanisms and Section 2.2 outlines how epigenetic patterns are perturbed in human disease. Methods for epigenome profiling are presented in Section 2.3 and Section 2.4. Section 2.5 concludes this chapter with an introduction of national and international epigenome mapping consortia that employ these methods in order to chart the epigenomes of hundreds of cell types, tissues and individuals.

2.1 The Regulatory Role of the Epigenome

In the metaphase of the cell cycle, the $2 \times 3.2 \times 10^9$ basepairs (bp) of human DNA\(^1\), which, if expanded, would correspond to a string of 2 meters in length, are compacted by a factor of approximately 10,000 to fit into the nucleus of a cell [Allis et al. 2007]. At any given point in time, only parts of the genome are accessible to the transcription machinery. The dynamic and specific selection of these parts requires an efficient indexing strategy in which the epigenome plays a central role. Epigenetic cues are involved in signaling the opening and compaction of the DNA’s scaffold as well as in the recruitment of the cellular machinery responsible for reading the genome. Protein complexes which sometimes consist of more than 100 units are required to act in a highly regulated fashion in order to facilitate the transcription of DNA to Messenger RNA (mRNA). It is therefore not surprising that a large fraction of the genome is comprised of regulatory elements whose purpose is to orchestrate the processes of transcriptional activation and repression: the ENCODE consortium assigned functional and regulatory roles to 80.4% of the human genome [ENCODE Project Consortium 2012]. In contrast, it is estimated that less than 2% of the mammalian genome are protein-coding.

2.1.1 Chromatin Organization

The entirety of DNA and associated proteins is called chromatin. Chromatin is organized in hierarchical structures (Figure 2.1). The nucleosome constitutes the lowest level in this hierarchy. It comprises 147 bp of DNA wrapped around a core particle in 1.7 turns [Luger et al. 1997], fixed by hydrogen bonds, hydrophobic interactions and salt bridges (Figure 2.2). The core particle is an octamer consisting of two units of each of the histone proteins H3, H4, H2A and H2B. Nucleosomes interlocked by the linker histone H1 arrange in a “beads-on-a-string” structure which is further compacted to fibers at a rate of 50 fold or more [Bell et al. 2011] (Figure 2.1). The fibers are organized into chromosomal domains involving loop structures. These Topological Associated Domains

---

\(^1\) The factor of 2 corresponds to the diploid nature of the mammalian genome
(TADs) have recently been characterized by charting genome-wide chromatin interactions (reviewed in [Sexton and Cavalli 2015]) and have been shown to occupy distinct regions in the nucleosome. On an even coarser level, the chromosome is composed of tissue-specific compartments of two types as determined by Eigenvalue analysis of chromatin interaction maps [Lieberman-Aiden et al. 2009; Dekker et al. 2013]. Historically, the term “chromatin” refers to the staining properties of DNA. Highly compacted DNA appears darker in staining experiments and is referred to as heterochromatin. In contrast, euchromatin designates open, accessible chromatin and is associated with lighter staining. Telomeric and centromeric chromosomal regions are generally highly heterochromatic across cell types. Gene-poor regions in the periphery of the nucleus, so-called Lamina-Associated Domains (LADs), are also associated with a closed chromatin signature. In other genomic regions, DNA accessibility is highly dynamic and varies in time and between cell types. Different epigenomic marks, such as DNA methylation and histone modifications, are associated with accessible and compacted chromatin (Figure 2.3). The following sections outline these associations. Chromatin remodeling complexes belonging to the ISWI and SWI/SNF families can rearrange nucleosomes along the DNA in an ATP dependent fashion and thus facilitate the transition from euchromatin to heterochromatin and vice versa [Allis et al. 2007]. Additionally, histone octamers can be incorporated or removed entirely or the core histone proteins may be exchanged by histone variants which affect nucleosome remodeling and chromatin accessibility.

2.1.2 Histone Modifications

The N-terminal domains of the histone proteins are structurally disordered and are therefore called “tails” (Figure 2.2). They are subject to a plethora of post-translational modifications (reviewed in [Kouzarides 2007]). Different histone modifications are associated with accessible and compacted chromatin (see Figure 2.3). Various enzymes specifically catalyze the dynamic deposition and removal of these marks. Modifications to entire chromatin regions can be placed and removed within minutes in response to certain cell stimuli.

Acetyl groups can be attached and detached to lysine residues by Histone Acetyltransferases (HATs) and Histone Deacetylases (HDACs) respectively. Acetylation leads to a reduction in the positive charge of the histone and thus to a weakened contact with the negatively charged DNA backbone. Therefore, it is generally associated with open chromatin. Furthermore, arginines and lysines in the histone tails are subject to methylation, which is introduced by Histone Methyltransferases (HMTs) and is removed by Histone Demethylases (HDMs). Here, one, two or three methyl-groups can be covalently bound to the same residue and the corresponding states are referred to as mono-, di- and trimethylation respectively. Lysine methylation is one of the most widely-studied epigenomic marks and is associated with different regulatory roles depending on the residue’s position and degree of methylation. For instance, trimethylation of the lysine (K) residues located at the fourth position from the N-terminal tail of histone H3 (termed H3K4me3 according to nomenclature) is generally associated with initiation of gene transcription, and occurs in the vicinity of Transcription Start Sites (TSSs) [Mikkelsen et al. 2007]. On the other hand, trimethylation of H3 histone proteins at the lysine 27 residue (H3K27me3; a modification that is catalyzed by the Polycomb repressive complex 2 (PRC2) involving Polycomb Group (PcG) protein units) across a gene region is generally associated with repressed transcription [Mikkelsen et al. 2007]. Interestingly,
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Figure 2.1: Levels of chromatin organization. Adapted from [Alberts et al. 2008].
**Figure 2.2**: Crystal structure of the nucleosome. 147 basepairs of DNA (blue) wrap around a core octamer. Different histone proteins are colored in different shades of green and turquoise. DNA methylation is schematically indicated by magenta spheres. The image was rendered from Protein Data Bank structure 1kx5.

**Figure 2.3**: Epigenomic marks associated with euchromatin and heterochromatin.
in Embryonic Stem Cells (ESCs) both marks can co-occur within the same genomic region [Bernstein et al. 2006]. These bivalent domains frequently associate with the promoters of transcription factors which are involved in embryonic development and which are typically expressed at low levels in ESCs. They represent a poised chromatin state subject to rapid activation or inactivation upon differentiation. Further examples of informative histone modifications include H3K36me3, which is attributed with a role in transcriptional elongation, and H3K9me3, which is thought to be involved in stable gene silencing and the formation of pericentric heterochromatin [Kouzarides 2007]. Modifications such as H3K9me3 and H3K27me3 occur across large domains in the genome and are thus referred to as “broad” histone marks whereas other modifications, including H3K4me3 exhibit a more localized or “narrow” distribution.

With the exception of acetylation, histone modifications generally do not influence chromatin accessibility directly through physiochemical properties, but various regulatory roles have been ascribed to certain histone modifications that facilitate the recruitment of non-histone protein complexes to chromatin. These complexes incorporate domains responsible for reading designated chromatin patterns. For instance, protein domains termed chromo, tudor and PHD are capable of recognizing different degrees of lysine methylation with varying specificity. Lysine acetylation is typically read by proteins carrying a bromodomain. The plethora of different marks in different contexts suggests that the simple black-and-white picture of histone marks with activating or repressing effects requires further refinement. The dynamic interplay between modifications and their readers and writers leads to the concept of a “histone code” [Jenuwein and Allis 2001] involved in transcriptional regulation. Signatures of co-occurring histone modifications have been summarized into “chromatin states” and have been associated with regulatory elements (cf. Section 2.1.5). They can be identified on a whole-genome scale using computational approaches implementing Hidden Markov Models (HMMs) [Ernst and Kellis 2010; Ernst et al. 2011; Hoffman et al. 2012; Mammana and H.-R. Chung 2015]. Recently, the application of statistical learning techniques to predict the presence of epigenomic marks from DNA sequence motifs indicates a strong interrelation of histone modifications and DNA methylation with the underlying sequence [Whitaker et al. 2015].

### 2.1.3 DNA Methylation

In many eukaryotes, cytosine bases in the DNA are frequently modified by the addition of a methyl group to the carbon 5 atoms (5mC). In 1975, a regulatory role of this modification as a heritable, epigenetic mark has been proposed [Holliday and Pugh 1975; Riggs 1975]. In mammals, methylation of cytosines occurs predominantly in the context of CpG dinucleotides [Bird 2002; Jones 2012]. CpG methylation is typically symmetric, i.e. both cytosines on the two complementary strands are methylated. While non-CpG methylation is common in plants, it only occurs at low levels in certain mammalian cell types such as ESCs and neuronal cells [Lister et al. 2009; Lister et al. 2013; Ziller et al. 2011]. Methylated cytosines exhibit increased deamination rates compared to unmethylated bases and are thus frequently mutated. Therefore, CpG dinucleotides have been progressively lost during the course of evolution and are depleted relative to other sequence contexts. For instance, the human genome contains only approximately 28 million CpGs compared to roughly 400 million CpAs [Lander et al. 2001; Venter et al. 2001]. Mammalian DNA also contains stretches of DNA with a particularly high
frequency of CpG dinucleotides and with a low abundance of DNA methylation. Approximately 29,000 of these CpG Islands (CGIs) are present in the human genome [Bird 1986; Gardiner-Garden and Frommer 1987]. They span regions ranging in size from 200 bp up to a few kilobases and contain highly conserved sequences. They also coincide with the promoters of about half of all human genes. In contrast to these canonically unmethylated regions, the vast majority of CpGs in the mammalian genome (70 % to 80 %) are methylated [Bird 1986; Schüeler 2015]. DNA sequence poses an important determinant of DNA methylation of surrounding genomic regions, as has been shown by statistical inference [Whitaker et al. 2015; Bock et al. 2006] as well as by experimental assays [Lienert et al. 2011].

Employing a gene-centric view, the level of CGI methylation in the vicinity of TSSs is generally anti-correlated with the expression level of the corresponding gene while methylation in the gene body is positively associated with transcriptional elongation [Jones 2012; Schüeler 2015]. Furthermore, DNA methylation is implicated with roles in stabilizing the genome by means of silencing transposable elements [Jones 2012] (cf. Section 3.3).

DNA methylation patterns are established by DNA Methyltransferases (DNMTs) (reviewed in [Bestor 2000]) and can be stably maintained throughout the cell cycle. The maintenance methyltransferase DNMT1 preferentially methylates hemimethylated DNA and is therefore responsible for propagating DNA methylation across cell divisions. De novo DNA methylation is catalyzed by the DNMT3A and DNMT3B methyltransferases. The related DNA methyltransferase 3-Like (DNMT3L) does not contain a catalytic domain, forms complexes with DNMT3A and is associated with roles in embryonic development. Both methylated and unmethylated CpGs can be read by respective DNA binding proteins. Proteins containing a Methyl-CpG Binding Domain (MBD) specifically bind methylated DNA and are believed to be involved in repressing transcription [Schüeler 2015]. In contrast, stretches of DNA containing unmethylated CpGs can be recognized by proteins such as those containing CXXC domains and various histone demethylases.

DNA methylation patterns are highly dynamic in differentiating cells. During early embryonic and germ cell development, the mammalian genome becomes globally demethylated — with the exception of a few selected imprinted genes and transposons [Z. D. Smith and Meissner 2013]. The high rate at which this loss of methylation occurs suggests a mechanism for active DNA demethylation that complements passive depletion that is due to incomplete maintenance of methylation during replication [Kohli and Zhang 2013; Schüeler 2015]. Active demethylation can be catalyzed by enzymes of the ten-eleven translocation (TET) family which convert 5-Methylcytosine (5mC) to 5-Hydroxymethylcytosine (5hmC) and subsequently to 5-Formylcytosine (5fC) and 5-Carboxylcytosine (5caC). The resulting bases can be excised via thymine-DNA glycosylase (TDG) enzymes and are re-substituted by unmethylated cytosines. As tissues develop in the early embryo, DNA methylation patterns are reestablished subsequent to demethylation in a highly coordinated fashion involving the de novo methyltransferases. It has been shown that DNMT1, DNMT3A and DNMT3B are indispensable for normal development [E. Li et al. 1992; Okano et al. 1999], which underlines the essential role of DNA methylation in the process.
2.1.4 Non-Coding RNA

Eukaryotic cells harbor an extraordinary diversity of Non-Coding RNAs (ncRNAs) of which new classes are constantly discovered. It is difficult to assign distinct roles and definitions to these RNA classes, since they are involved in similar regulatory functions, participate in overlapping regulatory pathways and, in part, employ the same molecular machinery. Therefore, ncRNAs are often classified according to their length.

Small RNAs are involved in RNA Interference (RNAi) pathways that can downregulate gene expression on the transcriptional or post-transcriptional level [Morris and Mattick 2014]. Small Interfering RNAs (siRNAs), which have primarily been studied in plants and fungi, are around 21-22 nucleotides (nt) in length in their processed form. Their maturation involves processing of double-stranded RNA via Dicer enzymes, loading into Argonaute complexes and transport to the cytoplasm. They can act in a post-translational manner by binding to target mRNA by perfect base complementarity which triggers its degradation. Similar pathways of maturation apply to Micro RNAs (miRNAs), which, in contrast to siRNAs, recognize mRNA by imperfect base-pairing and therefore can target multiple mRNA sequences. Rather than degrading mRNA directly, miRNAs are involved in inhibiting translation or destabilizing their target through shortening of its Poly(A) tail. They also play a role in transcriptional gene silencing involving other epigenetic mechanisms [Morris and Mattick 2014]. A third class of small RNA involved in RNAi are piRNAs (26-31 nt in length), which are named according to their interaction with PIWI protein domains. They have been associated with silencing transposable elements in the germ cell lineage.

Our genome also encodes more than 9,200 different ncRNAs longer than 200 nt whose genes are located in intronic, intergenic regions or on the antisense strand of protein-coding genes [Derrien et al. 2012; Morris and Mattick 2014]. The genes for these Long Non-Coding RNAs (lncRNAs) often span several kilobases in the genome and contain introns themselves. lncRNAs have been implicated in an extraordinary number of regulatory processes. They have been shown to interact with epigenetic modifiers such as PRC2, trithorax complexes (which catalyze methylation of H3K4) as well as DNMTs and can also act as scaffolds for the assembly of molecular components. Examples hinting at their crucial role in development include the XIST lncRNA which coats the inactive X chromosome in females and recruits epigenetic silencing via PRC2 [Allis et al. 2007]. Furthermore, various lncRNAs involved in genomic imprinting have been described.

In addition, transcribed RNA itself has been attributed with a regulatory role, even when it is not translated: RNA elements could potentially compete for miRNA binding and thus regulate each other if they carry specific patterns of similar miRNA response elements [Salmena et al. 2011]. It has been hypothesized that these Competing Endogenous RNAs (ceRNAs) could act as decoys or “sponges” in order to regulate miRNA targeting of other transcripts. The recently discovered Circular RNAs (circRNAs) constitute one class of these sponges [Memczak et al. 2013; Hansen et al. 2013].

2.1.5 Transcription Factors and Gene Regulatory Elements

In order to assemble and initiate the transcriptional machinery at the promoter region of a gene, hundreds of individual proteins and subunits must act in concert. It is estimated that approximately eight percent of mammalian proteins are involved in transcriptional regulation [Alberts et al. 2008]. DNA binding proteins termed Transcription Factors (TFs) are key players in the recruitment and stabilization of the RNA polymerase
(RNA Polymerase II (RNAPII)). They establish accessibility of DNA by recruiting proteins responsible for the decompaction of chromatin [Spitz and Furlong 2012]. However, TFs can also negatively influence the rate of transcription. Their importance in cellular development is elucidated by the fact that the expression of only four TFs is necessary to induce a state of pluripotency from differentiated cells [Takahashi and Yamanaka 2006; Takahashi et al. 2007].

TFs contain different DNA-interacting domains and typically bind motifs comprising 6 to 12 nt of DNA with varying degrees of specificity [Spitz and Furlong 2012]. Only few TFs can bind to a closed chromatin structure. In addition to nucleotide sequence and chromatin state, the affinity of TFs to their respective Transcription Factor Binding Sites (TFBSs) is influenced by DNA methylation. While it is generally assumed that DNA methylation inhibits transcription factor binding, several factors capable of binding to methylated DNA in CpG-poor regions have been identified [Schübeler 2015]. Events responsible for the initiation of transcription are not restricted to promoter regions but also occur at distal regulatory elements tens of kilobases upstream or downstream of genes [Ong and V. G. Corces 2011]. Distal regulatory elements containing clusters of TFBSs, responsible for increased transcription are termed enhancers. Stabilized by the mediator complex and cohesin, they physically contact the promoter regions via loop structures [Gilbert 2014] (Figure 2.4). Active enhancers are characterized by the presence of the histone modifications H3K4me1, H3K4me2, H3K27ac as well as DNaseI hypersensitivity and occupancy of p300 proteins [Ong and V. G. Corces 2011]. They associate with nucleosome-poor regions and histone variants H2A.Z and H3.3 [Ong and V. G. Corces 2011]. Distal regulatory elements frequently coincide with Low-Methylated Regions (LMRs) in mouse ESCs and are closely linked to TF occupancy [Stadler et al. 2011]. Furthermore, enhancers themselves can also be transcribed into Enhancer RNA (eRNA) whose expression correlates with mRNA expression of nearby genes [Ong and V. G. Corces 2011]. In general, there is no clear one-to-one relationship between promoters and enhancers: multiple enhancers can physically contact the same promoter in a context-specific manner and an enhancer can be associated with multiple promoters. Multiple promoters and enhancers can co-localize in nuclear subcompartments associated with open chromatin and high transcriptional activity, so-called transcription factories [Ong and V. G. Corces 2011].

Other distal gene regulatory elements termed silencers are responsible reduced transcriptional activity. Insulators are generally marked by CTCF occupancy and represent barriers for chromatin interactions, preventing the spreading of epigenomic marks from one genomic region to another.

The interplay of these diverse regulatory elements is tightly regulated in time and space. It is therefore not surprising that our understanding of the precise regulatory mechanisms of these complex interactions is still limited.

2.2 The Epigenome of Human Disease

Epigenome dysregulation has been linked to imprinting disorders, neurodegenerative conditions such as Alzheimer’s disease, inflammatory and autoimmune disorders (e.g. rheumatoid arthritis and systemic lupus erythematosus) and metabolic diseases like diabetes [Heyn and Esteller 2012]. Notably, epigenomic aberrations associated with cancer have been intensively studied in recent years and have the potential of contributing to the understanding of carcinogenesis as well as clinical detection, diagnosis and prognosis.
Many cancer-associated mutations occur in the context of enzymes involved in modifying epigenome patterns. For instance, DNMT3A is frequently mutated in Acute Myeloid Leukemia (AML) [Baylin and Jones 2011; Schübeler 2015]. TET2, IDH1, IDH2 are often mutated in leukemia and glioma. These mutation events correlate with increased DNA methylation at specific loci. Changes in DNA methylation patterns represent well-characterized epigenomic aberrations in cancer. During transformation towards a malignant cell state, specific, CpG-rich regions become hypermethylated, i.e. they exhibit higher methylation levels in cancer cells compared to normal cells. These regions often coincide with promoters of genes associated with tumor suppressor activity and cell signaling [Bergman and Cedar 2013; Baylin and Jones 2011; Jones 2012]. CpG island hypermethylation events in glioma, colorectal cancer and other tumor types have also been described as CpG Island Methylator Phenotype (CIMP) and have been linked to DNA mutations and clinical outcome [Baylin and Jones 2011]. Many cancer-related DNA methylation changes occur in putative regulatory regions, such as enhancers and silencers. This is in accordance with recent studies focusing on chromatin accessibility that described the heterogeneity between cells in acute myeloid leukemia [M. R. Corces et al. 2016] and that characterized disease subtypes in chronic lymphocytic leukemia [Rendeiro et al. 2016]. Furthermore, aberrant DNA methylation in cancer is also associated with the silencing of miRNAs and other ncRNAs [Baylin and Jones 2011]. Importantly, it has been shown that DNA domains hypermethylated in the context of colorectal cancer and other tumor types are frequently bound by PcG protein complexes and their associated marks (H3K27me3 and bivalent domains) in ESCs [Ohm et al. 2007;
It has therefore been postulated that DNA methylation in these regions is responsible for permanently establishing a stem-cell-like state of self-renewal in tumor cells [Baylin and Jones 2011]. Globally, large genomic domains exhibit lower methylation in cancer than in normal cells. The role of these hypomethylation events is currently not well understood. However, they frequently occur in lamin-bound and late-replicating regions [Berman et al. 2012]. Furthermore, the activation of retrotransposons by global demethylation could contribute to genome destabilization by increasing the rate at which mutations and structural variations occur [Sharma et al. 2010]. Hypomethylation can also lead to loss of imprinting and thus to the aberrant expression of genes associated with cell expansion and growth [Sharma et al. 2010].

Interestingly, Polycomb-related hypermethylation events have also been linked to aging [Teschendorff et al. 2010]. Recent studies have also identified variability in DNA methylation when comparing newborns and centenarians [Heyn et al. 2012]. Furthermore, “epigenetic clocks” that can accurately predict human age were derived from DNA methylation signatures of a few hundred CpGs [Horvath 2013]. Notably, when applied to tumor cells these clocks indicated the presence of DNA methylation signatures associated with accelerated aging.

In the context of clinical detection, diagnosis and prognosis of disease, epigenetic biomarkers are becoming increasingly important [Baylin and Jones 2011; Bock and Lengauer 2012; Bock, Halbritter, et al. 2016]. The cell material used for screening for these biomarkers can be obtained from biopsies from affected tissue, or alternatively from accessible body fluids in a non-invasive fashion. For instance, DNA methylation levels of tumor suppressor genes can be detected from blood serum and saliva [Heyn and Esteller 2012]. However, due to the low specificity of the applied assays and confounding factors, only few reproducible markers have been discovered so far. One example is the hypermethylation of the \textit{MGMT} gene promoter which can be used for detecting gliomas as well as head and neck cancers [Heyn and Esteller 2012]. \textit{MGMT} promoter methylation measured in glioblastoma biopsies is also capable of accurately predicting the tumor’s response to therapies, which are based on alkylating agents [Hegi et al. 2005; Mikeska et al. 2007; Heyn and Esteller 2012]. Recently, the identification of epigenetic biomarkers has also been facilitated by Epigenome-Wide Association Studies (EWAS) [Rakyan et al. 2011] which pinpoint the genomic location of disease-related, epigenetic variability using large patient cohorts. High-throughput assays such as the Illumina Infinium HumanMethylation450 BeadChip (450K) (cf. Section 2.4) and methods based on bisulfite sequencing (cf. Section 2.3) are particularly suited for these types of studies. Assays for biomarker validation are becoming increasingly standardized and are approaching clinical application [Bock, Halbritter, et al. 2016].

In principle, epigenetic modifications are reversible. Therefore, therapies based on reverting to a “normal” epigenetic state bear great clinical promise. For instance, chromatin remodeling factors that are frequently mutated in cancer pose potential drug targets [Heyn and Esteller 2012]. More specifically, drugs currently approved by the US Food and Drug Administration (FDA) for cancer therapy include DNMT and HDAC inhibitors. As cancer therapies increasingly take pharmacogenomic properties into account, selecting an appropriate combination therapy for treatment based on the patients and the tumor’s characteristic will be increasingly important. Computational methods are already applied in clinical treatment of Human Immunodeficiency Virus (HIV) and
similar methods could be applicable to cancer [Bock and Lengauer 2012]. In these approaches, epigenetic signatures of the tumor and healthy patient tissue clearly represent important markers to gauge tumor resistance and treatment selection.

2.3 Sequencing Technology and Computational Methods for Epigenome Profiling

With the advent of novel sequencing technologies, coined Next Generation Sequencing (NGS) [Metzker 2010], in the middle of the last decade, sequencing costs have decreased dramatically and sequencing entire mammalian genomes is now affordable. For instance, sequencing an entire human genome in a matter of only a few days only costs slightly more than 1,000 US dollars [National Human Genome Research Institute 2016] (although clinical genome sequencing is still substantially more expensive due to high quality requirements and the need for data interpretation). In the last years, technical innovations and developments in experimental protocols have led to the establishment of sequencing as a versatile tool with applications far beyond the sequencing of genomes. In particular, protocols for epigenome mapping have undergone rapid development (Figure 2.5). All of these protocols implement the following basic steps. Initially, an epigenetic signal is translated into DNA sequence. This step can involve chemically altering the DNA sequence itself or enriching for sequence fragments with certain properties. Next, sequencing libraries are constructed from the resulting fragments which are then subjected to NGS. Illumina’s sequencing platforms (“HiSeq” and previously “Genome-Analyzer”) are most widely applied and millions to billions of short sequencing reads are typically produced in a single run. Finally, the sequencing readout is translated into profiles of epigenomic marks. In species whose genome has already been sequenced and assembled, this typically involves mapping the sequencing reads to the reference genome and deriving a measure of epigenetic signal strength at each genomic locus.

Recent advantages in technology and protocols allow for the profiling of single cells rather than bulk cell populations. Deep characterization of the heterogeneity of individual cells as well as the profiling of small and rare cell populations become feasible using these assays [Shapiro et al. 2013].

2.3.1 Quantifying the Expression of Large and Small RNAs

In order to quantify the expression of large and small RNAs, different RNA-Sequencing (RNA-seq) protocols are employed. In these protocols, the reverse transcriptase enzyme is used to convert RNA into cDNA from which the sequencing libraries are constructed. Different protocols have been established in order to extract RNA from specific cell compartments. Typically, RNA is extracted from the nucleus, the cytosol or from the entire cell (total RNA). The different species of RNA can be separated using size selection. A typical threshold for segregating large from small RNAs is 200 nt. Protocols involving polyA selection specifically enrich for mRNA. Processing the sequencing data involves mapping the reads to the reference genome, identifying expressed genes and isoforms and the quantification of their expression levels based on the number of reads assigned to a given entity [Garber et al. 2011]. In downstream analyses, differential expression between groups of samples can be quantified. A plethora of tools and pipelines have been developed for these steps. A selection of these tools is highlighted in [Garber et al. 2011].
Recently, it has become possible to profile single cells using RNA-seq, allowing for the characterization of cell heterogeneity and the roles of small cell populations in development [Shapiro et al. 2013], but also introducing new challenges in data analysis [Stegle et al. 2015].

### 2.3.2 Determining the Localization of Transcription Factors and Histone Modifications

In order to determine the genomic positions of Transcription Factors or histones carrying specific modifications, Chromatin Immunoprecipitation-Sequencing (ChIP-seq) can be used [P. J. Park 2009]. Here, the presence of DNA binding factors is estimated from the abundance of DNA fragments to which they are bound. To this end, using formaldehyde, all binding factors are cross-linked to the DNA at the position where they associate. Subsequently, the DNA is fragmented and DNA-protein complexes are selectively enriched by immunoprecipitation using factor-specific antibodies. Finally, the cross-linking is undone and the resulting purified DNA is subjected to standardized sequencing library construction. In practice, antibodies can vary in terms of binding strength and cross-reactivity to other factors. However, due to efforts in validating antibody sensitivity and specificity, protocols have become reasonably well standardized and adequate quality control measures have been established [Landt et al. 2012] — particularly for the immunoprecipitation of histone modifications. Recent adaptations
of the protocol require only very low amounts of input material and thus enable the profiling of rare cell populations [Lara-Astiaso et al. 2014; Schmidl et al. 2015].

The resulting sequencing reads can be aligned to the reference genome assembly using standard genome alignment methods. Counting the number of reads mapping to a given genomic position results in an enrichment signal for the respective factor. This signal is typically normalized to the so-called input signal\(^2\), which is derived from an analogous sequencing experiment using the same cell material, but omitting the immunoprecipitation step. This results in a quantitative measure for the relative abundance of a specific factor at each genomic position. Genomic regions which are particularly enriched can be identified using peak-calling algorithms. These algorithms vary in their distributional assumptions and employed statistical models [Koohy et al. 2014]. Guidelines and standards for data quality control and processing pipelines are now emerging [Landt et al. 2012].

### 2.3.3 Charting DNA Methylation

Sequencing-based methods for profiling DNA methylation can be broadly categorized into protocols based on selective enrichment, specific cleavage by restriction enzymes or treatment with sodium bisulfite. Furthermore, array-based methods are widely applied (cf. Section 2.4). Benchmarking studies show that there is generally high agreement between the various protocols [Bock et al. 2010; R. A. Harris et al. 2010]. However, they differ greatly in the number of assayed cytosines, the amount of sequencing required and therefore also in their experimental costs.

In addition to profiling DNA binding factors, methods based on immunoprecipitation have also been successfully applied for genome-wide profiling of DNA methylation. Here, methylated DNA is selectively enriched by an antibody specific to methylated DNA, as applied in Methylated DNA Immunoprecipitation Sequencing (MeDIP-seq). Alternatively, protocols involving methyl-binding proteins (MBD-seq, MethylCap-seq, etc.) can be employed [Plongthongkum et al. 2014; Laird 2010]. Enrichment of methylated DNA is then quantified in a similar fashion as in ChIP-seq experiments. Other methods such as Methylation-Sensitive Restriction Enzyme Sequencing (MRE-seq) are based on the methylation-sensitive or insensitive digestion of DNA by endonucleases [Laird 2010]. A drawback of protocols based on selective enrichment or endonuclease cleavage is that the resulting data is of low genomic resolution and provides a notion of relative enrichment rather than an absolute quantification CpG methylation. However, bioinformatic algorithms have been devised that can infer single-CpG resolution methylation levels from these assays [Laird 2010; Stevens et al. 2013].

Methods based on the treatment of DNA with sodium bisulfite represent the current gold standard for quantifying DNA methylation. This chemical leads to the conversion of unmethylated cytosines to uracil while methylated cytosines remain intact. It can therefore be used to translate the methylation status into base sequence: after bisulfite-treatment, DNA fragmentation and subsequent Polymerase Chain Reaction (PCR) amplification, methylated cytosines are read as C (cytosine) while unmethylated cytosines are read as T (thymine) when they are sequenced. Given a mapping to a corresponding reference, the methylation information for each cytosine in each sequencing read can be inferred from the sequence context. For previously unsequenced genomes, bioinformatic methods such as ReFreeDMA can be used, which assemble relevant parts of the reference genome directly from sequencing reads [Klughammer et al. 2015].

\(^2\) sometimes also referred to as Whole-Cell Extract (WCE)
A variety of protocols employing this principle have emerged. Of these, Whole Genome Bisulfite Sequencing (WGBS) is the most comprehensive method and assays the methylation status of nearly all 28 million CpGs in the human genome [Lister et al. 2009; Lister et al. 2011; Ziller et al. 2013]. Ideally, several hundred million short reads are sequenced in order to obtain an average depth of 30 reads per CpG. Reduced Representation Bisulfite Sequencing (RRBS) offers a more cost-efficient alternative. Here, restriction enzymes are used for DNA fragmentation. Typically, enzymes are selected in such a way that they enrich genomic regions with high CpG content [Meissner et al. 2008; Z. D. Smith et al. 2009; Gu et al. 2010]. For instance, MspI with its CCGG restriction site is most commonly used. Thereby, 2-3 million CpGs can be profiled by sequencing only approximately 1 % of the human genome.

Due to the damaging effects of treating DNA with sodium bisulfite, large quantities of input material are lost during the corresponding step of library preparation. Nonetheless, contemporary protocols have significantly reduced the amount of input material required for sequencing and therefore allow for epigenome-wide profiling at single-cytosine resolution from only a few or even single cells. Certain low-input protocols apply a strategy in which bisulfite treatment is applied before the adapter ligation step [Miura et al. 2012] and they have recently been employed for the generation of genome-wide DNA methylation data [Farlik et al. 2015; Smallwood et al. 2014]. In the case of RRBS, the amount of required input material has also been greatly reduced [Guo et al. 2013; Z. D. Smith et al. 2014] and high-throughput protocols allow for the simultaneous profiling of large sample numbers. It is important to note that 5hmC is indistinguishable from 5mC when using bisulfite-based protocols. However, derived protocols employing different chemical treatments or enrichment methods can be used to quantify oxidized forms of methylcytosine (5hmC, 5fC and 5caC) [Booth et al. 2012; Plongthongkum et al. 2014].

Bisulfite-incurred base conversions lead to imperfect matching to the reference. Furthermore, because the bulk of cytosines in the genome are converted and thymines are thus overrepresented, resulting reads exhibit reduced sequencing complexity. Therefore, aligning sequencing reads from bisulfite experiments is challenging (cf. Section 3.1 for details).

In the methylation calling step, methylation levels for each cytosine in the genome are extracted (cf. Section 3.1). Typically, the fraction of methylated read-cytosines among all reads covering a particular cytosine is quantified. Current methods aim at improving accuracy by employing additional steps such as local realignment and estimating allelic distributions. They can also take into account genetic variation and infer genotype calls for non-cytosine nucleotides [Liu et al. 2012].

Furthermore, contiguous regions with different methylation levels can be identified using segmentation algorithms and thresholding [Burger et al. 2013]. The resulting Unmethylated Regions (UMRs) and Low-Methylated Regions (LMRs) are characterized by near absence of methylation and low methylation levels, respectively. Partially Methylated Domains (PMDs) display disordered methylation patterns resulting in slightly lower average methylation levels than the typically highly methylated genome-wide background.

A plethora of algorithms and implementations for the identification of differentially methylated CpGs and regions between groups of samples exists. A table of selected methods and software tools for this purpose can be found in Appendix B. They vary greatly in their applied (statistical) methodology and in their output. Some methods quantify differential methylation only on the level of individual cytosines while other
methods identify Differentially Methylated Regions (DMRs). Finding DMRs can be based either on predefined genomic regions of interest or on heuristic definitions that rely on locally consistent methylation differences. Segmentation approaches can also be used for their de novo detection. Statistical methods for determining differential methylation frequently employ t-tests, Wilcoxon rank-sum tests, Fisher’s Exact Tests, hierarchical linear modeling, mixture modeling or beta-binomial models.

2.3.4 Assessing Accessible Chromatin

Gene regulation requires access to sequence elements such as promoters, enhancers and insulators. Identifying regions in the DNA which are located in accessible chromatin is therefore crucial for the characterization of transcription factor binding events and other regulatory processes on the genome-scale. Preferential cleavage by nuclease enzymes in accessible DNA compared to condensed chromatin has inspired sequencing-based protocols for profiling accessible chromatin: library preparation for DNasel-seq and MNase-seq involves the digestion of DNA with the respective nuclease (DNasel or MNase) [Zentner and Henikoff 2014]. Quantifying the number of aligned sequencing reads allows for the accurate, high-resolution profiling of nucleosomes and non-histone, DNA-bound proteins by MNase-seq and the aligned read count provides a direct estimate of DNA accessibility by DNasel-seq. From the latter signal, DNasel hypersensitive sites are typically identified by similar peak-calling algorithms as employed in ChIP-seq. Recently, it has been shown that regions of open chromatin can be pinpointed using a transposase that preferentially cuts in accessible chromatin (Assay for Transposase-Accessible Chromatin using Sequencing (ATAC-seq)) [Buenrostro et al. 2013]. In these protocols, transposase is used for DNA fragmentation and adapter ligation. No additional digestion step is required which results in a simplified procedure for sequencing library preparation compared to DNasel-seq. Furthermore, the amount of input material required by ATAC-seq is also reduced and current implementations of the protocol allow for the profiling of single cells [Buenrostro et al. 2015; Cusanovich et al. 2015]. In a different method, termed Nucleosome Occupancy and Methylome-Sequencing (NOMe-seq), input DNA is treated with the M.CviPL methylase that specifically methylates cytosines in GpC context in regions of accessible chromatin [Kelly et al. 2012]. Using bisulfite-sequencing and steps analogous to those of WGBS, open chromatin can be identified at single GpC resolution in a quantitative manner. In this way, NOMe-seq enables simultaneous assessment of chromatin accessibility and DNA methylation levels for cytosines out of GpC context at the experimental cost of WGBS.

As regions of open chromatin frequently coincide with transcription factor occupancy, one of the goals for downstream analysis is the identification of TF footprints. They are characterized by small “dips” in regions with high DNasel signal or local drops in GpC methylation in the case of NOMe-seq and enable the identification transcription factors likely to bind these regions via their sequence motifs.

2.3.5 Mapping Chromatin Interactions and Higher Order Architecture

Physical contacts between genomic regions can be profiled using Chromosome Conformation Capture (3C) and its derived protocols (reviewed in [Dekker et al. 2013]). In these assays, nuclear DNA is first cross-linked to its scaffold of structural molecules using formaldehyde and the accessible chromatin is subsequently digested. DNA fragments
which are in close proximity are cross-linked to the same molecules and therefore associate preferentially compared to fragments located at further distances. In a ligation step, the fragments are joined together to form hybrid molecules which represent sequences that are not necessarily adjacent in the one-dimensional genome sequence. By identifying the genomic positions of the fragments that form such hybrids and quantifying the relative frequency of ligation events from resulting sequencing data, spatial proximity can be deduced. There are different strategies that can be employed for this task: in classical 3C, interactions of individual loci are assessed using PCR. In Circularized Chromosome Conformation Capture (4C), inverse PCR is applied to amplify fragments ligated to an individual anchor region, thereby generating genome-wide interaction profiles for that anchor. Carbon-Copy Chromosome Conformation Capture (5C) employs a many-by-many strategy in order to determine the interactions between two potentially large sets of loci using a multiplexed variation of PCR termed “multiplex ligation-mediated amplification” and sequencing. Hi-C [Lieberman-Aiden et al. 2009] offers an unbiased approach generating truly genome-wide interaction maps. Here, sequencing libraries are prepared from the ligated and biotin-labeled fragments and interactions are quantified via the bioinformatic identification of sequence junctions. However, as Hi-C is dependent on sequencing depth in order to capture all possible interactions (i.e. the number of reads required is quadratic in the size of the genome), high-resolution maps can be quite costly to obtain. Therefore, protocols based on sequence capturing have been developed that increase resolution by focusing on select interactions [Mifsud et al. 2015]. Chromatin Interaction Analysis by Paired-End Tag Sequencing (ChIA-PET) combines fragment ligation with an immunoprecipitation step for a protein of interest (e.g. a transcription factor), followed by sequencing and thus identifies genome-wide, protein-associated interactions [Fullwood and Ruan 2009].

2.4 Array-Based Methods for Quantifying DNA Methylation

Microarrays facilitate standardized, high-throughput DNA methylation profiling of large sample cohorts at relatively low experimental costs and therefore represent important tools in EWAS. This section describes the Illumina Infinium assay series, which constitutes the most widely used microarray-based assay for DNA methylation analysis. These arrays are spotted with stretches of DNA (probes) which represent defined genomic regions. Fragmented and bisulfite-converted genomic DNA is hybridized to these probes. Signal intensities representative of the binding frequencies can be measured for each probe from the fluorescence emitted during the extension of the probe sequences using labeled nucleotides. These intensities, which are indicative of either methylated or unmethylated cytosines, are used to quantify DNA methylation levels as β-values (or M-values).

Currently, most available datasets employ the Illumina Infinium HumanMethylation450 BeadChip (450K), which covers 482,421 CpGs in the human genome [Bibikova et al. 2011]. In comparison, its predecessor, the Illumina Infinium HumanMethylation27 BeadChip (27K), assayed slightly more than 27,000 CpGs [Bibikova et al. 2009]. The 450K also contains 3091 non-CpG, 65 Single-Nucleotide Variation (SNV) probes as well as sets of probes designed for quality control purposes. The selection of the CpG probes is biased towards genomic regions associated with high CpG content and annotated genes [Bibikova et al. 2011; Sandoval et al. 2011]. The Illumina Infinium MethylationEPIC BeadChip (EPIC) [Moran et al. 2015], the most recent release of the platform,
covers 853,307 CpGs and particularly increases the coverage in regulatory regions of the genome. On the 450K and the EPIC arrays, two probe-designs exist: type I probes employ two different sequences for each cytosine, that exhibit basepair complementarity to either the bisulfite-converted or the unconverted case in order to measure the unmethylated and methylated signal, respectively. Type II probes harness a single-probe design which incorporates degenerate bases for cytosines and different fluorescence dyes for nucleotides complementary to the converted and unconverted cytosines.

Data processing involves normalization of methylation levels, which corrects for different probe types and locations within a single array as well as for between-array variation [Bock 2012]. Further experimental biases and batch effects are identified and corrected for in computational pipelines [Bock 2012] (cf. Section 3.2). As in the case of sequencing-based methods, pinpointing differentially methylated sites and regions constitutes an important type of analysis (cf. Appendix B for applicable methods).

2.5 Global Efforts for Epigenome Mapping

Since the publication of the first draft sequence of the human genome in 2001 [Lander et al. 2001; Venter et al. 2001], the scientific community’s interest in the genome-wide mapping of gene regulatory elements and epigenomic marks has grown steadily. Several large-scale endeavors have been launched with this task in mind.

The first of these projects, termed Encyclopedia of DNA Elements (ENCODE) [ENCODE Project Consortium 2012], was initiated by the National Human Genome Research Institute (NHGRI). It launched its pilot phase in 2003, initially mapping functional elements in approximately 1% of the human genome [ENCODE Project Consortium 2004]. The ensuing scale-up phase (2007 to 2012) encompassed the genome-wide identification of regulatory and functional elements in 147 cell types, mainly by means of charting epigenomic marks and transcription factors using NGS technology [ENCODE Project Consortium 2012]. Assayed cell types mostly comprised in vitro cultured pluripotent, fetal and adult cell lines, but also a few samples derived from primary tissues. Expression profiles were generated using RNA-seq and resulted in a catalog of transcribed and protein-coding regions. ChIP-seq was employed to map the distribution of transcription factors and histone modifications. Genome-scale DNA methylation was measured using mainly the RRBS protocol. Finally, regions of open chromatin, TF footprints and chromatin interaction maps were generated harnessing methods such as DNase-seq, ChIA-PET, 3C and 5C. In an effort for data integration, functional roles have been attributed to 80.4% of the human genome in one cell line or another [ENCODE Project Consortium 2012]. Due to the large number of cell types and assays, it is not surprising that the resulting “data matrix” still contains gaps to be filled. The project currently focuses on developing and applying methods for integrative data analysis for annotating functional elements in the genome from the available data. In 2007, the project has been expanded to other model organisms such as the worm Caenorhabditis elegans and the fruit fly (Drosophila melanogaster) in the modENCODE project [Celniker et al. 2009].

The NIH Roadmap Epigenomics Mapping Consortium (REMC) [Roadmap Epigenomics Consortium et al. 2015] started in 2008. Features charted in this project include DNA methylation (assayed by WGBS, RRBS, MeDIP-seq and MRE-seq), histone modifications (ChIP-seq), open chromatin (DNase-seq) and RNA expression (RNA-seq). As the project reached completion, 111 reference maps derived from cell types of various
tissues and organs have been characterized and published [Roadmap Epigenomics Consortium et al. 2015]. Epigenomic, cell-type-dependent variability was described, specific regulatory elements were identified and links to genetic variation were established. Using statistical learning methods, entire datasets were reliably imputed at high resolution [Ernst and Kellis 2015] thereby filling the gaps in the project’s data matrix.

The EU-funded BLUEPRINT project [Adams et al. 2012] aimed at charting the epigenomes of more than 100 different blood-related samples in health and disease. Launched in 2011 and terminating in 2016, a large number of epigenomic reference maps have been generated using RNA-seq, histone modification ChIP-seq, DNaseI-seq and WGBS. Project goals included the identification of epigenetic mechanisms involved in hematopoietic differentiation as well as diseases like leukemia and diabetes. Furthermore, relations of the epigenome and the genome were established in large patient cohorts and novel experimental technologies were developed in collaboration with industry partners.

The German contribution to generating epigenomic reference maps is called DEEP ("Deutsches Epigenom Programm") and has a strong focus on human metabolic, immune and inflammatory diseases. During the course of this 5-year project which was started in 2012, approximately 90 epigenomes comprising DNA methylation, histone modification, open chromatin and expression of long and short RNAs will be generated. DEEP’s objective is to characterize cell types such as adipocytes, hepatocytes, fibroblasts, epithelial cells, macrophages, monocytes and T cells in healthy individuals as well as in the context of inflammatory bowel diseases, rheumatoid arthritis, liver steatosis and adipogenesis.

The ENCODE, REMC, BLUEPRINT and DEEP projects as well as consortia from Canada (Canadian Epigenetics, Environment and Health Research Consortium), South Korea (Korea National Institute of Health), Japan ("Core Research for Evolutional Science and Technology” program), Singapore (The Genome Institute of Singapore) and Hong Kong (Hong Kong University of Science and Technology) comprise the International Human Epigenome Consortium (IHEC) [Stunnenberg et al. 2016]. Launched in 2010, this global umbrella project aims at generating more than 1,000 reference epigenomes, each comprising expression quantification by RNA-seq, ChIP-seq profiles for at least six well-studied histone modifications (H3K4me1, H3K4me3, H3K9me3, H3K27me3, H3K27ac and H3K36me3), chromatin accessible regions and DNA methylation patterns profiled by WGBS.

Ultimately, these projects represent key players in contributing to the standardization of assays and methods and have greatly helped in paving the way in establishing common practices in epigenome analysis and scientific communication in general.

3 http://www.deutsches-epigenom-programm.de
This chapter introduces software tools for DNA methylation analysis. I developed the biseqMethCalling tool for the quantification of methylation levels from aligned bisulfite sequencing reads. It was incorporated into a pipeline which I co-developed with Natalie Jäger and Christoph Bock for the initial processing of bisulfite sequencing data. This epigenome processing pipeline was used for validating the RRBSMAP alignment software [Xi et al. 2012] and employed in various data analysis settings (e.g. [Ziller et al. 2011; Ziller et al. 2013]).

Together with Yassen Assenov and Paolo Lutsik, I developed the RnBeads software package [Assenov et al. 2014] (equal contributions). The project was supervised by Jörn Walter, Thomas Lengauer and Christoph Bock. Corresponding text and figures in this chapter have been adapted from the publication. I had a leading role in the overall software design of the package as well as in writing the manuscript, the package vignette and in designing corresponding figures. During package development, I was mainly responsible for implementing the analysis of bisulfite sequencing data, methods for exploratory data analysis, data export, methods for covariate inference, adjusting for confounding factors and detecting differential methylation. Furthermore, I conducted a performance benchmarking study and applied the package to large-scale, publicly available datasets, generating a methylome resource. Using RnBeads we contributed DNA methylation analyses to the studies of Sandoval et al. [2013], Planello et al. [2014], Wallner et al. [2016] and Amabile et al. [2015].

A software suite I developed for characterizing DNA methylation in consensus sequences of repetitive elements was applied and contributed analyses to Bock et al. [2010], Tobi et al. [2014] and Deplus et al. [2014]. A redesigned production version of the software is currently under active development.

As outlined in the previous chapter, DNA methylation constitutes an important epigenomic mark involved in regulating chromatin structure and RNA expression. Computational pipelines for the processing of bisulfite sequencing data typically involve aligning the sequencing reads to a reference genome and identifying methylation levels at individual cytosines. Downstream analysis such as identifying domains with consistent methylation patterns, characterizing within-sample and between-sample variability and determining differential methylation between groups of samples represent typical tasks in many studies focusing on DNA methylation. Various software tools for these individual tasks exist (reviewed in [Krueger et al. 2012] and [Bock 2012]).
This chapter focuses on software development for key steps in the analysis of genome-wide DNA methylation data: Section 3.1 discusses analysis steps involved in processing reads originating from bisulfite sequencing experiments and introduces the `biseqMethCalling` tool for quantifying methylation levels at individual cytosines. Section 3.2 describes the RnBeads software package that we developed for the comprehensive analysis of DNA methylation data from various assays. Finally, Section 3.3 highlights the importance of epigenetic regulation of repetitive genomic elements and outlines a pipeline implementing methods that exploit sequencing data to estimate global profiles of epigenomic marks in subfamilies of these elements.

3.1 Quantifying DNA Methylation Using Bisulfite Sequencing

As described in Chapter 2.3, bisulfite sequencing provides quantitative readouts of DNA methylation levels for each assayed CpG. Here, we outline the processing steps involved in analyzing this type of data and present a tool that we developed for quantifying DNA methylation levels from aligned sequencing reads.

3.1.1 Processing of Bisulfite Sequencing Data

Before DNA methylation signatures can be interpreted, a series of bioinformatic preprocessing steps is required in order to derive methylation levels from the raw sequencing reads. These steps involve:

1. Read preprocessing
2. Alignment
3. Methylation calling
4. Quality Control (QC)

Segments of reads that exhibit low per-base quality scores or low sequence complexity as well as sequences pertaining to adapters used for library preparation could introduce false measurements. Therefore, they are removed during read preprocessing. Several tools that can identify and trim such segments from sequencing reads are available [Krueger et al. 2012]. Moreover, tools exist that provide a general overview on sequencing data quality. They can help with the identification of biases and artifacts in the sequence and quality composition of the sequencing readout. For instance, the FastQC toolkit\(^1\) enables data analysts to inspect sequencing reads for enriched sequence motifs as well as overall sequence complexity and generates reports summarizing per-base quality scores.

Correct alignment of bisulfite-converted reads to the reference genome is not straightforward: first, due to the induced nucleotide substitution, reads do not map to the reference by perfect base complementarity. Second, bisulfite conversion reduces the sequence complexity of resulting reads (due to the relative depletion of cytosines). This can lead to their incorrect placement in the genome. Third, cytosine methylation results in an asymmetry between the two reference strands of the genome and therefore increase the complexity of the alignment task. Specifically, four different orientations are possible in which sequencing reads can align to the reference sequence (Figure 3.1). Additionally, bisulfite conversion is not always 100 percent efficient: typically, less than two percent of all unmethylated cytosines remain cytosines and unspecific effects might

\(^1\) [http://www.bioinformatics.babraham.ac.uk/projects/fastqc/]
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lead to the conversion of methylated cytosines after bisulfite treatment. However, these under- and over-conversion events are relatively rare and experimental quality can be assessed by measuring methylation levels in spike-in control sequences, which originate from phage DNA and are assayed along with the target DNA. Other challenges which are inherent to the general problem of short-sequence alignment also need to be addressed. These include repetitive sequences in the genome, sequencing errors as well as genotypes that deviate from the reference. Despite or because of the complexity of bisulfite alignment, an abundance of mapping programs is available [Krueger et al. 2012; Bock 2012; Kunde-Ramamoorthy et al. 2014]. They implement two alternative paradigms for dealing with the above challenges: Wild-card aligners do not penalize C to T mismatches during read mapping. Available implementations include BS-Emap [Xi and W. Li 2009], its derivative RRBSM-A[2] [Xi et al. 2012], GSNA-P [Wu and Nacu 2010], LAST [Frith et al. 2012], PASH [Coarfa et al. 2010], RMAP [A. D. Smith et al. 2009] and Segemehl [Otto et al. 2012]. In contrast, three-letter aligners, such as BisMark [Krueger and Andrews 2011], Methy]CTools [Hovestadt et al. 2014], BRAT [E. Y. Harris et al. 2010], BS-Seeker [P.-Y. Chen et al. 2010], BasMeth [Lim et al. 2012] and MethylCoder [Pedersen et al. 2011], convert all cytosines in the sequencing reads as well as the forward and reverse strand of the reference genome to thymines and employ standard mapping algorithms on this reduced base-space. In a post-alignment step, duplicate reads, i.e. reads with the same sequence, mapping to identical genomic positions are usually marked in the resulting data files. Such reads are likely to represent PCR amplification artifacts. They can be identified using tools such as Picard[^3].

[^2]: RRBSMA-P has now been integrated into the BSMA-P software
From the aligned reads, methylation levels, i.e. the fraction of methylated cytosines among all reads covering a particular reference cytosine can be extracted. In essence, this is a counting exercise. Nonetheless, additional read and sequence information such as duplicate reads, read orientation, sequence complexity, mapping and base qualities need to be taken into account. In this work, *biseqMethCalling*, a software tool that addresses these challenges, is presented. Other available software for methylation calling includes *Bismark* [Krueger and Andrews 2011] and *Bis-SNP* [Liu et al. 2012]. *Bismark* implements an integrated framework for bisulfite alignment and methylation calling. *Bis-SNP* is a tool for the quantification of methylation levels from aligned reads using Bayesian inference. It incorporates base quality recalibration steps and infers genomic variation from the reads (excluding C to T mutations), reporting genotype information additionally to methylation levels. In addition to these programs for the processing of genome-wide bisulfite data, software tools for the start-to-finish analysis of locus-specific bisulfite data exist. For instance, the *BiQAnalyzer* tool provides an all-in-one software solution for read preprocessing, alignment, methylation calling and data visualization [Bock et al. 2005; Lutsik et al. 2011].

Finally, during all steps of the outlined process, quality control is a critical component. With a few exceptions (such as FastQC) standardized tools for this task are not readily available. Therefore, best practices include the manual inspection of quality statistics, custom plots and data exploration in tools like genome browsers.

### 3.1.2 A Pipeline for Quantifying DNA Methylation from Bisulfite Sequencing Reads

We developed the *biseqMethCalling* tool for the quantification of DNA methylation from aligned bisulfite sequencing reads. The tool offers extensive summary statistics and other outputs that facilitate quality control and genome-browser-based visualization of the results. Through various processing options it is possible to flexibly account for a variety of special cases and intricacies of methylation calling. For instance, several read filtering criteria can be applied and various features specific to the RRBS protocol are implemented.

**Implementation Details**

*biseqMethCalling* was implemented using the *Python* programming language and comprises approximately 4,000 lines of code. Aligned reads in the SAM/BAM format [H. Li et al. 2009] constitute the input to *biseqMethCalling*. The software is typically applied to output data from the MAQ [H. Li et al. 2008] or (RR)BSMAP [Xi and W. Li 2009; Xi et al. 2012] tools, but can be adapted to the output of any bisulfite aligner. The program iterates over all input reads and identifies valid base calls for each cytosine contained in the reference sequence. Here, a position is considered valid if the base-quality of the cytosine and other bases in the respective motif exceed a parameter-defined threshold. Reads are discarded if they do not pass certain user-defined criteria: reads can be filtered based on the number of alignment mismatches, whether a read is marked as PCR duplicate, overall base-quality and sequence complexity (i.e. reads with unreasonably long stretches of the same nucleotide in their sequence can be excluded). If properly annotated, domains of reads pertaining to sequencing adapters can be excluded from the analysis. When considering paired-end data from directional sequencing protocols, only two read orientations are considered valid for each read mate (see Figure 3.1). *biseqMethCalling* can identify and discard reads that do not fit one of these configurations. Furthermore, improperly paired reads, i.e. mate reads mapping to different chromosomes or mapping further apart than the expected fragment size can
be excluded. Optionally, only the mate in a pair with better alignment quality can be
retained for analysis. If mate reads overlap due to short fragment lengths, only informa-
tion for the mate with higher alignment quality is retained for methylation calling in the
overlap. Additional features pertain specifically to the RRBS protocol. In these proto-
cols, sequencing adapters and the nucleotides used for filling in the restriction site typically
employ methylated cytosines. This artificially introduced methylation is excluded by biseqMethCalling when quantifying DNA methylation. For WGBS and RRBS data,
methylation information for the genomic forward and reverse strand can be considered
separately or can be combined. By default, processing is restricted to CpG dinucleotides,
but reporting of methylation in non-CpG contexts can optionally be enabled.

The output of biseqMethCalling consists of methylation information that is summa-
rized across individual cytosines, sequencing reads and fragments (Figure 3.2). A custom
BED format [Kent et al. 2010] is used to store genomic locations along with their
annotation and facilitates data sharing and visualization in genome browsers. For each
cytosine in the considered CpG or non-CpG context, the tool counts the numbers of con-
version and non-conversion events. All sequencing reads that pass the filtering criteria
are reported along with relevant cytosine positions and methylation levels. When reads
originate from paired-end sequencing or are aligned to an in silico digested genome (in
case of RRBS protocols), the genomic segments resulting from DNA fragmentation and
size selection during sequencing library preparation can be identified. Mean methy-
lation levels of individual reads and fragments are reported. Additionally, extensive
statistics, which can be used for quality control, are provided for both genomic strands
and cytosine contexts individually as well as in a combined manner. These statistics
include counts of retained reads and reads discarded due to the filtering criteria. Addi-
tionally, methylation levels (mean and quantile values) inside and outside of considered
sequence motif (CpG, CpA, etc.) as well as summaries of base and alignment quality
are reported. The overall methylation levels outside of CpG context can be used as an
estimate for the rate of overall bisulfite conversion. If provided with the sequence of
spike-in controls, methylation levels in these sequences are quantified and serve as dedi-
cated measures for the conversion rate.

The tool offers several convenience options. Multiple alignment input files can be
specified which are then merged during runtime according to user-provided grouping
criteria. For instance, alignment files originating from multiple sequencing lanes for the
same sample can be merged. Furthermore, analyses can be restricted to predefined ge-
nomic regions of interest. This feature has proven particularly useful for more targeted
sequencing libraries, computational parallelization or software testing. Processing can
conveniently be restarted from certain savepoints in case of a failed analysis run. To
improve the wallclock runtime, biseqMethCalling can be configured to be executed
distributed across nodes of a scientific compute cluster and thus allows for the high-
throughput analysis of whole-genome bisulfite sequencing data.

**Availability**

Although there is currently no stand-alone version of the tool, biseqMethCalling has
been customized to be routinely employed by a number of laboratories. An adaptation
of the source code is part of the supplementary data of [Ziller et al. 2013] and is available
from GitHub4.

4 https://github.com/epigen/biseqMethCalling
3.1.3 Discussion

We have developed one of the first pipelines for quantifying DNA methylation levels from genome-wide bisulfite sequencing experiments. It has been established at the Meissner lab at the Department for Stem Cell and Regenerative Biology at Harvard University and the Broad Institute, but has also successfully been adapted for use in other laboratories. At the time of development, no software package for genome-wide methylation calling was publicly available and this pipeline represented one of the first tools for the processing of RRBS and WGBS data. Since the pipeline was first employed, other tools for methylation calling, such as Bismark [Krueger and Andrews 2011] and Bis-SNP [Liu et al. 2012], have emerged. Compared to these alternatives, biseqMethCalling provides extensive summary statistics and other outputs that facilitate quality control and genome-browser-based visualization of the results. The software was used to process human and murine methylation data for a number of studies (e.g. [Ziller et al. 2011; Ziller et al. 2013]), thus proving its utility for the standardized high-throughput processing of bisulfite sequencing data.

3.2 Comprehensive Analysis of DNA Methylation Data with RnBeads

High-throughput assays for DNA methylation profiling have enabled large-scale Epigenome-Wide Association Study (EWAS) and epigenome mapping projects. The number of assayed samples and methylation sites in these studies is steadily increasing, while access to bioinformatics support for many biomedical researchers in this area is still limited. Guidelines and good practices for DNA methylation analysis are now emerging [Bock 2012; Michels et al. 2013] and a plethora of bioinformatic tools, which
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implement them, have been developed. However, the vast majority of these tools is
dedicated to a particular task in methylation analysis or is only applicable to a specific
experimental platform. Particularly the identification of differentially methylated re-
gions has motivated various software developments (cf. Appendix B). We evaluated
the features of 22 related software tools (supplementary information in [Assenov et al.
2014]) and concluded the demand for a pipeline that facilitates start-to-finish analysis
of DNA methylation data and that can be employed by users with potentially little or
no bioinformatics expertise.

With this goal in mind, we developed the RnBeads software package [Assenov et al.
2014] which establishes a user-friendly workflow for the analysis and interpretation of
large-scale DNA methylation data that complies with emerging standards. RnBeads
builds upon extensive prior research on bioinformatic and statistical methods for DNA
methylation analysis. Based on our assessment of existing algorithms and software, we
defined the following key features of RnBeads:

- support for all genome-scale and genome-wide DNA methylation assays that pro-
  vide single-cytosine resolution
- extensive functionality for high-level DNA methylation analysis, including data
  visualization, quality control, exploratory analysis, handling of batch effects, cor-
  recting for tissue heterogeneity and differential methylation analysis
- analysis of DNA methylation at the level of individual CpGs as well as predefined
  genomic regions
- generation of interactive reports that allow users to select results and adjust pa-
  rameters without having to rerun the analysis
- implementation of a standardized pipeline mode that is essentially self-
  configuring, with the option to adapt the workflow using custom parameter set-
  tings or custom scripts
- flexibility to run RnBeads on a personal computer, on a high-performance comput-
  ing infrastructure, via a web-based service or in a cloud-computing environment,
  depending on the scale of the analysis
- usability without the need extensive programming knowledge
- sufficient performance to process the largest DNA methylation datasets that are
  currently available on a suitable scientific computing cluster (hundreds of RRBS
  or WGBS profiles or thousands of 450K profiles)
- reproducibility and sharing of results through automatic documentation of pa-
  rameters and analysis methods in the RnBeads reports

The core workflow of RnBeads comprises data import, quality control, preprocessing
and filtering, generation of genome browser tracks and data tables, optional inference of
(confounding) covariates, exploratory analysis and differential DNA methylation anal-
ysis (Figure 3.3).

RnBeads supports any experimental protocol that provides single-basepair CpG
methylation measurements. This includes array-based platforms such as Illumina’s
450K, 27K and EPIC arrays as well as bisulfite-sequencing protocols (RRBS, WGBS,
etc.). Notably, data obtained from enrichment-based methods can also be analyzed,
provided that the data has been preprocessed with corresponding bioinformatic algo-
rithms [Laird 2010; Stevens et al. 2013].

RnBeads is implemented using the R programming language and follows a modular
design that supports automated pipeline workflows as well as flexible interactive analy-
ses. The default RnBeads workflow is executed by invoking rnb.run.analysis(...),
either in an interactive R session or via R’s support for scripted analyses. Optionally, an XML configuration file can be provided in order to execute analyses with predefined parameter sets.

When used with default options on small- to medium-scale data sets, RnBeads is essentially self-configuring: it parses a user-provided sample annotation table and, using this annotation, executes the modules as shown in Figure 3.3. RnBeads workflows can also be fine-tuned using global configuration parameters, which are specified using the `rnb.options(...)` command. During the execution of an analysis, each step is tracked by extensive logging functionality. Upon successful module completion, an interactive analysis report is generated that comprises method descriptions, publication-quality diagrams and links to data tables. These reports use client-side scripting and the dynamic features of XHTML to enable interactive data exploration of precalculated results. RnBeads can also save analysis options and data objects, which makes it straightforward to rerun an analysis with the same parameters and to comply with the paradigm of reproducible research [R. C. Gentleman 2005]. Custom workflows can be designed by running analysis modules individually or by using R functions that operate directly on serialized RnBSet objects (these objects are instances of an R S4 class and constitute the RnBeads representation of all DNA methylation and metadata within a given dataset).

The following sections provide a detailed overview on RnBeads’ analysis modules, implementation details and a use-case. The tool has also been extensively used for characterizing the DNA methylation datasets described in Chapters 4 and 5.

### 3.2.1 Analysis Modules in Detail

**Data Import**

First, the data import module of RnBeads parses a sample annotation table and uses the contained information to configure the analysis. This user-provided annotation should be in a tabular format that contains a row for each sample and columns describing sample characteristics. A column containing the file names for each sample’s methylation data is required. Other columns may contain categorical information which are then parsed and used as sample annotation in later analysis steps. For instance, the color coding in the exploratory analysis and the grouping for differential methylation analysis is determined by these columns. Via RnBeads’ analysis options the user can specify which of the columns are used in the analysis or RnBeads can automatically identify columns with categorical sample annotation. Second, the methylation information for

![Figure 3.3](On the next page) RnBeads workflow for analyzing DNA methylation data. The workflow consists of seven modules (i-vii) and is essentially self-configuring on the basis of a sample annotation table provided by the user. Each module generates part of the RnBeads hypertext report, which includes method descriptions, diagrams and links to data tables. RnBSet objects store methylation and QC data and sample annotation in order to facilitate custom analysis workflows in R. Methylation data is exported for visualization using genome browsers and follow-up analyses using third-party software tools. Input data types include signal intensities (IDAT), Illumina GenomeStudio (GS), tab-delimited files (TAB), Gene Expression Omnibus (GEO) datasets and various BED-like formats.
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each sample is parsed. A broad range of input formats is supported. For array-based analysis using the Infinium platforms, signal intensity data files (IDAT) can be read by RnBeads, which extracts methylation information from the signal intensities and performs data normalization. Alternatively, RnBeads can load precomputed data from Illumina GenomeStudio report files, directly from the Gene Expression Omnibus (GEO) database or import data from tabular formats. When IDAT files are loaded into RnBeads, the methylumi Bioconductor package is used for performing low-level data processing.

For sequencing-based methods, data preparation requires steps that are highly protocol-dependent, including sequence alignment and DNA methylation calling for single CpGs (cf. Section 3.1). These steps need to be executed using dedicated tools before loading the data into RnBeads. An RnBeads analysis starts with importing BED files or data tables that provide the number of methylated and unmethylated observations for each covered CpG. For example, the outputs of Bismark [Krueger and Andrews 2011] and Bis-SNP [Liu et al. 2012] as well as methylation calls obtained from the pipeline described in Section 3.1.2 can directly serve as inputs to RnBeads. Enrichment-based and restriction-enzyme-based assays require specialized algorithms for inferring DNA methylation levels at single-base-pair resolution. For these experiments, software tools such as MEDIPS [Chavez et al. 2010], MEDUSA [Wilson et al. 2012] and methylCRF [Stevens et al. 2013] generate DNA methylation tables that can be imported into RnBeads as BED files or in one of several other data file formats.

After the DNA methylation data has been loaded, RnBeads combines the data of all samples into a single RnBSet object that constitutes the basis for all further analysis steps. RnBSet objects store DNA methylation levels as \( \beta \)-values which are defined as

\[
\beta = \frac{\max(M, 0)}{\max(M, 0) + \max(U, 0) + \epsilon}
\]

for Illumina’s array platforms. Here, \( M \) and \( U \) correspond to the measured, continuous-valued methylated and unmethylated intensity signal respectively and \( \epsilon \) is a constant (typically set to 100). Bisulfite-sequencing-based methylation levels are simply described by the fraction of methylated cytosines compared to the number of reads covering a CpG. RnBeads can also derive \( M \)-values from \( \beta \)-values or methylation levels using the logit transformation:

\[
M = \log_2 \frac{\beta}{1 - \beta}
\]

In addition to storing methylation measurements for each CpG, these objects also contain aggregate methylation levels for predefined genomic regions which are computed by averaging over CpG methylation levels contained in a region. By default, these region definitions include promoters (defined as 1500 bp upstream and 500 bp downstream of the TSS), whole genes (transcription start to transcription end site), CpG islands and genomic tiling regions. In addition, custom region annotation can be supplied by the user (e.g. via BED files). Since data matrices become large when performing genome-wide analyses on large numbers of samples, RnBeads provides the option of maintaining these matrices on hard disk in order to reduce the demand on main memory. For this purpose, the efficient memory mapping procedures implemented in the ff package\(^5\) are employed. RnBeads currently supports several human, mouse and rat genome assemblies via its auxiliary annotation packages RnBeads.HG19,

\(^5\) [http://cran.r-project.org/web/packages/ff/index.html](http://cran.r-project.org/web/packages/ff/index.html)
RnBeads.hg38, RnBeads.mm9, RnBeads.mm10 and RnBeads.rn5. A supplemental package, named RnBeadsAnnotationCreator can be used to generate RnBeads annotation packages for additional genomes.

Quality Control

RnBeads also can also assist the user in the identification of technical and biological biases that are common in large-scale DNA methylation datasets. These include technical assay failures, sample mix-ups and batch effects. Quality issues are highlighted in the resulting reports, but it is ultimately left to the user to handle them appropriately, for example by excluding samples with low quality, by resolving sample mix-ups using genotyping data or by correcting for batch effects using statistical methods. The detection of technical failures is assay-specific and differs between sequencing-based and microarray-based analyses. For Infinium array data, RnBeads generates summary plots for the microarray quality-control probes to monitor technical parameters such as bisulfite conversion efficiency and unspecific probe hybridization. For sequencing-based data sets, the quality assessment focuses on sequencing coverage, given that issues in bisulfite conversion and clonal read rates are typically already identified during the alignment and methylation calling steps. RnBeads also addresses the relatively common problem of sample mix-ups by graphical representation and clustering based on signal intensities of the genotyping probes that are present on the Infinium microarray. Samples with matching genotypes can thus be identified and checked for consistency with annotation records. In addition, RnBeads uses DNA methylation data to predict which samples were derived from male and female donors on the basis of their X-inactivation status and the presence or absence of measurements on the Y chromosome. This classifier highlights discrepancies between gender information from the sample annotation table and the biological sex of the analyzed samples, which are often indicative of sample mix-ups.

Preprocessing

To minimize the risk of measurement biases affecting the analysis, RnBeads implements a framework for rule-based filtering of samples, CpG sites and DNA methylation measurements. Filtering is performed in two steps to provide flexibility and to avoid biasing the normalization procedure of Infinium analyses with problematic samples. First, RnBeads removes low-quality data that could bias an analysis by discarding samples and CpGs that contain a substantial fraction of measurements with low technical quality (for example, a large detection p-value for Infinium data or low sequencing coverage in the case of bisulfite sequencing data) as well as CpGs and measurements that may be unreliable for other reasons. For example, RnBeads can remove Infinium probes overlapping Single-Nucleotide Polymorphisms (SNPs) that pose a high risk of influencing DNA methylation measurements. In a second filtering step that follows data normalization RnBeads discards those samples and CpGs that should be included in the normalization, since they contribute to the overall distributions of signal intensities and methylation levels, but that should not be included in subsequent analysis steps. Examples include CpGs with too many missing values across samples or with zero variability in their methylation values. Furthermore, users can configure additional filtering rules.

Normalization is only applied to Infinium data. In case no normalization is performed, the order of filtering steps is irrelevant.
and define custom blacklists of CpGs that should always be excluded and/or whitelists of CpGs that should always be retained. The default filtering criteria were chosen relatively conservatively with the goal of reducing the risk of spurious or misleading results.

For Infinium data, RnBeads offers several alternative options for signal intensity-based normalization, which is an important step for reducing probe biases that could interfere with the analysis. RnBeads’ default normalization method for Infinium data is SWAN [Maksimovic et al. 2012], which is implemented in the minfi package [Aryee et al. 2014] and provides a good balance of accuracy, robustness and run-time performance. Alternatively, RnBeads supports Illumina’s standard normalization procedure as implemented in methylumi, the BMIQ normalization method [Teschendorff et al. 2013], and all modular normalization algorithms that are available in the watermelon package [Pidsley et al. 2013]. RnBeads also supports the background-correction techniques implemented in methylumi [Triche et al. 2013], which can be combined with normalization.

All filtering and normalization steps are tracked in the RnBeads report and plots visualize any changes in the global distribution of DNA methylation levels before and after preprocessing.

Tracks and Tables

RnBeads is able to export the preprocessed data in several formats that facilitate data visualization and ancillary analyses using third-party software. RnBeads can be configured to export methylation tracks in BIGBED and BIGWIG format and to summarize them into track hubs that can be loaded into various genome browsers, thus providing a common reference point for exploring the generated data tracks. Moreover, the software aggregates the preprocessed data in CSV and BED files that can be loaded and analyzed with custom scripts and web-based tools. In addition, sample-wise statistics, including the number of assayed CpGs and genomic regions, the number of assayed CpGs per region type, and the average read coverage (for sequencing data), are summarized in dedicated tables.

Exploratory Analysis

Global changes in DNA methylation can often be identified by visual inspection of normalized and quality-controlled DNA methylation data before in-depth analysis of differential DNA methylation. To facilitate this type of exploratory analysis, RnBeads visualizes sample-specific DNA methylation profiles at the single-CpG level and for genomic regions of interest. The global distribution of DNA methylation levels is summarized in density plots, which help identify samples and sample groups that deviate from the characteristic bimodal distribution of methylation levels with its clear-cut distinction between highly methylated loci and essentially unmethylated loci (for example, due to global gain or loss of DNA methylation). RnBeads also visualizes DNA methylation variation within and across sample groups, which facilitates the detection of hypervariable samples (for example, due to technical issues or biological effects such as high tissue heterogeneity). DNA methylation profiles are computed on the basis of single CpG measurements as well as using values aggregated in sets of predefined genomic regions, such as gene promoters or CpG islands. Furthermore, if the annotation includes information on biological or technical replicates, RnBeads calculates pairwise agreement between replicates and visualizes them as scatterplots, thereby providing a global assessment of reproducibility of experiments.
Hierarchically clustered heatmaps help to assess the presence of sample subgroups in the data set. This analysis is quantitatively supported by various distance metrics, by the calculation of silhouette statistics to identify the best fitting number of clusters as well as by systematic association testing between the obtained clusters and the user-provided sample annotation. Dimension reduction employing Principal Component Analysis (PCA) and Multidimensional Scaling (MDS) is also available. In combination with interactive sample coloring, this functionality provides a powerful way of visualizing associations between sample annotations and genome-wide DNA methylation profiles. The analysis of such patterns is also helpful for detecting batch effects, which can arise from technical confounders such as date and duration of sample processing, the person running the assay and sample origin. Batch effects are common in large-scale DNA methylation datasets, in particular among those generated with microarrays or with enrichment sequencing protocols such as MeDIP and MBD-seq. To systematically detect batch effects, RnBeads runs tests for significant association between user-provided sample annotation and the directions of largest variance identified in a PCA of the DNA methylation data. Statistical testing is also performed to identify significant associations among the sample annotations and with quality-control indicators such as bisulfite conversion rates and nonspecific binding (for Infinium data). In these comparisons, the appropriate statistical test is automatically selected based on the type of annotation data. Specifically, the selected tests are: Fisher’s Exact Test for categorical data, Wilcoxon rank-sum test for continuous values in two sample groups, Kruskal-Wallis one-way analysis of variance for continuous values in multiple groups and Pearson correlation coupled with a permutation test for comparing continous values. All results are visualized in the RnBeads report, thus enabling a systematic assessment of associations between DNA methylation levels and sample annotations.

In addition, composite plots of DNA methylation levels around genes and other genomic regions are generated. These plots can help detect global changes in DNA methylation that affect gene promoters differently compared to intra- or intergenic regions. Finally, if provided with a list of custom genomic regions or genes of interest, genome browser views can be generated with RnBeads using functionality of the Gviz package [Hahne et al. 2012].

**Differential DNA Methylation**

After evaluating multiple approaches and their implementations for the identification of differential methylation (cf. Appendix B), we implemented the following strategy in RnBeads: different measures of differential methylation can be aggregated into combined ranks and differences can be analyzed at the level of individual CpGs (Algorithm 3.1) as well as by combining measurements across larger genomic regions (Algorithm 3.2). The latter approach increases statistical power and can result in interpretable sets of differentially methylated regions [Bock 2012]. Moreover, it reduces the susceptibility to differential coverage of individual CpGs between samples. The following paragraphs provide details on the computed differential methylation measures and their combination.

In each comparison defined by the sample annotation table, RnBeads computes \( p \)-values for all covered CpGs (\( \pi_i,s \) in Algorithm 3.1). By default, hierarchical linear models, implemented in the limma package [Smyth 2004] are employed for this task (limmaP(…) in Algorithm 3.1). limma was originally developed for identifying differential gene expression and employs the following linear relationship to model gene
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expression levels based on sample features and corresponding coefficients:

\[ E(y_g) = X\beta_g \]

Here, \( y_g \) denotes the vector of observed log-expression levels for gene \( g \) in \( n \) samples: \( y_g = (y_{g1}, \ldots, y_{gn})^T \). \( X \) denotes an \( n \times p \) design matrix that encodes sample annotation for \( p \) covariates. This annotation includes the group membership of each sample for the target comparison (as binary variable) and can optionally contain other covariates to be included in the model. \( \beta_g \) denotes a vector of feature coefficients and is estimated by least squares:

\[ \hat{\beta}_g = (X^T W_g X)^{-1} X^T W_g y_g \]

where \( W_g \) is a diagonal matrix of known feature weights. In order to derive a \( p \)-value for differential expression, the null hypothesis that the coefficient for gene \( g \) and target comparison \( j \) does not deviate from zero is tested:

\[ H_0 : \beta_{gj} = 0 \]

In ordinary linear models this can be facilitated by the \( t \)-statistic:

\[ t_{gj} = \frac{\hat{\beta}_{gj}}{s_g \sqrt{v_{gj}}} \]

where \( s^2_g = (y_g - X\hat{\beta}_g)^T (y_g - X\hat{\beta}_g) / d_g \) denotes the residual sample variance (with \( d_g \) residual degrees of freedom; usually \( d_g = n - p \)) and \( v_{gj} \) is the \( j \)th diagonal element of \( (X^T W_g X)^{-1} \). Instead of the ordinary \( t \)-statistic, \textsc{limma} defines a moderated \( t \)-statistic:

\[ \tilde{t}_{gj} = \frac{\hat{\beta}_{gj}}{s_g \sqrt{\tilde{v}_{gj}}} \]

where

\[ \tilde{s}^2_g = \frac{d_0 s_0^2 + d_g s^2_g}{d_0 + d_g} \]

Here, \( s_0^2 \) and \( d_0 \) denote prior estimates for variance and degrees of freedom. They represent hyperparameters shared by all genes and can be derived from the data using empirical Bayes methods (cf. [Smyth 2004] for details). The resulting hierarchical models have been shown to lead to robust estimates of differential expression, even when the number of samples per group is small [Phipson et al. 2016]. Notably, the problem that the number of parameters to be estimated is much larger than the number of training samples is addressed by this mode of parameter sharing. In \textsc{RnBeads}, the \textsc{limma} approach is directly applied to DNA methylation data by replacing log-expression (\( y_g \)) with methylation \( M \)-values. They are derived from the fractional methylation levels \( y_{ci} \) (or \( \beta \)-values) of each CpG \( c \) and sample \( i \) by the logit function \( M_{ci} = \log_2 \frac{y_{ci}}{1 - y_{ci}} \) and reflect distributional properties of log-expression values considered in the model more closely than fractional methylation levels. We specifically selected the \textsc{limma} method due to its sound statistical model, robustness to relatively small sample sizes, ease-of-use and computational performance. Alternatively, \( p \)-values can also be calculated using an ordinary two-sided \( t \)-test comparing the distributions of methylation levels between the...
Algorithm 3.1: Site-level quantification of differential methylation between two groups of samples

Input:
- Sample groups $G_1, G_2$ with $n_1 := |G_1|, n_2 := |G_2|, n := n_1 + n_2$
- $p_S \in \mathbb{N}$ methylation sites
- Methylation level matrix $Y \in [0, 1]^{p_S \times n}$

Output:
- $\mu_1, \mu_2 \in [0, 1]^{p_S}$, vectors of group mean methylation levels for each site
- $\delta \in [-1, 1]^{p_S}$, a vector of methylation level differences
- $\theta \in \mathbb{R}^{p_S}$, a vector of methylation ratio differences
- $\pi \in [0, 1]^{p_S}$, a vector of differential methylation p-values
- $\rho \in [1, p_S]^{p_S}$, a vector of combined ranking scores for each site

for $i \in \{1, \ldots, p_S\}$ do
    $\mu_{1,i} \leftarrow \text{mean}(Y_{i,G_1})$
    $\mu_{2,i} \leftarrow \text{mean}(Y_{i,G_2})$
    $\delta_i \leftarrow \mu_{1,i} - \mu_{2,i}$
    $\theta_i \leftarrow \frac{\mu_{1,i}}{\mu_{2,i}}$
    $\pi_i \leftarrow \text{limmaP}(\bar{Y}, G_1, G_2, i) \quad \triangleright \text{using the limma package on the matrix of M-values}$
end for

$\rho_\delta \leftarrow \text{rank}(|\delta|)$
$\rho_\theta \leftarrow \text{rank}(|\log(\theta)|)$
$\rho_\pi \leftarrow \text{rank}(-\pi)$

for $i \in \{1, \ldots, p_S\}$ do
    $\rho_i \leftarrow \text{max}(\{\rho_\delta,i, \rho_\theta,i, \rho_\pi,i\})$
end for

two groups of samples or optionally the RefFreeEWAS method, which can be used to account for cell-type heterogeneity [Houseman et al. 2014] (see details below). In addition to the default, unpaired analysis, RnBeads also supports paired-sample analysis, which can substantially increase statistical power when analyzing matched pairs such as tumor versus normal tissue from the same individual or disease-discordant twins. The CpG-level p-values are adjusted for multiple testing using the False Discovery Rate (FDR) method [Benjamini and Hochberg 1995].

Furthermore, aggregate p-values are computed for predefined genomic regions. Here, the uncorrected, CpG-specific p-values within a given region are combined using an extension of Fisher’s method that accounts for correlated p-values [Makambi 2003] (combineP(...) in Algorithm 3.2). Specifically, Fisher’s method combines p-values $p_1, \ldots, p_m$ by computing the statistic

$$M_F = -2 \sum_{i=1}^{m} \ln(p_i)$$

When all the null hypothesis underlying the individual $p_i$ are true, the resulting $M_F$ follows a chi-square distribution with $2m$ degrees of freedom and the combined p-value can be obtained by testing its significance. However, Fisher’s method does not account for dependencies in the p-values that are the result of correlated test statistics. The
**Algorithm 3.2:** Region-level quantification of differential methylation between two groups of samples

**Input:**
Sample groups $G_1, G_2$ with $n_1 := |G_1|, n_2 := |G_2|, n := n_1 + n_2$
$p_S, p_R \in \mathbb{N}$ the number of sites and regions respectively
$\phi : \{1, \ldots, p_R\} \to 2^{\{1, \ldots, p_S\}},$ a mapping of sites to each region
$\mu_1, \mu_2 \in [0, 1]^{p_S},$ group mean methylation levels for each site
$\pi \in [-1, 1]^{p_S},$ a vector of differential methylation p-values for each site

**Output:**
$M_1, M_2,$ vectors of group mean methylation levels for each region
$\Delta \in [-1, 1]^{p_R},$ a vector of methylation differences for each region
$\Theta \in \mathbb{R}^{p_S},$ a vector of methylation ratio differences for each region
$\Pi \in [0, 1]^{p_R},$ a vector of differential methylation p-values for each region
$P \in [1, p_R]^{p_S},$ a vector of combined ranking scores for each region

for $j \in \{1, \ldots, p_R\}$ do
  $M_{1,j} \leftarrow \text{mean}(\mu_{1,\phi(j)})$
  $M_{2,j} \leftarrow \text{mean}(\mu_{2,\phi(j)})$
  $\Delta_j \leftarrow M_{1,j} - M_{2,j}$
  $\Theta_j \leftarrow \frac{M_{1,j}}{M_{2,j}}$
  $\Pi_j \leftarrow \text{combineP}(\pi_{\phi(j)}))$  \(\triangleright\) method for combining p-values
end for

$P_\Delta \leftarrow \text{rank}(|\Delta|)$
$P_\Theta \leftarrow \text{rank}(|\log(\Theta)|)$
$P_\Pi \leftarrow \text{rank}(\log(\Pi))$

for $j \in \{1, \ldots, p_R\}$ do
  $P_j \leftarrow \max\left(\{P_\Delta, P_\Theta, P_\Pi\}\right)$
end for

method introduced by Makambi [2003] therefore employs alternative distributional assumptions and use a weighted version of the test statistic:

$$M_{F,m} = -2 \sum_{i=1}^{m} \ln(p_i) \omega_i$$

where the $\omega_i$ are weights for individual p-values and sum to 1. Under the assumption of correlated p-values the statistic $\nu_{\mathbb{E}(M_{F,m})}$ follows a chi-square distribution with $n$ degrees of freedom, which can be used to derive an aggregate p-value. Provided with an estimate for the pairwise correlations of p-values, $\nu$ can be computed from the given p-values and weights (cf. [Makambi 2003] for details). For combining p-values, RtBeads uses a estimated correlation coefficient of 0.8, which was empirically determined from methylation data, and uniform weights $\omega_i = \frac{1}{m}$. Subsequently, these aggregate p-values are subjected to multiple-testing correction using the FDR method.

In order to address the problem that minimal, but consistent differences tend to receive low p-values that reflect statistical but not biological significance, RtBeads ranks
the differentially methylated regions according to the combination of statistical significance and the degree of differential methylation. In Algorithms 3.1 and 3.2, the computed ranks are denoted by $r_i$ and $P_j$ for CpGs and predefined genomic regions, respectively. The degree of differential methylation is estimated as (i) the absolute difference in DNA methylation ($\delta_i$ and $\Delta_j$) and (ii) the relative ratio of mean DNA methylation levels between sample groups ($\Theta_i$ and $\Theta_j$). These two measurements differ in their relevance for regions with low versus high DNA methylation levels and thus complement each other. In regions of the genome that exhibit DNA methylation values near 0%, the DNA methylation ratio between sample groups tends to overestimate the effect size, and the absolute DNA methylation difference is a more appropriate measure. The opposite is true for high DNA methylation values near 100%, where the relative ratio is the more stringent and appropriate measure of effect size.

In summary, RnBeads combines statistical testing with a priority ranking scheme that is based on the absolute and relative effect size of the differences between sample groups. It assigns a combined rank score for differential DNA methylation to each analyzed CpG site and genomic region ($r_i$ and $P_j$ in Algorithms 3.1 and 3.2). This combined rank is defined as the maximum (i.e. worst) of three individual rankings: (i) by absolute difference in mean DNA methylation levels ($\delta_i$ and $\Delta_j$), (ii) by the relative difference in mean DNA methylation levels, which is calculated as the absolute value of the logarithm of the quotient of mean DNA methylation levels ($\Theta_i$ and $\Theta_j$) and (iii) by the CpG-based or region-based $p$-value ($p_{\tau,i}$ and $P_{11,j}$; calculated as described above). The priority-ranked lists can be used directly for downstream analysis, such as manual inspection of the top-ranking regions in a genome browser or for web-based analysis using tools such as Galaxy [Giardine et al. 2005], GeneTrail2 [Stöckel et al. 2016] and EpiExplorer [Halachev et al. 2012]. In addition to the ranking of differential DNA methylation, RnBeads visualizes the observed differences using scatterplots and volcano plots, and it performs enrichment analysis for Gene Ontology (GO) terms associated with differentially methylated regions.

### Covariate Inference

Even well-designed studies performed with accurate DNA methylation assays can include confounders and potential sources of batch effects. For example, the samples in an epigenome-wide association study may be collected in different countries, using different preprocessing steps or may stem from genetically distinct populations. Furthermore, many large cohort studies are currently conducted on whole blood, which is characterized by significant cellular heterogeneity. RnBeads implements a number of methods that can be used to mitigate such biases.

Batch effects arise from variation in the sample origin or sample handling [Leek et al. 2010] and their influence on the measurements can obscure biologically relevant differences. As long as the experimental design is chosen in such a way that the confounders exhibit an acceptable distribution across the phenotypes of interest in the dataset, RnBeads can correct for the resulting biases employing established statistical tools. To that end, known sources of potential batch effects should be documented in dedicated columns of the sample annotation table. These columns can then be specified as known confounders when performing the limma-based analysis of differential DNA methylation. RnBeads also integrates the Surrogate Variable Analysis (SVA) method implemented in the sva package [Leek et al. 2012] as an optional step of the workflow.
In SVA, so-called surrogate variables are identified from the singular value decomposition of the residual methylation matrix that results from regressing out known covariates [Leek and Storey 2007]. To be more precise, let $Y$ an $m \times n$ matrix with methylation levels for $m$ sites and in $n$ samples. Then SVA models the methylation level for site $i = 1, \ldots, m$ in sample $j = 1, \ldots, n$ as

$$Y_{ij} = f_i(x_j) + \epsilon_{ij}$$

where $f_i(x_j)$ denotes a general function over the annotated sample information $x_j$. Parameters for $f_i(x_j)$ are typically estimated by linear regression methods. The term $\epsilon_{ij}$ denotes unmeasured sources of methylation variation. SVA performs singular value decomposition on the residual matrix $R$, whose entries are defined by $R_{ij} = Y_{ij} - f_i(x_j)$: $R = UDV^T$. As a result, this decomposition captures the influence of unobserved factors on methylation variation in terms of an orthogonal basis of singular vectors. By means of statistical testing, singular vectors that are significantly associated with variation are identified and they are used for the construction of a set of significant surrogate variables (cf. [Leek and Storey 2007] for further details). The rationale behind this approach is that these surrogate variables estimate effects of unknown factors and they can be accounted for by controlling for them in differential methylation analysis. The latter can be accomplished by including the surrogate variables as additional covariates in the models used for the computation of $p$-values for differential methylation.

Other methods for batch-effect detection and correction have not yet been implemented in RnBeads, but can applied to RnBSet objects as part of custom workflows. For instance, similar to SVA, the ISVA method [Teschendorff et al. 2011] identifies surrogate variables, but employs independent component analysis for matrix decomposition and estimates the number of components by random matrix theory. Furthermore, ComBat [Johnson et al. 2007] provides an empirical Bayesian framework for correcting for known batch covariates.

DNA methylation differences between heterogeneous samples (such as blood, tumor tissue and most other types of tissue biopsies) can arise not only from cell-intrinsic differences in DNA methylation but also from differences in the cell-type composition between samples [Jaffe and Irizarry 2014; Teschendorff 2015]. RnBeads supports three alternative methods for handling cell-type heterogeneity in the context of analyzing differential DNA methylation.

First, for certain sample types such as whole blood, it is possible to purify reference populations of the most prevalent cell types contributing to sample heterogeneity. DNA methylation patterns from these references can then be used to quantify the cell composition of a heterogeneous sample [Houseman et al. 2012]. The resulting cell composition estimates can then be included as covariates in the limma-based analysis of differential DNA methylation. This method is most commonly used for EWAS performed on patient cohorts for which only whole-blood samples are available [Michels et al. 2013]. Suitable reference maps for sorted cells of the blood system have been generated for the 450K (e.g. [Reinius et al. 2012]). The model behind the method proposed in [Houseman et al. 2012] describes the following linear relationship between CpG methylation, sample phenotypes and cell type composition:

$$Y = BX^T + M\Omega^T + E$$

Here, $Y \in [0,1]^{m \times n}$ is a matrix of methylation values for $m$ CpGs and $n$ samples. $X$ is an $n \times d$ design matrix that contains sample annotation such as information on the
phenotype and known, potential confounders. $B$ contains $m \times d$ regression coefficients representing direct effects of known covariates on methylation. The composition of $k$ cell types for each sample is represented by the $n \times k$ matrix $\Omega$ ($k$ is fixed in advance). $M \in [0,1]^{m \times k}$ contains methylation levels for the $k$ cell types and is derived from the average methylation levels of purified samples for the given reference cell types. $E$ is an $m \times n$ matrix of error terms. $\Omega$ itself is assumed to be dependent on the sample covariates:

$$\Omega = X\Gamma + \Xi \quad (3.2)$$

where $\Gamma$ contains coefficients describing the linear relationship between cell composition and sample covariates and $\Xi$ is an error matrix. The goal of referenced-based estimation of cell-type heterogeneity is to estimate the unknown cell-type compositions $\Omega$. In theory this problem can be solved using least squares estimation. However, Houseman et al. [2012] impose natural constraints on $\Omega$, i.e. the composition values are in the interval $[0,1]$ and their sum is less than one for each sample, and solve the problem using a quadratic programming approach. In RnBeads the estimated contributions for the reference cell types are added to the sample annotation and they can be used as covariates in differential methylation analysis. Furthermore, they also provide useful annotation to be considered in exploratory analyses.

Second, a number of methods have been proposed for accounting for cell-type heterogeneity without the need for reference profiling [Houseman et al. 2014; Zou et al. 2014] and we have integrated them into the RnBeads pipeline. Extending their model for reference-based estimation, Houseman et al. [2014] propose the RefFreeEWAS method. In detail, substituting Equation 3.2 in Equation 3.1 yields

$$Y = (B + MG^T)X^T + M\Xi^T + E$$

RefFreeEWAS first estimates the coefficients $B^*$ and residuals $E^*$ of the unadjusted model and subsequently applies a singular value decomposition to the concatenation of the coefficient and residual matrices $\hat{R} = [\hat{B}^*, \hat{E}^*]$ (which is in contrast to standard SVA that computes singular values for the residuals only). It associates the $k$ largest singular values with cell-composition. They can be corrected for when computing association with a phenotype of interest. In RnBeads, the RefFreeEWAS method can be enabled as an alternative method for inferring $p$-values in the differential methylation analysis module.

Third, the FaST-LMM-EWASher software provides an alternative, reference-free approach for associating DNA methylation with a phenotype of interest and correcting methylation heterogeneity that is due to confounders [Zou et al. 2014]. It is based on linear mixed models which incorporate variation in the data explained by the first principal components:

$$x = \beta_y y_j + Z^T \beta_{Zj} + \sum_{l=1}^{L} A_l \lambda_l v_l + \frac{1}{\sqrt{m}} \tilde{Y}^T u + \epsilon_j \quad (3.3)$$

Here, $x$ specifies the vector containing the phenotype of interest for each of $n$ samples and $y_j$ contains methylation levels at CpG $j$ with $\beta_y$ as the corresponding coefficient to be estimated. $Z$ is a matrix with column vectors of $d'$ known covariates with corresponding coefficients $\beta_{Zj}$. $\tilde{Y}$ is a matrix of methylation values for all $m$ CpGs and $n$ samples and has been standardized to have mean 0 and unit variance for each row (CpG). $u$ is
a vector of random effects and accounts for confounding factors in the methylation matrix. These effects are assumed to be identically and independently distributed, sampled from a Gaussian with variance $\sigma^2_u$. $\epsilon_j$ is a vector of Gaussian random noise with variance $\sigma^2_\epsilon$. In [Zou et al. 2014], the authors show that standard linear mixed models only inadequately capture confounding when the sample size is large. Therefore, a key aspect of the model is to augment the standard linear mixed model with a term that explicitly accounts for confounding by modeling the variation along the first $L$ principal components of the data (sum term in Equation 3.3). In this term, $\lambda_l$ denotes the $l$th eigenvector of the data covariance matrix $\tilde{Y}\tilde{Y}^T$ with corresponding principal component $A_l$. The effect corresponding to the $l$th principal component is captured by the coefficient $v_l$ to be estimated. The sum term then corresponds to a low-rank approximation of confounding effects in the data: $\sum_{l=1}^L A_l\lambda_l v_l \approx \frac{1}{\sqrt{m}} \tilde{Y}^T u$. The number of top principal components $L$ is estimated by an iterative approach. Due to software licensing issues, we could not implement the FaST-LMM-EWASher directly into RnBeads. Instead, RnBeads can export preprocessed DNA methylation data in a format that can be directly loaded into FaST-LMM-EWASher. It is important to note that these reference-free methods model cell-mediated associations without explicitly knowing the concept of a cell type. Furthermore, they entail strong linearity assumptions. It is therefore hard to determine to what extent they capture actual cell-type contributions in contrast to other sources of variation and the results from the above analysis methods should be carefully checked for statistical as well as biological plausibility.

Furthermore, the process of aging is associated with characteristic DNA methylation signatures [Horvath 2013]. RnBeads can predict a sample’s biological age using an elastic-net predictor that was inferred from a large panel of datasets [Scherer 2016]. The predicted age can be correlated with the annotated age (if available). Deviation from the annotated age can indicate potential sample mix-ups or a biologically relevant phenotype. For instance, methylation patterns indicative of accelerated aging have been associated with cancer [Horvath 2013]. Furthermore, the inferred age can be used as a covariate in exploratory and differential analyses in order to identify and adjust for systematic methylation that is due to aging. Optionally, a dataset-specific predictor can be trained and validated from the available data. The predictors have been extensively validated for 450K data and we have extended their applicability to genome-scale bisulfite sequencing data [Scherer 2016] (unpublished work together with Michael Scherer).

### 3.2.2 Implementation Details and Package Design

RnBeads and its companion data packages currently comprise a base of approximately 32,000 lines of R code, including more than 200 exported functions, classes and methods. To structure all functionality in a flexible and easily understandable way, RnBeads utilizes elements of object-oriented programming available in R. Specifically, all DNA methylation data is organized in an S4 class hierarchy. Each analysis module is implemented as an independent unit operating on an RnBSet object. Module results are written to hypertext reports that employ XHMTL and JavaScript to enable self-contained interactivity. The RnBeads reports include figures, which are collections of related plots spanning relevant parts of the parameter space. This setup enables users to dynamically explore the parameter space of each figure without the need to rerun the analysis. Dedicated R packages such as ggplot2 [Wickham 2009] are used to generate publication-grade plots, which are incorporated in the reports as bitmaps for quick visualization and as vector graphics for high-resolution printing and further processing.
All exported functions are documented and examples are provided. Detailed tutorials and executable examples can be found on the package website\(^8\).

### 3.2.3 Scalability and Performance

\textit{RnBeads} was designed to scale with large sample sizes. Parallel computation is implemented using the \texttt{foreach} and \texttt{doParallel} packages. Moreover, large R objects can be maintained directly on hard disk using the \texttt{ff} package. Small-scale analyses can be completed on a standard personal computer, whereas analyses of large datasets are recommended to be executed on a scientific computing cluster or on adequately powered cloud computing infrastructure. \textit{RnBeads} implements convenience functionality to directly distribute analysis tasks to nodes of a scientific computing cluster. For users who prefer a web-based workflow or who lack access to a suitable infrastructure, a web server supporting analyses with up to 24 samples is available.

\textit{RnBeads} has been tested successfully on Infinium data sets comprising thousands of samples and on RRBS and WGBS data sets with hundreds of samples. Table 3.1 lists runtime measurements of \textit{RnBeads} for several large datasets. Although this benchmarking has been performed with an earlier version of \textit{RnBeads} (version 0.99.15) and corresponding analyses complete much faster using a current version of the package (due to code optimization and maintenance that has been performed in the meantime) the numbers provide a good indication on how the runtime depends on analysis parameters such as the number of CpGs analyzed or the number of sample annotations provided. Not unexpectedly, increasing the number of categorical columns in the sample annotation table used for differential and exploratory analysis increases the number of comparisons and the number function calls and hence leads to an overall increase in runtime. Notably, this increase is more drastic than the increase incurred by higher numbers of CpGs. Time-critical steps that are not essential to every \textit{RnBeads} analysis (e.g. plotting variability distributions or composite plots) can be disabled using package options resulting in significantly reduced running times. For instance, disabling site-specific exploratory and differential analyses and using a current version of \textit{RnBeads} (version 1.5.0) a dataset of 478 WGBS profiles (cf. Chapter 4.4) could be processed in less than three days on the same computing cluster.

### 3.2.4 Methylome Resource

A methylome resource was established by applying \textit{RnBeads} to some of the largest public datasets that are currently available for WGBS, for RRBS and for the 450K assay. This resource provides a reference for large-scale DNA methylation analyses that can be used in various ways. For example, researchers can browse through the reports online, explore biological hypotheses, and investigate relevant aspects of the data visually or through custom data analysis with R or other software tools. Furthermore, researchers can download the data and configuration files of the Methylome Resource, add their own DNA methylation data and then run \textit{RnBeads} in order to analyze their data in the context of high-quality methylome data sets that span a broad set of tissue types. For the 450K assay, we downloaded raw intensity files for 4,034 primary tumor and normal control samples which have been collected by the The Cancer Genome Atlas (TCGA) consortium [Weisenberger 2014]. Additionally, we obtained RRBS DNA methylation profiles for 216 samples with coverage of 2,295,083 CpGs from the ENCODE project [\textit{ENCODE}]

\(^8\) http://rnbeads.mpi-inf.mpg.de
Table 3.1: Performance benchmark for large DNA methylation analyses with RnBeads

<table>
<thead>
<tr>
<th>Data type</th>
<th>No. of samples</th>
<th>No. of CpGs</th>
<th>No. of annotations</th>
<th>No. of comparisons</th>
<th>Runtime (node)</th>
<th>Runtime (cluster)</th>
</tr>
</thead>
<tbody>
<tr>
<td>450k</td>
<td>100</td>
<td>482,421</td>
<td>2</td>
<td>2</td>
<td>7h 5m</td>
<td>2h 24m</td>
</tr>
<tr>
<td>450k</td>
<td>500</td>
<td>482,421</td>
<td>6</td>
<td>6</td>
<td>1d 8h 14m</td>
<td>12h 2m</td>
</tr>
<tr>
<td>450k</td>
<td>1000</td>
<td>482,421</td>
<td>10</td>
<td>10</td>
<td>3d 2h 49m</td>
<td>1d 6h 23m</td>
</tr>
<tr>
<td>450k</td>
<td>4034</td>
<td>482,421</td>
<td>4</td>
<td>18</td>
<td>25d 11h 3m</td>
<td>8d 23h 22m</td>
</tr>
<tr>
<td>RRBS</td>
<td>10</td>
<td>1,742,404</td>
<td>2</td>
<td>2</td>
<td>7h 47m</td>
<td>2h 11m</td>
</tr>
<tr>
<td>RRBS</td>
<td>50</td>
<td>2,162,686</td>
<td>6</td>
<td>6</td>
<td>1d 1h 32m</td>
<td>6h 56m</td>
</tr>
<tr>
<td>RRBS</td>
<td>100</td>
<td>2,221,889</td>
<td>10</td>
<td>10</td>
<td>1d 23h 9m</td>
<td>12h 17m</td>
</tr>
<tr>
<td>RRBS</td>
<td>216</td>
<td>2,295,083</td>
<td>7</td>
<td>11</td>
<td>2d 15h 26m</td>
<td>22h 46m</td>
</tr>
<tr>
<td>WGBS</td>
<td>5</td>
<td>28,133,531</td>
<td>2</td>
<td>2</td>
<td>10d 4h 16m</td>
<td>2d 11h 53m</td>
</tr>
<tr>
<td>WGBS</td>
<td>10</td>
<td>28,150,019</td>
<td>6</td>
<td>6</td>
<td>3d 13h 26m</td>
<td>8d 6h 13m</td>
</tr>
<tr>
<td>WGBS</td>
<td>20</td>
<td>28,153,044</td>
<td>10</td>
<td>10</td>
<td>5d 14h 42m</td>
<td>1d 21h 33m</td>
</tr>
<tr>
<td>WGBS</td>
<td>41</td>
<td>28,158,385</td>
<td>4</td>
<td>6</td>
<td>3d 21h 22m</td>
<td>7d 19h 35m</td>
</tr>
</tbody>
</table>

Data as of May 2014. RnBeads version 0.99.15 was used.

\[\text{\textsuperscript{a}}\text{ Data from the following sources were included in the analysis: TCGA (450k), ENCODE (RRBS), Ziller et al. [2013] (WGBS)}\]
\[\text{\textsuperscript{b}}\text{ Subsets of the full datasets were generated by random sampling in order to assess the effect of sample size on runtime}\]
\[\text{\textsuperscript{c}}\text{ Number of sites represented in at least one sample}\]
\[\text{\textsuperscript{d}}\text{ Adding more columns to the sample annotation table increases the complexity and runtime of an analysis}\]
\[\text{\textsuperscript{e}}\text{ Including more pairwise comparisons for differential analysis of sample groups in the analysis strongly increases runtime but can be parallelized effectively}\]
\[\text{\textsuperscript{f}}\text{ Serial runtime measured on a computing cluster (16 nodes), summing up the runtime of all contributing nodes}\]
\[\text{\textsuperscript{g}}\text{ Parallel runtime/time to completion on a computing cluster (16 nodes)}\]
\[\text{\textsuperscript{h}}\text{ Full dataset available from the RnBeads methylome resource website}\]
Project Consortium 2012], which comprises cell lines and primary samples of various normal and cancerous tissue types [Varley et al. 2013]. The resource also encompasses a dataset of 41 samples across a broad range of human cell types, sequenced using WGBS with total coverage of more than 28 million CpGs [Ziller et al. 2013]. Finally, 81 blood-related cell types were characterized using RnBeads in the context of the BLUEPRINT project and a detailed analysis of this dataset is provided in Section 4.2. All data was processed according to a standardized RnBeads workflow that could be completed in a few days on a scientific computing cluster (Table 3.1).

These types of resources are particularly valuable for researchers who have generated specialized DNA methylation datasets and want to assess data quality and/or biological relevance in context of a broad range of reference methylomes. The concept of preconfigured and rerunnable analyses of reference epigenome data also provides the means for making data from large-scale epigenome mapping projects more accessible to smaller-scale and mechanism-centered studies, thereby contributing to reproducibility, data sharing and the broader relevance of large-scale epigenome mapping projects.

### 3.2.5 Availability

RnBeads is available under the GPLv3 open source license and is part of Bioconductor [R. C. Gentleman et al. 2004]. The package vignette documents and tutorial sessions provide a detailed introduction into RnBeads and its modules and describe example analysis on basic as well as advanced levels. The RnBeads website\(^9\) contains supplementary information, the package vignettes, tutorials, a web service for smaller-scale RnBeads analysis, an FAQ section, example analysis reports as well as the methylome resource of reports.

### 3.2.6 Use Case: Analysis of DNA Methylation During Adult Stem Cell Differentiation

To illustrate the practical use of RnBeads, we applied the software to datasets for which the underlying biology is relatively well understood. The example described here focuses on an RRBS dataset assessing the DNA methylation dynamics of blood and skin stem cell differentiation in mice [Bock et al. 2012]. This dataset comprises 13 blood and 6 skin cell populations at various stages of adult stem cell differentiation. DNA methylation of approximately two million CpGs in each sample was measured in biological replicates. The global distribution of DNA methylation is characteristically bimodal (Figure 3.4a). Discrete peaks at 33%, 50% and 67% DNA methylation disappear after removing CpGs with low sequencing coverage in the preprocessing step. Exploratory analysis confirms that the difference between blood and skin cell types dominates the analysis (Figure 3.4b). DNA methylation levels are generally higher in blood cells than in skin cells when computing regional averages over all annotated genes, particular in genomic regions representing gene bodies (Figure 3.4c). Hierarchical clustering perfectly discriminates between blood and skin cell types (Figure 3.4d), confirming that DNA methylation patterns tend to be associated more strongly with cell lineage than with other properties such as cellular proliferation or differentiation state.

RnBeads also identifies DMRs that are statistically significant and exhibit pronounced DNA methylation differences between the two lineages. This analysis has been performed for single CpGs and also for sets of predefined genomic regions such as CpG islands, genes, promoters and genome-wide tiling regions. Such DMR analyses, which

\(^9\) [http://rnbeads.mpi-inf.mpg.de](http://rnbeads.mpi-inf.mpg.de)
are based on regions of interest, provide an effective way of increasing the statistical power to detect differential DNA methylation, and they also increases the interpretability of identified DMRs [Bock 2012]. RnBeads’ priority-ranked list of DMRs between blood and skin cell types contains many genes with established roles in blood and skin tissues, such as members of the homeobox and keratin gene families. Scatterplots illustrate the overall frequency of DMRs for a region type of interest (Figure 3.4e shows data for gene loci as regions of interest) and volcano plots provide a convenient way of visualizing the relationship between effect size and significance of the DMRs (Figure 3.4f).

The HOXB3 gene is highlighted as an example of blood-specific DNA methylation and Figure 3.4g illustrates how the rnb.plot.locus.profile(...) function of RnBeads can be employed to produce locus-based views of methylation. It thus provides an example of how RnBeads’ utility functions and RnBSet objects, which are produced by the standard pipeline, can be used in custom R scripts for further data exploration.

3.2.7 Discussion

RnBeads provides an integrated framework for comprehensive DNA methylation analysis that is in accordance with the principle of reproducible research. Due to its modularized design and versatile analysis options, the package offers extensibility and flexibility for both first-time users and experienced researchers. The generated hypertext reports provide a convenient way of obtaining a general overview of any DNA methylation dataset on the basis of single CpGs or genomic regions of interest. Moreover, they facilitate browsing, sharing and archiving individual analyses and thus make RnBeads a suitable tool to be used by bioinformatics core facilities. Notable applications of the software include scenarios in which large datasets are common, such as the analysis of

Figure 3.4: (On the next page) Analysis of DNA methylation during adult stem cell differentiation. RnBeads was used to reanalyze RRBS data comprising 19 cell types of the blood and skin lineages [Bock et al. 2012]. All plots have been generated with RnBeads, but have been reformatted. (a) Global distribution of DNA methylation levels among retained and removed CpGs after the preprocessing step. (b) Relative similarity and differences of DNA methylation profiles between cell types. Two maximally informative dimensions were calculated using MDS based on the matrix of average methylation levels in 5-kb tiling regions. (c) Composite plot of DNA methylation levels in blood and skin cell types averaged across all genes. Each gene was covered by six equally sized bins and by two flanking regions of the same size. Smoothing was done using cubic splines. (d) Heatmap and hierarchical clustering of DNA methylation levels among lineage marker genes that are specifically expressed in the blood lineage. Clustering employed average linkage and Manhattan distance. (e) Scatterplot of groupwise mean DNA methylation levels across genes. The 1,000 highest-ranking differentially methylated genes are highlighted in red. Point density is indicated by blue shading. (f) Volcano plot illustrating effect size and statistical significance across genes. Coloring as in (e). (g) DNA methylation profile of the HOXB3 gene locus on chromosome 11 (triangle). Heatmaps show DNA methylation levels of single CpGs according to the color scheme in (d). Smoothing of DNA methylation levels (bottom) was done using cubic splines.
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EWAS and epigenetic biomarker discovery in cancer cohorts. Finally, RnBeads is well-accepted by the scientific community: at the time of writing this thesis, the package is downloaded 500 to 600 times by approximately 200 to 300 unique users every month. According to Google Scholar, the corresponding article [Assenov et al. 2014] has been cited 73 times since its publication (status: November 2016).

3.3 Global Analysis of Epigenomic Marks in Repetitive Elements

Repetitive elements are an integral part of the human genome [Lander et al. 2001]. In the past, they have been referred to as “junk DNA”. However, recent evidence suggests that these elements play a vital role in structuring the genome and contribute to shaping genome architecture in the course of evolution. They are not only subject to epigenetic regulation, but are also themselves functionally involved in the epigenetic regulation of gene expression — a discovery that was acknowledged in 1983 when the Nobel Prize in Physiology or Medicine was awarded to Barbara McClintock for her seminal work on transposons and their role in phenotype regulation in maize plants [McClintock 1950].

In order to decipher the genome-wide regulatory patterns in repetitive elements we have devised computational methods for quantifying and analyzing epigenetic marks corresponding to the sequences of repeat subfamilies. These methods have been implemented in epiRepeatR, one of the first software packages for this type of analysis.

3.3.1 Repetitive Elements and Epigenetic Regulation

Repetitive elements in the human genome can be broadly grouped into transposons, pseudogenes and simple repeats [Jurka et al. 2011] (Figure 3.5). Transposons or transposable Elements (TEs) are estimated to constitute approximately 50 % of the human genome [Lander et al. 2001; Mandal and Kazazian 2008]. A more recent study estimates that up to 69 % of our DNA could originate from repeats [Koning et al. 2011]. A large fraction of today’s knowledge on TEs has been derived from plant studies [Fedoroff 2012]. However, this thesis focuses on repetitive elements in mammalian genomes. TEs possess the ability of changing their positions in the genome. When these insertions occur in the germline, TEs gradually amass copies of themselves during the course of evolution and have therefore been described as “selfish DNA”. The entirety of TEs in the genome has been referred to as the “mobilome” [Cowley and Oakey 2013; Burns and Boeke 2012]. Due to mutations and mechanisms of epigenetic silencing most of these elements have become degenerate and inactive in human. However, certain types of transposons are still mobile.

TEs can be classified by their structure and mode of transposition [Cowley and Oakey 2013; Z. Wang and Kunze 2015; Goodier and Kazazian 2008]. They are typically categorized into families and subfamilies based on their sequence [Jurka et al. 2005; Jurka et al. 2011]. DNA transposons change their position in the genome by a cut-and-paste mechanism and make up approximately three percent of human DNA. Their sequence length is typically in the range of one to several kilobases. There is currently no type of DNA transposon known to be active in the human genome. In contrast, retrotransposons are believed to be of retroviral origin and employ a copy-and-paste mechanism to replicate via an RNA intermediate and to reinsert DNA in a different locus. Thus, during the course of evolution they accumulated a plethora of copies in the genome. 42 % to 45 % of human DNA is estimated to be of this origin [Lander et al. 2001; Mandal and Kazazian 2008; Burns and Boeke 2012] (Figure 3.5). They can be further classified into Long Terminal
Figure 3.5: Hierarchy of repetitive elements in the human genome. Grey boxes specify the abundance of repeat categories in terms of number of copies (in thousands) and percent of the human genome covered. Dashed branches are not referred to in the main text and are truncated. The table at the bottom shows active transposon subfamilies along with their numbers of insertions specific to the human genome and frequency of germline insertions. The numbers were compiled from [Mandal and Kazazian 2008; Lander et al. 2001; Burns and Boeke 2012; Beck et al. 2011; Mills et al. 2007; Jurka et al. 2011].
Repeat (LTR) transposons and non-LTR transposons. The basis for this classification is the presence or absence of stretches of characteristic, repetitive DNA of 300 to 1,200 basepairs at the terminal ends of their sequences [Cowley and Oakey 2013]. The group of LTR transposons consists of Endogenous Retroviruses (ERVs). These elements originate from ancient viral germline infections. Their sequences are typically seven to nine kilobases in length and they contain gene loci typical for viruses, such as Gag, Pol and Env. LTR transposons can occur in full length or as fragments (“solo” LTRs) and LTR-derived sequences account for about 8.3 % of the human genome. Recent transposition events have only been described for human ERV (HERV) subfamilies, in particular the HERV-K subfamily, while other LTR transposons are inactive in human. Notably, it has been reported that particularly those elements become active in the germline that exhibit high copy numbers throughout the genome [Thompson et al. 2016]. Long Interspersed Nuclear Elements (LINEs) are a group of non-LTR transposons. Their sequence (6 kb) contains two Open Reading Frames (ORFs) coding for the machinery required for their transposition and they are therefore considered autonomous elements. 868,000 LINE copies make up approximately 20.4 % of the human genome. While several LINE subfamilies exist, only members of the L1 subfamily are known to be active in human and germline insertions are found in 0.5 to 5 % of births [Beck et al. 2011]. With almost 1.6 million copies, Short Interspersed Nuclear Elements (SINEs) are the most numerous class of repeats in the human genome, covering approximately 13.3 % of it. They are also the most active: there is approximately one germline insertion of an Alu element in every 20 births. Alus, the most prominent members of the SINE class, are short in sequence (~300 bp) and do not encode any proteins. For retrotransposition they use the machinery supplied by L1 elements and are therefore termed non-autonomous. LINEs and SINEs probably integrated into our ancestor’s genome about 150 to 80 million years ago [Burns and Boeke 2012]. Furthermore, sequences of SVA elements constitute another class of non-LTR transposons. They are 700 bp to 4 kb in length and their acronym derives from the fact that these elements are composed of stretches of DNA originating from SINEs, a variable number of tandem repeats and Alus. SVA elements are non-autonomous and utilize the L1 transposition machinery. Only a few thousand copies are present in the human genome. Nonetheless, there is about one insertion in every 900 births [Beck et al. 2011].

The group of Pseudogenes is characterized by sequence similarity to other genes in the genome. However, pseudogenes are often non-functional due to accumulation of mutations during the course of evolution. They can arise from gene duplication events. Complementary DNA (cDNA) copied from mRNA (and in some cases ncRNA) can also be incorporated into the L1 machinery and leads to the formation of processed pseudogenes [Beck et al. 2011; Z. Wang and Kunze 2015].

In contrast to transposons, simple repeats are short tandem repeats and typically do not possess the ability of translocation. Many such satellite repeats are located in the pericentromeric, heterochromatic regions of the genome where they exist in tens of thousands of copies and play a role in centromere assembly [Z. D. Smith and Meissner 2013]. Similarly, telomeric repeats can be found at the chromosomal ends and their length, which is maintained by telomerase enzymes, is an indicator for cellular age. Furthermore, short tandemly repeated stretches of one to six or 15 or more basepairs are can be found throughout the genome. They are referred to as microsatellites and minisatellites, respectively [Jurka et al. 2011].

In human, only 35 to 40 subfamilies of L1, Alu, SVA and potentially HERV elements are actively transposing [Mills et al. 2007]. Elements that only have been introduced into
our ancestors’ genomes only recently and that are specific to the human species are particularly active [Burns and Boeke 2012]. It has been estimated that there are about 2,000 L1 insertions, 7,000 Alu insertions, 1,000 SVA insertions and 73 LTR insertions specific to human [Burns and Boeke 2012; Beck et al. 2011] (Figure 3.5). Comparative genomics approaches have identified several thousand polymorphic transposition events in human populations [Beck et al. 2011; Mills et al. 2007] and transposition has been associated with multiple diseases, such as hemophilia and cancer [Lee et al. 2012; Beck et al. 2011; Hancks and Kazazian 2012]. Somatic insertions under normal conditions have been reported in ESCs and neural progenitor cells [Goodier and Kazazian 2008].

While transposons have been primarily considered parasitic elements in the past, it is now assumed that they play a substantial role in driving genome evolution by exaptation [Bourque 2009; Fedoroff 2012; Xie et al. 2013]. Transposition can have structural and gene-regulatory effects: large-scale genome rearrangements, duplications and deletions can be the consequence of recombination events that can occur when homologous sequences, such as TE loci are in close spatial proximity (non-allelic homologous recombination) [Goodier and Kazazian 2008]. TE insertions can disrupt the ORFs of genes, introduce novel exons and lead to alternative splicing [Cowley and Oakey 2013; Goodier and Kazazian 2008; Beck et al. 2011]. Many transposition events also result in target site alterations, e.g. via deletion or insertion of short stretches of DNA [Goodier and Kazazian 2008; Beck et al. 2011; Z. Wang and Kunze 2015], and the machinery responsible for transposition of L1 and SVA elements can transduce genomic sequences flanking the locus of origin [Beck et al. 2011]. Furthermore, regulatory elements such as promoters and polyadenylation signals can be introduced into novel genomic contexts. Additionally, TEs frequently associate with DNase hypersensitive sites and TFBSs [Jacques et al. 2013]. Nearly a third of all binding sites for the ESR1, p53, OCT4, SOX2 and CTCF transcription factors are embedded in TE sequences [Bourque et al. 2008; T. Wang et al. 2007]. Particularly LTR elements contain regulatory elements such as TFBSs and can function as alternative promoters [Thompson et al. 2016]. It has been hypothesized that these transposons could be involved in the formation of tissue-specific enhancers. Finally, it has also been proposed that transcribed RNA pertaining to pseudogenes and other elements can regulate gene expression by competitive binding of miRNAs [Salmena et al. 2011].

Considering the potential consequences of transposition mentioned above, it is not surprising that TEs are subject to tight epigenetic regulation. In general DNA methylation and histone modifications indicative of closed chromatin have been associated with the silencing of these elements. In mammals, the majority of repetitive DNA is highly methylated and transposons are subject to de novo DNA methylation by DNMT3 enzymes in germline and in the early embryo [Yoder et al. 1997; Z. D. Smith and Meissner 2013]. If DNA methylation is depleted in ESCs derived from Dnmt1 knockout mice, Intracisternal A-particle (IAP) transposons become transcriptionally active [Burns and Boeke 2012], indicating epigenetic silencing. Particularly, satellite repeats in the mammalian pericentric heterochromatin exhibit high levels of DNA methylation and methylation of H3K9 [Z. D. Smith and Meissner 2013] and these modifications presumably prevent expression of these elements. RNAi represents another important mechanism for keeping transposition at bay. First discovered in Drosophila, but also observed in mammals, PIWI-Interacting RNAs (piRNAs) can direct de novo DNA methylation to TEs in order to silence them [Burns and Boeke 2012]. Still, in sperm cells and, to a lesser extent, also in ESCs blocks of CpG-dense DNA located in ERV, LINE, SINE and SVA elements exhibit low methylation levels [Molaro et al. 2011]. Particularly evolutionarily young
elements and full-length elements with high sequence similarity to the consensus sequence of the respective subfamily tend to have lower methylation levels, potentially indicating silencing escapees. Patterns of dynamic chromatin organization have also been found in ESCs, where LTR transposons are subject to trimethylation of H3 histone proteins, particularly H3K9me3 [Thompson et al. 2016]. These elements exhibit tissue specific expression and become active during embryonic pre-implantation and in the placenta. Similarly to their genic counterparts, epigenetic patterns of activation, such as H3K4me3 and chromatin accessibility, can be found in these elements. In addition, they are frequently associated with the transcription of lncRNAs. Epigenomic patterns can become deregulated in disease and hypomethylation in transposons has been associated with cancer onset and progression [Cowley and Oakey 2013; Sharma et al. 2010]. Here, derepression of transposition may contribute to altered genotypes in cancer cells which could result in tumor growth and malignancy.

Fedoroff [2012] argues that epigenetic silencing mechanisms might have contributed significantly to the expansion of TEs in eukaryotic genomes. Since certain repetitive elements have been shown to escape the global demethylation that occurs during epigenomic reprogramming in germline development, it has also been speculated that these elements can act as messenger vessels for trans-generational epigenetic inheritance [Cowley and Oakey 2013].

### 3.3.2 Computational Methods for the Analysis of Repeat Epigenomes

Despite the regulatory importance of epigenomic patterns in repeats only few computational methods exist for their analysis. In this work, we present one of the first bioinformatic approaches for quantifying DNA methylation levels and histone modifications in repetitive elements [Bock et al. 2010]. Since our initial implementation, a number of alternative approaches employing similar strategies to characterize repeat epigenomes have emerged.

Rosenfeld et al. [2009] mapped ChIP-seq reads to consensus sequences of centromeric and telomeric repeats. Histone modifications associated with heterochromatin, such as H3K20me3 and H3K9me3 were found to be prevalent in centromeric repeats and are presumably preventing gene expression in these regions. It is also speculated that certain histone modifications in centromeric regions could be associated with chromosomal replication. In contrast, the activating marks H2BK5me1 and H3K4me3 were associated with telomeric repeats and were consistent with findings of active transcription in telomeres. Day et al. [2010] also aggregated repetitive elements into consensus sequences. They quantified enrichment of histone modifications in repetitive elements by aligning ChIP-seq reads to these references. By also including flanking sequences of repeat instances, the number of aligned sequencing reads could be significantly increased, because reads mapping to the boundary regions could be mapped more accurately. They further employed a phylogenetic approach to combine repeat types into hierarchically organized groups. Using this approach more reads could be uniquely assigned to individual groups and histone mark enrichment could be quantified on the aggregate level rather than on the level of individual repeat types. They applied their approach to published histone modification data from mouse ESCs and found an enrichment of H3K9me3 and H4K20me3 marks in the ERV-K and ERV1 transposon subfamilies while ERV-L repeats enrich for H3K27me3. These repeat groups contain actively transposing elements in mouse and the authors explain these differences in histone modification patterns by alternate silencing mechanisms associated with these marks. Findings from their repeat-focused reanalysis of ChIP-seq in human CD4+ T cells include an
enrichment of H3K4me1 in \textit{Alu} repeats as well as H4K20me1 and H2BK5me1 in SVA elements. The co-localization of these elements with CG-rich regions of the genome could explain these patterns which are generally associated with active chromatin. Furthermore, consistent with Rosenfeld et al. [2009], the repressive marks H3K20me3 and H3K9me3 were found enriched in different satellite repeats. Xie et al. [2013] employed a similar, consensus-based strategy: a reference of the repetitive portion of the genome along with sequences flanking the instances of repeats was constructed. Reads which mapped to multiple positions in the genome were assigned to subfamilies of TEs if their best mapped positions only correspond to members of one subfamily. The authors quantified DNA methylation by MeDIP-seq and MRE-seq in 11 different human cell types. They identified tissue-specific hypomethylation in LTR elements and more specifically in ERV transposons. These elements co-localized with genes with cell-type specific functions and tissue-specific enhancer signatures such as H3K4me1 and p300 occupancy. Other approaches focus on the alignment problem itself and employ Gibbs sampling [J. Wang et al. 2010] or an iterative reweighting algorithm [D. Chung et al. 2011] in order to resolve mapping ambiguities induced by repetitive DNA.

However, to the best of our knowledge no integrated software framework exists that can readily be applied to large epigenome datasets originating from bisulfite sequencing as well as enrichment-based methods, such as ChIP-seq. We therefore decided to build on our initial analysis efforts and developed the \textsc{epiRepeatR} software package, which is described in the following sections.

### 3.3.3 A Pipeline for the Analysis of Epigenomic Marks in Repetitive Element Subfamilies

In order to obtain a global perspective of epigenetic patterns in the repetitive portion of the genome, we devised a computational pipeline that aggregates measurements obtained by bisulfite-sequencing as well as enrichment-based sequencing assays (e.g. ChIP-seq, MeDIP-seq, etc.) in repeat subfamilies (Figure 3.6). It provides methods for inspecting epigenetic variation across subfamilies and for comparing these patterns between different groups of samples. The pipeline has been implemented in the \textsc{epiRepeatR} software package which implements an easy-to-use workflow for analyzing epigenetic patterns in repetitive elements across samples.

\textsc{epiRepeatR} employs one of two alternative approaches to quantify the signal for each epigenomic mark in each subfamily (details are provided below). Subsequently, the pipeline employs steps for quality control based on the coverage of repetitive elements. Heatmap plots visualizing DNA methylation levels and enrichment scores facilitate the exploration of epigenetic dynamics across repeat subfamilies and samples. Provided with corresponding annotation, differences in the epigenetic patterns between groups of samples in different repeat subfamilies can be visually inspected. Furthermore, unsupervised learning techniques, such as dimension reduction and sample clustering, provide the means of exploring inter-sample relationships based on the epigenomic profiles of repeats.

#### Quantification of Epigenomic Marks in Repeat Subfamilies

We implemented two alternative approaches for quantifying epigenomic marks in repetitive elements:
Figure 3.6: A pipeline for the analysis of epigenomic marks in subfamilies of repetitive elements. Each subfamily represents multiple repeat instances in the genome. Two alternative approaches are employed to quantify epigenetic marks in each subfamily. The schema illustrates hypothetical, constructed examples of three repeat subfamilies (left to right) assayed with bisulfite-sequencing and ChIP-seq for two different epigenetic marks. Quantitative measurements for methylation levels and ChIP-seq enrichment of the two marks are color coded and shown at the bottom of the figure. Top and bottom rows for each mark denote two epigenomes (Samples A and B).
(i) **Mapping to a reference of consensus sequences:** Sequencing reads are aligned to a reference of consensus sequences for subfamilies of repetitive elements. The epigenetic signal is quantified based on a single consensus sequence for each subfamily. Using bisulfite sequencing reads, methylation levels for each CpG in the reference are quantified and averaged for each subfamily. For enrichment-based data, log-odds scores are computed from the relative number of reads aligning to the consensus sequence.

(ii) **Aggregation across genome-wide instances of repetitive elements:** The epigenetic signal for each repeat subfamily is quantified from genome-wide alignment data. Using an annotation of repeat instances across a given reference genome, signals in individual instances are aggregated in order to obtain a single score for each subfamily. In the case of DNA methylation, the input to the pipeline consists of genome-wide methylation calls and the methylation levels for each subfamily is quantified by averaging across all CpGs in all repeat instances of that subfamily. For enrichment-based data, read counts for each subfamily are obtained by summing up the numbers of reads aligned to individual instances and a combined log-odds score is computed.

The approaches employ two opposing model assumptions. In approach (i) we assume that repeat instances are derived from ancestral sequences. For accurate signal quantification, individual repeat instances should share high sequence conservation within each subfamily. In contrast, approach (ii) requires sequences that have diverged from the consensus and allows for sequence variability across instances. If the instances of a subfamily exhibit high sequence similarity, it is likely that reads cannot be uniquely assigned to a specific instance, resulting in potential coverage biases between subfamilies.

The consensus-based approach (i) is highly dependent on a reference of consensus sequences that adequately represent each repeat subfamily. In epiRepeatR, sequencing reads are aligned to a reference obtained from the Repbase Update database [Jurka et al. 2005]. The BSMAP [Xi and W. Li 2009] and BWA [H. Li and Durbin 2009] mappers can be used for the alignment of bisulfite-sequencing and enrichment-sequencing data respectively. Other mapping software can be integrated into the pipeline with just a few lines of code. In contrast, the aggregation-based approach (ii) requires a reference genome along with a detailed annotation of repeat instances. epiRepeatR uses the annotation provided in the RepeatMasker tracks of the UCSC database [Kent et al. 2002]. Metadata for repeat subfamilies, such as the repeat family and species specificity, is obtained from the Repbase Update database by matching of repeat names.

In both approaches, methylation levels and log-odds for enrichment are computed for each repeat subfamily. For bisulfite-sequencing assays, CpG methylation levels are averaged to obtain aggregate levels for each subfamily. Computing the log-odds for enrichment-based sequencing methods requires reads originating from both, the enrichment experiment (ChIP, MeDIP, etc.) and a genome-wide library (Input/WCE). A log-odds score is used to quantify the relative number of reads aligning to a given subfamily relative to the relative number of input reads. Taking the logarithm results in numerical stability compared to the ratio. We define the log-odds score as

$$
\log\text{Odds} (r) = \log_2 \frac{s_r}{b_r} = \log_2 \frac{s_r B + \epsilon}{b_r S + \epsilon}
$$

Where $s_r$ and $b_r$ denote the number of signal and background reads aligning to repeat subfamily $r$. The total number of aligned signal and background reads is denoted by

\[ \text{http://www.repeatmasker.org} \]
S and B respectively. \( \epsilon \) is a small constant to avoid division by 0. The input signal can either be specific to each sample or a shared background is used to normalize the signal for all samples. In an optional step, \texttt{epiRepeatR} aggregates reads from multiple input read files into a shared background.

### Implementation Details

Provided with a tabular sample annotation file that contains file names, file types and sample metadata, analyses can be started using a single command in R or a shell script. For consensus-based quantification, the input to \texttt{epiRepeatR} consists of BAM files of pre-processed sequencing reads to be mapped and the annotation table. For the aggregation-based approach, sequencing reads which have been aligned to a corresponding reference genome and CpG methylation calls are used for computing enrichment scores and methylation levels respectively. Due to its modular software design, individual steps in the downstream analysis can be executed based on the binary object output of the preceding steps, thus providing flexibility to rerun parts of the pipeline in case of incomplete analyses or parameter changes. \texttt{epiRepeatR} can run in a multi-process environment or can be distributed across multiple nodes of a computing cluster, thereby enabling parallel processing of large datasets.

### Availability

\texttt{epiRepeatR} is currently in an advanced development state and we are evaluating the software in the context of the DEEP and BLUEPRINT projects. The code is available from GitHub\(^{11}\) under the GPL-3 license.

### 3.3.4 Applications

A prototype of the pipeline was previously developed in the Python and R programming languages and only supported consensus-based quantification (approach (i) above). It constituted one of the first approaches for the characterization of epigenomic patterns in repeats and was applied in a number of studies. In [Bock et al. 2010], we compared different sequencing-based methods for the genome-wide quantification of DNA methylation. Overall, DNA methylation profiles were similar across different technologies and we observed that CpG-rich repeat sequences that are highly abundant in the human genome were highly methylated compared to varying methylation levels in CpG poor and sparse elements.

Tobi et al. [2014] analyzed the effect of prenatal famine exposure on the DNA methylome in whole blood using RRBS and also used our prototype pipeline in order to characterize DNA methylation in repetitive elements. Differentially methylated regions between exposed and unexposed individuals globally co-occurred with repetitive elements as quantified by an EpiGRAPH [Bock et al. 2009] analysis. However, we observed no interpretable famine-associated changes of DNA methylation on the level of individual repeat subfamilies.

Deplus et al. [2014] analyzed DNA methylation in the context of phosphorylation of \textit{de novo} DNA methyltransferases. The article shows that the CK2 enzyme phosphorylates Dnmt3a and that inhibited phosphorylation results in reduced methylation activity in a mouse model. Moreover, genome-wide DNA methylation was quantified by

\(^{11}\) https://github.com/MPIIComputationalEpigenetics/epiRepeatR
MeDIP-seq in human U2OS osteosarcoma cells with (i) normal expression of CK2 and with (ii) RNAi-reduced expression of CK2. While genome-wide methylation patterns were highly correlated between the two conditions in the non-repetitive portion of the genome, significant differences were observed in repetitive element using our repeat pipeline. LINE, LTR and satellite elements were hypomethylated in CK2-depleted cells compared to the control and SINEs, most notably *Alu*, exhibited increased methylation. Hypermethylation in *Alu* was confirmed experimentally by locus-specific bisulfite sequencing. Further immunofluorescence experiments showed that Dnmt3a was predominantly localized in the heterochromatic portion of the genome while this localization shifted when phosphorylation was inhibited. Taken together, the results indicate that CK2-mediated phosphorylation of Dnmt3a prevents DNA methylation in euchromatic regions of the genome and associated SINEs while heterochromatic regions are maintained in a methylated state.

### 3.3.5 Use Case: Epigenomic Signatures of Repetitive Elements in Human Blood Cells

Here, we provide a global perspective on the epigenomics of repetitive elements by applying *epiRepeatR* to the epigenomes of various human blood cell types. Our dataset comprises 11 samples derived from biological replicates of monocytes, macrophages and three CD4+ T cell populations involved in immune memory formation [Wallner et al. 2016; Durek et al. 2016]. For each sample, epigenome profiles were generated by the DEEP consortium and include DNA methylomes assayed by WGBS and histone modification maps for six marks, profiled by ChIP-seq. *epiRepeatR* was applied using both implemented quantification approaches. We first present the results of the aggregation-based approach and compare it to the consensus-based approach later in the section. ChIP-seq reads and genome-wide DNA methylation calls were obtained for three replicates of monocytes (Mono) and two replicates of macrophages (Mf), Central Memory T cells (TCMs), Effector Memory T cells (TEMs) and Naive T cells (TNs) and were used as input to *epiRepeatR*. The hg19 human genome assembly was used throughout the analysis. For each repeat subfamily, the mean DNA methylation level across all CpGs that were covered by at least five sequencing reads was computed. Enrichment over a joint background signal of ChIP-seq input libraries12 was quantified. The analyses shown in this section are based on a filtered set of 331 repeat subfamilies that contained at least 50 CpGs across all instances in the genome, that contained a CpG covered by at least 50 sequencing reads in bisulfite experiments and that were covered by at least 200 reads in all ChIP-seq experiments and the joint input.

Cell types could be distinguished based on their epigenomic profiles in repetitive elements in unsupervised analyses (Figure 3.7). DNA methylation patterns were characteristic of blood cell types and in particular of different stages of T cell memory formation (Figure 3.7a). Interestingly, as monocytes and macrophages constitute highly related cell types, genetic differences due to donor origin dominate cell-type-specific differences in the biological replicates. Monocytes and macrophages could be distinguished from T cells based on histone modifications, such as H3K27ac (Figure 3.7b), but characteristic patterns within the T cell group were less pronounced. All samples were obtained in the context of DEEP and have been processed using standardized pipelines. However, it is important to note that the two groups of cells (monocytes and macrophages vs. T cells) were obtained from different sample providers and corresponding sequencing

---

12 The input library of one sample (51_Hf03_BITN_Ct) was excluded since it failed sequencing quality checks.
Figure 3.7: Principal component analysis based on the epigenetic signatures of repetitive elements in human blood cells. PCA based on (a) DNA methylation levels and (b) H3K27ac log-odds scores in 331 repeat subfamilies are shown for all 11 samples. Point colors indicate cell types and shapes denote donors. Numbers in parentheses indicate the percentage of variance explained by the first two principal components.

Experiments have been conducted at different institutes. Furthermore, monocytes and macrophages were obtained from the blood of male donors while T cell profiles were derived from pools of female donors. We therefore cannot exclude the possibility that the observed differences between the two groups could be the result of technical variability and confounding rather than true biological variability.

epiRepeatR enables exploratory analysis by providing hierarchical heatmap views of the epigenetic patterns in repeat families and subfamilies across all groups of samples in a dataset (Figure 3.8). Repeat subfamilies can be grouped hierarchically by annotating the rows of the heatmap with dendrograms. These dendrograms can be constructed based on hierarchical clustering or based on a preannotated subfamilies hierarchy of repetitive elements. In human blood cells we observe consistently high DNA methylation levels across all repeat subfamilies but also a certain degree of variability between different repeats and cell types. For instance, Alu elements, which are highly abundant in the genome, appear particularly highly methylated compared to other repeats. Furthermore, the memory states of T cells exhibit lower DNA methylation levels compared to the naive state across subfamilies. Consistent with previous studies, the repressive H3K9me3 was particularly enriched in subfamilies of satellite repeats and also present in ERVs. We also observe high levels of H3K9me3 in the primate-specific L1PA subfamilies of LINE elements, which have been shown to escape repression by DNA methylation during the preimplantation stage of human embryos [Z. D. Smith et al. 2014]. Alu elements show a similar pattern: AluY elements which are evolutionarily young and actively transposing in the human genome contain higher levels of H3K9me3 than other Alus. In contrast, DNA transposons are relatively depleted in H3K9me3. Furthermore, the repressive mark H3K27me3 is found in the majority of ERV elements. Histone marks
characteristic of enhancers (H3K4me1 and H3K27ac) are generally absent in LINE elements, but frequently occur in Alu repeats — a finding which is also in accordance with the results of Day et al. [2010]. H3K4me3, which is typically found in active promoter regions, exhibits a similar, but less pronounced pattern. H3K36me3 is strongly depleted in satellite repeats and to a lesser extent in LINE and ERV elements. In contrast, Alu elements and certain DNA transposons are generally enriched for this histone mark, which is frequently located in gene bodies and has been associated with transcriptional elongation.

We further characterized the association of epigenomic marks with attributes of repeat subfamilies (Table 3.2). These attributes include measures of genomic abundance, species-specificity and sequence features. DNA methylation levels vary across the taxonomy levels with which individual repeat subfamilies are annotated and which provide an indicator of how specific a repeat subfamily is to the human species (Figure 3.9a). Generally, DNA methylation levels in repeat subfamilies tend to increase with increased genomic abundance and CpG content of the repeats (Figure 3.9b, 3.9d and Table 3.2). In contrast, the number of thymines in repeat instances exhibits the inverse behavior (Figure 3.9c).

In addition to the aggregation-based approach (approach (ii)), we also quantified repeat epigenomes using the consensus-based approach (approach (i)). A median of 6.2% of bisulfite reads aligned to the Repbase Update consensus sequences. ChIP-seq alignment rates range from a median of 4.5% for H3K4me3 to 8.7% for H3K9me3. Compared to the aggregation-based approach, the consensus-based approach resulted in a higher dynamic range of DNA methylation levels across repeat subfamilies (Figure 3.10a). Evolutionarily young and highly abundant elements such as active L1, AluY and SVA elements generally were highly methylated while older, lowly abundant elements such as DNA transposons, AluJ and inactive L1 were unmethylated (data not shown). ERVs exhibited variable methylation patterns. In contrast, the repeat epigenomes quantified by the two approaches were concordant when considering histone modifications such as H3K9me3 (Figure 3.10b). In order to elucidate the apparent disagreement in DNA methylation levels between the two approaches, we characterized the sequence composition of the RepeatMasker instances and the Repbase Update consensus sequences (Figure 3.11). Repbase Update consensus sequences generally contain more cytosines and CpG dinucleotides. In agreement with this observation, it is important to note that the authors of Repbase Update employ special adjustments for the preservation of CpGs in the assembly of consensus sequences [Bao et al. 2015] (and personal communication).

Figure 3.8: (On the next page) Epigenetic signatures of repetitive elements in blood cells. The average epigenetic signals for three replicates of monocytes and two replicates of macrophages, TCMs, TEMs and TNs are shown (columns in each block of the heatmap). Blocks in the heatmap denote different epigenomic marks. Group mean DNA methylation levels and log-odds scores are depicted according to corresponding color scales. The 331 filtered repeat subfamilies are shown. Selected portions of the heatmap are shown in detail on the right. Each subfamily (row) is annotated with genomic abundance (filled circles), which is quantified as the mean relative number of sequencing reads aligning to all instances. Subfamilies are named according to RepeatMasker annotation. The dendrogram on the left corresponds to a preannotated hierarchy of repetitive elements.
Figure 3.9: Association of DNA methylation with features of repeat subfamilies. Mean DNA methylation levels across all samples in the dataset are shown. (a) Box-plot showing the distribution of DNA methylation levels across annotated taxonomy levels. Numbers in parentheses indicate numbers of subfamilies annotated with a given species level. (b), (c), (d) Scatterplots of DNA methylation levels compared to the logarithm of the number of basepairs covered, median relative number of thymines and median CpG observed/expected ratio across all RepeatMasker instances of a given repeat subfamily. Lines depict linear regression estimates. Corresponding correlation coefficients can be found in Table 3.2.
Table 3.2: Correlation of repeat subfamily features and epigenomic marks

<table>
<thead>
<tr>
<th>Feature</th>
<th>DNA meth</th>
<th>H3K4me3</th>
<th>H3K27me3</th>
<th>H3K4me1</th>
<th>H3K27ac</th>
<th>H3K9me3</th>
</tr>
</thead>
<tbody>
<tr>
<td>log_{10}(#instances)</td>
<td>0.36</td>
<td>-0.26</td>
<td>-0.16</td>
<td>0.04</td>
<td>-0.15</td>
<td>0.36</td>
</tr>
<tr>
<td>log_{10}(#bp_genome)</td>
<td>0.39</td>
<td>-0.03</td>
<td>-0.1</td>
<td>-0.15</td>
<td>-0.14</td>
<td>-0.22</td>
</tr>
<tr>
<td>median(#C/length)</td>
<td>0.18</td>
<td>-0.32</td>
<td>-0.24</td>
<td>0.52</td>
<td>-0.02</td>
<td>0.46</td>
</tr>
<tr>
<td>median(#G/length)</td>
<td>-0.08</td>
<td>0.48</td>
<td>0.57</td>
<td>0.41</td>
<td>0.27</td>
<td>0.46</td>
</tr>
<tr>
<td>median(#T/length)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.41</td>
<td>0.37</td>
<td>0.34</td>
<td>0.37</td>
</tr>
<tr>
<td>median(#GA/length)</td>
<td>-0.34</td>
<td>-0.38</td>
<td>-0.34</td>
<td>-0.14</td>
<td>-0.09</td>
<td>-0.24</td>
</tr>
<tr>
<td>median(#AA/length)</td>
<td>0.14</td>
<td>-0.23</td>
<td>-0.23</td>
<td>0.45</td>
<td>-0.28</td>
<td>-0.22</td>
</tr>
<tr>
<td>median(#CA/length)</td>
<td>0.13</td>
<td>0.18</td>
<td>0.12</td>
<td>-0.11</td>
<td>-0.15</td>
<td>0.01</td>
</tr>
<tr>
<td>median(#TA/length)</td>
<td>0.16</td>
<td>0.01</td>
<td>-0.04</td>
<td>-0.1</td>
<td>-0.11</td>
<td>-0.12</td>
</tr>
<tr>
<td>median(#TA/length)</td>
<td>-0.03</td>
<td>-0.46</td>
<td>-0.56</td>
<td>-0.49</td>
<td>-0.36</td>
<td>-0.48</td>
</tr>
<tr>
<td>median(#AC/length)</td>
<td>0.08</td>
<td>0.1</td>
<td>-0.01</td>
<td>-0.14</td>
<td>-0.17</td>
<td>-0.03</td>
</tr>
<tr>
<td>median(#CC/length)</td>
<td>-0.09</td>
<td>-0.93</td>
<td>-0.37</td>
<td>0.29</td>
<td>0.26</td>
<td>-0.05</td>
</tr>
<tr>
<td>median(#GC/length)</td>
<td>0.19</td>
<td>0.42</td>
<td>0.58</td>
<td>0.56</td>
<td>0.5</td>
<td>0.55</td>
</tr>
<tr>
<td>median(#TC/length)</td>
<td>-0.28</td>
<td>0.21</td>
<td>0.29</td>
<td>0.19</td>
<td>0.18</td>
<td>-0.18</td>
</tr>
<tr>
<td>median(#AG/length)</td>
<td>0.18</td>
<td>0.05</td>
<td>0.21</td>
<td>0.19</td>
<td>0.18</td>
<td>0.08</td>
</tr>
<tr>
<td>median(#CG/length)</td>
<td>0.31</td>
<td>0.53</td>
<td>0.31</td>
<td>0.26</td>
<td>0.2</td>
<td>0.49</td>
</tr>
<tr>
<td>median(#GC/length)</td>
<td>0.31</td>
<td>0.53</td>
<td>0.31</td>
<td>0.26</td>
<td>0.2</td>
<td>0.49</td>
</tr>
<tr>
<td>median(#TC/length)</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.11</td>
<td>0.17</td>
<td>0.17</td>
<td>0.04</td>
</tr>
<tr>
<td>median(#AT/length)</td>
<td>0</td>
<td>-0.4</td>
<td>-0.61</td>
<td>-0.64</td>
<td>-0.52</td>
<td>-0.56</td>
</tr>
<tr>
<td>median(#CT/length)</td>
<td>-0.28</td>
<td>0.21</td>
<td>0.29</td>
<td>0.19</td>
<td>0.18</td>
<td>-0.18</td>
</tr>
<tr>
<td>median(#GT/length)</td>
<td>0.02</td>
<td>-0.12</td>
<td>-0.01</td>
<td>0.13</td>
<td>0.18</td>
<td>-0.02</td>
</tr>
<tr>
<td>median(#TT/length)</td>
<td>-0.34</td>
<td>-0.35</td>
<td>-0.35</td>
<td>-0.06</td>
<td>-0.03</td>
<td>-0.18</td>
</tr>
<tr>
<td>Cpg_OE_median</td>
<td>0.32</td>
<td>0.37</td>
<td>0.02</td>
<td>0.04</td>
<td>0</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Association is quantified by Pearson correlation coefficients of the features and DNA methylation levels or ChIP-seq log-odds scores. Features for each subfamily include the logarithm of the number of instances and the number of basepairs covered as well as median counts of nucleotides and dinucleotides normalized by instance length. The CpG observed/expected ratio was quantified based on median instance length, base and CpG dinucleotide counts. Instances were defined according to RepeatMasker annotation.

Moreover, the difference in DNA methylation levels between the two approaches is correlated with differences in sequence composition: we observe larger methylation differences in repeat subfamilies which exhibit fewer cytosines and CpGs in RepeatMasker compared to Repbase Update (Figure 3.11). These findings are consistent with the hypothesis that the Repbase Update consensus sequences are representative of ancestral sequences from which the RepeatMasker instances derive. During the course of evolution, repeat instances degenerate due to deamination and other mutations and thus are depleted in cytosines and CpGs. Alignment of bisulfite reads does not discriminate between cytosines and thymines. Consequently, the methylation patterns of reads aligned to the consensus might not actually reflect the methylation state of specific instances, but rather the degree to which they diverge from the consensus. This sequence bias is particularly pronounced for older repeats. Sequences of evolutionarily young elements exhibit a higher similarity to the consensus and their methylation levels are therefore more consistent between the two approaches. This reasoning raises the question whether the CpGs in the Repbase Update consensus sequences represent suitable reference loci for bisulfite-based quantification of all instances of a given repeat subfamily.

3.3.6 Discussion

Sequencing technology and processing pipelines have improved significantly in recent years, the high sequence similarity of instances of repetitive elements still pose a challenge to the processing of high-throughput sequencing data. Although overall read
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Figure 3.10: Comparison of epigenetic signals in aggregation and consensus-based approaches. Scatterplots show (a) DNA methylation levels and (b) log-odds for H3K9me3 according to the consensus (Repbase Update) and aggregation-based (RepeatMasker) approaches.

alignment rates are high, repeats can accumulate a large percentage of reads that cannot be uniquely assigned to a single position in the genome. Processing pipelines typically employ one of two strategies to deal with these multi-mapped reads: (i) ambiguously mapping reads are discarded from further processing, leading to potential coverage biases and discarding potentially useful sequence information or (ii) they are randomly assigned to one of the possible genomic positions, leading to lower mapping qualities and diluting the information content at the respective coordinates. The effects are particularly strong for short sequencing read strategies. Our pipeline addresses the issue of multi-mapped reads by adopting a genome-wide view on repetitive elements: rather than requiring accurate, unique alignments to individual repeat instances, our approach aggregates instances of repeats into subfamilies and provides an increased robustness when instances are highly similar. However, it should be noted that this type of analysis does not focus on individual insertion loci of repetitive elements. It is therefore possible that the identified epigenomic patterns of a particular repeat subfamily are only based on a few instances in the genome. Additionally, between-instance variability is currently not taken into account.

The application of our pipeline to a dataset of human blood cells results in observations that argue for epigenetic regulation of repetitive elements. Particularly Alu elements seem to co-localize with regulatory regions such as promoters and enhancers, which are marked by distinct epigenetic patterns. It remains to be investigated whether the distinct epigenetic marks are merely placed into these elements due to the co-localization or whether the elements themselves exert or are subject to epigenetic regulation. Furthermore, evolutionarily young elements (e.g. AluY and L1PA) appear methylated and marked by H3K9 methylation. These elements are particularly rich in CpG, since they represent relatively novel additions to our genomes and therefore did not diverge from the consensus. Notably, in contrast to other CpG-rich regions in the genome,
DNA methylation is high in these elements. Epigenetic downregulation potentially provides an important mechanism for keeping these elements at bay, protecting structural genomic integrity.

Interestingly, DNA methylation patterns discriminate between different populations of human T cells, with memory T cells exhibiting globally demethylated repeats compared to naive T cells. These findings are further discussed in Section 4.3 which provides a characterization of genome-wide DNA methylation during T cell memory formation.

The apparent disagreement of the two outlined approaches for quantifying DNA methylation levels raises the question whether the Repbase Update consensus sequences provide a suitable reference for bisulfite-based analyses. CpGs in the consensus sequences could reflect ancestral or even artificial states rather than corresponding to actual CpGs in repeat instances. Therefore, the analysis of repetitive elements in [Bock et al. 2010] and [Tobi et al. 2014] should be interpreted with caution. Furthermore, in our use case, only a median of 6.2 % of bisulfite reads aligned to consensus sequences, although repetitive elements have been postulated to cover more than half of the human genome. It remains to be evaluated whether a more suitable reference of consensus sequences for bisulfite sequencing can be derived. Subdividing repeat subfamilies or including flanking sequences could provide more granularity [Day et al. 2010; Xie et al. 2013], but might also lead to a signal that is diluted across many reference sequences. Other directions of future development include the analysis of expression data quantified by RNA-seq as well as enabling quantitative differential and comparative analysis of repeat epigenomes between groups of samples.
In summary, the described pipeline facilitates the characterization of epigenomic patterns in repetitive elements. Future applications in the context of embryonic development and diseases like cancer could shed light on the patterns that regulate the expression of repetitive DNA elements and could contribute to elucidating how repeats themselves represent regulatory elements.
The work described in this chapter contributed to the BLUEPRINT [Adams et al. 2012] and DEEP projects. The first analytic part of the chapter consists of a descriptive analysis of methylome data of differentiated hematopoietic cell types from the BLUEPRINT project, employing RnBeads. Cells were obtained by multiple collaboration partners in the project and sequencing library preparation as well as primary data processing was performed by the group of Simon Heath at the Centro Nacional de Análisis Genómico (Barcelona, Spain). Second, epigenome maps for human T helper cells during the process of immune memory formation have been generated in the context of DEEP [Durek et al. 2016]. The study was led by Pawel Durek, Karl Nordström, Gilles Gasparoni, Jörn Walter, Alf Hamann and Julia Polansky. I contributed descriptive analyses and methods for the processing of DNA methylation data. Third, within the context of BLUEPRINT, we analyzed methylomes of hematopoietic progenitor cells and a corresponding article has been published recently [Farlik et al. 2016]. Data analysis was performed in collaboration with Matthias Farlik, Florian Halbritter, Peter Ebert and Johanna Klughammer. Bisulfite sequencing libraries were prepared by Matthias Farlik. Elisa Laurenti, Thomas Lengauer, Mattia Frontini and Christoph Bock supervised the project (cf. [Farlik et al. 2016] for a details on author contributions). I conducted analyses comprising data preprocessing, the general characterization of the dataset and also derived and interpreted statistical learning classifiers for cell type prediction. Furthermore, I had a leading role in the planning of the analysis, method development, writing the manuscript and designing figures and supplementary material. Corresponding text and figures in Section 4.4 has been adapted from the manuscript.

Approximately one trillion \((10^{12})\) blood cells are formed in the human bone marrow every day in a process called hematopoiesis [Doulatov et al. 2012]. Blood cells and their progenitors are organized in a differentiation hierarchy that is tightly regulated by epigenetic mechanisms (Figure 4.1). Employing the methods described in Chapter 3, this chapter presents detailed analyses of DNA methylomes at different levels in the hematopoietic hierarchy (cf. color coding in Figure 4.1). Section 4.1 provides the biological background for the remainder of the chapter. It introduces relevant blood cell types and discusses current models for hematopoietic differentiation. Furthermore, known epigenetic cues regulating blood-cell differentiation are outlined. Section 4.2 takes on
a broad perspective on the hierarchy and focuses on the terminal cell types. It contains a descriptive analysis of DNA methylation in differentiated cells assayed by the BLUEPRINT project. For clarity, the dataset analyzed in this section will be referred to as BPDIFF. Rather than providing an in-depth characterization of hematopoiesis, this introductory section aims at providing a birds-eye view on between-cell-type heterogeneity in human blood. Section 4.3 focuses on one branch of the hierarchy and spotlights the DNA methylation dynamics in human T cell memory formation (TMEM dataset). It highlights the relationship between epigenetic patterns and immunity-related cell function. Finally, the stem of the hierarchy is explored in Section 4.4 which constitutes the core of the chapter and contains a detailed characterization of hematopoietic progenitor cell types and their paths of differentiation. Within the context of BLUEPRINT, a whole-genome DNA methylation dataset (HEMPROG) was generated using low-input bisulfite sequencing. We provide a detailed analysis of this dataset and exploit statistical methods for modeling the in vivo DNA methylation landscape of blood stem cell differentiation.

### 4.1 Epigenetic Regulation of Hematopoiesis

The main constituents of blood are red blood cells (erythrocytes), which are responsible for the transport of oxygen. Leukocytes or white blood cells are cells of the immune system that defend the organism against pathogens and clear dysfunctional cells. Platelets, sometimes referred to as thrombocytes, contribute to the repair of blood vessels and blood clotting. Organs important for hematopoiesis include the bone marrow, where the bulk of blood cells are formed, and the lymphoid system and its associated tissues such as lymph nodes, spleen and thymus, where many immune cells mature. Many immune cells eventually reside in peripheral tissues as well as in blood.

The blood is one of the best characterized developmental systems in mammals [Doulatov et al. 2012]. Human hematopoietic cells are typically obtained from peripheral blood, which is widely available, or from bone marrow, whose acquisition employs more invasive methods. A multitude of different blood cell types exist, which arise during hematopoiesis from proliferating progenitor cells that become increasingly restricted in their potential to give rise to different cell lineages in a stepwise fashion. Dozens of hematopoietic cell types have been defined based on morphology, pluripotency and

---

**Figure 4.1**: (On the next page) Hierarchy of the hematopoietic system. Based on literature review, the differentiation trajectories in the hematopoietic system are shown. Solid lines represent the canonical model of hematopoiesis. MLPs which are attributed with myelo-lymphoid differentiation have been incorporated into the tree using dashed lines [Doulatov et al. 2012]. In addition, a possible direct branching of megakaryocytes from HSCs or MPPs has been proposed [Notta et al. 2016; Woolthuis and C. Y. Park 2016] and is also depicted using dashed lines. Alternative models of T cell memory formation are indicated in dashed and dotted arrows and are further explained in Section 4.3. Orange and blue background colors indicate the myeloid and lymphoid branches of the hierarchy, respectively. The color coding of cell pictograms indicates the availability of methylation data in the BLUEPRINT and/or DEEP projects and corresponds to the respective dataset described in this chapter.
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the presence of surface markers. Differentiation steps are triggered by distinct signaling molecules called cytokines and are subject to tight epigenetic regulation. Figure 4.1 depicts the canonical view of differentiation events based on current literature and highlights selected aspects that are currently debated (dashed arrows).

**Hematopoietic Stem Cells (HSCs)** are placed at the apex of the hematopoietic hierarchy. They are defined based on the property to be able to give rise to all constituent cell types of blood and are capable of long-term self-renewal. HSCs are a very rare cell type, represented by only one in about 10,000 cells in the bone marrow [Alberts et al. 2008]. They can either divide symmetrically producing further HSCs or asymmetrically spawning a progeny of **Multipotent Progenitors (MPPs)**. MPPs can still give rise to all hematopoietic cell types but are shorter-lived than HSCs and restricted in their potential to self-renew. This observation is reflected in the classical model of hematopoiesis in which the loss of capability of self-renewal precedes lineage commitment [Doulatov et al. 2012]. A number of more lineage-committed progenitor cell populations derive from MPPs. They typically undergo a limited number of cell divisions, thereby amplifying through a cascade of differentiating progeny cells that become increasingly restricted in their differentiation potential. According to the classical model, the differentiation path of MPPs bifurcates into the two common progenitor cell types of the myeloid and lymphoid lineages.

**Common Myeloid Progenitors (CMPs)** can give rise to all myeloid cells. These are primarily associated with the innate immune response, which represents an organism’s first line of defense against pathogens. Cells involved in this defense include cells derived from **Granulocyte Macrophage Progenitors (GMPs)**: **granulocytes**, which comprise **basophils**, **eosinophils** and **neutrophils**, utilize lysosomes and other vesicles in their cytosol to neutralize pathogens. In basophils and eosinophils these vesicles contain toxins that can be released for killing pathogens of external origin. Neutrophils ingest pathogens, which are subsequently destroyed using the vesicles’ contents. **Monocytes** differentiate into **macrophages** which are capable of disabling invaders through phagocytosis and of eliciting inflammatory immune responses through the secretion of cytokines. CMPs have also been attributed the potential to differentiate into progenitors of megakaryocytes and the erythroid lineage (**Megakaryocyte Erythrocyte Progenitors (MEPs)**). **Megakaryocytes** are large cells which can become highly polyploid during maturation when they lose their ability to divide. They finally give rise to platelets.

There are approximately \(2 \times 10^{12}\) **lymphocytes** in the human body [Alberts et al. 2008]. According to the canonical model of hematopoiesis all of them derive from **Common Lymphoid Progenitors (CLPs)**. However, recently, the existence of **Immature Lymphoid Progenitors (MLPs)** populations has been postulated. These cells represent human lymphoid progenitors that potentially also differentiate into myeloid cells, but are incapable of giving rise to erythroid cells or megakaryocytes (dashed arrows in Figure 4.1) [Doulatov et al. 2012]. In mouse, **Lymphoid-primed Multipotent Progenitors (LMPPs)** have been attributed with a similar role. Undergoing further steps of lineage restriction, CLPs and MLPs eventually differentiate into lymphocytes, including **Natural Killer cells (NK cells)**, **B cells** and **T cells**. NK cells are part of the innate immune system and kill tumor and infected cells by secreting cytokines capable of inducing apoptosis or lysis. B cells and T cells form the basis of the adaptive immune system, which is only found in vertebrates. They originally exist in a naive state and upon exposure to a pathogen become clonally activated, proliferate and enter an effector state responsible for a specific immune response. A subset of cells also enters a memory state in which,
upon subsequent exposure to the same antigen, they can rapidly generate further effector and memory cells specific to the antigen and produce an increased amount of cytokines or antibodies for immune signaling [Alberts et al. 2008]. B lymphocytes carry out their immune function by producing and secreting antibodies specific to the encountered pathogen, which can render pathogens such as viruses inactive or mark them for destruction. T cells exert different immune functions: **cytotoxic T cells (CD8+ T cells)** kill infected cells via recognition of antigens presented on the cell surface while **T helper cells (CD4+ T cells)** are capable of activating other immune cells such as macrophages, granulocytes, dendritic cells, B cells and cytotoxic T cells. **Regulatory T cells (Tregs)** provide cues for the inhibition of other T cells and dendritic cells and thus arrange for a controlled immune response. Notably, their control is frequently brought out of balance in autoimmune diseases. **Dendritic cells** can derive from a myeloid or lymphoid origin. They activate other adaptive immune cells by presenting antigens which they acquire by ingesting foreign particles [DeFranco et al. 2007].

Our current knowledge of hematopoiesis is largely based on functional studies in mice combined with fewer, more limited studies in human cells [Doulatov et al. 2012]. Nonetheless, focused functional assays have succeeded in characterizing certain aspects of human hematopoiesis and represent the main contributions to our current understanding of the blood-cell-type-hierarchy (Figure 4.1). In vitro, colony formation assays are employed that can characterize the outgrowth of cell populations from selected clones. In vivo, selected murine and human hematopoietic cell populations can be (xeno)transplanted in order to gauge their capability of repopulating the blood system of mice, whose native blood-forming cells have been destroyed by irradiation [Doulatov et al. 2012].

While the depicted canonical model of differentiation has proven useful for our understanding of hematopoiesis, several of its aspects remain controversial. Recently, it has been postulated that megakaryocytes could be derived from multipotent progenitors rather than share common origin with myeloid cells (dashed arrows in Figure 4.1) [Notta et al. 2016; Paul et al. 2015; Woolthuis and C. Y. Park 2016]. Direct derivation of lymphoid and myeloid progenitors from HSC and MPP populations that are more lineage-restricted than CMPs and CLPs has also been proposed [Perié et al. 2015; Notta et al. 2016; Cabezas-Wallscheid et al. 2014]. The existence of MLPs in human and LMPPs in mice represents a further deviation from a strictly tree-like model. Moreover, it is important to note that the definition of many hematopoietic cell types is mainly based on the expression of surface markers which can be used for separating cells using Fluorescence-Activated Cell Sorting (FACS). This particularly holds true for progenitor cell populations. However, it is currently debated to what extent surface marker expression corresponds to molecular function and heterogeneity within the cell population [Notta et al. 2016]: a pool of sorted cells expressing an identical set of surface markers might still contain distinct classes of cells that possess heterogeneous functional potential. Concretely, CMPs might represent a heterogeneous population of cells that contain multiple lineage-restricted progenitor cells rather than a homogeneous population of universal myeloid-erythroid-megakaryocyte progenitors [Paul et al. 2015; Perié et al. 2015; Notta et al. 2016]. Further examples are provided by MPPs which exhibit different potentials for proliferation and repopulation [Cabezas-Wallscheid et al. 2014] and by the possible existence of HSC subpopulations primed for myeloid, lymphoid and megakaryocyte development [Muller-Sieburg et al. 2012; Woolthuis and C. Y. Park 2016].
Single-cell protocols provide the means for a more accurate definition of cell type and differentiation potential by enabling an in-depth molecular characterization of population heterogeneity. Paul et al. [2015] profiled the transcriptomes of myeloid progenitors in mouse using single-cell RNA-seq. They identified clusters of cell subpopulations that partially deviated in their expression of surface markers from commonly employed gating strategies in FACS. Lineage-specific TF-mediated regulation was linked to these clusters.

The process of hematopoiesis can be steered by a relatively small set of transcription factors [Doulatov et al. 2012; Álvarez-Errico et al. 2015; Novershtern et al. 2011; Rosenbauer and Tenen 2007] which are in turn regulated by epigenetic signatures. Using defined transcription factors, it is possible to transdifferentiate between cell types of different blood lineages [Álvarez-Errico et al. 2015; Orkin and Zon 2008]. Moreover, epigenomic dysregulation is linked to disease. Mutations in proteins catalyzing epigenetic changes are associated with malignancies [Shih et al. 2012; Álvarez-Errico et al. 2015]. For instance, TET2, an important component responsible for DNA demethylation, is mutated in several myeloid malignancies [Álvarez-Errico et al. 2015] and TF dysregulation in the myeloid lineage could contribute to the onset and progression of myeloid leukemia [Rosenbauer and Tenen 2007].

Distinct DNA methylation patterns resemble hallmarks of hematopoietic cell identity: Ji et al. [2010] profiled DNA methylation in murine blood progenitors using a microarray-based approach. They found DNA methylation patterns which are markedly different between lymphoid and myeloid lineages, with myeloid cells generally exhibiting lower methylation levels in specific regulatory regions. They concluded that lymphoid development depends on suppressing myeloerythroid regulators via DNA methylation. This is in line with findings which show that mice with reduced activity of Dnmt1 exhibit differentiation skewed towards the myeloid lineage [Bröske et al. 2009] and that active demethylation plays a key role in myeloid development [Álvarez-Errico et al. 2015]. Along with evidence that the lymphoid cells emerged later in evolution, these findings indicate that myeloid differentiation could constitute a default hematopoietic pathway and that lymphoid development represents a superimposed alternative [Álvarez-Errico et al. 2015]. Bock et al. [2012] employed RRBS and expression microarrays to dissect stem cell differentiation in the blood and skin of mice. They identified loss of methylation in lineage-specific regulatory elements and gain in regulatory elements of other lineages during differentiation towards the myeloid or lymphoid lineage. In particular promoters of myeloid TFs gained methylation during differentiation towards lymphoid lineage. Moreover, a hierarchy of cell differentiation was inferred using an approach that assigns ranks of differentiation and proliferation and uses this ordering to connect cell types in a two-dimensional space inferred from averaging methylation and expression-based distances between samples. Cabezas-Wallscheid et al. [2014] provided an integrative view on the proteome, transcriptome and methylome of murine HSCs and MPPs populations. In their study, different MPP subpopulations exhibited different rates of proliferation and repopulation functionality.

Chromatin-based regulation represents another avenue of steering blood formation and chromatin-modifying enzymes are attributed with central roles in myeloid differentiation and immune cell activation [Álvarez-Errico et al. 2015]. The dynamics of chromatin marks characteristic of enhancers have been profiled by Lara-Astiaso et al. [2014] using ChIP-seq. The authors concluded that some enhancers are already active in HSCs and are maintained only in the respective lineage while others are initially inactive and only gain active enhancer marks in certain lineages.
A number of (epi)genome-scale datasets describing human hematopoiesis have been published, but only a few of them include hematopoietic stem and progenitor cells. Novershtern et al. [2011] have profiled transcription during human hematopoiesis and discovered that the degree of differential expression between hematopoietic cell types is on a scale comparable to that of the overall heterogeneity across human tissues. Furthermore, they determined modules of coexpressed genes and TFs likely to be involved in the regulation of hematopoietic differentiation. Another recent study described cell-type-specific expression and splicing events in human progenitors and two myeloid precursor cell types [L. Chen et al. 2014]. M. R. Corces et al. [2016] generated maps of chromatin accessibility in hematopoietic progenitors and mature cell types using ATAC-seq. Moreover, they identified regulatory signatures in these cell types which were able to characterize cell type contributions in leukemia cells. WGBS has been employed to profile DNA methylation in HSCs, neutrophils and in B cells [Hodges et al. 2011; Kulis et al. 2015]. The latter study revealed a gradual loss of methylation during B cell differentiation that primarily occurs in enhancer regions in the early stages of differentiation.

International initiatives provide essential contributions to the quest for uncovering the epigenetic basis of hematopoietic regulation. The BLUEPRINT project is specifically dedicated to characterizing epigenomes of the hematopoietic system in health and malignancy. The DEEP consortium places a particular focus on inflammatory and metabolic diseases and charts epigenome maps of important immune cell types.

### 4.2 DNA Methylation BLUEPRINTs of Differentiated Hematopoietic Cells

In order to dissect the epigenomic landscape of the human blood system in breadth, we analyzed whole-genome DNA methylation data of 81 blood-related cell types profiled by the BLUEPRINT consortium. This rich resource encompasses a broad spectrum of differentiated blood cells (Figures 4.1, 4.2). Here, we provide a general characterization of inter-cell-type variability within the hematopoietic system and, focusing on the comparison between monocytes and neutrophils, investigate cell-type-specific DNA methylation patterns. This section also highlights the utility of the RnBeads pipeline, which was employed throughout for the assessment of data quality and for a global characterization of the dataset. The results presented here suggest that hematopoietic cell identity is reflected in DNA methylation signatures. In particular, methylation patterns in regulatory elements such as enhancers and promoters can differentiate between cell types and could be associated with roles in regulating cell-type-specific gene expression.

#### 4.2.1 Methods

**Cell Isolation and Whole Genome Bisulfite Sequencing**

Blood cell populations were collected and sorted by the BLUEPRINT consortium. Detailed experimental and bioinformatic protocols can be found on the project’s data coordination website. WGBS library preparation and primary data processing was performed by the group of Simon Heath at the Centro Nacional de Análisis Genómico (Barcelona, Spain). Primary analysis steps included mapping of bisulfite reads to the genome using the GEM3 aligner and calling of methylation levels at individual cytosines using an in-house pipeline [Kulis et al. 2015].

Figure 4.2: Cell types included in the BPDIFF dataset. Sample numbers for each cell type are denoted in parentheses. The dataset contains 81 samples in total.

**Description of the Dataset**

The initial dataset comprised the 82 methylomes that were part of the seventh BLUEPRINT data release (September 2015). One B cell sample covered a significantly lower number of CpGs and was removed from subsequent analyses. Therefore, the BPDIFF dataset analyzed here contains 81 blood-related samples (Figure 4.2).

The dataset contains a heterogeneous panel of blood-related cell types extracted and sorted from different tissues\(^2\) (Figure 4.2). Myeloid cells isolated from cord or peripheral blood of healthy individuals constitute a large portion of the dataset: monocytes and derived macrophages of three different activation states contribute 27 samples. The group of granulocytes comprises one eosinophil and six neutrophil samples. Lymphocytes in the dataset include multiple stages of B cell differentiation [Kulis et al. 2015] and T cell types. Concretely, populations of pre-B cells, naive B cells, memory B cells and plasma cells were isolated from either bone marrow, cord blood or peripheral blood. Germinal center B cells were extracted from tonsil. CD4\(^+\) and CD8\(^+\) T cells were sorted from peripheral blood, with the exception of two samples which were derived from cord blood. One sample of CD4\(^+\) regulatory T cells, two NK cell populations and two conventional dendritic cell samples were also obtained. In addition, the dataset includes one hematopoietic progenitor cell sample. Notably, four endothelial samples from umbilical vein are also included. Finally, ten acute myeloid or promyeloid leukemia samples from bone marrow and peripheral blood represent myeloid malignancy in the dataset. Four of these were subject to treatment with specific drug compounds.

**Data Processing and Analysis**

The human genome assembly version GRCh38 was used throughout the analysis. RnBeads analysis reports were created using RnBeads version 1.1.8 (Section 3.2) and further plots were generated using custom R scripts. Methylation levels were computed based on individual CpGs. In addition average methylation levels were computed for gene promoters, putative regulatory regions and genome-tiling regions of size 5 kb. Promoters were defined as regions ranging from -1,500 bp to +500 bp around the TSS of GenCode22 annotated genes [Harrow et al. 2012]. Putative regulatory regions were obtained
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\(^2\) For the sake of simplicity, the term “tissue” is used here to refer to solid tissues as well as body fluids, in particular blood of different origins.
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from the BLUEPRINT edition of the Ensembl regulatory build [Zerbino et al. 2015] (seventh data release3; September 2015).

Data Availability

Bisulfite sequencing data are available as part of the seventh BLUEPRINT data release (September 2015). Links to the corresponding data repositories are provided on the BLUEPRINT website4. Full RnBeads analysis reports are available from the RnBeads methylome resource website5.

4.2.2 Results

Quality Control and Filtering of CpGs

The dataset contains DNA methylation levels for a total of 28,571,135 CpGs annotated in the human genome. Individual samples covered between 23 and 28 million CpGs at different read depths (Figure 4.3), with a median of 31 reads covering a CpG. It is important to note that monocyte and neutrophil samples that were sequenced relatively early in the project generally had higher read coverages than other samples and that two monocyte samples were sequenced at significantly higher read depths. Running the RnBeads pipeline removed CpGs which (i) overlapped with annotated SNPs in the genome, which (ii) were covered by less than five sequencing reads in more than 40 samples (50% of the dataset), (iii) represented high-coverage outliers exceeding 50 times the 95th percentile of read coverage or (iv) were located on sex chromosomes. This filtering procedure resulted in 23,607,313 CpGs that were used in subsequent analysis steps.

Characterization of Hematopoietic Methylomes

Unsupervised statistical learning methods were employed in order to explore between-cell-type heterogeneity. Reducing the high-dimensional space of methylation levels to two dimensions using PCA or MDS revealed patterns of inter-sample relationships (Figure 4.4a). We characterized the dataset in terms of mean methylation levels in candidate regulatory regions which were defined based on a consensus chromatin state segmentations and include putative enhancers and transcriptionally active regions [Zerbino et al. 2015]. Overall, patterning in DNA methylation pertaining to different cell types is clearly visible and dominates other effects and biases incurred by factors such as donor sex and tissue origin. Myeloid cells are more similar to each other than to other blood cells and form a relatively tight cluster while lymphoid cells appear more diverse. Particularly, B cells contribute to the between-sample differences on which the dimension reduction is based. Not surprisingly, myeloid leukemia cells also exhibit highly heterogeneous DNA methylation patterns. These observations are also confirmed by hierarchical clustering analysis (Figure 4.4b). Most of the regulatory regions with highest DNA methylation variability across the entire dataset are markedly hypomethylated in myeloid cells compared to other cell types. Interestingly, the groups B and T lymphocytes are each divided into two subgroups (Figure 4.4b): one cluster contained predominantly naive B and T cells while effector and memory cells were exclusivity assigned to
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3 ftp://ftp.ebi.ac.uk/pub/databases/blueprint/
4 http://www.blueprint-epigenome.eu
5 http://rnbeads.mpi-inf.mpg.de/methylomes.php
the other cluster. Notably, the naive cluster exhibited higher similarity with the myeloid samples than with the effector lymphoid cluster. The four endothelial samples and erythroblasts group together with effector lymphocytes in their respective own, smaller subclusters. Leukemia samples form a single cluster with heterogeneous patterns of DNA methylation.

**Differential Methylation between Monocytes and Neutrophils**

Monocytes and neutrophils represent two of the most common nucleated myeloid cell types in mammalian blood. Neutrophils, which contribute 50% to 60% of leukocytes, are especially abundant. Both cell types derive from common progenitors and carry out important effector functions in innate immunity. They play essential roles as first-line defenders against foreign pathogens: both are phagocytic cell types and can trigger or repress inflammatory responses, yet they differ in their morphology and capacity to release inflammatory cytokines [Dale et al. 2008]. Neutrophils are recruited to the site of infection in order to neutralize pathogens by ingesting them or releasing cytotoxins. They are short-lived, while active monocytes can proliferate and differentiate into macrophages or dendritic cells and thus also play a role in adaptive immunity.

Here, differences in DNA methylation signatures between monocytes and neutrophils are elucidated. The methylomes of eight monocytes (six extracted from adult peripheral blood and two from cord blood of newborns) and six neutrophils (four peripheral blood and two cord blood) were compared. Differentially Methylated Regions (DMRs) were identified using the rank-based approach employed by RnBeads (cf. Chapter 3.2), adjusting for donor sex and tissue origin in the computation of p-values for differential methylation. On the genome-wide level, DMRs tend to be hypomethylated in neutrophils as compared to monocytes (Figure 4.5a). Furthermore, a more gene-centric view revealed a set of promoters with lower methylation levels in neutrophils (Figure 4.5b). Enrichment analyses for GO terms of the genes associated with these
promoters confirmed neutrophil-specific activity to be highly represented (Table 4.1). A large portion of significantly enriched terms were associated with immune response and epigenetic regulation.

The promoter region of the \textit{DEFA4} gene was found among the highest-ranking differentially methylated promoters (Figure 4.5b). \textit{DEFA4} belongs to the defensin family of cytotoxic peptides which is involved in antimicrobial defense. Inspection of basepair-resolution DNA methylation levels revealed reduced methylation across the gene locus and almost complete loss around the TSS in neutrophils (Figure 4.6), indicating epigenetic regulation of gene expression.

\subsection*{4.2.3 Discussion}

We analyzed one of the largest collections of whole-methylome data for blood cells. The respective dataset spans the breadth of the hematopoietic hierarchy and captures epigenetic variability across differentiated cell types. Our analysis shows that hematopoietic cell identity is inscribed in DNA methylation signatures. We observed DNA methylation variability which were characteristic of cell type in putative regulatory regions. Methylation variability in cells of the lymphoid lineage was higher when compared to myeloid cells, which could be indicative of an increased regulatory plasticity in cells involved in the adaptive immune response. Furthermore, most variably methylated regulatory regions exhibited marked hypomethylation in myeloid cells, potentially indicating a default differentiation trajectory of hematopoietic progenitors towards the myeloid lineage, that is suppressed by DNA methylation in the lymphoid lineage \cite{Ji2010, Brosske2009}. DNA methylation in regulatory regions was also indicative of the activation state of lymphoid cells. Section 4.3, which characterizes
Table 4.1: GO terms enriched in promoters hypomethylated in neutrophils compared to monocytes

<table>
<thead>
<tr>
<th>GO ID</th>
<th>P-value</th>
<th>Odds-ratio</th>
<th>GO term</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0050832</td>
<td>0</td>
<td>122.248</td>
<td>defense response to fungus</td>
</tr>
<tr>
<td>GO:0051707</td>
<td>0</td>
<td>13.6664</td>
<td>response to other organism</td>
</tr>
<tr>
<td>GO:0009607</td>
<td>0</td>
<td>13.0245</td>
<td>response to biotic stimulus</td>
</tr>
<tr>
<td>GO:0045087</td>
<td>0</td>
<td>10.7557</td>
<td>innate immune response</td>
</tr>
<tr>
<td>GO:0006954</td>
<td>0</td>
<td>12.9736</td>
<td>inflammatory response</td>
</tr>
<tr>
<td>GO:0161045</td>
<td>2.00E-04</td>
<td>127.425</td>
<td>detection of bacterium</td>
</tr>
<tr>
<td>GO:0098581</td>
<td>3.00E-04</td>
<td>90.9821</td>
<td>detection of external biotic stimulus</td>
</tr>
<tr>
<td>GO:0002376</td>
<td>4.00E-04</td>
<td>5.8884</td>
<td>immune system process</td>
</tr>
<tr>
<td>GO:0031640</td>
<td>5.00E-04</td>
<td>70.7361</td>
<td>killing of cells of other organism</td>
</tr>
<tr>
<td>GO:0019731</td>
<td>6.00E-04</td>
<td>65.8491</td>
<td>antibacterial humoral response</td>
</tr>
<tr>
<td>GO:0010043</td>
<td>9.00E-04</td>
<td>53.0208</td>
<td>response to zinc ion</td>
</tr>
<tr>
<td>GO:0051716</td>
<td>0.0011</td>
<td>5.4018</td>
<td>cellular response to stimulus</td>
</tr>
<tr>
<td>GO:0009605</td>
<td>0.0011</td>
<td>5.3563</td>
<td>response to external stimulus</td>
</tr>
<tr>
<td>GO:0010963</td>
<td>0.0012</td>
<td>NaN</td>
<td>regulation of L-arginine import</td>
</tr>
<tr>
<td>GO:0044356</td>
<td>0.0012</td>
<td>NaN</td>
<td>clearance of foreign intracellular DNA by conversion of DNA cytidine to uridine</td>
</tr>
<tr>
<td>GO:0035872</td>
<td>0.0014</td>
<td>41.4674</td>
<td>nucleotide-binding domain, leucine rich repeat receptor signaling pathway</td>
</tr>
<tr>
<td>GO:0070301</td>
<td>0.0017</td>
<td>37.3897</td>
<td>cellular response to hydrogen peroxide</td>
</tr>
<tr>
<td>GO:0070988</td>
<td>0.0021</td>
<td>34.0402</td>
<td>demethylation</td>
</tr>
<tr>
<td>GO:0070488</td>
<td>0.0023</td>
<td>900.2941</td>
<td>neutrophil aggregation</td>
</tr>
<tr>
<td>GO:0071557</td>
<td>0.0023</td>
<td>900.2941</td>
<td>histone H3-K27 demethylation</td>
</tr>
<tr>
<td>GO:0050630</td>
<td>0.0025</td>
<td>30.7339</td>
<td>defense response to Gram-positive bacterium</td>
</tr>
<tr>
<td>GO:0001816</td>
<td>0.0033</td>
<td>7.7384</td>
<td>cytokine production</td>
</tr>
<tr>
<td>GO:0090467</td>
<td>0.0035</td>
<td>450.1176</td>
<td>arginine import</td>
</tr>
<tr>
<td>GO:1902023</td>
<td>0.0035</td>
<td>450.1176</td>
<td>L-arginine transport</td>
</tr>
<tr>
<td>GO:0031349</td>
<td>0.0043</td>
<td>10.5789</td>
<td>positive regulation of defense response</td>
</tr>
<tr>
<td>GO:0035821</td>
<td>0.0045</td>
<td>22.6518</td>
<td>modification of morphology or physiology of other organism</td>
</tr>
<tr>
<td>GO:0032827</td>
<td>0.0047</td>
<td>300.0588</td>
<td>negative regulation of natural killer cell differentiation involved in immune response</td>
</tr>
<tr>
<td>GO:0070269</td>
<td>0.0047</td>
<td>300.0588</td>
<td>pyroptosis</td>
</tr>
<tr>
<td>GO:0006919</td>
<td>0.0047</td>
<td>22.1221</td>
<td>activation of cysteine-type endopeptidase activity involved in apoptotic process</td>
</tr>
<tr>
<td>GO:0006950</td>
<td>0.0047</td>
<td>4.0482</td>
<td>response to stress</td>
</tr>
<tr>
<td>GO:1901565</td>
<td>0.0054</td>
<td>9.739</td>
<td>organonitrogen compound catabolic process</td>
</tr>
<tr>
<td>GO:0042742</td>
<td>0.0058</td>
<td>20.0517</td>
<td>defense response to bacterium</td>
</tr>
<tr>
<td>GO:0070988</td>
<td>0.0059</td>
<td>225.0294</td>
<td>response to selenium ion</td>
</tr>
<tr>
<td>GO:0070269</td>
<td>0.0059</td>
<td>225.0294</td>
<td>DNA cytosine deamination</td>
</tr>
<tr>
<td>GO:0030070</td>
<td>0.0069</td>
<td>18.0964</td>
<td>positive regulation of cell growth</td>
</tr>
<tr>
<td>GO:0032815</td>
<td>0.007</td>
<td>180.0118</td>
<td>negative regulation of natural killer cell activation</td>
</tr>
<tr>
<td>GO:0031638</td>
<td>0.008</td>
<td>16.8579</td>
<td>zymogen activation</td>
</tr>
<tr>
<td>GO:0009253</td>
<td>0.0082</td>
<td>150</td>
<td>peptidoglycan catabolic process</td>
</tr>
<tr>
<td>GO:0051092</td>
<td>0.0083</td>
<td>16.3685</td>
<td>positive regulation of NF-kappaB transcription factor activity</td>
</tr>
<tr>
<td>GO:0020156</td>
<td>0.0093</td>
<td>15.4299</td>
<td>positive regulation of cysteine-type endopeptidase activity</td>
</tr>
<tr>
<td>GO:0009635</td>
<td>0.0094</td>
<td>128.563</td>
<td>response to herbicide</td>
</tr>
<tr>
<td>GO:0032119</td>
<td>0.0094</td>
<td>128.563</td>
<td>sequestering of zinc ion</td>
</tr>
<tr>
<td>GO:0051597</td>
<td>0.0094</td>
<td>128.563</td>
<td>response to methylmercury</td>
</tr>
</tbody>
</table>

Enrichment in biological process ontology terms was computed for the 100 promoters most hypomethylated in neutrophils as compared to monocytes according to the combined rank. Terms with a $p$-value less than 0.01 are shown.
4.2 DNA Methylation BLUEPRINTs of Differentiated Hematopoietic Cells

Figure 4.5: Differential DNA methylation between monocytes and neutrophils. Scatterplots show the mean DNA methylation levels in monocytes and neutrophils for (a) 5-kb tiling windows and (b) promoters. Point density is denoted by blue shading and the 100 highest ranking differentially methylated regions have been highlighted in red in each panel. The DEFA4 promoter is marked by a triangle and Figure 4.6 shows a detailed view of DNA methylation patterns in that locus.

the DNA methylation dynamics during T cell memory formation, explores this issue further.

In addition to genome-wide variability in regulatory elements, we also find characteristic changes in promoter methylation of genes with cell-type-specific functions. We compared monocytes and neutrophils as two common myeloid cell types and observed high agreement in their genome-wide DNA methylation profiles. However, we also found neutrophil-specific activity of genes whose promoters were hypomethylated in neutrophils, indicating epigenetic gene regulation and providing an example of specific immune function reflected in DNA methylation.

Our descriptive analyses provide a starting point for a more detailed characterization of the DNA methylation dynamics in blood. Following up on our findings in differentiated blood cells, in Section 4.4, we take on a progenitor-focused view on the hematopoietic system and employ computational modeling of cellular identity using DNA methylation signatures in regulatory elements.

Importantly, our analyses were facilitated by the RnBeads software (Chapter 3.2), illustrating the utility of analysis pipelines that provide an integrated view on large-scale datasets and also enable the user to address specific questions in-depth. The RnBeads analysis reports are part of the BLUEPRINT secondary data release and provide a resource for further integrative data analysis projects. The reference methylome maps analyzed here capture variability across blood cell types and could therefore be used as a point of reference for methylation-based cell-type deconvolution on the genome-scale. Furthermore, DNA methylation profiles obtained from samples of malignant cells could
Figure 4.6: Neutrophils are hypomethylated compared to monocytes at the \textit{DEFA4} gene locus. The \textit{DEFA4} gene model (exons interspersed by introns) is annotated in orange. The heatmap shows DNA methylation levels at individual covered CpGs (columns of the heatmap). Each row represents a monocyte or neutrophil sample in the dataset. Local Regression (LOESS) [Cleveland 1979] on the methylation levels was employed in order to obtain smoothed estimates for monocytes and neutrophils respectively (bottom).
be compared to the reference data in order to dissect tumor heterogeneity based on the epigenomic resemblance to healthy cells.

In summary, our observations are consistent with a role of DNA methylation patterns located in enhancers and other regulatory elements as key contributors to cell identity. Here, we provide a mostly descriptive analysis that entails implications for the involvement of DNA methylation dynamics in regulating cell identity in the immune-response, hematopoietic differentiation and blood-related malignancies.

4.3 Epigenome Reprogramming in Human T Cells

T cells represent a key component of adaptive immunity and are therefore considered critical players in disease. So far, research focused on vaccine development has been directed at eliciting immune memory by antibody formation in the B cell lineage. However, T cell memory also plays an important role in the organism’s arsenal of defense. Both, CD4$^+$ T helper cells and CD8$^+$ cytotoxic T lymphocytes derive from double positive cells (CD4$^+$, CD8$^+$) located in the thymus (Figure 4.1) but carry out different effector functions: while CD8$^+$ T cells are capable of killing infected cells and clearing pathogens, CD4$^+$ T lymphocytes play a stimulatory role by activating other immune cells. When an organism is exposed to a pathogen, Naive T cells (TNs) become activated and specialize when they recognize antigens presented on the surface of other cells by the major histocompatibility complex (MHC) via their T-cell receptor (TCR) for the first time. This specialization occurs for each cell individually and cells specifically adapt to a given antigen. Upon encountering a pathogen, the majority of cells become effector cells, but a subset of cells enters a stage of immune memory in which they are capable of rapidly responding to subsequent exposure to the same pathogen. During the adaptive immune response, the specialized T cells rapidly expand until the pathogen is cleared. A contraction phase follows in which up to 90% of effector cells undergo apoptosis. However, a pool of memory T cells persists [Kaech and Cui 2012]. Memory T cells are the most abundant lymphoid cell type in the adult human body [Farber et al. 2014]. They are characterized by a significantly lowered activation threshold and enhanced cytokine production upon a subsequent re-encounter of a pathogen. Memory T cell clones can persist for years to decades in human [Farber et al. 2014] and are mostly quiescent or exhibit intermittent proliferative activity [Pepper and Jenkins 2011]. Several subpopulations of memory T cells have been identified and they differ in their surface marker expression, response to and production of cytokines as well as tissue localization. Central Memory T cells (TCMs) show the closest resemblance to the naive phenotype. They are located in lymphoid tissues, but also circulate through blood and possess an increased proliferative capacity [Farber et al. 2014]. In contrast, Effector Memory T cells (TEMs) preferentially locate in peripheral tissue and exhibit only limited proliferation. They carry out certain effector functions such as the production of cytotoxins [Pepper and Jenkins 2011; Farber et al. 2014]. Furthermore, CD45RA$^+$ Memory T cells (TEMRA$s$) have recently been characterized [Henson et al. 2012]. They also possess reduced proliferative capacity, carry out effector functions and play a role in chronic inflammation.

Despite intensive research in the area, the precise ontogeny of human T cell memory formation is still under debate and several alternative models for the relationships between effector and memory cell populations exist [Ahmed et al. 2009; Kaech and Cui 2012; Restifo andGattinoni 2013; Pepper and Jenkins 2011; Farber et al. 2014]. The first model states that during pathogen exposure, TEMs emerge directly from effector cell
populations and give rise to TCMs as a generalized, long-lived pool for immune memory (dotted arrows in the T cell branches in Figure 4.1). According to another model, TCMs and TEMs are both derived directly from TNs (dashed arrows in Figure 4.1). In contrast, a progressive differentiation model more closely resembles the process of fate determination in stem cell (solid arrows in Figure 4.1). In this model, TNs resemble the most general state and upon activation can give rise to TCMs which are still long-lived and capable of self-renewal. Populations of memory stem cells represent potential intermediate precursors in this line of differentiation [Farber et al. 2014]. TCMs in turn are direct ancestors to TEMs which already exert effector functions. Effector T cells as the most differentiated and short-lived state emerge from them.

Given the distinct identities of memory T cell populations, it is logical to assume that their epigenomes play a vital role in regulating immune memory formation. So far, studies investigating T cell epigenetics during human memory formation on a genome scale have been lacking. Related efforts include the work by Russ et al. [2014] who profiled H3K4me3 and H3K27me3 histone modifications in CD8 positive naive, effector and memory T cells of mice that had been exposed to an influenza virus strain. Crompton et al. [2015] assayed the same histone marks in naive cells, T memory stem cells, central memory cells and effector memory cells. Hashimoto et al. [2013] used a methylation-sensitive restriction approach to assay DNA methylation at a subset of murine CpGs in CD4+ T memory cells. Another study describes differential DNA methylation between human CD4+ naive and memory T cells in selected CpGs in using locus-specific bisulfite sequencing and correlated those patterns to gene expression [Komori et al. 2015]. Kulis et al. [2015] investigated the DNA methylation dynamics during human B cell maturation using WGBS and 450K and their dataset also included different memory stages.

We sought to identify and characterize DNA methylation signatures that contribute to human CD4+ T cell memory formation. In an effort of the DEEP consortium, epigenomes of TN, TCM, TEM and TEMRA cells were profiled. Utilizing this resource and the computational pipelines established in DEEP, we explore the genome-wide DNA methylation patterns at various stages of memory formation and relate their dynamics to hypothesized differentiation pathways. Our results reveal stepwise losses of DNA methylation at the genome scale and provide further evidence for a progressive model of human T cell differentiation.

4.3.1 Methods

Cell Isolation and Sequencing Library Preparation

Genome-wide DNA methylation in human CD4+ TN, TCM, TEM and TEMRA cells was assessed within the context of DEEP. TN, TCM and TEM were obtained from peripheral blood by the groups of Alf Hamann and Julia Polansky at the Deutsches Rheuma-Forschungszentrum (Berlin, Germany). TEMRA cells were sorted in the group of Birgit Sawitzki at the Institute of Medical Immunology (Charité University Medicin, Berlin, Germany). Samples from 3 to 10 female donors were pooled to obtain sufficient material for sequencing and to mitigate inter-individual sample variance. Sequencing libraries for WGBS and NOMe-seq were prepared for two replicate pools of TN, TCM and TEM cells. The dataset contains only one pool of TEMRA cells which was assayed by NOMe-seq. Detailed methods for cell isolation and sequencing library preparation can be found in [Durek et al. 2016].
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Processing of Bisulfite Sequencing Reads

DNA methylation data obtained from WGBS and NOMe-seq was processed using uniform processing pipelines established in the DEEP project. Primary data processing was performed by project partners at the Deutsches Krebsforschungszentrum (DKFZ; Heidelberg, Germany). In brief, the SeqPrep tool\(^6\) was used to trim adapter sequences and reads were mapped to an *in silico* bisulfite converted version of the human reference genome (hg19/GRCh37d5 assembly) using MethylCtools [Hovestadt et al. 2014]. BWA (version 0.6.2-tpx) was employed using default parameters with the exception of setting the quality trimming threshold (`-q`) to 20 and disabling Smith-Waterman alignment for the unmapped mate read (`-s`). Duplicate reads were removed using Picard\(^7\) and reads with an alignment score of less than one were discarded.

A standardized pipeline for determining DNA methylation levels at individual CpGs was developed in collaboration with Karl Nordström (Saarland University, Saarbrücken, Germany). The pipeline is based on the Bis-SNP tool [Liu et al. 2012] and also employs Picard,samtools [H. Li et al. 2009], BamUtil\(^8\) and UCSC tools [Kent et al. 2010]. In the quantification of CpG methylation from NOMe-seq data, only methylation levels for cytosines in HCG contexts (where H represents any base other than guanine) were retained in order to avoid confounding by the artificial methylation step. The DEEP data analysis center provides detailed process descriptions\(^9\) of the employed computational pipelines in a standardized XML format [Ebert et al. 2015].

Analysis reports were created using RnBeads version 1.1.4 and further plots were generated using custom R scripts. In addition to the default regions of RnBeads, methylation levels were averaged in genomic tiling windows of size 1 kb and putative regulatory regions (BLUEPRINT edition of the Ensembl regulatory build [Zerbino et al. 2015]). RnBeads filtering steps removed CpGs that overlapped with SNPs or that were covered by fewer than five sequencing reads in more than seven samples (60 % of the dataset). Employing these criteria, 26,117,504 CpGs were retained for further analysis. Differential methylation between different cell types was quantified using RnBeads’ ranking approach (cf. Chapter 3.2). Enrichment analysis in regions of interest were conducted using LOLA [Sheffield and Bock 2016] with its core and extended databases of genomic and epigenomic features (using the November 2015 version).

Data Availability

Sequencing read data have been deposited to European Genome-phenome Archive (EGA) under accession number EGAS00001001624. Full RnBeads analysis reports are available from the RnBeads methylome resource website\(^10\).

4.3.2 Results

In order to provide a global perspective on inter-sample variability of DNA methylation, unsupervised statistical learning methods were employed. Projecting single-CpG-resolution methylation levels onto the first two principal components revealed that DNA methylation patterns are characteristic of the samples’ cell types (Figure 4.7). These

---

\(^6\) [http://github.com/jstjohn/SeqPrep](http://github.com/jstjohn/SeqPrep)

\(^7\) [http://broadinstitute.github.io/picard/](http://broadinstitute.github.io/picard/)

\(^8\) [http://genome.sph.umich.edu/wiki/BamUtil](http://genome.sph.umich.edu/wiki/BamUtil)

\(^9\) [http://doi.org/10.17617/1.2W](http://doi.org/10.17617/1.2W)

Figure 4.7: Stages of T cell memory formation are distinguishable by their DNA methylation signatures. PCA was used to project T cell samples onto two dimensions from DNA methylation measured at individual CpGs. Percentages annotate the variance explained by the first and second principal component. Point colors and shapes denote cell types and donor pools. Outlined and plain points represent WGBS and NOMe-seq experiments respectively.

cell-type-specific differences dominate variability introduced by other sources such as donor pool and experimental protocol. Although not statistically significant due to the relatively small sample size, particularly the first principal component, which explained 57.9% of the dataset variance, is visibly associated with a sample’s annotated cell type ($p$-value < 0.12, Kruskal-Wallis test; Figure 4.7). Hierarchical clustering of samples confirmed the presence of cell-type-specific DNA methylation signatures (Figure 4.8). The memory cell states (TCMs and TEMs) exhibited more similar DNA methylation patterns to each other than to naive T cells.

Genome-wide inspection of DNA methylation levels exposed global hypomethylation in the memory cell stages when compared to the naive stage (Figure 4.8). To obtain an overview of methylation dynamics across cell types, genome-wide tiling regions were grouped according to their methylation patterns using $k$-means clustering (Figure 4.9). Evaluating different numbers of clusters by visual inspection, we selected $k = 5$. Fewer clusters did not fully capture all modes of cell-type-dependent differences and increasing $k$ led to multiple clusters containing highly similar patterns (data not shown). The five resulting region clusters represent modes of cell-type-associated changes. Two of these clusters represent regions exhibiting consistently low and high methylation levels across the dataset (clusters 1 and 4 in Figure 4.9 respectively). The regions in the remaining three clusters are characterized by intermediate to high methylation levels in TNs, hypomethylation in TCMs and TEMs and a further decrease in TEMRAs. Generally, TCMs more closely resemble TNs than TEMs in terms of genome-wide DNA methylation levels. Taken together, in their most simple interpretation, these findings argue for a stage-wise decrease in DNA methylation levels in the order TN→TCM→TEM→TEMRA and are in line with the progressive differentiation model.
**Figure 4.8:** T cells become increasingly hypomethylated during memory formation. The heatmap shows the 1,000 most variable tiling regions (size: 1 kb). Hierarchical clustering employing Manhattan distance and complete linkage has been used to group samples. The same shape and color coding as in Figure 4.7 is applied for sample annotation.
of T cell memory formation. This is also reflected in the two-dimensional view of principal components depicted in Figure 4.7. Differences linked to memory formation were most pronounced in cluster 3 which is characterized by intermediate methylation levels in naive T cells. This is consistent with previous observations stating that widespread changes in DNA methylation occur in Partially Methylated Domains (PMDs) [Lister et al. 2009; Berman et al. 2012; Hon et al. 2012]. These PMDs frequently overlap with enhancers and other regulatory elements.

Focusing on the comparison of TCMs to TNs, RnBeads’ rank-based method was employed in order to identify genomic regions differentially methylated during memory formation. The highest-ranking differentially methylated promoters comprise multiple genes related to immunity, cell signaling and hematopoiesis such as the chemokine receptor CCR5 (Figure 4.10). Putative regulatory regions were generally hypomethylated in TCMs compared to TNs (Figure 4.11a). Enrichment analysis for genomic and epigenomic features revealed associations with DNase hypersensitive regions that are specific to blood-related cells (Figure 4.11b). Moreover, ChIP-seq peaks in lymphoblastoid cell lines for transcription factors involved in the regulation of hematopoiesis such as BATF, RUNX3, IRF4 and NF-κB significantly overlap with differentially methylated regulatory regions.

In the dataset analyzed here, CpG methylation was quantified by WGBS and NOMe-seq. NOMe-seq samples were generally sequenced at a lower sequencing depth compared to WGBS (approximately 10 to 50 % fewer reads per sample). Additionally, CpGs that could potentially be biased by the artificial methylation step (CpGs in GCG context) were discarded. This protocol resulted in a median of 19,345,622 assayed CpGs per NOMe-seq sample compared to 25,838,238.5 in case of WGBS. The median number of sequencing reads covering a CpG was 13 and 23.5 respectively. Despite these differences in read coverage (as exemplified by white gaps in Figure 4.8), overall, the quantified methylation levels are consistent between these two bisulfite sequencing protocols: Pearson correlations coefficients between 0.91 and 0.95 were observed when comparing CpG methylation between technical replicates of the same cell-type and donor-pool combination while biological replicates comparing the two donor pools in the same cell type using WGBS yielded coefficients ranging from 0.93 to 0.96. Furthermore, the unsupervised learning approaches discussed above (Figures 4.7, 4.8) confirmed that technical variation is clearly dominated by biological, cell-type dependent variation.

4.3.3 Discussion

Genome-wide DNA methylation patterns are capable of distinguishing between different naive and memory T cell types. The observed differences in DNA methylation support the hypothesis of a stepwise loss of methylation along the TN→TCM→TEM→TEMRA axis and are thus consistent with the progressive differentiation model of T cell memory formation. These results are further substantiated by experimental evidence on decreasing telomere lengths and differentiation potential along this axis [Restifo andGattinoni 2013; Farber et al. 2014]. Additional datasets, potentially on the level of single cells, could help to shed further light on the precise dynamics during memory formation.

Dynamic DNA methylation is preferentially located in genomic regions with intermediate to high levels of methylation in naive T cells (PMDs). These regions overlap with regulatory elements that exhibit epigenomic marks indicative of open chromatin and TFBSs associated with hematopoiesis. Furthermore, PMDs have been linked to LADs
Figure 4.9: Clusters of genomic regions exhibit varying degrees of hypomethylation during memory formation. Violin and boxplots show the distribution of DNA methylation levels in five clusters of 1-kb genomic tiling regions. These clusters were obtained from a $k$-means clustering ($k = 5$) based on mean methylation levels in those regions. Cluster mean methylation levels are denoted by dots that are connected by lines. Numbers in the lower right corners denote the number of regions in each cluster. The sample annotation uses the same shape and color coding as in Figure 4.7.
Figure 4.10: The CCR5 gene locus is hypomethylated during memory formation. The heatmap shows DNA methylation levels at individual CpGs (columns of the heatmap). Each row represents a sample in the dataset. LOESS on the methylation levels was employed in order to obtain smoothed estimates for each cell type (bottom). The same color and shape encoding as in Figure 4.7 was used.

and regions of late replication timing in the context of cell proliferation [Aran et al. 2011; Berman et al. 2012]. This raises the hypothesis that DNA methylation could reflect a cell’s proliferative history: according to the progressive differentiation model of T cell formation, memory cells rapidly divide after encountering an antigen, giving rise to a pool of TCMs, which are mostly resting. Upon reactivation, TCMs reenter a proliferative stage and give rise to TEMs, characterized by low proliferative activity. Along this path of differentiation, DNA methylation is lost in a stepwise manner.

Interestingly, inspecting genes that lose DNA methylation along this path revealed that methylation changes frequently occurred in loci representing Small Nucleolar RNAs (snoRNAs). snoRNAs have previously been attributed with roles in mRNA splicing and miRNA regulation [Williams and Farzaneh 2012]. It remains to be tested whether they are indeed regulated by DNA methylation or whether the observations represent spurious associations due to the fact that snoRNAs are primarily derived from body regions of coding genes which could overlap with other regulatory elements.

In addition to DNA methylation, the DEEP consortium has profiled chromatin accessibility, six different histone modifications as well as regulatory and messenger RNA in the discussed cell populations, thereby producing full epigenomes according to the IHEC definition. Durek et al. [2016] provide a more detailed discussion on these marks. In brief, the progressive differentiation model is also supported by other data types, particularly by expression patterns of ncRNA, which are consistent with DNA methylation changes. Further integrative analyses revealed that changes in DNA methylation in regions of accessible chromatin are associated with changes in gene expression and confirm the enrichment of potential transcription factor binding events in differentially methylated regions.
Figure 4.11: Regulatory regions are hypomethylated in TCMs compared to TNs. (a) Scatterplot showing the mean DNA methylation levels of putative regulatory regions in TCMs and TN. Point density is denoted by blue shading and the 500 highest ranking differentially methylated regions have been highlighted in red. (b) p-values for selected terms obtained from a LOLA enrichment analysis of the 500 highest ranking differentially methylated regulatory regions. These terms include ChIP-seq peak regions identified in the ENCODE and CODEX projects and DNase1-seq experiments and are contained in the LOLA database. GM12878 denotes a lymphoblastoid cell line profiled in the ENCODE project.
Little is currently known about the role of TEMRA cells. The methylation data presented here suggests a placement of TEMRA downstream of TEMs in the trajectory of memory formation. However, with only one TEMRA sample at hand, it was not possible to reach robust conclusions and DEEP is currently generating further profiles for this interesting cell type. In addition, this study focuses on T helper cells (CD4+) in human. It remains to be investigated to what extent the presented findings generalize to memory formation in CD8+ cytotoxic T cells and to other vertebrates.

In summary, T cell memory formation plays an important role in adaptive immunity. Our results suggest that the differentiation stage of memory cells is reflected in their DNA methylation signatures. These signatures might therefore provide useful tools and indicators in the context of immunity-related diseases, allergies as well as vaccine development. Understanding the (epigenomic) identity of immune cells could also result valuable for the design and application of future cell therapies.

### 4.4 DNA Methylation Dynamics of Human Hematopoietic Stem Cell Differentiation

The base of the hematopoietic system consists of stem and progenitor cells that can give rise to all blood cell types (Figure 4.1). Epigenome remodeling plays a crucial part in the process of lineage commitment. However, while differentiated blood cells are readily available for sampling and epigenomic profiling, only small amounts of cell material can be obtained from hematopoietic stem and progenitor cells. It is therefore not surprising that the epigenomes of the early stages of hematopoietic differentiation on the genome-scale in human have been poorly characterized, so far. Within the context of BLUEPRINT, we applied protocols for low-input and single-cell whole genome bisulfite sequencing (µWGBS) to human HSCs, MPPs and to various lineage-committed progenitor cell types purified by FACS (Figure 4.1; Table 4.2). The resulting dataset constitutes a valuable resource for reassessing current models of human hematopoiesis from an epigenomic perspective.

Here, we provide a detailed account on the DNA methylation dynamics during hematopoietic stem and progenitor cell differentiation in regulatory regions of the genome. We found notable differences in the methylation patterns between stem cells, myeloid progenitors and cells of the lymphoid lineage. Lineage-specific changes in DNA methylation appear to be linked to cell-type-specific chromatin accessibility. Moreover, statistical learning models were able to accurately infer cell types from DNA methylation signatures and could be used for data-driven reconstruction of the human hematopoietic system. Our observations illustrate the power of DNA methylation analysis for the in vivo dissection of differentiation landscapes as a complementary approach to lineage tracing and in vitro differentiation assays.

### 4.4.1 Methods

**Cell Purification and Sequencing Library Preparation**

Suitable sorting schemes were devised for different hematopoietic stem and progenitor cell types (Table 4.2). HSCs and MPP’s were sorted from peripheral blood, fetal liver, cord blood and bone marrow. Eight additional progenitor cell types were sorted from peripheral blood. For each of these cell types low-input bisulfite libraries were prepared using the µWGBS protocol [Farlik et al. 2015], which were sequenced by the Biomedical
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<table>
<thead>
<tr>
<th>Table 4.2: Surface markers used for sorting progenitor cell types by FACS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Lin</td>
</tr>
<tr>
<td>CD34</td>
</tr>
<tr>
<td>CD38</td>
</tr>
<tr>
<td>CD90</td>
</tr>
<tr>
<td>CD45RA</td>
</tr>
<tr>
<td>CD49f</td>
</tr>
<tr>
<td>CD123</td>
</tr>
<tr>
<td>FLT3</td>
</tr>
<tr>
<td>CD36</td>
</tr>
<tr>
<td>CD110</td>
</tr>
<tr>
<td>CD41</td>
</tr>
<tr>
<td>CD7</td>
</tr>
<tr>
<td>CD10</td>
</tr>
</tbody>
</table>

Cell type colors were selected such that early progenitors are represented by purple colors, lymphoid progenitors are depicted in orange, red or yellow and lymphoid cell types are assigned shades of blue and green. By courtesy of Matthias Farlik.

Sequencing Facility at the CeMM Research Center for Molecular Medicine of the Austrian Academy of Sciences (Vienna, Austria) using a 2×75 bp paired-end setup on the Illumina HiSeq 3000/4000 platform. In order to avoid high PCR duplication rates, libraries were sequenced at a relatively low coverage. In total, 639 bisulfite sequencing libraries passed quality control, and 3.1 terabases of sequencing data were produced.

Among the profiled cell types were four populations of MLPs which exhibited distinct differentiation capabilities and DNA methylation patterns (MLP0 to MLP3). Additionally, seven mature blood cell types were profiled (Figure 4.1). Each cell type was obtained from three healthy donors to account for inter-individual heterogeneity. Progenitor cells were profiled using a pooling strategy comprising different nominal cell numbers. Specifically, for each cell type and donor, eight pools of ten cells, two pools of 50 cells and one pool of 1,000 cells were processed individually. Detailed methods for sample collection, cell isolation, cell culture and sequencing library preparation can be found in [Farlik et al. 2016].

DNA Methylation Sequencing Data Processing

Adapter sequences were trimmed using Trimmomatic version 0.32 [Bolger et al. 2014], and the trimmed reads were aligned using Bismark version 0.12.2 employing Bowtie2 version 2.2.4 [Krueger and Andrews 2011; Langmead and Salzberg 2012] with parameters --minins 0 --maxins 6000 --bowtie2. The GRCh38 assembly of the human reference genome was used throughout the study. Duplicate reads mapping to identical genomic coordinates were removed as potential PCR artifacts. Reads with a bisulfite conversion rate below 90% or with fewer than three cytosines outside a CpG context were discarded as potential post-bisulfite contamination. The Bismark methylation extractor was used to estimate CpG methylation levels. Replicates of different nominal cell numbers which belonged to the same donor and cell type were merged by summing up the total number of methylated and unmethylated reads per CpG across all
replicates. Merged and unmerged datasets were further processed using RnBeads version 1.5 [Assenov et al. 2014]. This generated standard reports for data exploration and quality control. DNA methylation values of individual CpGs were aggregated based on predefined genomic regions such as genomic tiling regions (5 kb) and regulatory regions annotated by the BLUEPRINT edition of the Ensembl regulatory build [Zerbino et al. 2015] (August 2015 data release). The aggregate values produced by RnBeads were used for further data analysis using custom R scripts.

Integration of DNA Methylation and Chromatin Accessibility Data

We downloaded publicly available peak regions and fragment count data from ATAC-seq experiments [M. R. Corces et al. 2016] (GEO accession GSE74912) and transformed the peak coordinates to genome assembly GRCh38 using the UCSC liftOver tool. Mean DNA methylation levels for all merged samples were computed in all ATAC-seq peaks. We used a one-sided Wilcoxon test to identify cell-type-specific regions of open chromatin. Specifically, for each cell type in the ATAC-seq dataset we selected those peak regions in which samples of that cell type exhibited a significantly higher ATAC-seq fragment count than samples not belonging to that cell types (FDR-adjusted $p$-value less than 0.05).

DNA-Methylation-Based Prediction of Cell Types

Regularized general linear models, as implemented in the glmnet R package [Friedman et al. 2010; Krishnapuram et al. 2005], were used to classify samples into ten progenitor cell types based on their DNA methylation profiles across regulatory regions. The annotation of regulatory regions was obtained from the BLUEPRINT edition of the Ensembl regulatory build [Zerbino et al. 2015]. The classifiers were trained on the DNA methylation levels in a total of 319 10-cell, 50-cell, and 1,000-cell replicates. In order to avoid biases incurred by the different tissue origins of samples, models were trained exclusively on DNA methylation data from peripheral blood samples. Due to the relatively low sequencing coverage the replicates contained an average of 56% missing values of all covered CpGs. These were imputed with the impute R package using 5-nearest neighbor averaging on the entire dataset of replicates (including non-peripheral-blood samples and differentiated cell types). Elastic net regularization was applied to multinomial logistic regression classifiers. Concretely, these models infer model parameters by employing methods for coordinate descent in order to maximize the penalized log-likelihood:

$$
\max_{\beta_0, \beta_1} \left\{ \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{l=1}^{K} y_{il} \left( \beta_{0l} + x_i^T \beta_l \right) - \log \left( \sum_{l=1}^{K} e^{\beta_0 + x_i^T \beta_l} \right) \right) \right\}
$$

multinomial logistic regression log-likelihood

$$
- \lambda \left( (1 - \alpha) ||\beta||_2^2 / 2 + \alpha \sum_{j=1}^{p} ||\beta_j||_2 \right)
$$

elastic-net penalty

with $N$ observations (here: samples) in the training set and measurements (methylation levels) $x_i \in \mathbb{R}^p$ for $p$ features (regions) that are classified to one of $K$ classes (cell

11 https://genome.ucsc.edu/cgi-bin/hgLiftOver
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$y_{il} \in \{0, 1\}$ indicates whether observation $i$ of the training set belongs to class $l$. The index 0 denotes parameters for the intercept. The result of the coordinate descent algorithm is a $p \times K$ parameter matrix $\beta$ with column vectors $\beta_l \in \mathbb{R}^p$ that contain parameter values for each class (cell type) and row vectors $\beta_j$. The penalty term ensures that model parameters are regularized consistently across classes [Friedman et al. 2010]. It is described by a linear combination of the Frobenius matrix norm for regularizing all coefficients across all features and classes (penalty as in ridge regression: $||\beta||^2_F = \sum_{l=1}^K \sum_{j=1}^p |\beta_{lj}|^2$) and the Euclidean norm for each individual feature across all classes (penalty as in grouped-lasso regression). In this study, the regularization parameter $\lambda$ was obtained by nested 10-fold cross-validation as the value resulting in the most regularized model whose error is still within one standard error of the minimum. $\alpha$ was set to 0.5 to reflect equal mixing of the ridge and lasso penalty terms.

Class importance was defined in terms of model parameters as the Euclidean norm aggregate of per-class coefficients in the model ($\overline{\beta}_j = \sqrt{\sum_{l=1}^K \beta_{lj}^2}$). We defined signature regions which were able to discriminate between cell types as those regions whose class importance value was non-zero ($\overline{\beta}_j \neq 0$) in a model trained on the entire dataset of 319 replicates.

Class probabilities were defined as fitted probabilities from the logistic regression model: given a feature vector $x$, the probability of class $l$ is defined by

$$\Pr \left( G = l | x \right) = \frac{e^{\beta_0 + x^T \beta_l}}{\sum_{k=1}^K e^{\beta_0 + x^T \beta_k}}$$

For assessing model quality, 10-fold cross validation was performed and misclassification rates (per class and overall) were averaged in the cross-validation test sets. Receiver Operating Characteristic curves (ROC curves) and Area Under the Curve (AUC) values were obtained by evaluating the class probabilities in the one-vs-all setting for each class. In brief, the score resulting from the difference of the class probability of the assigned class and the largest class probability excluding that class was computed for each sample. ROC curves are then defined by applying all possible thresholds on this score by computing false positive and true positive rates for every threshold value and AUC values were derived.

For assigning cross-class probabilities of individual progenitor cell types, the samples of one class were excluded from the model, the model was trained based on the data for all other classes and applied to cross-predict the data points of the class that was excluded from training (leave-one-class-out classifiers).

**Inference of Cell-Type-Similarity Graph**

In the cell-type-similarity graph (Figure 4.23), nodes represent cell types and directed edges represent the probabilities of predicting one cell type to another according to the corresponding leave-one-class-out classifier. Specifically, for each pair of source and target cell type, the edge weight corresponds to the average class probability assigned by the leave-one-class-out classifier for the target cell type to all peripheral blood samples of the source cell type. The graph in Figure 4.23 shows the directed edge pairs for each pair of nodes as trapezoids in which the widths at the target and source node correspond to weights of the directed edges (e.g. the predictor which did not include HSC samples assigned a higher probability to classify HSC samples as MPP than the probabilities the predictor which did not include MPP samples assigned to predicting MPP samples as
HSC). Differentiated cell types (circles) were predicted based on the classifier trained on all 319 stem/progenitor samples from peripheral blood. Only edges which correspond to an average prediction probability exceeding 0.1 are shown.

Genomic Region Enrichment Analysis

We used LOLA [Sheffield and Bock 2016] to identify significant overlaps (adjusted $p$-value < 0.05) with genomic region sets associated with transcription factor binding. These regions were previously defined from ChIP-seq experiments by ENCODE [Harrow et al. 2012] and from the data contained in the CODEX database [Sánchez-Castillo et al. 2015]. In brief, provided with genomic regions of interest and a background set of genomic regions (universe), LOLA quantifies the overlap of the regions of interest with predefined sets of genomic regions. For each of these sets, a $p$-value is calculated using Fisher’s Exact Test, which is adjusted for multiple testing by controlling of the FDR [Benjamini and Yekutieli 2001]. Additionally, log-odds scores and the number of overlapping regions are computed. To facilitate visualization and interpretation, we manually curated the LOLA database annotations to group the cell types on which the region sets in the database are based into broader categories. Plots showing the enrichment of TFBSs that were significant in at least one comparison (Figure 4.20b) were generated using custom R scripts provided by Johanna Klughammer.

Data Availability and Supplementary Website

A supplemental website with genome browser tracks, diagrams and tables as well as direct links to the data sources is available\textsuperscript{13}. The website also contains the code for the DNA-methylation-based prediction of cell types. Processed methylation calls can be obtained from GEO under accession number GSE87197 and raw sequencing data are deposited in EGA under controlled access (study accession number EGAS00001002070). The dataset is included in the epigenome registry\textsuperscript{14} of IHEC (accession numbers IHECRE00002734 to IHECRE00002810) and track data is also accessible through the IHEC data portal\textsuperscript{15} and the DeepBlue Epigenomic Data Server [Albrecht et al. 2016].

4.4.2 Results

DNA Methylation Maps of Human Hematopoietic Stem and Progenitor Cells

We generated reference methylome maps for ten different hematopoietic progenitor cell types and seven differentiated cell types obtained from peripheral blood of healthy donors (Figure 4.1; Table 4.2). Additionally, HSCs and MPPs sorted from fetal liver, cord blood and bone marrow were profiled. However, in order to not be confounded by the tissue of origin, we focus on analysis of DNA methylation in peripheral blood cells in this section. Progenitor cells were profiled in replicate pools of different nominal cell numbers (cf. Section 4.4.1). For most analysis steps, we pursued a composite approach to methylation mapping by combining the bisulfite sequencing reads from these replicates for the same individual and cell type. Combining these profiles results in high-resolution methylome maps that intrinsically account for epigenetic variability within and between cell types.

\textsuperscript{13} http://blueprint-methylomes.computational-epigenetics.org

\textsuperscript{14} http://www.ebi.ac.uk/vg/epirr

\textsuperscript{15} http://epigenomesportal.ca/ihec/
Globally, DNA methylation levels were similarly high across progenitor cell types (Figure 4.12a). We observed slightly decreased genome-wide methylation levels in differentiated cells of the myeloid lineage. The distribution of DNA methylation across the genome followed the expected patterns: DNA methylation in CpG islands and promoter regions was reduced and exhibited a bimodal distribution and the vast majority of 5-kb tiling regions were highly methylated (Figure 4.12b). Putative enhancer elements exhibited more variable, intermediate to high levels of DNA methylation. To provide a robust and biologically meaningful basis for analyzing DNA methylation differences between cell types, we aggregated DNA methylation levels across genomic regions defined by the BLUEPRINT version of the Ensembl regulatory build [Zerbino et al. 2015] which integrates epigenome data across many cell types into a catalog of six types of putative regulatory regions. In our dataset, these regions exhibited broadly varying DNA methylation levels (Figure 4.12c).

Figure 4.13 shows selected examples of DNA methylation variation in regulatory regions. At the KCNH2 gene locus (a key factor for erythroid development), two CTCF sites and a distal element showed decreased DNA methylation in the myeloid lineage and also increased expression in CMP and GMP cells (data not shown). A putative enhancer of the myeloid-linked TREML1 gene displays decreased DNA methylation in HSCs, MPPs and myeloid progenitors. In contrast, CTCF sites in the lymphoid-linked SLUSD3 gene exhibit lower DNA methylation in lymphoid progenitors. Furthermore, promoter-associated regulatory regions in the EXOC6 locus displayed lower methylation levels in HSCs and MPPs that were not linked to changes in gene expression (data not shown).

DNA methylation levels in regulatory elements could also be used to discriminate between lineage in unsupervised analyses based on individual replicates. Dimension reduction using MDS revealed two compact clusters comprising lymphoid and myeloid cells, while HSC and MPP profiles were more dispersed (Figure 4.14). This lineage-specific clustering indicates that neither technical biases arising from the different cell numbers in the replicates nor inter-individual variation between donors had a strong influence on our investigation of cell-type-specific DNA methylation patterns.

**Robustness Analysis**

We obtained DNA methylation profiles from replicates with relatively low cell numbers and coverage. In order to confirm that our observations are not merely the result of technical variation due to differences in nominal cell numbers or sequencing depth, we quantified the similarities between replicates of different pool sizes in putative regulatory regions (Figure 4.15). We observed moderate correlation coefficients between individual 10-cell and 50-cell replicates. The agreement was higher when 50-cell replicates were compared to 1,000-cell replicates. We also aggregated the methylation calls of five 10-cell replicates into virtual 50-cell replicates in silico. The correlation coefficients obtained for comparisons between physical 50-cell replicates and these virtual 50-cell replicates closely reflected those of physical 50-cell replicates among each other. Furthermore, lineage-specific differences in DNA methylation patterns outweigh variation due to pool sizes in unsupervised analyses (Figure 4.14). Together, these results argue against the presence of strong biases induced by technical differences between replicates of different cell numbers and therefore confirm the evaluation of the µWGBS protocol conducted by Farlik et al. [2015]. However, we also observed only moderate
Figure 4.12: Distribution of methylation levels in hematopoietic cells. Violin and box plots show mean DNA methylation levels in (a) genome-wide (5-kb) tiling regions for each cell type, (b) summarized across cell types for various types of annotated genomic regions (Ensembl genes and promoters, CpG islands, putative enhancers and 5-kb tiling regions) and (c) for elements contained in the BLUEPRINT edition of the Ensembl regulatory build. Distributions in (b) and (c) are based on merged progenitor cell samples obtained from peripheral blood.
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Figure 4.13: DNA methylation levels in regulatory regions in four gene loci. Black bars denote the positions of regulatory regions according to the BLUEPRINT Ensembl Regulatory Build. Horizontal, dashed, black lines indicate the sample medians for the respective regions. Colored vertical bars connect the highest and lowest observed merged methylation values in samples obtained from peripheral blood. By courtesy of Matthias Farlik.

Figure 4.14: Unsupervised analysis of individual replicates of hematopoietic samples based on DNA methylation in putative regulatory regions. MDS coordinates of DNA methylation profiles for all 10-cell, 50-cell, and 1,000-cell replicates of hematopoietic stem/progenitor cell types are shown.
Figure 4.15: Correlation in DNA methylation profiles in replicates of different pool sizes. (a) Box plots summarizing the Pearson correlation coefficients of DNA methylation levels in putative regulatory regions between pairs of 10-cell replicates, mixed pairs of one 10-cell and one 50-cell replicates, pairs of 50-cell samples and mixed pairs of 50-cell samples with virtual 50-cell samples, which were derived by merging five 10-cell samples. The analysis was performed for each cell type separately and only datasets from the same donor were compared to exclude effects of variability between donors. (b) Density scatterplots of average DNA methylation levels showing the agreement of one 50-cell replicate (MLP3_50_D1_2) with selected physical 10-cell, 50-cell and 1,000-cell samples of the same cell type and donor (top two rows). The bottom row shows the agreement of the 50-cell replicate with four selected virtual combinations of five 10-cell samples. $r$ denotes Pearson correlation coefficients for each comparison. By courtesy of Florian Halbritter.

Overall correlation between replicates of low cell numbers, which is likely due to the low sequencing coverage of individual replicates.

In order to overcome these limitations of relatively low sequencing coverage we employed a composite approach in which we combined methylation levels of all 10-cell, 50-cell, and 1,000-cell replicates for each cell type, tissue source and donor. We verified that these composite methylomes robustly captured biological variation. To this end, we employed different clustering methods and parameter settings to DNA methylation data in putative regulatory regions and quantified the agreement of cluster assignments (Figure 4.16). We chose different numbers of clusters $k$ in this evaluation. For each cluster in each method and parameter setting, we determined the cell type associated with that cluster (Figure 4.16a). Across several parameter settings, the HSC and MPP samples were assigned separately to different clusters of size 1 and thus dominate the clustering results for small values of $k$. This observation is consistent with the previously observed heterogeneity in early progenitors. As we increased $k$, the clustering and associated cell types indicated differences between myeloid and lymphoid samples and heterogeneous
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HSC/MPP samples (Figures 4.16a, 4.16c). This observation was stable across clustering methods and parameter settings which were in agreement when similar values for $k$ were employed (Figure 4.16b). We therefore conclude that the biological variation in DNA methylation levels is robustly captured across all applied clustering methods and parameter settings.

DNA Methylation in Cell-Type-Specific Regions of Open Chromatin

We characterized DNA methylation in regions of accessible chromatin (Figure 4.17). To that end, we took advantage of publicly available ATAC-seq data [M. R. Corces et al. 2016] and identified regions that exhibited open chromatin specifically in different hematopoietic cell types (cf. Section 4.4.1). We observed variable DNA methylation patterns across regions and cell types. Regions specifically accessible in HSCs generally exhibited low overall methylation levels across all cell types. Regions with open chromatin in differentiated blood cells were highly methylated in most progenitors and lost methylation only in the respective differentiated cell types. Strikingly, regions with accessible chromatin in myeloid and lymphoid progenitor cell types were markedly hypomethylated in differentiated cells of the respective lineage. In contrast to regions which are accessible in lymphoid progenitors, peaks specifically open in CMPs already exhibit reduced methylation at the level of myeloid progenitor cells. These results could indicate that lineage-specific opening of chromatin precedes demethylation in hematopoiesis.

Figure 4.16: (On the next page) Agreement of cluster assignments by selected clustering methods. (a) Cluster and cell type assignments by selected clustering methods and parameter settings. Rows in the heatmap correspond to methylation profiles in putative regulatory regions in progenitor samples from peripheral blood and columns correspond to different clustering methods and parameter settings. Points of different colors and shapes denote assignments to different clusters for each method. Colored boxes indicate the cell type most associated with each cluster, i.e. the cell type that had the maximum Jaccard Index with the respective cluster. The annotated cell types of all samples are shown on the left. The applied clustering methods include $k$-means clustering, hierarchical clustering with different parameter settings for the employed distance method (Euclidean distance and 1-correlation) and linkage method (average linkage and Ward’s linkage), Partitioning Around Medoids (PAM) and spectral clustering. For each method the number of clusters $k$ was varied ($k \in \{3, 5, 10, 20\}$). (b) Heatmap of pairwise agreement between clustering methods. The adjusted Rand index [Hubert and Arabie 1985] was used to assess the agreement of clusterings among each other and with the annotated cell type. This measure quantifies the number of agreements in relation to the number of disagreements between clusters and additionally accounts for agreements due to chance. (c) Dendrogram for hierarchical clustering using 1-Pearson correlation as distance metric and Ward’s linkage method (as implemented by the method parameter ward.D in the hclust function of the stats R package). Colors denote annotated cell types.
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(a) Comparison of clustering methods: k-means, hierarchical, PAM, and spectral clustering. The adjusted Rand Index is used to evaluate the similarity between the true and predicted cluster assignments.

(b) Heatmap showing the Euclidean distances between different clusters for various k-values (3, 5, 10, 20).

(c) Dendrogram illustrating the hierarchical clustering with Ward's linkage method for k-values 3, 5, 10, and 20.
**Figure 4.17**: DNA methylation in cell-type-specific regions of open chromatin. The heatmap on the left shows average DNA methylation levels in cell-type-specific regions of open chromatin (rows) across hematopoietic progenitors and differentiated blood cell types (columns). Numbers in parentheses denote the number of accessible regions specific for a cell type. The label “All peaks” refers to all regions of open chromatin in the dataset. The violin and box plots in the middle show the distributions of DNA methylation levels for cell type-specific open-chromatin regions in selected hematopoietic cell types. The composite plots on the right show DNA methylation levels locally averaged across regions. In these plots, CpGs in the neighborhood of the ATAC-seq peak regions were annotated with coordinates relative to the start and end of the regions (x-axis). CpGs with a relative coordinate of 0 and 1 are located at the start and end of a peak and coordinates -1 and 2 correspond to one peak length upstream and downstream of the peak. The curves represent cubic spline smoothers of DNA methylation levels for each cell type.
Figure 4.18: Overview of the statistical learning approach for cell type prediction. After statistical validation, the described models were used to infer the cell type based on DNA methylation levels in regulatory regions, to identify and characterize signature regions and to infer similarities between cell types based on prediction probabilities.

Statistical Modeling Identifies Epigenetic Signatures Distinctive of Cell Lineage

Given that DNA methylation patterns could discriminate between myeloid, lymphoid, and multipotent cells in unsupervised analyses, we investigated whether DNA methylation maps could also identify individual stem/progenitor cell types in a supervised learning setting. For this purpose, we inferred classifiers that were able to accurately predict cell types based on DNA methylation signatures of regulatory regions of the genome (Figure 4.18).

Specifically, we trained and evaluated elastic net-regularized general linear models [Friedman et al. 2010; Krishnapuram et al. 2005] for predicting the cell type of each sample. These classifiers were trained on the DNA methylation levels of all BLUEPRINT Regulator Build regions in each of the 319 10-cell, 50-cell, and 1,000-cell replicates from peripheral blood. Model performance was assessed based on test set results in a 10-fold cross-validation setting (Table 4.3). Misclassifications occurred most frequently between cells of the same lineage in the hematopoietic hierarchy (myeloid, lymphoid and HSC/MPP) indicating high similarity in the DNA methylation profiles. Overall, we observed high prediction accuracy for all cell types with mean area under the ROC curve (AUC) values between 0.85 and 1.0 (Figure 4.19). The highest accuracy was observed for myeloid progenitor cell types (GMP, CMP, MEP) and for the MLP0 population. Consistent with high similarity in methylation profiles, lymphoid progenitors (CLP, MLP1, MLP2, MLP3) were generally more difficult to distinguish, but still received high AUC values. Lower AUC values indicative of higher variation in DNA methylation patterns were observed for the HSC and MLP2 cell populations, which were frequently confused with MPPs and CLPs, respectively (Table 4.3). In order to assess the robustness of the statistical learning method approach, we also employed alternative models using Support Vector Machines (SVMs) with a linear kernel [Cortes and Vapnik 1995] and random forests [Breiman 2001]. These models achieved comparable predictive performances (data not shown).

Additionally, we employed our classifier to single-cell methylome data of six cell types (HSC, MPP, CMP, GMP, CLP and MLP0) obtained using the same μWGBS protocol.
Figure 4.19: Performance of methylation-based classifiers for cell type prediction. ROC curves and mean AUC values corresponding to 10-fold cross-validation are shown separately for each cell type. Prediction was based on DNA methylation levels at regulatory regions. The ROC curves show the prediction performance in a one-vs-all setting for each class, i.e. by sliding a threshold along a value calculated as the difference of the class probability and the largest class probability excluding that class. Vertical bars denote standard deviations across 10-fold cross-validation folds. Diagonal dashed lines correspond to the expected performance of random guessing (AUC = 0.5).
Table 4.3: Confusion matrix for progenitor cell classification

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Annotated cell type</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSC</td>
<td>9</td>
</tr>
<tr>
<td>MPP</td>
<td>13</td>
</tr>
<tr>
<td>CMP</td>
<td>0</td>
</tr>
<tr>
<td>MEP</td>
<td>0</td>
</tr>
<tr>
<td>GMP</td>
<td>0</td>
</tr>
<tr>
<td>CLP</td>
<td>0</td>
</tr>
<tr>
<td>MLP0</td>
<td>0</td>
</tr>
<tr>
<td>MLP1</td>
<td>0</td>
</tr>
<tr>
<td>MLP2</td>
<td>0</td>
</tr>
<tr>
<td>MLP3</td>
<td>0</td>
</tr>
<tr>
<td>MLP4</td>
<td>0</td>
</tr>
</tbody>
</table>

Due to the low amounts of input material and sequencing coverage, a large portion of regions contained missing values that were computationally imputed before prediction and the resulting predictive performance was low: all replicates were classified as HSC, which corresponds to the cell type that had overall the lowest sequencing coverage and thus also contained the largest fraction of imputed values in our training dataset. To mitigate these coverage-related artifacts, we trained an additional classifier on an alternative feature set of aggregate methylation values for sets of genomic regions. These values were obtained by averaging the region methylation values for different categories defined in the LOLA core database [Sheffield and Bock 2016]. This aggregation method has previously been shown to result in robust results in the evaluation of the µWGBS assay [Farlik et al. 2015]. Overall, the resulting classifier assigned classes corresponding to the lineage of the annotated myeloid and lymphoid cell type (Table 4.4). A number of cells labeled as CMP and MLP0 were classified as HSC or MPP, potentially indicating epigenetic memory of differentiation in these cells. In contrast, a considerable fraction of HSCs and MPPs were assigned classes corresponding to myeloid or lymphoid progenitors. In particular, MPPs exhibited similarity to MLP2s. These results could be reflective of lineage-primed cell states in early progenitors.

Having established, that the classifiers were able to accurately infer cell types, we took advantage of the regularization employed by our elastic net models. Using the built-in feature selection, we identified 1,234 regulatory regions whose DNA methylation levels collectively distinguished hematopoietic cell types with high accuracy and robustness (Figure 4.20a). Although we found select regions that were hypomethylated in specific cell types of the myeloid or lymphoid lineage, cell-type-specific methylation was not directly apparent for the majority of signature regions. These results suggest that the inferred classifier captures more complex signatures of methylation variability which are indicative of cell type. LOLA enrichment analysis on the 1,234 signature regions identified transcription factors involved in myeloid and lymphoid differentiation, such as GATA1, TAL1 and MYB (Figure 4.20b). Furthermore, the signature regions were able to discriminate cell lineages in unsupervised analyses (Figure 4.21). Myeloid and
Table 4.4: Confusion matrix for single-cell progenitor cell classification

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Annotated cell type</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSC</td>
<td>10</td>
</tr>
<tr>
<td>MPP</td>
<td>2</td>
</tr>
<tr>
<td>CMP</td>
<td>0</td>
</tr>
<tr>
<td>GMP</td>
<td>3</td>
</tr>
<tr>
<td>CLP</td>
<td>4</td>
</tr>
<tr>
<td>MLP0</td>
<td>4</td>
</tr>
<tr>
<td>MLP1</td>
<td>4</td>
</tr>
<tr>
<td>MLP2</td>
<td>2</td>
</tr>
<tr>
<td>MLP3</td>
<td>0</td>
</tr>
</tbody>
</table>

The table is based on predicting the cell type of single cells using a classifier trained on 10-cell, 50-cell, and 1,000-cell replicates sorted from peripheral blood, using aggregate methylation values across region sets contained in the LOLA core database [Sheffield and Bock 2016].

lymphoid progenitor samples separated in the first principal component but no clear clustering within each group was apparent. Differentiated cell types of the myeloid and lymphoid lineage formed separate clusters in the vicinity of their corresponding progenitors. HSCs and MPPs were more dispersed due to their heterogeneity in DNA methylation patterns.

Finally, we inferred a data-driven model of human hematopoiesis from our classifiers. To that end, we derived separate classifiers that were trained on all peripheral blood progenitor replicates, excluding one cell type (leave-one-class-out models). These models were then used to classify replicates of the excluded cell type into the remaining classes. We used the class probabilities assigned by the respective classifiers to derive a network reflecting similarities between the cell types. Here, the predicted class probabilities (Figure 4.22) served as a measure of cell type similarity. The resulting network (Figure 4.23) showed high intra-lineage similarity between cell types and captured cell type relationships that were in accordance with the current models of hematopoietic differentiation. For instance, HSCs were predicted as MPP with high probability and vice versa. MPPs possessed moderate probabilities to be classified as cells from the myeloid and lymphoid lineage, possibly indicating primed samples in our dataset. Cells within the myeloid and lymphoid lineages exhibited high similarity and cross-prediction patterns appear nearly symmetric. Notably, MEPs exhibited a limited tendency to be classified as MLP0, which is in line with a possible myeloid potential of MLPs. Mature cell types were frequently classified within their respective lineage. Interestingly, T cells and NK cells also exhibited limited probabilities to be placed into myeloid classes.

4.4.3 Discussion

The epigenetic basis of regulatory mechanisms that direct hematopoietic differentiation are just beginning to be understood. While many epigenetic signatures have been charted genome-wide across the hematopoietic hierarchy in mice [Paul et al. 2015; Cabezas-Wallscheid et al. 2014; Lara-Astiaso et al. 2014; Bock et al. 2012] comprehensive profiling of epigenomic marks in human blood progenitor cells has been limited.
to RNA expression [Novershtern et al. 2011; L. Chen et al. 2014] and maps of chromatin accessibility [M. R. Corces et al. 2016]. Here, we complement this view by establishing genome-wide profiles of DNA methylation dynamics in human hematopoietic differentiation. The generated methylome maps provide a comprehensive resource for studying epigenetic regulation of cell differentiation and blood-related diseases.

A key result of our study is the identification of DNA methylation signatures that were not only definitive of cell lineage, but that could also discriminate between individual cell types. In our approach, we specifically selected elastic net-regularized general linear models due to their high predictive performance and interpretability through build-in feature weighting and regularization. After ascertaining that predictive performance was high in our models, we exploited the interpretability of derived model parameters. We used feature selection by regularization to identify epigenetic signatures that were characteristic of cell type and could be partially explained by lineage-specific transcription factor binding. The majority of individual signature regions exhibited only small DNA methylation differences between cell types, but collectively these regions supported highly accurate cell type prediction. We showed that prediction based on DNA methylation in regulatory regions was able to place individual cell populations into their developmental context. Using epigenome-based cell type prediction as a quantitative measure of relatedness between cell types, we inferred a data-driven model of
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Figure 4.21: Principal component analysis of hematopoietic samples based on DNA methylation levels in signature regions. The first two principal components are shown and the numbers in parentheses indicate the percent variance explained. Point colors indicate cell types of merged samples (one point for each cell type and donor). Progenitor cell types are shown with a solid fill and differentiated cell types have no fill.

human hematopoiesis directly from the DNA methylation maps. Our predictive modeling approach thereby provides an avenue that can lead to a robust, quantitative definition of cell type which is complementary to methods relying purely on cell surface marker expression. States of individual replicates or even single-cells can be defined based on their similarity to reference cell types which can be derived from prediction probabilities.

In addition to peripheral blood samples, we also profiled DNA methylation in HSCs and MPPs from bone marrow, cord blood and fetal liver and observed differences in the methylation patterns between different tissue sources [Farlik et al. 2016]. In particular, we identified regulatory regions that exhibited markedly lower DNA methylation levels in peripheral blood HSCs compared to other sources and that were associated with binding sites of the CTCF insulator and cohesine complex proteins. These hypomethylation events could reflect changes in chromatin architecture and three-dimensional structure that ultimately control gene expression. Peripheral blood is readily accessible and therefore highly relevant for clinical diagnosis, while bone marrow, cord blood and fetal liver are also commonly used in basic research. Understanding these epigenetic differences and related changes in gene regulation in hematopoietic cells of different sources is therefore of high importance for reproducible and transferable research.

A large portion of the variation in our dataset originates from differential methylation between the myeloid and lymphoid lineage. In [Farlik et al. 2016], we investigated these differences in detail and observed an asymmetric pattern: while regulatory regions showing low methylation levels in myeloid cells and high methylation levels in lymphoid cells were enriched for binding sites of transcription factors associated with
Figure 4.22: Distributions of cross-class probability for progenitor cell types. Violin plots and boxplots show the distribution of class probabilities across all samples of a given cell type according to the leave-one-class-out classifiers (cf. Section 4.4.1).
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Figure 4.23: Similarity graph of hematopoietic cell types based on prediction probabilities. Nodes represent cell types and edges are weighted by cross-prediction class probabilities (cf. Section 4.4.1). Edges between progenitors are shown in black and gray edges show connections between differentiated and progenitor cell types. The graph layout was automatically generated using the Fruchterman-Reingold algorithm implemented in the igraph R package [Csardi and Nepusz 2006].

Hematopoietic differentiation, lymphoid malignancy and myeloid differentiation, regions that were hypermethylated in the myeloid lineage compared to the lymphoid lineage did not exhibit such characteristic transcription factor binding. Related studies have found similar patterns in murine hematopoiesis [Bock et al. 2012]. Together with experiments that showed only limited lymphoid differentiation when DNA methylation levels were reduced by knocking out methyltransferases in mice [Bröske et al. 2009], the data support the view that myeloid lineage commitment might represent a default differentiation pathway which is suppressed by DNA methylation in the lymphoid lineage.

In order to dissect early lymphoid differentiation, four different populations of MLP were characterized. Using in vitro assays, we observed multi-lineage differentiation potential of early lymphoid progenitors [Farlik et al. 2016]. MLP0 cells exhibited the highest potential to give rise to cell colonies of lymphoid as well myeloid cells in these assays. This trait was in accordance with distinctive DNA methylation patterns in sets of regions which were defined based on transcription factor binding profiles. These patterns could be reflective of cellular plasticity and could help to shed light on the regulatory basis of multi-lineage potential that has recently been discussed [Notta et al. 2016; Paul et al. 2015].
Additionally, we supplemented our dataset with RNA-expression profiles for hematopoietic progenitor cell types. However, when we related differential gene expression between cells of the myeloid and lymphoid lineages to differential methylation, we observed only moderate association between expression and DNA methylation in promoter regions and only found a small number of myeloid and lymphoid regulators with concordant differences [Farlik et al. 2016]. In contrast, integration of our methylation data with profiles of chromatin accessibility, which were published recently [M. R. Corces et al. 2016], revealed myeloid-specific and lymphoid-specific regions of open chromatin in progenitors that exhibit low methylation levels in mature cell types of the corresponding lineage. Lineage-specific opening of chromatin seems to precede DNA demethylation events in mature cell types. Chromatin opening could thus prime regulatory regions for stable activation through loss of methylation in a cell-type-specific manner. Together these results support the view that epigenetic regulation of hematopoietic differentiation involves mechanisms that go far beyond promoter-driven regulation. For instance, the involvement of distal elements such as enhancers and insulators and associated epigenetic marks remains to be elucidated.

A key technical challenge of our analysis derives from the relatively low sequencing coverage obtained for replicates with low cell numbers. We addressed this issue by assessing the reproducibility of DNA methylation profiles in individual replicates and employed a composite approach in which we merged the methylation levels of all 10-cell, 50-cell and 1,000-cell replicates for each cell type, tissue source and donor. We also evaluated a panel of unsupervised analysis methods with different parameter settings and concluded that the biological variation in the data could be captured across methods. Rather than studying DNA methylation on the level of single CpGs, in which coverage artifacts are extensive, we focused our analyses on the aggregate methylation profiles in genomic regions, such as putative regulatory elements. This approach not only mitigated biases due to coverage but also reduced the statistical complexity inherent to large feature numbers. When analyzing single-cell methylomes (data shown in [Farlik et al. 2016]), further aggregation across a panel of several hundred sets of such regions is advisable and has proven highly effective in low-input DNA methylation profiling [Farlik et al. 2015].

In summary, we identified signatures of human hematopoietic differentiation inscribed in DNA methylation. Understanding these signatures is not only important for understanding and tackling diseases such as leukemia and immune defects, but also as a model of how complex and dynamic tissues are formed and maintained by stem cell differentiation and lineage commitment. The described approach (low-input DNA methylation sequencing combined with predictive modeling) is directly transferable to dissecting the in vivo dynamics of other tissues such as the gut, skin and brain. Moreover, given the increasing interest and technical feasibility of DNA methylation biomarkers in clinical applications [Bock, Halbritter, et al. 2016], unraveling patterns of methylation involved in immunity-related and cardiovascular diseases, blood-cell malignancy as well as vaccine development could represent an important step for advancing precision medicine.
Analyzing and Manipulating DNA Methylation Patterns in Leukemia

The work described in this chapter has been conducted in collaboration with Giovanni Amabile and Annalisa Di Ruscio and has been published in [Amabile et al. 2015]. In the project, I was responsible for the bioinformatic analysis of DNA methylation data obtained by Reduced Representation Bisulfite Sequencing (RRBS) and designed corresponding figures. The benchwork was conducted by Giovanni Amabile, Annalisa Di Ruscio, Robert S. Welner, Alexander K. Ebralidze, Hong Zhang, Lihua Qi, Michelle M. Le Beau and Elena Levantini. The manuscript was written by Giovanni Amabile, Annalisa Di Ruscio, Christoph Bock and Daniel G. Tennen. Figures in this chapter have been adapted from the publication.

This chapter expands on the characterization of the DNA methylation landscape in human hematopoiesis by providing a perspective on the methylation dynamics that occur in malignant blood cells. We investigated how DNA methylation patterns are altered in models for human leukemia and how these patterns can be reverted using cellular reprogramming.

Chronic Myeloid Leukemia (CML) is characterized by a genetic translocation of the q34.1 region of chromosome 9 to the q11.2 region of chromosome 22 which gives rise to the BCR-ABL fusion gene and the so-called Philadelphia chromosome. Through its tyrosine kinase activity, the protein product of BCR-ABL can facilitate the increased proliferation of hematopoietic stem and progenitor cells [Machova Polakova et al. 2013]. Therefore, kinase inhibitors such as imatinib represent frequent treatment options for CML patients. Furthermore, aberrant DNA methylation in human leukemia is functionally involved in the onset and progression of cancer [Feinberg et al. 2006; Baylin and Jones 2011; Jones 2012]. In CML, aberrant methylation patterns in regulator genes have been implicated in cell proliferation and potential resistance to kinase inhibitor treatment. These findings are indicative of a complex interplay between genetic and epigenetic aberrations during leukemia progression. Using cellular reprogramming, it is possible to erase most tissue-specific epigenetic patterns and to establish a pluripotent cell state that resembles that of embryonic stem cells [Mikkelsen et al. 2008]. Induced Pluripotent Stem Cells (iPSCs) can be generated from a number of cell types, including malignant cells [Carette et al. 2010; Miyoshi et al. 2010; Kumano et al. 2012; Stricker et al. 2013]. Therefore, reprogramming represents a suitable tool for unraveling the relationships between epigenetic markup, proliferative activity, pluripotency and malignancy.

Employing the methods and pipelines described in Chapter 3, we characterized DNA methylation profiles in human leukemia cells and iPSC clones derived from these cells. We show that cellular reprogramming is able to reset cancer-related DNA methylation
signatures to those typical for pluripotent cells. Moreover, when transplanted into immunocompromised mice, reprogrammed leukemia cells exhibited reduced oncogenic potential. Finally, we describe aberrant methylation patterns that were induced when BCR-ABL was activated in transgenic mouse models.

5.1 Methods

Cell Cultures and Transgenic Mouse Models

K562 and KBM7 human leukemia cell lines, which harbor the BCR-ABL fusion gene, were cultured as described in [Amabile et al. 2015]. Primary CML cells were obtained from the bone marrow of two donors. Additionally, CD34+ blood progenitor cells were profiled in the study. All cell types were reprogrammed using retroviral vectors carrying the transcription factor genes OCT4, SOX2, KLF4 and c-MYC and were cultured as described in [Amabile et al. 2015]. Two iPSC clones reprogrammed from each of the K562, KBM7 cell lines and from primary CML cells were picked for further analysis. One clone was picked from the reprogrammed CD34+ cell populations. For primary CML, iPSCs were generated from a single donor. In the following, iPSC lines derived from leukemic cells are referred to as Leukemia Induced Pluripotent Stem Cell (LiPSC). KBM7 cells and derived LiPSCs were provided by the Brummelkamp laboratory [Carette et al. 2010]. Furthermore, hematopoietic progenitor cell populations (Lin-, Sca1+, Kit+ (LSK)), were selected from bone marrow mononuclear cells extracted from a transgenic mouse model in which the expression of BCR-ABL is subject to the control of an enhancer of the Scl (Stem Cell Leukemia) gene, thus allowing for the mostly specific expression of BCR-ABL in progenitor cells. This expression can be conditionally induced in the cells by withdrawal of tetracycline from the drinking water of the mice [Koschmieder et al. 2005] and can be reversed (rescued) when the drinking water is re-substituted with tetracycline.

Generation and Analysis of RRBS Data

RRBS was conducted on genomic DNA isolated from K562, KBM7 and primary CML cells as well as their reprogrammed counterparts and CD34+ iPSCs, as described in [Amabile et al. 2015]. Sequencing libraries were prepared from two replicates corresponding to different passage numbers for K562, KBM7 and LiPSCs and in triplicate for CD34+ iPSCs. Sequencing was performed on two libraries containing size-selected fractions of 40-120 bp and 120-220 bp respectively, using an Illumina GA IIx machine with a read length of 36 bp and an Illumina HiSeq with read length of 76 bp (CD34+ iPSCs). Analogously, RRBS profiles were generated for two replicates of the non-induced (control), induced (leukemic) and rescued state of bone marrow cells from the transgenic mouse model. Sequencing, primary read processing and alignment was conducted at the Cancer Science Institute (National University of Singapore) and, for CD34+ iPSCs, at the CeMM Research Center for Molecular Medicine of the Austrian Academy of Sciences (Vienna, Austria). Sequencing reads were mapped to the human genome assembly NCBI37/hg19 and mm9 for human and mouse data, respectively, using RRBSMAP [Xi et al. 2012], allowing for two mismatches. CD34+ iPSC reads were mapped using BSMAP [Xi and W. Li 2009]. RRBS alignment data for human H1 ESC line passage 37 and 38 and methylation call data for CD34+ cells were obtained from the NIH Roadmap Epigenomics Mapping Consortium [Roadmap Epigenomics Consortium et al.
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Methylation levels were called using the Bis-SNP software [Liu et al. 2012]. Further, integrative processing of methylation data was performed using RnBeads version 0.99.17 [Assenov et al. 2014] (cf. Section 3.2). After filtering of CpGs with low coverage across more than 50% of the samples and of CpGs on the sex chromosomes, the integrative analysis was based on 1,009,592 CpGs. Promoter methylation was defined as the mean methylation level for CpGs within a window of 1,500 bp to 500 bp of the TSS of Ensembl-annotated genes. Differentially methylated sites and regions were identified using the ranking-based approach described in Section 3.2.

Data Availability

Sequencing reads and DNA methylation level data have been deposited to the GEO under accession number GSE50456. Full RnBeads analysis reports, including tables characterizing differential methylation, can be accessed from the supplementary website1.

5.2 Results

In order to dissect the DNA methylation dynamics during the reprogramming of human leukemia cells to a pluripotent state, LiPSC lines were generated from K562 and KBM7 CML cell lines as well as from primary bone marrow cells from a BCR-ABL positive donor and CD34+ hematopoietic progenitor cells. Analysis of genotyping data assayed by SNP arrays confirmed that the reprogrammed clones contained the same mutational patterns as their parental cells [Amabile et al. 2015]. We obtained high-resolution DNA methylation profiles for leukemia cells and all iPSCs using RRBS. Additionally, RRBS data for human ESCs (H1 cell line) and CD34+ assayed by the REMC were included in the analysis.

Leukemia-Specific Methylation Patterns are Reprogrammed During Induction of Pluripotency

Cellular reprogramming of leukemia cells led to widespread changes in methylation profiles. Globally, LiPSCs exhibited genome-wide hypomethylation compared to their leukemic counterparts. The effect was more pronounced during the reprogramming of cell lines than in the primary CML samples, when considering variation across all samples (Figure 5.1). Although the overall methylation patterns of reprogrammed cells were highly similar to those of ESCs, hierarchical clustering generally grouped reprogrammed cells along with the cells from which they were derived, thereby indicating the retention of epigenetic memory during the generation of iPSCs [Kim et al. 2010; Lister et al. 2011; Doi et al. 2009; Bock et al. 2011]. Notably, K562 cells and their derived LiPSCs exhibited marked hypermethylation in the promoters that varied most in the dataset (Figure 5.1). These patterns clearly distinguished them from other cells included in the analysis and thus represent cell-line-specific methylation signatures.

Focusing on regions differentially methylated between leukemia cells and LiPSCs, reprogramming-induced hypomethylation was observed in CpG islands, promoters and most common types of repetitive genomic elements (Figure 5.2). This effect was most pronounced in K562 and KBM7 cell lines, but was also observable in primary CML cells. Notably, differences between CD34+ progenitor cells and their reprogrammed

1 http://reprogramming-leukemia.computational-epigenetics.org
Figure 5.1: DNA methylation patterns in promoters are reprogrammed during the generation of iPSC. The heatmap shows mean methylation levels in the 402 (2%) most variable promoters (rows) across all samples (columns). The dendrogram above shows the result of hierarchical clustering according to all surveyed CpGs using Manhattan distance and average linkage. The sample coloring below indicates state of reprogramming and pluripotency.
5.2 Results

Counterparts were low in those regions compared to the changes associated with reprogramming cancer cells. Examples of gene promoters hypomethylated in reprogrammed leukemia cells include developmental and pluripotency-associated transcription factors such as \textit{SALL4} and \textit{HOXA5} as well as candidate tumor suppressor genes such as \textit{BRCA1} (Figure 5.3).

Employing the \textit{RnBeads’} ranking-based approach, we identified those promoters that exhibited most evidence for differential methylation between all replicates of LiPSC and their parental leukemia cells (Figure 5.4). The majority of differentially methylated promoters lost methylation in LiPSCs. These differences were associated with development, differentiation and cell signaling when conducting a GO enrichment analysis on the biological process ontology (Figure 5.4b). In contrast, the promoters exhibiting higher DNA methylation in the parental, leukemic cells were enriched for hematopoiesis-related categories such as lymphocyte activation and immune response. To obtain a more unbiased view on genome-wide changes in methylation during the reprogramming of leukemia cells, we also characterized the most differentially methylated genome-wide tiling regions using \textit{EpiExplorer} [Halachev et al. 2012] (Figure 5.5). We qualitatively identified enrichment of differential methylation in regulatory regions associated with CpG islands, promoters, enhancers as well as PcG protein repression. The latter is consistent with previous studies which associated hypermethylation in cancer with Polycomb targeting in ESCs [Ohm et al. 2007; Schlesinger et al. 2007; Widschwendter et al. 2007]. Moreover, in line with previous findings on aberrant methylation in cancer [Hon et al. 2012; Berman et al. 2012], we also observed differential methylation in putative enhancer regions (marked by H3K4me1 and H3K27ac and respective chromatin states).

Taken together, our results suggest the erasure of cancer-associated DNA methylation patterns during reprogramming. Pluripotency and developmental pathways become activated due to the demethylation of respective promoters and regulatory elements while a comparatively small number of hematopoiesis-associated genes are inactivated through targeted hypermethylation.

**DNA Methylation Patterns in a BCR-ABL Inducible Mouse Model**

In addition to the methylomes of human cell lines, single-CpG resolution DNA methylation maps of hematopoietic progenitor cells obtained from a CML mouse model were generated. In this model, the expression of BCR-ABL can be induced by the withdrawal of tetracycline from the drinking water thereby leading to a chronic myeloproliferative disorder closely resembling CML. This expression can be reverted when tetracycline is re-added. We used RRBS to profile methylation in (i) control mice, (ii) mice in which BCR-ABL was induced and (iii) mice in which the expression was reduced following induction (rescued). However these validation experiments were limited in terms of genome-wide coverage and sample replicates: after filtering for CpGs located on the sex chromosomes and CpGs with low read coverage, DNA methylation measurements for 788,407 sites were retained. Additionally, only two replicates were available for each condition. Therefore, we were only able make qualitative statements and our conclusions need to be subjected to more rigorous validation. Globally, due to the low number of replicates per condition, we detected modest, statistically insignificant differences in DNA methylation patterns between conditions. Nonetheless, we observed patterns of aberrant methylation upon BCR-ABL expression, when focusing our analysis on regions gaining methylation in induced mice compared to control mice (Figure 5.6). Compared to control mice, leukemic mice exhibited a moderate, global increase in methylation
Figure 5.2: Reprogramming erases aberrant DNA methylation patterns in LiPSCs. Heatmaps visualize average DNA methylation levels in (a) selected region types and (b) selected families of repetitive elements. For each region type, the 2% of regions (numbers are indicated in parentheses) that scored highest according to a ranking score in differential analysis comparing the group of K562, KBM7 and primary CML samples to the group including all derived iPS cell lines are shown. The dendrograms above show the result of hierarchical clustering according to all surveyed CpGs using Manhattan distance and average linkage. Methylation levels for replicates and for the two primary CML donors are averaged.
Figure 5.3: Leukemia-specific methylation patterns are reset in regulatory gene loci. The (a) SALL4, (b) HOXA5 and (c) BRCA1 loci are shown. Coordinates for Ensembl genes and CpG islands are represented by yellow and green bars respectively. A heatmap in which each column depicts the methylation levels of a single CpG, averaged across replicates is shown below.
Figure 5.4: Differentially methylated promoters in LiPSCs are associated with pluripotency and hematopoiesis. (a) Scatterplot showing mean promoter methylation levels of LiPSCs and leukemia cells. The 500 promoters with the highest extent of differential methylation (according to the ranking-based approach described in Section 3.2) are plotted in red. Point density is shown as blue shading. (b) p-values for selected GO terms enriched in the 500 most hypermethylated and hypomethylated promoters in LiPSCs compared to leukemia cells, respectively. p-values were computed using RnBeads and the GOstats R package [Falcon and R. Gentleman 2007].

Figure 5.5: Differentially methylated regions in LiPSCs are associated with regulatory regions in the genome. Bars plots indicate overlaps with genomic and epigenomic features obtained by an EpiExplorer analysis [Halachev et al. 2012]. The 500 highest-ranking differentially methylated tiling regions (blue) are compared with a background of 72,469 of 5-kb tiling regions covered in the dataset (red). Features include ChIP-seq peaks and chromatin state segmentations obtained from the ENCODE project [ENCODE Project Consortium 2012] and annotations obtained from the UCSC Genome Browser [Kent et al. 2002]. Overlaps of at least 1 bp are shown as percentage of all annotated regions.
Figure 5.6: BCR-ABL expression induces aberrant methylation in mouse hematopoietic progenitor cells. Heatmaps show the average methylation levels in genes (a), promoters (b) and CpG islands (c), which exhibit evidence of hypermethylation in BCR-ABL induced mice compared to control mice (difference in mean methylation levels > 0.2). Methylation levels of the two replicates are averaged for each condition.

levels associated with CpG islands and promoters. Upon BCR-ABL induction, we observed hypermethylation events at select gene promoters linked to development, such as Hoxb1 (data not shown). Globally, the rescued state appeared to be more similar to control state than to the induced state. It remains to be elucidated how these altered DNA methylation patterns are mechanistically linked to the expression of BCR-ABL.

5.3 Experimental Evidence and Discussion

Using experimental methods, we also tried to answer the question of whether DNA methylation changes inherent to induced pluripotency result in resetting the cells to a “normal” epigenomic state associated with reduced malignancy. Experimental evidence in [Amabile et al. 2015] indeed confirmed that reprogramming leads to a reduced oncogenic potential in mouse models: LiPSC-derived cells from primary CML and K562 could be differentiated towards myeloid and erythroid lineages (as measured by surface marker expression) in spite of the genetic alteration of BCR-ABL. In contrast, leukemic cells appeared to be locked in an undifferentiated cell state. Interestingly, when DNA methylation was depleted by treating leukemic cells with the demethylating agent 5-Azacytidine (AZA) they exhibited differentiation potential towards cells of the myeloid lineage, indicating that aberrant DNA methylation could disrupt differentiation. Moreover, transplantation of leukemia cells into immunocompromised mice led to a malignant phenotype indicated by infiltration of the spleen by these cells and lower survival rates. In contrast, mice transplanted with LiPSCs-derived cells showed no evidence of disease onset.

Furthermore, mice in which the expression of BCR-ABL was induced developed leukemia and had low survival rates. In contrast, mice in which either the genetic cause of leukemia was inhibited by blocking BCR-ABL using the tyrosine kinase inhibitor imatinib or in which DNA methylation patterns were reverted by use of AZA exhibited a relatively normal phenotype. In addition, survival of immunocompromised mice transplanted with BCR-ABL-induced leukemic bone marrow was significantly reduced compared to survival of mice transplanted with imatinib or AZA-treated, BCR-ABL-induced bone marrow. These results suggest that malignancy is associated with widespread changes in DNA methylation linked to BCR-ABL expression. When these changes are
artificially reverted through AZA treatment or through blocking of BCR-ABL via imatinib, a relatively normal phenotype can be re-established.

In contrast to the reduced oncogenic potential we observe in LiPSCs, a related study reported that neural progenitor cells derived from reprogrammed glioblastoma cells retained their malignancy [Stricker et al. 2013]. This indicates that different tumor types are differentially driven by genetic and epigenetic events. In leukemia, genetic lesions and epigenetic aberrations seem to contribute to disease development in concert while glioblastoma are apparently more driven by alterations in DNA sequence.

In conclusion, our results emphasize the close interconnection of genetic and epigenetic contributions to cancer development. In CML, the induction of BCR-ABL can trigger substantial changes in DNA methylation patterns. However, the molecular mechanisms by which the genetic lesions are responsible for these characteristic methylation signatures are not yet well understood. Importantly, the changes in DNA methylation can, to a certain extent, be reset by means of cellular reprogramming. Finally, our findings lend further support to the relevance of studying the potential of DNA-demethylating drugs for anti-cancer therapy.
More than 200 canonical cell types of the human body have been labeled [Alberts et al. 2008]. These cells carry largely identical DNA sequences and yet they fulfill many different functions and exhibit markedly different phenotypes and varying degrees of specialization. These attributes are governed by regulatory mechanisms and their inherent epigenetic profiles. Furthermore, cells of the same canonical type can display a high degree of heterogeneity, indicating the need for more detailed descriptions of cell state. This thesis provides a detailed account on the analysis of DNA methylation signatures of cell identity. Methods and computational tools for the identification, characterization and comparison of these signatures have been developed in the context of this work. This chapter concludes the thesis by summarizing its key developments and results and provides a broad perspective on their role in the interpretation of epigenome maps.

6.1 Conclusion

A multitude of software packages for processing of epigenome data are available in public repositories such as GitHub\(^1\), SourceForge\(^2\) and Bioconductor [R. C. Gentleman et al. 2004]. These packages provide access to established methods in the field as well as to novel approaches for specific tasks and thus represent the building blocks for computational pipelines. Emerging guidelines and standards in DNA methylation analysis have recently been outlined [Bock 2012] and are starting to be standardized as the result of expert discussions [Michels et al. 2013]. Chapter 3 presents software tools such as RnBeads and epiRepeatR which implement these standards that are now widely used in epigenome analysis. Furthermore, we developed a pipeline for the quantification of DNA methylation levels from aligned bisulfite sequencing reads that has been applied and validated in two large-scale methylome studies [Ziller et al. 2011; Ziller et al. 2013] and continues to be employed. In recent years, the development of user-friendly software tools that can be generally applied when interpreting epigenome data has shifted into focus. Prime examples include Galaxy [Giardine et al. 2005] and EpiExplorer [Halachev et al. 2012]. The availability of such tools enables researchers with little background in computer science or bioinformatics to conduct basic (epi)genome-wide analyses. In line with this development, we have implemented RnBeads, a pipeline for the comprehensive analysis of DNA methylation in large datasets. RnBeads supports virtually all experimental platforms providing single-base-resolution DNA methylation measurements. The tool facilitates start-to-finish analysis by specifying only a few lines of R code, while its modular design enables highly configurable workflows at the same time. With 200 to 300 unique downloads from the Bioconductor repository monthly (status:

\(^{1}\) https://github.com
\(^{2}\) https://sourceforge.net
November 2016), the tool is well-accepted by the epigenomics community. Quantifying differential patterns between cell populations is important for identifying and understanding development- and disease-related changes in epigenetic regulation. In the DNA methylation field, a plethora of methods and implementations is available for this task (cf. Appendix B). In this work, we devised a robust and interpretable approach that quantifies differential methylation based on predefined genomic regions using a ranking-based method that takes statistical significance into account in addition to absolute and relative differences in methylation.

Although repetitive DNA elements are highly abundant and subject to epigenetic regulation in the human genome, only limited software tools exist for the analysis of epigenomic marks in repeats on the genome scale. We therefore developed epiRepeatR, a pipeline for the global epigenomic characterization of repeat subfamilies across samples in large datasets originating from bisulfite and enrichment-based sequencing. Applying our pipeline to a dataset of human blood cells we confirmed, that particularly young, CpG rich elements are marked by epigenomic signatures which are characteristic of repressed chromatin, such as DNA methylation, H3K27me3 and H3K9me3. In contrast, some Alu elements co-localize with epigenomic marks indicative of enhancers and promoters which potentially indicates a gene-regulatory role of repetitive element sequences.

Chapter 4, we dissected the in vivo DNA methylation dynamics in the human hematopoietic system, using the tools described in Chapter 3. We identified epigenetic signatures characteristic of cell state and explored how these signatures are altered during cell differentiation, immune memory formation, cellular reprogramming and in leukemia. The epigenome-wide analysis of one of the largest methylome datasets available revealed characteristic variability across blood cell types. Overall, related cell types exhibited highly similar signatures and methylation patterns closely resembled their respective cell lineage. Dynamic patterns were found in regulatory regions of the genome that were previously annotated with cell-type-specific immune activity. Focusing on immune memory formation in T helper cells, we discovered genome-wide, gradual loss of methylation in regions that showed overall intermediate to high levels of DNA methylation. The identified changes could reflect the cells’ respective proliferative history and support a model of progressive differentiation during memory formation.

With the goal to provide a better understanding and characterization of epigenetic changes in the early steps of the formation of blood cell identity, we obtained low-input, whole-methylome data for hematopoietic stem and progenitor cells. Statistical modeling identified signature regions indicative of cell lineage which coincided with cell-type-specific regulatory patterns. These signatures are in agreement with a model of hematopoietic differentiation in which a cell type is defined by a population of cells exhibiting common epigenetic signatures, but also cell-to-cell heterogeneity (see next section). In line with this model, we explored variation of DNA methylation in putative regulatory regions of the genome, identified DNA methylation signatures of hematopoietic differentiation and established relationships in the epigenomic patterns of different blood cell types.

Perturbations of epigenetic signatures and their interaction with regulators that catalyze transcriptional and epigenetic changes are frequently associated with disease. Identifying and understanding disease-linked epigenomic changes is fundamental for the discovery of biomarkers and the development of drugs that alter epigenetic signatures. They could thus serve as important diagnostic tools and therapy instruments in precision medicine [Bock and Lengauer 2012]. Furthermore, epigenetic regulation plays
a role in the adaptation of immune cells to a pathogen. The methods and software packages described in this work provide versatile tools for characterizing disease-associated changes in DNA methylation patterns. Specifically, our RnBeads software can be efficiently employed for the interpretation of EWAS data and it is particularly useful for the discovery of DNA methylation biomarkers. Methods for validating and testing these biomarkers have recently been evaluated [Bock, Halbritter, et al. 2016] and their clinical implementation could have considerable impact on diagnostics and the development of personalized therapies.

Furthermore, the study described in Chapter 5 analyzes characteristic changes in DNA methylation induced by the reprogramming of leukemia cells to a pluripotent state and thus provides another perspective on cancer treatment. Although some epigenetic memory of the cell of origin was retained upon the induction of pluripotency, reprogrammed cells lost DNA methylation patterns indicative of leukemia and were highly reminiscent of embryonic stem cells. Our mouse models suggest that genetic lesions can lead to genome-wide changes in DNA methylation and that the resetting of epigenome state induced by reprogramming of leukemia cells is associated with reduced oncogenic potential. Therefore, assessing the efficacy of epigenome-altering drugs could be of relevance for future anti-cancer therapies.

6.2 Probabilistic Interpretation of the Epigenomic Landscape

The inscription of a cell’s identity in its epigenetic signatures and the consequent localization in the epigenomic landscape relative to other cells are recurring themes in this thesis. Huang [2012] interpreted Waddington’s epigenetic landscape [Waddington 1957] from a gene regulatory network perspective. He introduced the concept of an “epigenetic, quasi-potential landscape” which is shaped by regulatory interactions of genes. Gene interactions determine the stability of a cell’s state, which is characterized by its gene expression levels. Stable cell states are described as attractors in the quasi-potential landscape and give rise to developmental trajectories and distinct phenotypes. The interactions, in turn, are determined by (epi-)genetic factors and are assumed to be hard-wired for a given genome. Figure 6.1 outlines a complementary interpretation of the epigenetic landscape that extends this view and emphasizes the regulatory role of epigenomic factors. In this probabilistic perspective, each cell can be observed in a state whose description comprises the entirety of DNA sequence, RNA expression, protein and metabolite levels, the structural organization of the DNA inside the nucleus as well as regulatory parameters imprinted in patterns of DNA methylation, histone modifications and other epigenomic marks. Thus, a cell can be placed in a hypothetical, high-dimensional probability space and a corresponding probability distribution captures the likelihood of observing a cell in a given configuration. Due to its extremely high dimension, describing this probability space in its entirety is unrealistic and modeling approaches resort to characterizing subspaces of it. Importantly, as outlined in Section 2.1, epigenetic factors greatly influence genomic architecture and gene expression. It is therefore crucial to include these factors in the parametrization of the probability space. The (unknown) probability distribution itself is determined by the physical and chemical properties of the factors that contribute to the cell state as well as their interactions. Spatio-temporal factors, in particular the environment in which the cell is placed, influence these properties. Figure 6.1 shows a two-dimensional abstraction of the high-dimensional probability space. Cell configurations profiled by various
“omics”-techniques are sampled from the probability distribution and represent phenotypically distinct cell types, as for instance defined by the expression of cell surface markers (colored dots in Figure 6.1). This sampling approximates the local maxima of the probability distribution (triangles in Figure 6.1). The probability (or height in the landscape) corresponds to the prevalence of cell states in an organism and therefore influences sampling. Moreover, the variance within each cell type can be attributed to cell-to-cell heterogeneity that is due to cell-intrinsic factors (e.g., the stage in the cell cycle), but partly results from stochastic variation. Additionally, depending on the profiling techniques employed, this variance also includes contributions due to measurement errors. Certain cell types can be relatively well defined (e.g., the light blue cell type in Figure 6.1) or exhibit high variability (e.g., the turquoise cell type). High variability leads to potentially ambiguous definitions of phenotypically-defined cell types. For instance, in practice, different sorting criteria are employed by different research groups in order to define highly similar canonical cell types. Models that describe cell types on a multi-dimensional, continuous scale could therefore complement the discrete definition based on surface markers and lead to more statistical notion of cell type. These models can be used to place cells into the epigenomic landscape based on their respective representation and allow for assessing similarities and differences between cells. They could thus be particularly useful for characterizing populations of malignant cells which exhibit high heterogeneity.

Furthermore, currently available epigenome data are measured on the basis of cell populations which can result in a reduced signal-to-noise ratio depending on the heterogeneity of the population. Particularly in the context of DNA methylation analyses in EWAS settings, accounting for intra-sample heterogeneity is of major importance [Jaffe and Irizarry 2014] and computational methods have been devised for dealing with multiple cell types represented in a sample [Houseman et al. 2012; Houseman et al. 2014; Zou et al. 2014]. As can be seen from the illustration above, cell-to-cell variability is present even in populations that were subject to rigorous cell-sorting procedures. Emerging single-cell technologies will continue to provide increasing amounts of data and combining the information from multiple levels of “omics” data will likely result in valuable insights into the molecular basis of this variability [Bock, Farlik et al. 2016]. Devising corresponding models constitutes an important challenge in computational epigenomics. Additionally, as stated above, the environment contributes to shaping the topology of the epigenomic landscape and therefore also intra- and inter-cell-type heterogeneity. Currently, environmental and temporal covariates are just beginning to be understood and are only infrequently incorporated into respective models.

Biological processes such as cell differentiation during development and cellular reprogramming entail transitions between cell states. In the probabilistic view outlined here, these transitions exhibit different degrees of stochasticity and can be interpreted as directed random walks from one mode to another and they are guided by the topology of the underlying probability distribution (dashed lines in Figure 6.1). Employing a geographical metaphor, this corresponds to traversing descending and ascending slopes from one summit in the landscape to another. If these slopes are fairly broad, the walk can take several alternative routes at random and multiple paths may be equally likely whereas the path is more or less predetermined when following a narrow ridge.

In the classical view of the epigenetic landscape, elevation is associated with differentiation potential and its quantification poses an important aspect in understanding cellular plasticity. For instance, Banerji et al. [2013] proposed a measure of network
Figure 6.1: Probabilistic interpretation of the epigenomic landscape. The two coordinates depicted represent a simplified, high-dimensional epigenomic space that is defined by cell characteristics that can be quantified by various experimental procedures (e.g. DNA sequence, RNA expression levels, genome-wide DNA methylation levels, histone modifications, etc.). The out-of-the-plain axis represents the probability of observing a cell in a given epigenomic configuration, and the local probability density is indicated by contour lines. Triangles denote local maxima of the underlying probability distribution. Phenotypically-defined cell types are illustrated by different colors. Dashed lines show paths of reprogramming during cell differentiation (red) as well as cellular reprogramming to pluripotency and transdifferentiation (blue). The figure is based on hypothetical data.
entropy, which was quantified by integrating gene expression levels over a protein interaction network, as a surrogate for the energy potential (elevation) in the differentiation landscape. However, different interpretations for the property of cellular plasticity exist and it is unlikely that it can be reduced to a single quantity. Pluripotent progenitor cells generally constitute relatively rare populations in an organisms. In the probabilistic landscape interpretation, they are therefore represented by less prevalent states, which exhibit lower altitude and are more dispersed compared to differentiated states (exemplified by the pink and turquoise cell types in Figure 6.1). Notably, computational methods have been devised in order to gauge the differentiation potentials of a variety of populations of pluripotent cells [Bock et al. 2011]. Interestingly, this study also showed that cells often retain signatures characteristic of their differentiation history, which is reflected by their proximity in the epigenomic landscape.

Obviously, the dimensionality and parametrization of the complete probability space is too large and complex to be exhaustively captured by current modeling techniques. Therefore, models resort to parsimonious representations of cell state, in which important aspects of the overall distribution are conserved and which thus provide an adequate approximation of the epigenomic landscape. Multiple “omics” technologies provide the means of characterizing subspaces of the cell-state space. Each of these subspaces is high-dimensional in itself and parametrized by up to millions of features. Further reducing the number of features can mitigate common statistical issues associated with high-dimensional data such as model complexity and resultant overtraining and biases incurred by multiple-testing.

This work employs DNA-methylation-based representations of the cell-state space that focus on predefined genomic regions such as promoters, repetitive genomic elements or putative regulatory regions. Considering whole-epigenome data from multiple blood-related cell states we started to chart the territories in the methylation landscape occupied by distinct cell types. We employed computational models in order to quantify similarities and differences between cell populations associated with hematopoietic development and malignancy. The resulting descriptions complement the phenotypically-defined notion of cell type and can be used to characterize cell-to-cell heterogeneity.

6.3 Outlook

This work describes a comprehensive ensemble of methods and tools for interpreting DNA methylation patterns. Nevertheless, models integrating multiple layers of the regulatory code become increasingly important in order to capture the complex interplay of regulatory factors. Two approaches are generally employed: (i) derive separate models for different feature types and assess the congruency of those models, or (ii) incorporate interactions of factors in a joint model. Typically, the first approach results in relatively interpretable models for single feature types, and complexity through data integration is introduced by the quantification of agreement across the different layers. The integrative analysis parts in this work generally employ this approach. Models derived from the latter approach are generally more complex, more susceptible to overtraining and

---

3 This problem is well-known in the statistical learning field and addressed by dimension reduction techniques. Notably, the dimension can always be reduced to the number of observed cell states without loss of information.
harder to interpret, but have the potential to directly or indirectly capture the interactions involved in epigenetic regulation. They thus represent promising directions of expanding the methylation-focused view of this thesis. An interesting question to be asked here is what sets of epigenetic features are required to address specific problems and how much information can be gained by incorporating additional features. Statistical models for assessing the associations between different epigenomic marks on a genome-wide scale are still underrepresented in the literature. However, the focus of computational epigenomics is increasingly shifting towards integrative analyses. For instance, various predictive approaches model the associations between DNA sequence, epigenomic marks and gene expression: epigenomic profiles could be inferred from DNA sequence [Whitaker et al. 2015] or from other epigenomic patterns profiled in similar cell types [Ernst and Kellis 2015], and epigenomic marks were shown to be predictive of gene expression [Karlić et al. 2010]. Other prime examples include the identification of chromatin states [Ernst and Kellis 2010; Ernst et al. 2011] and the quantification of co-occurrence of chromatin marks and their modifiers by means of partial correlation coefficients [Lasserre et al. 2013; Perner et al. 2014]. The remodeling potential of epigenomic marks can be assessed through profiles of transcription factor binding [Ziller et al. 2015] and TF binding can be predicted from open chromatin data [Schmidt et al. 2016].

In the concrete case of DNA methylation and its association with other regulatory factors, the mindset has shifted from a promoter-centric view assuming that DNA methylation levels are strictly anti-correlated with gene expression to a more regulatory perspective in which the binding of transcription factors, potentially at distal sites, can be governed by complex patterns of methylation that act in concert with other epigenetic signals [Schübeler 2015]. Changes in DNA methylation associated with development and disease occur genome-wide, in particular in regions exhibiting intermediate to high overall methylation levels and putative enhancers [Lister et al. 2009; Berman et al. 2012; Hon et al. 2012; Stadler et al. 2011]. However, many interesting questions remain: Exactly how does DNA methylation affect transcription factor binding, transcription initiation and elongation? What roles does the interaction with other epigenomic marks play in the definition of enhancers and insulators? How are the epigenetic patterns in turn regulated by signaling and DNA-binding factors? Do epigenetic signatures and associated enhancer activities affect different subpopulations of cells in different ways?

On the genome-scale, regulatory associations are attributed mostly on the basis of correlative analyses and only few exceptions exist (e.g. [Yu et al. 2008]). Although bystander patterns can be exploited for an in-depth description of cell state, identifying signatures that are causally associated with a given phenotype represents a major challenge of epigenomic data analysis. Dependencies in epigenetic profiles could potentially be exploited in graphical models like Bayesian networks and structural equation models [Bollen 1989] in order to infer a statistical notion of causality [Pearl 2009]. Nonetheless, true causality is unlikely to be derivable from observational data alone and perturbation experiments are needed. Therefore, the formation of testable hypothesis from genome-wide data is of high importance. Such hypotheses could be derived from the interpretable models described in this work. Experimental tools are rapidly advancing and technologies like high-throughput RNAi screening and CRISPR/Cas9 editing (reviewed in [Sander and Joung 2014]) enable highly specific targeting of regulators as well as the deposition of epigenetic marks. These methods could thus hold the key to interventional validation of model-derived hypotheses. Those validation experiments could in turn provide the basis for refined computational models and new hypotheses.
The resolution of the epigenome atlas increases as more and more datasets become available. Large-scale mapping efforts undertaken by national and international research consortia such as ENCODE, REMC, BLUEPRINT and DEEP are the main contributors to globally characterizing the landscape spanned by the human epigenome. The umbrella IHEC project aims at charting more than 1,000 complete epigenomes by the year 2020 and the generated reference maps cover a plethora of cell phenotypes. Diseases like neurological, inflammatory and metabolic disorders as well as cancer are in the focus of associated research projects and the efforts are complemented by numerous EWAS and global initiatives focusing on malignancy, such as the International Cancer Genome Consortium (ICGC) and TCGA. The sheer data deluge thus produced by these efforts calls for efficient algorithms and computational solutions. These consortia also further the establishment of good standard practices and comparable metrics for quality control as well as the documentation of experimental procedures and employed computational pipelines, which are essential to reproducible research [Ebert et al. 2015] and are actively discussed by the scientific community. Providing standardized access to the enormous amounts of generated data is of prime importance for the efficient use of the generated reference maps — an issue that is starting to be addressed by tools like the ENCODE data portal\(^4\) and DeepBlue [Albrecht et al. 2016]. Furthermore, novel technologies are established and thus enable the mapping of novel subspaces of the epigenomic landscape. Examples of these emerging methods include charting the three-dimensional structure of the DNA inside a cell’s nucleus and characterizing cell-to-cell heterogeneity by mapping the epigenomes of single cells.

In conclusion, these are exciting times in which a deluge of epigenome-wide data becomes available and the regulatory roles of the epigenome and its influence on cell identity are just beginning to be unraveled.

\(^4\) https://www.encodeproject.org
## List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>27K</td>
<td>Illumina Infinium Human Methylation 27 BeadChip</td>
</tr>
<tr>
<td>3C</td>
<td>Chromosome Conformation Capture</td>
</tr>
<tr>
<td>450K</td>
<td>Illumina Infinium Human Methylation 450 BeadChip</td>
</tr>
<tr>
<td>4C</td>
<td>Circularized Chromosome Conformation Capture</td>
</tr>
<tr>
<td>5C</td>
<td>Carbon-Copy Chromosome Conformation Capture</td>
</tr>
<tr>
<td>5caC</td>
<td>5-Carboxylcytosine</td>
</tr>
<tr>
<td>5fC</td>
<td>5-Formylcytosine</td>
</tr>
<tr>
<td>5hmC</td>
<td>5-Hydroxymethylcytosine</td>
</tr>
<tr>
<td>5mC</td>
<td>5-Methylcytosine</td>
</tr>
<tr>
<td>AML</td>
<td>Acute Myeloid Leukemia</td>
</tr>
<tr>
<td>ATAC-seq</td>
<td>Assay for Transposase-Accessible Chromatin using Sequencing</td>
</tr>
<tr>
<td>AUC</td>
<td>Area Under the Curve</td>
</tr>
<tr>
<td>AZA</td>
<td>5-Azacytidine</td>
</tr>
<tr>
<td>bp</td>
<td>Basepair</td>
</tr>
<tr>
<td>cDNA</td>
<td>Complementary DNA</td>
</tr>
<tr>
<td>ceRNA</td>
<td>Competing Endogenous RNA</td>
</tr>
<tr>
<td>CGI</td>
<td>CpG Island</td>
</tr>
<tr>
<td>ChIA-PET</td>
<td>Chromatin Interaction Analysis by Paired-End Tag Sequencing</td>
</tr>
<tr>
<td>ChIP-seq</td>
<td>Chromatin Immunoprecipitation-sequencing</td>
</tr>
<tr>
<td>chr</td>
<td>Chromosome</td>
</tr>
<tr>
<td>CIMP</td>
<td>CpG Island Methylator Phenotype</td>
</tr>
<tr>
<td>circRNA</td>
<td>Circular RNA</td>
</tr>
<tr>
<td>CLP</td>
<td>Common Lymphoid Progenitor</td>
</tr>
<tr>
<td>CML</td>
<td>Chronic Myeloid Leukemia</td>
</tr>
<tr>
<td>CMP</td>
<td>Common Myeloid Progenitor</td>
</tr>
<tr>
<td>DEEP</td>
<td>Deutsches Epigenom Programm</td>
</tr>
<tr>
<td>DMR</td>
<td>Differentially Methylated Region</td>
</tr>
<tr>
<td>DNasel-seq</td>
<td>DNasel-Sequencing</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>DNMT</td>
<td>DNA Methyltransferase</td>
</tr>
<tr>
<td>EGA</td>
<td>European Genome-phenome Archive</td>
</tr>
<tr>
<td>ENCODE</td>
<td>Encyclopedia of DNA Elements</td>
</tr>
<tr>
<td>EPIC</td>
<td>Illumina Infinium MethylationEPIC BeadChip</td>
</tr>
<tr>
<td>eRNA</td>
<td>Enhancer RNA</td>
</tr>
<tr>
<td>ERV</td>
<td>Endogenous Retrovirus</td>
</tr>
<tr>
<td>ESC</td>
<td>Embryonic Stem Cell</td>
</tr>
<tr>
<td>EWAS</td>
<td>Epigenome-Wide Association Study</td>
</tr>
<tr>
<td>FACS</td>
<td>Fluorescence-Activated Cell Sorting</td>
</tr>
<tr>
<td>FDA</td>
<td>US Food and Drug Administration</td>
</tr>
<tr>
<td>FDR</td>
<td>False Discovery Rate</td>
</tr>
<tr>
<td>GEO</td>
<td>Gene Expression Omnibus</td>
</tr>
<tr>
<td>GMP</td>
<td>Granulocyte Macrophage Progenitor</td>
</tr>
<tr>
<td>GO</td>
<td>Gene Ontology</td>
</tr>
<tr>
<td>HAT</td>
<td>Histone Acetyltransferase</td>
</tr>
<tr>
<td>HDAC</td>
<td>Histone Deacetylase</td>
</tr>
<tr>
<td>HDM</td>
<td>Histone Demethylase</td>
</tr>
<tr>
<td>HIV</td>
<td>Human Immunodeficiency Virus</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>HMT</td>
<td>Histone Methyltransferase</td>
</tr>
<tr>
<td>HSC</td>
<td>Hematopoietic Stem Cell</td>
</tr>
<tr>
<td>IAP</td>
<td>Intracisternal A-particle</td>
</tr>
<tr>
<td>ICGC</td>
<td>International Cancer Genome Consortium</td>
</tr>
<tr>
<td>IHEC</td>
<td>International Human Epigenome Consortium</td>
</tr>
<tr>
<td>iPSC</td>
<td>Induced Pluripotent Stem Cell</td>
</tr>
<tr>
<td>LAD</td>
<td>Lamina-Associated Domain</td>
</tr>
<tr>
<td>LINE</td>
<td>Long Interspersed Nuclear Element</td>
</tr>
<tr>
<td>LiPSC</td>
<td>Leukemia Induced Pluripotent Stem Cell</td>
</tr>
<tr>
<td>LMPP</td>
<td>Lymphoid-primed Multipotent Progenitor</td>
</tr>
<tr>
<td>LMR</td>
<td>Low-Methylated Region</td>
</tr>
<tr>
<td>IncRNA</td>
<td>Long Non-Coding RNA</td>
</tr>
<tr>
<td>LOESS</td>
<td>Local Regression</td>
</tr>
<tr>
<td>LTR</td>
<td>Long Terminal Repeat</td>
</tr>
<tr>
<td>MBD</td>
<td>Methyl-CpG Binding Domain</td>
</tr>
<tr>
<td>MDS</td>
<td>Multidimensional Scaling</td>
</tr>
<tr>
<td>MeDIP-seq</td>
<td>Methylated DNA Immunoprecipitation Sequencing</td>
</tr>
<tr>
<td>MEP</td>
<td>Megakaryocyte Erythrocyte Progenitor</td>
</tr>
<tr>
<td>miRNA</td>
<td>Micro RNA</td>
</tr>
<tr>
<td>MLP</td>
<td>Immature Lymphoid Progenitor</td>
</tr>
<tr>
<td>MNase-seq</td>
<td>MNase-Sequencing</td>
</tr>
<tr>
<td>MPP</td>
<td>Multipotent Progenitor</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>MRE-seq</td>
<td>Methylation-Sensitive Restriction Enzyme Sequencing</td>
</tr>
<tr>
<td>mRNA</td>
<td>Messenger RNA</td>
</tr>
<tr>
<td>µWGBS</td>
<td>Low-input Whole Genome Bisulfite Sequencing</td>
</tr>
<tr>
<td>ncRNA</td>
<td>Non-Coding RNA</td>
</tr>
<tr>
<td>NDR</td>
<td>Nucleosome-Depleted Region</td>
</tr>
<tr>
<td>NGS</td>
<td>Next Generation Sequencing</td>
</tr>
<tr>
<td>NK cell</td>
<td>Natural Killer cell</td>
</tr>
<tr>
<td>NOMe-seq</td>
<td>Nucleosome Occupancy and Methylome-Sequencing</td>
</tr>
<tr>
<td>nt</td>
<td>Nucleotide</td>
</tr>
<tr>
<td>ORF</td>
<td>Open Reading Frame</td>
</tr>
<tr>
<td>PAM</td>
<td>Partitioning Around Medoids</td>
</tr>
<tr>
<td>PBMC</td>
<td>Peripheral Blood Mononuclear Cell</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PcG</td>
<td>Polycomb Group</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase Chain Reaction</td>
</tr>
<tr>
<td>piRNA</td>
<td>PIWI-Interacting RNA</td>
</tr>
<tr>
<td>PMD</td>
<td>Partially Methylated Domain</td>
</tr>
<tr>
<td>QC</td>
<td>Quality Control</td>
</tr>
<tr>
<td>REMC</td>
<td>NIH Roadmap Epigenomics Mapping Consortium</td>
</tr>
<tr>
<td>RNA-seq</td>
<td>RNA-Sequencing</td>
</tr>
<tr>
<td>RNAi</td>
<td>RNA Interference</td>
</tr>
<tr>
<td>ROC curve</td>
<td>Receiver Operating Characteristic curve</td>
</tr>
<tr>
<td>RRBS</td>
<td>Reduced Representation Bisulfite Sequencing</td>
</tr>
<tr>
<td>scWGBS</td>
<td>Single-Cell Whole Genome Bisulfite Sequencing</td>
</tr>
<tr>
<td>SINE</td>
<td>Short Interspersed Nuclear Element</td>
</tr>
<tr>
<td>siRNA</td>
<td>Small Interfering RNA</td>
</tr>
<tr>
<td>snoRNA</td>
<td>Small Nucleolar RNA</td>
</tr>
<tr>
<td>SNP</td>
<td>Single-Nucleotide Polymorphism</td>
</tr>
<tr>
<td>SNV</td>
<td>Single-Nucleotide Variation</td>
</tr>
<tr>
<td>SVA</td>
<td>Surrogate Variable Analysis</td>
</tr>
<tr>
<td>SVA element</td>
<td>SINE/Variable number tandem repeat/Alu element</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>TAD</td>
<td>Topological Associated Domain</td>
</tr>
<tr>
<td>TCGA</td>
<td>The Cancer Genome Atlas</td>
</tr>
<tr>
<td>TCM</td>
<td>Central Memory T cell</td>
</tr>
<tr>
<td>TE</td>
<td>Transposable Element</td>
</tr>
<tr>
<td>TEM</td>
<td>Effector Memory T cell</td>
</tr>
<tr>
<td>TEMRA</td>
<td>CD45RA+ Memory T cell</td>
</tr>
<tr>
<td>TF</td>
<td>Transcription Factor</td>
</tr>
<tr>
<td>TFBS</td>
<td>Transcription Factor Binding Site</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>TN</td>
<td>Naive T cell</td>
</tr>
<tr>
<td>Treg</td>
<td>Regulatory T cell</td>
</tr>
<tr>
<td>TrxG</td>
<td>Trithorax Group</td>
</tr>
<tr>
<td>TSS</td>
<td>Transcription Start Site</td>
</tr>
<tr>
<td>UMR</td>
<td>Unmethylated Region</td>
</tr>
<tr>
<td>WCE</td>
<td>Whole-Cell Extract</td>
</tr>
<tr>
<td>WGBS</td>
<td>Whole Genome Bisulfite Sequencing</td>
</tr>
</tbody>
</table>
List of Genes, Transcripts, Proteins and Complexes

<table>
<thead>
<tr>
<th>Gene</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABL</td>
<td>Abelson murine leukemia viral oncogene homolog 1</td>
</tr>
<tr>
<td>BATF</td>
<td>basic leucine zipper transcription factor, ATF-like</td>
</tr>
<tr>
<td>BCR</td>
<td>breakpoint cluster region protein</td>
</tr>
<tr>
<td>BRCA1</td>
<td>breast cancer 1, early onset</td>
</tr>
<tr>
<td>c-MYC</td>
<td>MYC</td>
</tr>
<tr>
<td>CCR5</td>
<td>C-C chemokine receptor type 5</td>
</tr>
<tr>
<td>CD4</td>
<td>cluster of differentiation 4</td>
</tr>
<tr>
<td>CD8</td>
<td>cluster of differentiation 8</td>
</tr>
<tr>
<td>CD10</td>
<td>cluster of differentiation 10</td>
</tr>
<tr>
<td>CK2</td>
<td>casein kinase 2</td>
</tr>
<tr>
<td>CTCF</td>
<td>CCCTC-binding factor</td>
</tr>
<tr>
<td>DEFA4</td>
<td>defensin alpha 4</td>
</tr>
<tr>
<td>DNMT1</td>
<td>DNA methyltransferase 1</td>
</tr>
<tr>
<td>DNMT3A</td>
<td>DNA methyltransferase 3α</td>
</tr>
<tr>
<td>DNMT3B</td>
<td>DNA methyltransferase 3β</td>
</tr>
<tr>
<td>DNMT3L</td>
<td>DNA methyltransferase 3-Like</td>
</tr>
<tr>
<td>Env</td>
<td>envelope (viral origin)</td>
</tr>
<tr>
<td>ESR1</td>
<td>estrogen receptor 1</td>
</tr>
<tr>
<td>EXOC6</td>
<td>exocyst complex component 6</td>
</tr>
<tr>
<td>EZH2</td>
<td>enhancer of zeste homolog 2</td>
</tr>
<tr>
<td>Gag</td>
<td>group-specific antigen (viral origin)</td>
</tr>
<tr>
<td>GATA1</td>
<td>GATA binding protein 1</td>
</tr>
<tr>
<td>H1</td>
<td>histone H1 (linker histone)</td>
</tr>
<tr>
<td>H2A</td>
<td>histone H2A</td>
</tr>
<tr>
<td>H2A.Z</td>
<td>histone H2A.Z</td>
</tr>
<tr>
<td>H2B</td>
<td>histone H2B</td>
</tr>
<tr>
<td>H3</td>
<td>histone H3</td>
</tr>
<tr>
<td>H3.3</td>
<td>histone H3.3</td>
</tr>
<tr>
<td>H4</td>
<td>histone H4</td>
</tr>
<tr>
<td>HOXA5</td>
<td>homeobox A5</td>
</tr>
<tr>
<td>HOXB3</td>
<td>homeobox B3</td>
</tr>
<tr>
<td>IDH1</td>
<td>isocitrate dehydrogenase 1</td>
</tr>
<tr>
<td>IDH2</td>
<td>isocitrate dehydrogenase 2</td>
</tr>
<tr>
<td>IRF4</td>
<td>interferon regulatory factor 4</td>
</tr>
<tr>
<td>ISWI</td>
<td>ISWI chromatin remodeling complex</td>
</tr>
<tr>
<td>KCNH2</td>
<td>potassium voltage-gated channel subfamily H member 2</td>
</tr>
<tr>
<td>KDM4A</td>
<td>lysine-specific demethylase 4A</td>
</tr>
<tr>
<td>KLF4</td>
<td>Kruppel-like factor 4</td>
</tr>
<tr>
<td>Gene</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>MGMT</td>
<td>O(6)-methylguanine-DNA methyltransferase</td>
</tr>
<tr>
<td>MHC</td>
<td>major histocompatibility complex</td>
</tr>
<tr>
<td>MYB</td>
<td>Myb proto-oncogene</td>
</tr>
<tr>
<td>NF-κB</td>
<td>nuclear factor kappa-light-chain-enhancer of activated B cells</td>
</tr>
<tr>
<td>OCT4</td>
<td>octamer-binding transcription factor 4</td>
</tr>
<tr>
<td>p300</td>
<td>p300 coactivator</td>
</tr>
<tr>
<td>p53</td>
<td>tumor protein p53</td>
</tr>
<tr>
<td>PIWI</td>
<td>P-element induced wimpy testis</td>
</tr>
<tr>
<td>Pol</td>
<td>DNA polymerase (viral origin)</td>
</tr>
<tr>
<td>PRC2</td>
<td>Polycomb repressive complex 2</td>
</tr>
<tr>
<td>RNAPII</td>
<td>RNA Polymerase II</td>
</tr>
<tr>
<td>RUNX3</td>
<td>Runt-related transcription factor 3</td>
</tr>
<tr>
<td>SALL4</td>
<td>Spalt-like transcription factor 4</td>
</tr>
<tr>
<td>SOX2</td>
<td>SRY-related high mobility group box 2</td>
</tr>
<tr>
<td>SOX17</td>
<td>SRY-related high mobility group box 17</td>
</tr>
<tr>
<td>SUSD3</td>
<td>sushi domain containing 3</td>
</tr>
<tr>
<td>SWI/SNF</td>
<td>Iswitch/sucrose nonfermentable chromatin remodeling complex</td>
</tr>
<tr>
<td>TAL1</td>
<td>T-cell acute lymphocytic leukemia protein 1</td>
</tr>
<tr>
<td>TCR</td>
<td>T-cell receptor</td>
</tr>
<tr>
<td>TDG</td>
<td>thymine-DNA glycosylase</td>
</tr>
<tr>
<td>TET</td>
<td>ten-eleven translocation</td>
</tr>
<tr>
<td>TET2</td>
<td>ten-eleven translocation 2</td>
</tr>
<tr>
<td>TREML1</td>
<td>trem-like transcript 1</td>
</tr>
<tr>
<td>XIST</td>
<td>X-inactive specific transcript</td>
</tr>
</tbody>
</table>
**Glossary**

**active DNA demethylation**
Demethylation of cytosines involving the conversion of 5mC to 5hmC and to its derivates 5fC and 5caC (catalyzed by enzymes of the TET family). Subsequently, an unmethylated state is the result of either passive dilution via DNA replication or active restoration by means of base excision involving TDG enzymes and repair [Kohli and Zhang 2013].

**adaptive immunity**
Pathogen-specific defense mechanism facilitated by specialized cells of the lymphoid lineage. After an initial exposure to a given pathogen an immune memory is formed that is specific to that pathogen and can trigger a highly accelerated response upon subsequent exposures. Adaptive immunity is exclusive to vertebrates.

**batch effect**
Source of variation in biological data due to study design, sample handling or technical artifacts. Examples include the manufacturing batch of chips and reagents, the scientist conducting the experiments, the date on which the experiment was run or imbalanced distribution of biological traits across groups of phenotypes. Computational methods for correcting for batch effects include empirical Bayes methods [Johnson et al. 2007], SVA and considering corresponding features in differential analysis [Leek et al. 2010].

**β-value**
An estimate for the methylation level of a given cytosine. For Illumina methylation arrays it is defined as $\beta = \frac{\max(M,0)}{\max(M,0)+\max(U,0)+\epsilon}$, where $M$ and $U$ correspond to the methylated and unmethylated intensity signal respectively and $\epsilon$ is a constant (typically set to 100).

**biomarker**
Measurable (molecular) indicator for a given (disease) condition or state.

**bivalent (chromatin) domain**
Region of chromatin marked by methylation of both lysine 4 and lysine 27 on histone H3 [Bernstein et al. 2006].

**cellular reprogramming**
Inducing a pluripotent cell state by nuclear transfer, cell fusion or the introduction of exogenous transcription factors [Yamanaka and Blau 2010].

**chromatin**
Macromolecule complex consisting of DNA (and RNA) and packaging proteins (histones).

**CpG**
DNA dinucleotide consisting of cytosine followed by guanine, linked by phosphate.

**CpG island**
A genomic region particularly rich in CpG dinucleotides. Multiple alternative definitions and algorithms for defining them exist. The most widely-used definition was introduced by Gardiner-Garden and Frommer [1987].
cytokine
Peptides or small proteins involved in cell signaling. Among other functions, they
direct the immune response and provide differentiation queues to cells of the
hematopoietic system.

DNaseI hypersensitive site
Accessible genomic region frequently cleaved by DNaseI nucleases. Typically in-
dicates open chromatin and low nucleosome occupancy.

enhancer
Region containing TFBSs located distal or proximal to gene promoters involved
in transcriptional activation. Active enhancers are typically characterized by the
presence of H3K4me1, H3K4me2, H3K27ac, DNaseI hypersensitivity and p300 oc-
cupancy [Ong and V. G. Corces 2011].

epigenetic/epigenomic mark
Umbrella term for molecular manifestations of epigenetic regulation, such as DNA
methylation, histone modifications, etc..

epigenome
The collective of all “potentially stable and, ideally, heritable changes in gene ex-
pression or cellular phenotype that occurs without changes in Watson-Crick base-
pairing of DNA” [Goldberg et al. 2007].

euchromatin
Loosly packed chromatin structure.

exaptation
Shift of function of a genomic unit during the course of evolution.

genomic imprinting
Epigenetically regulated, parent-of-origin dependent expression of genes.

hematopoiesis
Formation of blood cell types from progenitor cells.

heterochromatin
Tightly packed chromatin structure.

hypermethylated
Higher DNA methylation level in a given condition compared to a reference con-
dition.

hypomethylated
Lower DNA methylation level in a given condition compared to a reference con-
dition.

Induced Pluripotent Stem Cell (iPSC)
Cells reprogrammed to a pluripotent state by means of exogenous transcription
factors.

innate immunity
Non-specific immune response representing an organisms first line of defense
against pathogens. Involved mechanisms include biological barriers and special-
ized cell types of the myeloid lineage which can disable pathogens using toxins
and phagocytosis. The innate immune response is typically fast and can also re-
cruit the adaptive immune response.
**insulator**

( Distal) gene regulatory element representing a barrier for the spreading of of signals to other gene regions. Generally marked by CTCF.

**Long Non-Coding RNA (lncRNA)**

RNA longer than 200 nucleotides, not coding for a protein. lncRNAs are often polyadenylated and can occur in the nucleus as well as in the cytoplasm.

**lymphoid**

Arising from progenitor cells of the lymphoid lineage of the hematopoietic system. Lymphoid cell types include natural killer cells, B cells and T cells.

**M-value**

An estimate for the methylation level of a given cytosine. For Illumina methylation arrays it is defined as $M = \log_2 \frac{\max(M,0)+\alpha}{\max(U,0)+\alpha}$, where $M$ and $U$ correspond to the methylated and unmethylated intensity signal respectively and $\alpha$ is a constant (typically set to 1). It corresponds to the logit transformation of the $\beta$-value or methylation level: $M = \log_2 \frac{\beta}{1-\beta}$

**methylation level**

For bisulfite sequencing based methods, this is the proportion of methylated read-cytosines among all reads covering a particular reference cytosine. For methylation arrays it corresponds to the $\beta$-value.

**methylome**

The collective of all DNA methylation events in a given entity (such as a single cell, cell type or organism).

**multi-mapped reads**

Reads originating from high-throughput sequences that align to multiple positions in the reference genome.

**myeloid**

Arising from progenitor cells of the myeloid lineage of the hematopoietic system. Myeloid cell types include monocytes, macrophages and granulocytes.

**Next Generation Sequencing (NGS)**

Umbrella term for technologies capable of high-throughput sequencing of millions of short DNA reads. The most commonly employed NGS technology is Illumina sequencing using the contemporary HiSeq machine model or the older Genome Analyzer.

**nucleosome**

Histone octamer comprising the H3, H4, H2A and H2B units with 147 bp of DNA wrapped around it.

**passive DNA demethylation**

Demethylation of cytosines involving dilution via DNA replication.

**phagocytosis**

Process in which a cell ingests a particle and potentially decomposes it.

**Philadelphia chromosome**

Chromosomal abnormality associated with the translocation of the q34.1 region of chromosome 9 to the q11.2 region of chromosome 22 (termed t(9;22)(q34;q11.2)) which gives rise to the BCR-ABL fusion gene in CML.
promoter
Genomic region located near the TSS to which the transcriptional machinery is recruited. Typically defined to extend from a few kilobases upstream of the TSS to a few hundred bases downstream of the TSS.

RNA Interference (RNAi)
Post-transcriptional or transcriptional reduction in mRNA levels mediated by small, non-coding RNAs.

silencer
Distal gene regulatory element associated with transcriptional silencing.

transcription factory
Nuclear subcompartment containing multiple promoters and enhancers, associated with open chromatin and high transcriptional activity.

transdifferentiation
Natural or artificial conversion of one cell type to another without going through a pluripotent cell state.

transposon/Transposable Element (TE)
A stretch of DNA capable of changing its position in the genome by transposition. Transposons can be further classified by their structure and mode of transposition.
Methods for Identifying Differential DNA Methylation

Table B.1 contains a curated list of publications and methods for the detection of differential DNA methylation between (groups of) samples. This list is based on the manual identification of relevant publications from the titles and abstracts of weekly PubMed search queries for the terms “DNA” and “methylation” or for the combined term “DNA methylation” between February 2014 and November 2016. Additional references were added based on customized queries for differential analysis methods.
Table B.1: Methods for identifying differential DNA methylation

<table>
<thead>
<tr>
<th>#</th>
<th>Author, year</th>
<th>PubMed ID</th>
<th>Supports 450K</th>
<th>Supports BS-seq</th>
<th>DM sites</th>
<th>DM regions</th>
<th>Region detection</th>
<th>Covariate adjustment</th>
<th>Software</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Akalin et al., 2012</td>
<td>23034088</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>methylKit</td>
<td>Logistic regression or Fisher’s Exact Test</td>
</tr>
<tr>
<td>2</td>
<td>Akman et al., 2014</td>
<td>24618468</td>
<td>(X)</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>X</td>
<td>BEAT</td>
<td>BEAT</td>
<td>Bayesian, beta-binomial mixture models, pooling of successive CpGs into regions</td>
</tr>
<tr>
<td>3</td>
<td>Almeida et al., 2016</td>
<td>27794558</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>✓</td>
<td>✓</td>
<td>DMseqR</td>
<td>t-test for binary outcomes, regression models for continuous outcomes, empirical p-value computation, adjustment for cell composition using minfi</td>
</tr>
<tr>
<td>4</td>
<td>Ayyee et al., 2014</td>
<td>24478339</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>mssr</td>
<td>Linear models, F-test, bump hunting, aggregation of DMRs by block finding</td>
</tr>
<tr>
<td>5</td>
<td>Asenov et al., 2014</td>
<td>25262207</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>RvBeads</td>
<td>Combined ranking of absolute and relative methylation difference and limma p-values</td>
</tr>
<tr>
<td>6</td>
<td>Balami et al., 2015</td>
<td>25701668</td>
<td>✓</td>
<td>(X)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>cfGassoc</td>
<td>MANOVA, mixture of single probes and groups of probes</td>
</tr>
<tr>
<td>7</td>
<td>Baumann et al., 2014</td>
<td>2451269</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Fisher’s Exact Test (single sample) or logistic regression (replicates)</td>
</tr>
<tr>
<td>8</td>
<td>Butcher et al., 2014</td>
<td>25461809</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>ANOVA</td>
</tr>
<tr>
<td>9</td>
<td>Chen et al., 2012</td>
<td>23609576</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>methylPCA</td>
<td>Association tests based on linear models using PCA features; region detection based on covariance</td>
</tr>
<tr>
<td>10</td>
<td>Chen et al., 2013</td>
<td>2352721</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Kruskal-Wallis test on different age groups. Then combine p-values; adjustment for age</td>
</tr>
<tr>
<td>11</td>
<td>Chen et al., 2014</td>
<td>24884644</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Cuzik test for obtaining a combined p-value for ordinal data; combine p-values from different age groups; adjustment for age</td>
</tr>
<tr>
<td>12</td>
<td>Dolzenko et al., 2014</td>
<td>24962134</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>RAIDMeR</td>
<td>Beta-binomial regression, sliding combination of p-values for defining DMRs; Z-test for region detection</td>
</tr>
<tr>
<td>13</td>
<td>Feng et al., 2014</td>
<td>24561809</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>X</td>
<td></td>
<td>DSS</td>
<td>Bayesian hierarchical model and Wald test for modeling read counts in conditions</td>
</tr>
<tr>
<td>14</td>
<td>Gao et al., 2015</td>
<td>26140213</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>SMAP</td>
<td>Pearson’s chi-square test, t-test</td>
</tr>
<tr>
<td>15</td>
<td>Hansen et al., 2012</td>
<td>23034175</td>
<td>(X)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Biocosmic</td>
<td>Smoothing, t-test</td>
</tr>
<tr>
<td>16</td>
<td>Hebestreit et al., 2013</td>
<td>23658421</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>✓</td>
<td></td>
<td>BSeq</td>
<td>Smoothing, beta regression, hierarchical testing</td>
</tr>
<tr>
<td>#</td>
<td>Author, year</td>
<td>PubMed ID</td>
<td>Supports 450K</td>
<td>Supports BS-seq</td>
<td>DM sites</td>
<td>DM regions</td>
<td>Region detection</td>
<td>Covariate adjustment</td>
<td>Software</td>
<td>Methods</td>
</tr>
<tr>
<td>---</td>
<td>---------------</td>
<td>-----------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------</td>
<td>------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>19</td>
<td>Houseman et al., 2012</td>
<td>22568884</td>
<td>✓ (✓)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Identification of cell population heterogeneity by surrogate variable analysis, given reference cell types</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Houseman et al., 2014</td>
<td>24451622</td>
<td>✓ (✓)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>Reference-free identification of cell population heterogeneity using singular value decomposition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Huang et al., 2013</td>
<td>23497201</td>
<td>✓ (✓)</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>Baumgartner-Weiß-Schindler (BWS) on different age groups, subsequently combine p-values; adjustment for age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Jaffe et al., 2012</td>
<td>22422453</td>
<td>✓ (✓)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Regression in genomic regions using surrogate variable analysis for batch effect removal (linear); LOESS smoothing; threshold-based identification of bumps representing contiguous significant regions; permutation tests and Bayesian model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Jühling et al., 2013</td>
<td>23497201</td>
<td>✓ (✓)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Baumgartner-Weiß-Schindler (BWS) on different age groups; subsequently combine p-values; adjustment for age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Kilaru et al., 2012</td>
<td>22430798</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>Regression in genomic regions using surrogate variable analysis for batch effect removal (linear); LOESS smoothing; threshold-based identification of bumps representing contiguous significant regions; permutation tests and Bayesian model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Lea et al., 2015</td>
<td>26599596</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>MACAU (binomial mixed models inferred by MCMC sampling, takes into account population structure)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Li et al., 2016</td>
<td>23735126</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>Gaussian mixture model; distance-based region identification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Liang et al., 2014</td>
<td>24497972</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>WBSA (detecting differential methylation between single samples; Wilcoxon test)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Morris et al., 2013</td>
<td>24386462</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>limma, probe lasso</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Park et al., 2014</td>
<td>24836530</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>methSig (beta-binomial model; approximation algorithm to estimate parameters, likelihood ratio test to test for difference in means; can incorporate locality via a kernel to adapt for proximity of CpGs)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Park et al., 2016</td>
<td>26812601</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>DSS (beta-binomial model with arcsine link function; Wald test to obtain p-values)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Peters et al., 2015</td>
<td>25972926</td>
<td>✓ (X)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>DMRcate (smoothing/kernel density modeling; DMR identification by kernel smoothing)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Prasse et al., 2015</td>
<td>26628921</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>P</td>
<td>ADMBRE (Mann-Whitney U test, p-value joining using comb-p)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Raineri et al., 2014</td>
<td>24624426</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>diff_methyl (detecting differential methylation between single samples; Beta distribution model)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Rijlaarsdam et al., 2014</td>
<td>26889669</td>
<td>✓ (✓)</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>DMRcate (detecting differential methylation between single samples, thresholding; Wilcoxon and Kruskal-Wallis test)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Saito et al., 2014</td>
<td>24423865</td>
<td>✓ (X)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>Bisulcate (detecting differential methylation between single samples; HMM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Author, year</td>
<td>PubMed ID</td>
<td>Supports 450K</td>
<td>Supports BS-seq</td>
<td>DM sites</td>
<td>DM regions</td>
<td>Region detection</td>
<td>Covariate adjustment</td>
<td>Software</td>
<td>Methods</td>
</tr>
<tr>
<td>----</td>
<td>----------------------</td>
<td>------------</td>
<td>---------------</td>
<td>-----------------</td>
<td>----------</td>
<td>------------</td>
<td>------------------</td>
<td>----------------------</td>
<td>------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>36</td>
<td>Smyth et al., 2004</td>
<td>16546809</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td></td>
<td></td>
<td>DMMA</td>
<td>Hierarchical linear models, empirical Bayes</td>
</tr>
<tr>
<td>37</td>
<td>Sofer et al., 2013</td>
<td>2390415</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Aclust</td>
<td>Clustering of adjacent CpGs (Aclust); Generalized Estimating Equation (GEE)</td>
</tr>
<tr>
<td>38</td>
<td>Song et al., 2013</td>
<td>24324667</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td></td>
<td></td>
<td>microPSS</td>
<td>detecting differential methylation between single samples; HMM for detecting low methylation regions</td>
</tr>
<tr>
<td>39</td>
<td>Stockwell et al., 2014</td>
<td>24608764</td>
<td>(X)</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>P</td>
<td></td>
<td>DMAP</td>
<td>Fisher’s Exact test or ANOVA on regions; DMRs based on windows/RRBS-fragments</td>
</tr>
<tr>
<td>40</td>
<td>Su et al., 2012</td>
<td>22941633</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>X</td>
<td></td>
<td>CpG, MPs</td>
<td>Thresholds on methylation levels or Fisher’s Exact test; DMR identification based on threshold extension or sliding windows</td>
</tr>
<tr>
<td>41</td>
<td>Sun et al., 2014</td>
<td>24565000</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>MOABS</td>
<td>Hierarchical model (beta binomial) fit by empirical Bayes; confidence interval on difference statistic; DMR identification using HMM</td>
</tr>
<tr>
<td>42</td>
<td>Sun et al., 2016</td>
<td>26854292</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>X</td>
<td></td>
<td>HMM-Fisher</td>
<td>Segmentation by HMM followed by Fisher’s Exact Test</td>
</tr>
<tr>
<td>43</td>
<td>Tong et al., 2012</td>
<td>22956992</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>-</td>
<td>Empirical Bayes using Gamma distribution assumption</td>
</tr>
<tr>
<td>44</td>
<td>Valavonis et al.</td>
<td>24808224</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td></td>
<td>-</td>
<td>Control sample based filtering of t-test identified DMPs</td>
</tr>
<tr>
<td>45</td>
<td>Wahl et al., 2014</td>
<td>24994038</td>
<td>(X)</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>GAMeS, MGCV</td>
<td>Generalised Additive Models for Location Scale and Shape (GAMLSS)</td>
</tr>
<tr>
<td>46</td>
<td>Wang et al., 2011</td>
<td>21818777</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>-</td>
<td>Mixture model of uniform and truncated normal distribution</td>
</tr>
<tr>
<td>47</td>
<td>Wang et al., 2012</td>
<td>21353299</td>
<td>(X)</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td></td>
<td>IMA</td>
<td>Wilcoxon rank-sum test, t-test, limma</td>
</tr>
<tr>
<td>48</td>
<td>Wang et al., 2015</td>
<td>26176536</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>H</td>
<td>X</td>
<td></td>
<td>swDMR</td>
<td>Hypothesis tests and thresholding on sliding windows (t-test, Wilcoxon, Fisher, ANOVA, Kruskal-Wallis, Chi-Square) and window merging</td>
</tr>
<tr>
<td>49</td>
<td>Warden et al., 2013</td>
<td>23598999</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>COHCAP</td>
<td>ANOVA, t-test, Fisher’s Exact Test</td>
</tr>
<tr>
<td>50</td>
<td>Wessely et al., 2012</td>
<td>22936949</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>NIMBL</td>
<td>Differential methylation scores based single-linkage differences and median difference; can be combined with statistical tests</td>
</tr>
<tr>
<td>51</td>
<td>Wu et al., 2013</td>
<td>24600231</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>H</td>
<td>(X)</td>
<td></td>
<td>PostDMMA</td>
<td>ANOVA</td>
</tr>
<tr>
<td>52</td>
<td>Wu et al., 2015</td>
<td>26184873</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>H</td>
<td>X</td>
<td></td>
<td>DSS</td>
<td>detecting differential methylation between single samples; extend the DSS software to estimate within-group variance by spatially close CpGs; Smoothing, empirical Bayes</td>
</tr>
<tr>
<td>53</td>
<td>Xu et al., 2013</td>
<td>23554163</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td></td>
<td>-</td>
<td>Test statistic taking group variances into account; binomial methylation model</td>
</tr>
<tr>
<td>#</td>
<td>Author, year</td>
<td>PubMed ID</td>
<td>Supports 450K</td>
<td>Supports BS-seq</td>
<td>DM sites</td>
<td>DM regions</td>
<td>Region detection</td>
<td>Covariate adjustment</td>
<td>Software</td>
<td>Methods</td>
</tr>
<tr>
<td>----</td>
<td>---------------</td>
<td>-----------</td>
<td>---------------</td>
<td>----------------</td>
<td>-----------</td>
<td>------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>54</td>
<td>Yu et al., 2016</td>
<td>26887041</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>H/MM-DM</td>
<td>HMM-DM</td>
<td>EDRM detection by HMM; software available as script</td>
</tr>
<tr>
<td>55</td>
<td>Zhang et al., 2013</td>
<td>24283878</td>
<td>✓ (✓)</td>
<td>✓ X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>Kullback-Leibler Divergence/Entropy; only applicable to matched samples</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Zhang et al., 2015</td>
<td>25865601</td>
<td>✓ (✓)</td>
<td>✓ ✓</td>
<td>H</td>
<td>X</td>
<td>✓</td>
<td>Distance discriminant analysis (DDA), integration with expression data, DMR detection by windowing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Zou et al., 2014</td>
<td>24464286</td>
<td>✓ (✓)</td>
<td>✓ (X)</td>
<td>✓ H</td>
<td>✓</td>
<td>✓</td>
<td>FaST-LMM-EWASimu</td>
<td>Integration of Linear Mixed Models and PCA to estimate cell composition</td>
<td></td>
</tr>
</tbody>
</table>

✓: supported, X: not supported, (✓): not explicitly supported, but potentially extensible, (X): not supported by design, requires major modifications to be supported, H: region detection by simple heuristics, P: based on predefined genomic regions
C

List of Publications

Joint-first Author Publications


Contributing Author Publications


References


References


References


