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1 Introduction

The approximative application $Af$ of an operator $A$ coming from integral formulations on a function $f$ has been investigated in many publications. Typically, the kernel function of the integral operator $A$ is approximated by a degenerate kernel, i.e. a finite sum of separable functions (functional skeletons). In the case of multipole methods [17], [9], [10], [13], [14] these functions have to be known explicitly for each kernel. In contrast, algebraic methods approximate blocks of the discrete operator by low-rank matrices. Both approaches are designed to save operations and memory and both have basically the same idea behind them which can easily be explained in the case of low-rank approximants. Assume we have a matrix $T \in \mathbb{C}^{n \times n}$ of a small rank $r$. Because of the representation of low-rank matrices

$$T = \sum_{i=1}^{r} u_i v_i^*, \quad u_i \in \mathbb{C}^m, \ v_i \in \mathbb{C}^n$$

only $r(n+m)$ units of memory are needed to store them and a matrix-vector multiplication $Tx$ (which is the basis for iterative solution techniques) takes $O(r(n+m))$ operations:

$$s_i = v_i^* x, \quad i = 1, \ldots, r$$

$$Tx = \sum_{i=1}^{r} s_i u_i.$$

Blocks of matrices arising in integral equations are usually dense and unstructured. Though possibly having full rank they may be well approximated by low-rank matrices. Thus for the approximation not the usual but the $\varepsilon$-rank is important.

**Definition 1 ($\varepsilon$-rank).** The $\varepsilon$-rank of a matrix $A \in \mathbb{C}^{m \times n}$ with respect to the matrix norm $\| \cdot \|$ is defined as

$$\text{rank}_\varepsilon A = \min \{ \text{rank} T : \| A - T \| < \varepsilon \}.$$ 

The problem of finding the best approximant of a prescribed rank was solved by L. Mirsky [15] (see also [3]).

**Theorem 1.** Let $A \in \mathbb{C}^{m \times n}$, $m \geq n$ and $\| \cdot \|$ be a unitarily invariant matrix norm. The best approximation of at most rank $k$ to $A$ is

$$\| A - A_k \| = \min \{ \| A - T \| : \text{rank} T \leq k \},$$
where $A_k = \sum_{i=1}^{k} \sigma_i u_i v_i^*$ and $(\sigma_i, u_i, v_i)$, $i = 1, \ldots, k$ are the $k$ largest singular triplets. Especially

$$\min\{\|A - T\|_F^2 : \text{rank } T \leq k\} = \sum_{i=k+1}^{n} \sigma_i^2,$$

$$\min\{\|A - T\|_2 : \text{rank } T \leq k\} = \sigma_{k+1}$$

where $\|\cdot\|_F$, $\|\cdot\|_2$ denote the Frobenius and the spectral norm respectively.

Thus the optimal approximant to a prescribed accuracy is easy to find if the singular value decomposition (SVD) is accessible. But the SVD is computationally very expensive. Furthermore every entry of the original matrix $A$ has to be calculated first. This is also the case if we apply the less expensive partial SVD, cf. [7]. Consequently, approximations based on the SVD cannot lead to fast algorithms. Our aim, however, is to find an approximant using less computational effort and especially only few entries from the original matrix.

Let $X = \{x_1, \ldots, x_m\}$ and $Y = \{y_1, \ldots, y_n\}$ be two sets of pairwise distinct points in $\mathbb{R}^d$ and $D_X$, $D_Y$ the convex hulls of $X$ and $Y$ respectively. If we use a quadrature formula to approximate the integrals, the approximant’s properties with respect to availability of low-rank approximants come from the kernel. Thus we concentrate on the investigation of matrices

$$A \in \mathbb{R}^{m \times n}, \quad a_{ij} = f(x_i, y_j), \quad 1 \leq i \leq m, 1 \leq j \leq n$$

generated by functions $f : D_X \times D_Y \to \mathbb{R}$ of the type

$$f(x, y) = \sum_{k=0}^{N_p} g_k(x) h_k(y) + R_p(x, y) \quad (1)$$

where $|R_p(x, y)| \leq \varepsilon_p$ and $\varepsilon_p \to 0$ for $p \to \infty$.

It is evident that these matrices can be approximated by a matrix of rank $N_p$ to an accuracy of order $\varepsilon_p$. In terms of $\varepsilon$-ranks this reads

$$\text{rank}_{\varepsilon_p} A = O(N_p).$$

Multipole methods use these decompositions directly. For this, however, the functions $g_k$ and $h_k$ have to be known for each function $f$. The method described in this article will only use the information about the existence of these decompositions. However, we confine ourselves to matrices generated by asymptotically smooth functions, cf. [1].
**Definition 2.** A function \( f : D_X \times D_Y \to \mathbb{R} \) is called asymptotically smooth if there are constants \( c_1, c_2 > 0 \) and \( g \leq 0 \) so that for any multi-index \( \alpha \in \mathbb{N}_0^d \)

\[
|\partial^\alpha_y f(x, y)| \leq c_1 \ p! \ c_2 \ |x - y|^{p-g}, \quad p = |\alpha|.
\]

This class of functions is a subset of type (1) functions if we impose the condition

\[
diam \ D_Y \leq \eta \ \text{dist}(D_X, D_Y), \quad 0 < \eta < (c_2 d)^{-1}
\]

since by using the Taylor expansion at the point \( y_0 \in D_Y \) we have

\[
f(x, y) = \sum_{l=0}^{p-1} \frac{1}{l!} ((y - y_0) \partial_y)^l f(x, y_0) + \frac{1}{p!} ((y - y_0) \partial_y)^p f(x, \tilde{y})
\]

for some point \( \tilde{y} \in D_Y \).

Setting

\[
R_p(x, y) = \frac{1}{p!} ((y - y_0) \partial_y)^p f(x, \tilde{y})
\]

we observe that for \( x \in D_X, y \in D_Y \)

\[
|R_p(x, y)| \leq \frac{1}{p!} d^p \left( \frac{|y - y_0|}{|x - \tilde{y}|} \right)^p c_1 \ p! \ c_2 \ |x - \tilde{y}|^g
\]

\[
\leq c_1 \ \text{dist}^g(D_X, D_Y) \ (c_2 d \eta)^p =: \varepsilon_p.
\]

With respect to \( y \) the sum \( \sum_{l=0}^{p-1} \frac{1}{l!} ((y - y_0) \partial_y)^l f(x, y_0) \) is in \( \Pi_{p-1}^d \) the space of polynomials of the degree at most \( p - 1 \). The number of linearly independent monomials \( y^\alpha \), \( |\alpha| = l \), is \( r_l^d = \binom{l+d-1}{d-1} \). Thus the \( \varepsilon_p \)-rank of the matrix \( A \) is bounded by the dimension \( n_p \) of \( \Pi_{p-1}^d \).

\[
\text{rank}_{\varepsilon_p} A \leq n_p = \sum_{l=0}^{p-1} r_l^d \leq c_d p^d.
\]

**Remark:** The geometrical parameter \( \eta \) arising in equation (2) will be used to control the approximation error. The sets \( X \) and \( Y \) will be generated from the original set of points by recursive subdivision so that condition (2) holds. This will be explained in subsection 3.1.

Instead of approximating a function in two variables by a sum of functional skeletons using some functions \( g_k \) and \( h_k \) explicitly given for each function
as multipole methods do, we suggest using the values of the function itself to generate an approximation of type (1). For convenience let

\[
f(x, [y]_k) = \begin{bmatrix} f(x, y_{j_1}) \\ \vdots \\ f(x, y_{j_k}) \end{bmatrix} \in \mathbb{R}^k, \quad f([x]_k, y) = \begin{bmatrix} f(x_{i_1}, y) \\ \vdots \\ f(x_{i_k}, y) \end{bmatrix} \in \mathbb{R}^k.
\]

Then we are looking for decompositions

\[
f(x, y) = f(x, [y]_k)^T G f([x]_k, y) + R_k(x, y)
\]

with \(G \in \mathbb{R}^{k \times k}\) and some \(x_{i_l} \in X\) and \(y_{j_l} \in Y, l = 1, \ldots, k\).

In terms of matrices this means that we try to find a pseudo-skeleton component (cf. [8]), i.e. a matrix \(CGR\) where \(C \in \mathbb{R}^{m \times k}\) are \(k\) columns and \(R \in \mathbb{R}^{k \times n}\) \(k\) rows of the matrix \(A\). The matrix \(G \in \mathbb{R}^{k \times k}\) delivers some appropriate coefficients that are calculated from the submatrix of \(A\) in the intersection of the chosen rows \(R\) and columns \(C\).

In [8] we can find a result on the existence of these pseudo-skeleton approximants.

**Theorem 2.** Assume that for some \(\varepsilon > 0\) the matrix \(A \in \mathbb{R}^{m \times n}\) fulfils \(\text{rank}_\varepsilon A \leq r\) with respect to the spectral norm, then we can find a pseudo-skeleton component \(CGR, G \in \mathbb{R}^{r \times r}\) such that

\[
\|A - CGR\|_2 \leq \varepsilon(1 + 2\sqrt{r}(\sqrt{n} + \sqrt{m})).
\]

The proof uses a condition on the singular vectors of the low-rank approximant of \(A\) which is difficult to fulfil in practice. Furthermore, the approximation rank has to be known in advance to specify the number of columns and rows needed. In multipole methods the same problem occurs, whereby it is the number of functional skeletons which has to be known in advance. One way to solve this is to determine the number of functional skeletons needed from an upper bound of the remainder, but this certainly produces a number that is too high.

In the following we will present an iterative method to generate a decomposition of type (3). From this we will develop an iterative and incomplete algorithm for the low-rank approximation of matrices generated by asymptotically smooth functions without knowing the approximative rank in advance.

Let us first concentrate on the analytic problem of approximating a general asymptotically smooth function in two variables by a sum over functional skeletons.
2 Analytic problem

We construct the sequences \( \{ s_k \}, \{ r_k \} \) by the following rule

\[
    r_0(x, y) = f(x, y), \quad s_0(x, y) = 0
\]

and for \( k = 0, 1, \ldots \)

\[
    r_{k+1}(x, y) = r_k(x, y) - \gamma_{k+1} r_k(x, y_{j_{k+1}}) r_k(x_{i_{k+1}}, y) \\
    s_{k+1}(x, y) = s_k(x, y) + \gamma_{k+1} r_k(x, y_{j_{k+1}}) r_k(x_{i_{k+1}}, y)
\]

where \( \gamma_{k+1} = (r_k(x_{i_{k+1}}, y_{j_{k+1}}))^{-1} \) and \( x_{i_{k+1}} \) and \( y_{j_{k+1}} \) are chosen in every step so that \( r_k(x_{i_{k+1}}, y_{j_{k+1}}) \neq 0 \).

We realize that the functions \( r_k \) accumulate zeros. Thus \( s_k \) gradually interpolates \( f \).

**Lemma 1.** For \( 1 \leq l \leq k \) and all \( x \in D_X \) we have \( r_k(x, y_{ji}) = 0 \).

*Proof.* The lemma holds for \( l = k \) since

\[
    r_k(x, y_{j_k}) = r_{k-1}(x, y_{j_k}) - \gamma_k r_{k-1}(x, y_{j_k}) r_{k-1}(x_{i_k}, y_{j_k}) = 0.
\]

We will prove the rest by induction from \( k - 1 \) to \( k \). We saw above that the lemma is true for \( k = 1 \). Assume it holds for \( k - 1 \) then we have

\[
    r_k(x, y_{ji}) = r_{k-1}(x, y_{ji}) - \gamma_k r_{k-1}(x, y_{ji}) r_{k-1}(x_{i_k}, y_{j_k}).
\]

For all \( x \in D_X \) and all \( 1 \leq l < k \) it holds that \( r_{k-1}(x, y_{ji}) = 0 \) and the claim follows from this. \( \square \)

The same statement holds if we interchange the roles of \( x \) and \( y \).

We define the matrix \( M_k^{(l)}(x) \) by

\[
    M_k^{(l)}(x) = \begin{bmatrix}
        f(x_{i_1}, y_{j_1}) & \cdots & f(x_{i_1}, y_{j_k}) \\
        \vdots & & \vdots \\
        f(x, y_{j_1}) & \cdots & f(x, y_{j_k}) \\
        \vdots & & \vdots \\
        f(x_{i_k}, y_{j_1}) & \cdots & f(x_{i_k}, y_{j_k})
    \end{bmatrix},
\]

where in the \( l \)th row we have the vector \( f(x, [y]_k) \). Furthermore we set

\[
    M_k = M_k^{(l)}(x_{i_k}).
\]

For the determinant of \( M_k^{(l)} \) the following lemma can be shown.
Lemma 2. For \( 1 \leq l < k \)

\[
\det M_i^{(l)}(x) = r_{k-1}(x_i, y_{j_k}) \det M_i^{(l)}(x) - r_{k-1}(x, y_{j_k}) \det M_i^{(l)}(x_{ik})
\]

holds and

\[
\begin{align*}
\det M_1^{(1)}(x) &= r_0(x, y_{j_1}), \\
\det M_i^{(k)}(x) &= r_{k-1}(x, y_{j_k}) \det M_{k-1}, \quad k > 1.
\end{align*}
\]

Especially \( \det M_k = r_0(x_{i_1}, y_{j_1}) \cdots r_{k-1}(x_{i_k}, y_{j_k}). \)

Proof. It is easy to see that there are coefficients \( \alpha_i^{(k-1)}, i = 1, \ldots, k - 1, \) so that for all \( x \in D_X \)

\[
r_{k-1}(x, y_{j_k}) = f(x, y_{j_k}) - \sum_{i=1}^{k-1} \alpha_i^{(k-1)} f(x, y_{j_i}).
\]

Thus it is possible to replace each entry \( f(\cdot, y_{j_k}) \) in the last column of \( M_i^{(l)}(x) \) by \( r_{k-1}(\cdot, y_{j_k}) \) and obtain \( \tilde{M}_i^{(l)}(x) \) without changing the determinant.

Since from the last lemma \( r_{k-1}(x_i, y_{j_k}) = 0, 1 \leq j \leq k-1, \) only the \( l \)th and the \( k \)th entry of \( \tilde{M}_i^{(l)}(x) \) do not vanish. Using Laplace’s theorem ends the proof.

The last lemma guarantees that \( M_k \) is nonsingular and we are now able to show that the decomposition of \( f \) into \( s_k \) and \( r_k \) is of type (3).

Lemma 3. For the generated sequences \( s_k \) and \( r_k, k \geq 0 \)

\[
s_k(x, y) + r_k(x, y) = f(x, y)
\]

holds, where for \( k \geq 1 \)

\[
s_k(x, y) = f(x, [y]_k)^T M_k^{-1} f([x]_k, y).
\]

Proof. In the case \( k = 1 \) the lemma is obviously true. We proceed by induction from \( k - 1 \) to \( k \). From the definition of \( r_k \) and \( s_k \) we see that

\[
s_k(x, y) + r_k(x, y) = s_{k-1}(x, y) + r_{k-1}(x, y)
\]

which by the assumption is equal to \( f(x, y) \).

It is easy to see that with \( s_{k-1} \) also \( s_k \) has the form

\[
s_k(x, y) = f(x, [y]_k)^T G_k f([x]_k, y)
\]

with some \( G_k \in \mathbb{R}^{k \times k} \). Applying lemma 1 gives

\[
f(x_i, y_{j_k}) = f(x_i, [y]_k)^T G_k f([x]_k, y_{j_k}) \iff M_k = M_k G_k M_k.
\]

From this it finally follows that \( G_k = M_k^{-1}. \) \( \square \)
In the following we will relate the remainder $r_{n_p}$ of the approximation to the remainder of polynomial interpolation. It can already be seen from the existence result using the Taylor expansion that in multidimensional space more than one additional functional skeleton in the approximation is necessary to increase the order of approximation by one. This is why in our theoretical result, which is based on polynomial interpolation, we only expect an increase of the order of accuracy from the $n_p$th to the $n_{p+1}$th step. There may, however, be functions $f$ for which the step size from one order of accuracy to the next is smaller.

In multidimensional space polynomial interpolation is generally not unique. The existence of interpolation polynomials is always guaranteed but the uniqueness depends on the configuration of the points. They must not lie on a hypersurface of degree $p$, or equivalently there is no polynomial in $\Pi^d_p$ that vanishes on all of the points. However, the set of points for which Lagrange interpolation is not unique has measure zero. From the condition $r_k(x_{i_{k-1}}, y_{j_{k-1}}) \neq 0$ on the choice of the points we guarantee the uniqueness, which is important for the remainder of polynomial interpolation.

**Lemma 4.** Assume that $\det M_{n_p} \neq 0$ then the Lagrange interpolation in the points $y_1, \ldots, y_{n_p}$ is unique.

**Proof.** Assume we have a polynomial $P \in \Pi^d_{p-1}$ fulfilling

$$P(y_{jl}) = 0, \quad l = 1, \ldots, n_p.$$ 

We have to show that $P$ vanishes identically. Define polynomials $p_k \in \Pi^d_{p-1}$ by

$$p_k(y_{jl}) = f(x_{ik}, y_{jl}), \quad k, l = 1, \ldots, n_p.$$ 

Take an identically vanishing linear combination

$$\sum_{k=1}^{n_p} \alpha_k p_k(y) = 0 \quad \text{for all } y \in D_Y.$$ 

Especially

$$0 = \sum_{k=1}^{n_p} \alpha_k p_k(y_{jl}) = \sum_{k=1}^{n_p} \alpha_k f(x_{ik}, y_{jl}) \quad \text{for } 1 \leq l \leq n_p.$$ 

But since $M_{n_p}$ is nonsingular we have $\alpha_k = 0$ for $1 \leq k \leq n_p$. \{p_k\} is a linearly independent system and thus a basis of $\Pi^d_{p-1}$. 
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Consequently we can find $\lambda_k \in \mathbb{R}$ so that $P = \sum_{k=1}^{n_p} \lambda_k p_k$. But from

$$0 = P(y_{ij}) = \sum_{k=1}^{n_p} \lambda_k p_k(y_{ij})$$

we obtain again $\lambda_k = 0$, $1 \leq k \leq n_p$. Thus $P$ vanishes identically.

For a fixed $x \in D_X$ denote by $f_x$ the function $f_x(y) = f(x, y)$ and by $L_{p-1}(f_x)$ the interpolation polynomial to $f_x$ of degree $p - 1$. We are now in a position to relate the remainder term $r_{n_p}$ of the approximation to the remainder of the Lagrange interpolation $E_p(f_x)(y) = f_x(y) - L_{p-1}(f_x)(y)$.

**Lemma 5.** For the functions $r_{n_p}$ it holds that

$$r_{n_p}(x, y) = E_p(f_x)(y) - \sum_{l=1}^{n_p} \frac{\det M_{n_p}^{(l)}(x)}{\det M_{n_p}} E_p(f_{x_l})(y).$$

**Proof.** Let $L_k$ be the $k$th Lagrange polynomial in $\Pi_{p-1}^d$, i.e. $L_k(y_{ij}) = \delta_{kl}$, and

$$L(y) = \begin{bmatrix} L_1(y) \\
\vdots \\
L_{n_p}(y) \end{bmatrix}$$

the vector of the Lagrange polynomials to the points $y_1, \ldots, y_{n_p}$.

Using lemma 3 gives

$$r_{n_p}(x, y) = f(x, y) - f(x, [y]_{n_p})^T M_{n_p}^{-1} f([x]_{n_p}, y)$$

$$= f(x, y) - f(x, [y]_{n_p})^T L(y) - f(x, [y]_{n_p})^T M_{n_p}^{-1} \left( f([x]_{n_p}, y) - M_{n_p} L(y) \right)$$

$$= E_p(f_x)(y) - \sum_{l=1}^{n_p} \left( f(x, [y]_{n_p})^T M_{n_p}^{-1} \right)_l E_p(f_{x_l})(y).$$

Since $M_{n_p}^{-T} f(x_i, [y]_{n_p}) = e_j$ the $j$th canonical vector, it is easy to check that

$$\frac{\det M_{n_p}^{(l)}(x)}{\det M_{n_p}} = \det M_{n_p}^{(l)}(x) M_{n_p}^{-1} = \left( f(x, [y]_{n_p})^T M_{n_p}^{-1} \right)_l.$$

We are able to control the approximation error by making assumptions on the choice of the points $x_{i_1}, \ldots, x_{i_{n_p}}$. Assume that our choice of points
$x_{i_1}, \ldots, x_{i_n}$ leads to a submatrix $M_{np}$ whose determinant cannot be increased by interchanging one row by any vector $f(x, [y]_{np})$, $x \in D_X$, i.e.

$$|\det M_{np}| \geq |\det M_{np}^{(l)}(x)|, \quad 1 \leq l \leq n_p, \ x \in D_X. \quad (4)$$

In interpolation theory these maximum volume matrices play an important role (cf. [4], [8]). From the previous lemma we obtain

$$|r_{np}(x, y)| \leq (1 + n_p) \sup_{x \in D_X} |E_p(f_x)(y)|. \quad (5)$$

Instead of choosing the points $x_{i_1}, \ldots, x_{i_n}$ from the complicated condition (4) we may choose $x_{i_k}$ in each step so that $r_{k-1}(x_{i_k}, y_{i_k})$ is the maximum element in modulus. From lemma 2 we see that this is the best possible choice with respect to maximum determinants if we keep all other previously chosen elements fixed.

**Lemma 6.** Assume in each step we choose $x_{i_k}$ so that

$$|r_{k-1}(x_{i_k}, y_{i_k})| \geq |r_{k-1}(x, y_{i_k})| \quad \text{for all } x \in D_X.$$ 

Then for $1 \leq l \leq k$ it holds that

$$\sup_{x \in D_X} \left| \frac{\det M_{k}^{(l)}(x)}{\det M_k} \right| < 2^{k-l}.$$ 

**Proof.** Using lemma 2 gives for $1 \leq l < k$

$$\frac{\det M_{k}^{(l)}(x)}{\det M_k} = \frac{\det M_{k-1}^{(l)}(x)}{\det M_{k-1}} - \frac{r_{k-1}(x, y_{i_k})}{r_{k-1}(x_{i_k}, y_{i_k})} \cdot \frac{\det M_{k-1}^{(l)}(x_{i_k})}{\det M_{k-1}}.$$ 

and

$$\frac{\det M_{k}^{(k)}(x)}{\det M_k} = \frac{r_{k-1}(x, y_{i_k})}{r_{k-1}(x_{i_k}, y_{i_k})}.$$ 

Thus we obtain for $1 \leq l < k$

$$\sup_{x \in D_X} \left| \frac{\det M_{k}^{(l)}(x)}{\det M_k} \right| \leq 2 \sup_{x \in D_X} \left| \frac{\det M_{k-1}^{(l)}(x)}{\det M_{k-1}} \right|$$

from what the claim follows.

Consequently instead of (5) we find

$$|r_{np}(x, y)| \leq (1 + 2^{n_p}) \sup_{x \in D_X} |E_p(f_x)(y)|. \quad (6)$$

The following theorem is due to Sauer and Xu. It gives an upper bound for the error of multivariate polynomial interpolation. We will use the same notations as in [18].
\textbf{Theorem 3.} Assume that the Lagrange interpolation in the points \( x^0, \ldots, x^n \) is unique. For \( f \in C^{n+1}(\mathbb{R}^d) \) it holds that

\[
|E_{n+1}(f)(x)| \leq \sum_{\mu \in \Lambda_n} \frac{1}{(n + 1)!} |P^{[n]}_{\mu}(x)\pi_{\mu}(x^\mu)| \|D_{x-x_{\mu}^{(n)}}D^n_{x^\mu}f\|_{\infty}, \quad x \in \mathbb{R}^d
\]

where it suffices to take the supremum over the convex hull of \( \{x^0, \ldots, x^n, x\} \).

Using this expression for the error of Lagrange interpolation we are now able to state our main result. It relies on the fact that the expression \( P^{[n]}_{\mu}(x)\pi_{\mu}(x^\mu) \) from the previous theorem does not depend on \( f \) and will be formulated for the choice of the points \( x_{ik} \) according to the maximum element strategy, which is much easier to use than the maximum volume strategy.

\textbf{Theorem 4.} Let \( x_{ik} \) be chosen so that

\[
|r_{k-1}(x_{ik}, y_{jk})| \geq |r_{k-1}(x, y_{jk})| \quad \text{for all } x \in D_X.
\]

Then for an asymptotically smooth function \( f \) the sequences \( r_k \) and \( s_k \) generated at the beginning of section 2 fulfil

\[
f(x, y) = s_{n_p}(x, y) + r_{n_p}(x, y),
\]

where for \( x \in D_X \) and \( y \in D_Y \)

\[
s_{n_p}(x, y) = f(x, [y]_{n_p})M^{-1}_{n_p}f([x]_{n_p}, y)
\]

and

\[
|r_{n_p}(x, y)| \leq c_p \text{dist}^g(D_X, D_Y) \eta^p,
\]

where \( c_p \) does not depend on \( \eta \) but only on the points \( y_1, \ldots, y_{n_p} \).

\textbf{Proof.} We apply the Sauer-Xu formula to \( f_x(y) \). For \( x \in D_X, y \in D_Y \) holds

\[
|D_{y-y_{\jmath}^{(p-1)}}D_{y}^{p-1}f_x(y)| \leq \text{diam}^p(D_Y)d^pc_1p!c_2^p \text{dist}^g(D_X, D_Y)
\]

\[
\leq c_1p!(c_2d\eta)^p \text{dist}^g(D_X, D_Y).
\]

Thus

\[
|E_p(f_x)(y)| \leq c_1(c_2d\eta)^p \text{dist}^g(D_X, D_Y) \sum_{\mu \in \Lambda_{p-1}} |P^{[p-1]}_{\mu}(y)\pi_{\mu}(y^\mu)|.
\]

According to lemma 5 we have

\[
|r_{n_p}(x, y)| \leq (1 + 2^n) \sup_{x \in D_X} |E_p(f_x)(y)|,
\]
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which finally leads to

\[ |r_{ny}(x, y)| \leq c_p \text{dist}^p(D_X, D_Y) \eta^p, \]

where we set

\[ c_p = c_1 (c_2 d)^p (1 + 2^{n_y}) \sup_{y \in D_Y} \sum_{\mu \in \Lambda_{p-1}} |P_{\mu-1}^{p-1}(y) \pi_\mu(y')|. \]

\[ \blacksquare \]

3 Numerical aspects

In the previous section we showed how to approximate a general asymptotically smooth function in two variables by a sum over functional skeletons, i.e. products of functions of one variable.

The aim of this section is to develop an efficient but simple algorithm for the approximation of matrices generated by asymptotically smooth functions based on the previous interpolation arguments.

Matrices containing blocks of this type usually appear in the solution phase of integral formulations of boundary value problems. Since they are large we have to think about reducing the storage and the number of operations needed when multiplying them with a vector. Though there are cases where a block partitioning of these matrices shows some structure (cf. [16]) which can be exploited with respect to the previous issues, in general they are unstructured and we have to approximate them by easily handled matrices. In our case these are the blockwise low-rank matrices.

Let us reformulate the construction of the functions \(r_k\) and \(s_k\) in matrix form.

**Algorithm 1.** Set

\[
(R_0)_{ij} = f(x_i, y_j), \quad i = 1, \ldots, m, \quad j = 1, \ldots, n \\
S_0 = 0
\]

and for \(k = 0, 1, \ldots\)

\[
\gamma_{k+1} = \left( e_{e_{k+1}}^T R_k e_{e_{k+1}} \right)^{-1} \\
R_{k+1} = R_k - \gamma_{k+1} R_k e_{e_{k+1}} e_{e_{k+1}}^T R_k \\
S_{k+1} = S_k + \gamma_{k+1} R_k e_{e_{k+1}} e_{e_{k+1}}^T R_k
\]
Since we are now looking for the approximation of $f$ in only the points $(x_i, y_i)$ it suffices to determine $i_k$ from the maximum element in modulus in the column $j_k$, which has to be chosen so that it contains non-zero elements.

Without loss of generality we may assume for the moment that $i_l = j_l = l$, $l = 1, \ldots, k + 1$, otherwise interchange the rows and columns of the original matrix $R_0$.

Then

$$R_{k+1} = (I - \gamma_{k+1} R_k e_{k+1} e_{k+1}^T) R_k = L_{k+1} R_k,$$

where $L_k \in \mathbb{R}^{n \times n}$ is the matrix

$$L_k = \begin{bmatrix}
1 & & & \\
& \ddots & & \\
& & 1 & \\
-\frac{c_{k+1}^T R_k e_{k+1}}{c_k^T R_k e_{k+1}} & & & 1 \\
& & & \ddots \\
-\frac{c_{k}^T R_k e_{k}}{c_k^T R_k e_{k}} & & & & & & 1
\end{bmatrix}.$$  

$L_k$ differs from a Gaussian matrix only in the position $(k, k)$.

In some sense the algorithm produces a column-pivoted $LU$ decomposition for the approximation of a matrix. As we know, it is possible that the elements grow in the $LU$ decomposition algorithm, cf. [6]. Thus the term $2^{n^p}$ in (6) is not a result of overestimation.

Since for $d > 1$ at least the term $2^{n^p}$ in (8) grows faster than $\eta^p$ in (7) decreases, the only way to control the error is by using the geometrical parameter $\eta$ and keeping the number of approximation steps $n_p$ bounded.

However, we must bear in mind that any growth of elements in the $LU$ decomposition is difficult to observe. In our case this means that the term $2^{n^p}$ from (8) is not visible in real calculations.

Let us reformulate the algorithm so that it becomes efficient, i.e. uses only a small part of the original matrix. For this purpose define

$$\tilde{u}_k = R_{k-1} e_{j_k}, \quad v_k = R_{k-1}^T e_{i_k}.$$  

Now the algorithm reads
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Algorithm 2. For \( k = 1, 2, \ldots \)

\[
(\tilde{u}_k)_i = f(x_i, y_{jh}) - \sum_{l=1}^{k-1} (v_l)_j (u_l)_i, \quad i = 1, \ldots, m
\]

\[
u_k = (\tilde{u}_k)^{-1}_{ik} \tilde{u}_k
\]

\[
(v_k)_j = f(x_{ik}, y_j) - \sum_{l=1}^{k-1} (u_l)_i (v_l)_j, \quad j = 1, \ldots, n.
\]

For the approximant \( S_k \) it holds that

\[
S_k = \sum_{l=1}^{k} u_l v_l^T.
\]

Thus for the whole approximation we need only the evaluation of \( f(x_i, y_{jh}) \), \( i = 1, \ldots, m \), and \( f(x_{ik}, y_j) \), \( j = 1, \ldots, n \). The rest is algebraic transformations, which are easy to implement, whereby it should be remembered that the entries of \( u_k \) at the positions \( i_l \) and the entries of \( v_k \) at the positions \( j_l \), \( l < k \), are zero.

To obtain \( S_k \) we need \((m + n)k\) units of storage and

\[
\begin{align*}
(m + n)k & \quad \text{evaluations of } f, \\
(m + n)(k - 1)k & \quad \text{additions and multiplications}, \\
mk & \quad \text{divisions}.
\end{align*}
\]

Thus we need \( O((m + n)k^2) \) operations to generate the approximant \( S_k \).

Although we will use a bounded number of iteration steps it is useful to stop the algorithm if a prescribed accuracy is reached. Since we do not want to calculate the whole original matrix we cannot compute the error exactly. Thus a good approximation for the error is the only way to control the algorithm.

Since

\[
R_{n+1} = R_n - \sum_{l=n+1}^{n+1} u_l v_l^T
\]

and \(\|R_{n+1}\|_F\) is of one order smaller than \(\|R_n\|_F\) the value

\[
\| \sum_{l=n+1}^{n+1} u_l v_l^T \|_F
\]
may be used as a good approximation to $\|R_p\|_F$.

When computing $\|\sum_{l=n_p+1}^{n_{p+1}} u_l v_l^T\|_F$ it should be noted that

$$
\| \sum_{l=n_p+1}^{n_{p+1}} u_l v_l^T \|_F^2 = \sum_{l,k=n_p+1}^{n_{p+1}} \left( \sum_{i=1}^{m} (u_l)_i (u_k)_i \right) \left( \sum_{j=1}^{n} (v_l)_j (v_k)_j \right).
$$

The evaluation of the last expression can be made in $(m+n)(p_d)^2$ operations.

The last lemma in this section shows whether the algorithm is capable of finding the rank of a matrix. Assume that $\text{rank } A = r$. Then $r$ steps of our algorithm are sufficient to take over the whole matrix. Thus this algorithm is always finite.

**Lemma 7.** Let $A \in \mathbb{C}^{m \times n}$ be of rank $r$. Then $S_r = A$.

**Proof.** If $r = 1$ then it is obvious that $R_1 = 0$ and thus $S_1 = A$. Let us look at the general case $r \in \mathbb{N}$ and apply one step of our algorithm to $A$. Without loss of generality let $a_{11} \neq 0$. We realize that

$$
A \begin{bmatrix}
1 \\
\frac{-a_{12}}{a_{11}} \\
\vdots \\
\frac{-a_{1n}}{a_{11}}
\end{bmatrix}
= \begin{bmatrix}
a_{11} & \cdots & \cdots & a_{1n} \\
0 & \ddots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \hat{A}
\end{bmatrix}
$$

Thus $\text{rank } \hat{A} = \text{rank } A - 1$. On the other hand we see that

$$
\hat{A} = A - \frac{1}{a_{11}} A e_1 e_1^T A = \begin{bmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \hat{A} \\
0 & \cdots & \hat{A}
\end{bmatrix}
$$

This means that $\text{rank } \hat{A} = \text{rank } A - 1$. \qed

From the previous proof we see that our algorithm successively reduces the rank.

### 3.1 Matrix partitioning

Our aim in this subsection is to show how the previous arguments can be applied if the domains where the points come from are not well separated, i.e. do not fulfill condition (2).

Assume we approximate the surface $\Gamma$ on which the boundary data is given
by $\Gamma_h$ using the set of triangles (panels) $P$. Our aim is to partition the matrix $A \in R^{N \times N}$, $N = \#P$ into submatrices so that for two sets of panels (so-called clusters) $\tau_1$, $\tau_2$ corresponding to a submatrix

$$\text{diam } \tau_2 \leq \eta \text{dist}(\tau_1, \tau_2) \quad \text{for some } 0 < \eta < 1$$

holds (cf. (2)) or one of them has just one element. In analogy to [13] we call a cluster pair admissible if it fulfils the previous geometrical condition. In this case and if $\tau_1, \tau_2 \notin P$ the corresponding block will be approximated as described previously. All other blocks, i.e. blocks with $\tau_1$ or $\tau_2 \in P$ will be computed exactly.

In [13] a set of clusters $T$ that possesses a tree structure is used to suitably subdivide the set $P$ with respect to a fixed point. We will use a set of cluster pairs having a tree structure for the partitioning of $P \times P$ the Cartesian product of the set of panels with itself. This set $T'$ is constructed from the set $T$ by applying the following recursion to $(\Gamma_h, \Gamma_h)$.

**Algorithm 3.** Take a cluster pair $(\tau_1, \tau_2)$, $\tau_1, \tau_2 \in T$. If $\tau_1$ and $\tau_2$ both have children $\tau_{11}$, $\tau_{12}$ and $\tau_{21}$, $\tau_{22}$ in $T$ respectively, then assign the pairs $(\tau_{11}, \tau_{21})$, $(\tau_{11}, \tau_{22})$, $(\tau_{21}, \tau_{22})$ and $(\tau_{12}, \tau_{22})$ as children to the cluster pair $(\tau_1, \tau_2)$ and add them to $T'$. Now repeat the previous steps with each child.

It is easy to see that in each level in the tree structure of $T'$ all pairs of clusters $(\tau_1, \tau_2)$ appear, based on $\tau_1$, $\tau_2$ from the corresponding level in the tree structure of $T$.

In the following we will show how many blocks are needed in order to decompose the matrix while each cluster pair corresponding to a block is admissible or one of the clusters is a panel. First we have to impose some conditions on the set of panels $P$. We assume that there are constants $c_a$ and $c_a$ so that

$$c_a \text{diam } \pi > h \quad \text{for all } \pi \in P,$$

where $h = \max_{\pi \in P} \text{diam } \pi$ and

$$\text{area } (B_r(z) \cap \Gamma_h) \leq c_a(2r)^{d-1} \quad \text{for all } r > 0 \text{ and } z \in \mathbb{R}^d,$$

where $B_r(z) = \{x \in \mathbb{R}^d, \|x - z\| < r\}$.

From this follows

$$h^{d-1} \geq c_b N^{-1}$$

with $c_b = \text{area } (\Gamma_h)/c_a$, because

$$\text{area } (\Gamma_h) = \sum_{\pi \in P} \text{area } \pi \leq N \max_{\pi \in P} \text{area } (\pi) \leq c_a N h^{d-1}.$$
Without loss of generality we look at $\mathbb{R}^d$ as being normed by $\|\cdot\|_\infty$.
In [13] it was proven that for all $0 < r \leq R$ and $a \in \mathbb{R}^d$ there exists a set $C \subseteq T$ of clusters with
\[ \Gamma_h \cap B_R(a) \subseteq \bigcup_{\tau \in C} \tau, \]
\[ \operatorname{diam} \tau \leq r \quad \text{for all } \tau \in C \setminus P \]
and
\[ \#C \leq c_p \left( \frac{R}{r} \right)^{d-1}. \]
Furthermore we realize that there are constants $\overline{c}$ and $\underline{c}$ such that for a cluster $\tau$ in $T$ of level $l$ it holds that
\[ \operatorname{diam}^{d-1} \tau \leq \underline{c} 2^{-l} \text{area } \Gamma_h \quad \text{and} \quad \text{area } \tau \geq \overline{c} 2^{-l} \text{area } \Gamma_h. \tag{12} \]
From these properties of the set of clusters $T$ we obtain the following analogue for the set $T'$.

**Lemma 8.** For all $0 < r \leq R$ and $a, b \in \mathbb{R}^d$ there exists a set $C' \subseteq T'$ of cluster pairs fulfilling
\[ (\Gamma_h \times \Gamma_h) \cap (B_R(a) \times B_R(b)) \subseteq \bigcup_{(\tau_1, \tau_2) \in C'} \tau_1 \times \tau_2, \]
\[ \max\{\operatorname{diam} \tau_1, \operatorname{diam} \tau_2\} \leq r \quad \text{for all } (\tau_1, \tau_2) \in C', \tau_1, \tau_2 \not\in P \]
and
\[ \#C' \leq c_p \left( \frac{R}{r} \right)^{2(d-1)}. \]

**Proof.** We already know that for all $0 < r \leq R$ and all $a, b \in \mathbb{R}^d$ there are two sets of clusters $C_1, C_2$ fulfilling
\[ \Gamma_h \cap B_R(a) \subseteq \bigcup_{\tau \in C_1} \tau, \quad \Gamma_h \cap B_R(b) \subseteq \bigcup_{\tau \in C_2} \tau, \tag{13a} \]
\[ \operatorname{diam} \tau \leq r \quad \text{for all } \tau \in (C_1 \cup C_2) \setminus P \tag{13b} \]
and
\[ \#\tilde{C} \leq c_p^2 \left( \frac{R}{r} \right)^{2(d-1)}, \quad \tilde{C} = C_1 \times C_2 \tag{13c} \]
where the clusters in $C_1$ and $C_2$ are chosen to have lowest possible level.
To obtain a set of cluster pairs $C' \subseteq T'$ we have to guarantee that the levels of the clusters in each pair are the same.
Now let $(\tau_1, \tau_2) \in \tilde{C}$ and $l_1 \leq l_2$ be the levels of $\tau_1$ and $\tau_2$ in $T$ respectively. If $l_1 < l_2$ then we first consider the case $\tau_1 \in P$.
Let $\tau_2^f$ be an ancestor of $\tau_2$ of level $l_1$ in $T$. Remove from $\tilde{C}$ all pairs $(\tau_1, \tau)$, where $\tau$ is any descendant of $\tau_2^f$ and add $(\tau_1, \tau_2^f)$ to it. Then (13) remains valid if we replace (13b) by
\[
\max \{\text{diam } \tau_1, \text{diam } \tau_2\} \leq r \quad \text{for all } (\tau_1, \tau_2) \in \tilde{C}, \; \tau_1, \tau_2 \not\in P.
\]
Now let $\tau_1 \not\in P$. Divide $\tau_1$ according to $T$ into clusters of level at most $l_2$. If this division cannot be continued for a $\tau$ then $\tau \in P$ and we go back to the previous case.
Since $2^{-l_1}$ area $\Gamma_h \leq \text{area } \tau_1 \leq c_d \text{diam}^{d-1} \tau_1 \leq c_d r^{d-1}$ we obtain
\[
l_1 \geq \log_2 \left( \frac{\text{area } \Gamma_h}{c_d r^{-(d-1)}} \right).
\]
And because the level of $\tau_2$ is minimal, i.e. for the father $\tau_2^f$ of $\tau_2$ in $T$ it holds that $\text{diam } \tau_2^f > r$, we have $r^{d-1} < \text{diam}^{d-1} \tau_2^f \leq C 2^{-l_2} \text{area } \Gamma_h$.
Thus
\[
l_2 \leq \log_2 \left( 2C \text{area } \Gamma_h r^{-(d-1)} \right)
\]
and hence
\[
l_2 - l_1 \leq \log_2 \left( 2C \text{area } \Gamma_h r^{-1} \right).
\]
We see that $\tau_1$ is subdivided into at most $2C \text{area } \Gamma_h$ clusters.
Generate the set $C'$ by assembling these new cluster pairs. This guarantees that $C' \subseteq T'$ and (13c) changes to
\[
\# C' \leq c'_p \left( \frac{R}{r} \right)^{2(d-1)},
\]
where $c'_p = 2C \text{area } \Gamma_h r^{-1}$.

It is obvious that the covering of $\Gamma_h \times \Gamma_h$ with the smallest number of cluster pairs can be computed by the following algorithm.

**Algorithm 4.** Set $D = \emptyset$ and call $\text{Divide}((\Gamma_h, \Gamma_h), D)$ where $\text{Divide}$ is the following recursive procedure.

**procedure** $\text{Divide}((\tau_1, \tau_2), D)$
\[
\text{if } (\tau_1, \tau_2) \text{ is admissible or } \tau_1 \in P \text{ or } \tau_2 \in P \text{ then } D := D \cup \{(\tau_1, \tau_2)\}
\]
\[
\text{else apply the procedure to each of the children of } (\tau_1, \tau_2) \text{ in } T'.
\]
Let $\mathcal{N}(a)$ denote the number of cluster pairs needed to produce a covering of

$$\bigcup \{\pi \in P : \pi \cap B_1 \neq \emptyset \} \times \bigcup \{\pi \in P : \pi \cap B_2 \neq \emptyset \},$$

where $B_1, B_2$ are any cubes of side length $a$, while this covering should only contain admissible cluster pairs or pairs with one of the two clusters being a panel. Furthermore, let $\mathcal{N}_{st}(a)$ be the amount of storage when blockwise approximating the part of the original matrix that corresponds to the two cubes $B_1$ and $B_2$. Blocks that correspond to cluster pairs with one of the two clusters being a panel will be stored without approximation. On all other blocks, i.e. admissible blocks that correspond to clusters $\tau_1, \tau_2 \not\in P$, we perform a rank-$k$ approximation.

If we enclose $\Gamma_h$ in a cube of side length $a_0$ then $\mathcal{N}(a_0)$ and $\mathcal{N}_{st}(a_0)$ will be the values for the whole matrix.

Let $\beta > 0$ be arbitrarily small. We will show that

$$\mathcal{N}(a_0) = O(N^{1+\beta} \eta^{-2(d-1)})$$

and

$$\mathcal{N}_{st}(a_0) = O(k N^{1+\beta} \eta^{-2(d-1)}).$$

Recently Hackbusch and Khoromskij [11], [12] have proven that the storage requirement for such matrices is $O(N \log N)$. However, they did not investigate the dependency on the parameter $\eta$ which is essential for our algorithm since the approximation error will be controlled by this parameter.

We first investigate the case when $B_1$ and $B_2$ are two neighbouring or identical cubes.

**Lemma 9.** Assume that $B_1$ and $B_2$ are two neighbouring or identical cubes of side length $a$. Let $q \in \mathbb{N}$, then for the numbers $\mathcal{N}(a)$ and $\mathcal{N}_{st}(a)$ it holds that

$$\mathcal{N}(a) \leq c_1 \left( \frac{q}{\eta} \right)^{2(d-1)} + c_2 q^{d-1} \mathcal{N}(a/q)$$

and

$$\mathcal{N}_{st}(a) \leq c_3 k \left( \frac{q}{\eta} \right)^{2(d-1)} \left(1 + \left( \frac{a}{q^d} \right)^{d-1} \right) + c_2 q^{d-1} \mathcal{N}_{st}(a/q).$$

**Proof.** We subdivide each of the cubes $B_1$ and $B_2$ into $q^d$ subcubes of side length $R = \frac{a}{q}$. There are at most $c_0 q^{d-1}$ subcubes that contain parts of the boundary $\Gamma_h$. From these at most $(c_0 q^{d-1})^2$ pairs take out a pair of non-adjacent subcubes $B_R(z_1), B_R(z_2)$. According to the previous property of
the set $T'$ for $R$ and $r = \frac{1}{4} \eta R$ we can find a set of cluster pairs $C' \subseteq T'$ so that
\[
(\Gamma_h \times \Gamma_h) \cap (B_R(z_1) \times B_R(z_2)) \subseteq \bigcup_{(\tau_1, \tau_2) \in C'} \tau_1 \times \tau_2, \max\{\text{diam } \tau_1, \text{diam } \tau_2\} \leq r \text{ for all } (\tau_1, \tau_2) \in C', \, \tau_1, \tau_2 \notin P, \#C' \leq \tilde{c}_p \left(\frac{R}{r}\right)^{2(d-1)} \leq \tilde{c}_p 4^{2(d-1)} \eta^{-2(d-1)} = \tilde{c}_p \eta^{-2(d-1)}.
\]
If $\tau_1, \tau_2 \notin P$
\[
\text{dist}(\tau_1, \tau_2) \geq R - 2r = R \left(1 - \frac{\eta}{2}\right) \geq \frac{1}{2} q, \quad \text{since } \eta < 1
\]
and $\text{diam } \tau_2 \leq \frac{4a}{q} < \eta \text{dist}(\tau_1, \tau_2)$. Thus this cluster pair is admissible. Since among the at most $(c_0 q^{d-1})^2$ pairs of subcubes $B$ with $B \cap \Gamma_h \neq \emptyset$ there are at most $3^d c_0 q^{d-1}$ pairs of adjacent subcubes we see that
\[
\mathcal{N}(a) \leq (c_0 q^{d-1})^2 \tilde{c}_p \eta^{-2(d-1)} + 3^d c_0 q^{d-1} \mathcal{N}(a/q).
\]
In a cluster $\tau$ of diameter at most $r$ not more than $c_a \ell \overline{\ell}(c_a r/h)^{d-1}$ panels fit, because according to (9) and (12)
\[
c_a r^{d-1} \geq c_a \text{diam}^{d-1} \tau \geq \text{area } \tau \geq \#\tau \min_{\pi \in \tau} \text{area } \pi \geq \#\tau \overline{\ell}(h/c_a)^{d-1}.
\]
If one of the clusters $\tau_1, \tau_2$ is a panel, let this be $\tau_1$, the corresponding block is stored without approximation. Since $\tau_1$ and $\tau_2$ are from the same level $l$ in $T$
\[
\text{diam}^{d-1} \tau_2 \leq \ell \overline{\ell} 2^{-l} \text{area } \Gamma_h \leq \ell \overline{\ell} \text{area } \tau_1 \leq \ell \overline{\ell} c_a h^{d-1}.
\]
Thus in this case we can find a constant $C \geq 1$ which serves as an upper bound for the memory usage for this block. If none of the clusters is a panel then the storage requirement is less than $2 k c_a \ell \overline{\ell}(c_a r/h)^{d-1}$, because it takes $k(n + m)$ units of memory to store a rank-$k$ matrix in $\mathbb{R}^{n \times n}$. Thus we need at most
\[
\max\left(C, \, 2 k c_a \ell \overline{\ell} \left(\frac{a n q}{4qh}\right)^{d-1}\right) \leq C + 2 k c_a \ell \overline{\ell} \left(\frac{a}{qh}\right)^{d-1} =: M
\]
units of memory to store one block. Consequently, for $\mathcal{N}_{st}(a)$ follows
\[
\mathcal{N}_{st}(a) \leq (c_0 q^{d-1})^2 \tilde{c}_p \eta^{-2(d-1)} M + 3^d c_0 q^{d-1} \mathcal{N}_{st}(a/q).
\]
\[\Box\]
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Using the previous case we are able to find an estimate for $\mathcal{N}(a_0)$ and $\mathcal{N}_{sl}(a_0)$.

**Lemma 10.** Let $\beta > 0$. For the numbers $\mathcal{N}(a_0)$ and $\mathcal{N}_{sl}(a_0)$ it holds that

$$\mathcal{N}(a_0) \leq c' N^{1+\beta} \eta^{-2(d-1)}$$

and

$$\mathcal{N}_{sl}(a_0) \leq c'' k N^{1+\beta} \eta^{-2(d-1)},$$

where $c'$ and $c''$ depend on $\beta$ but not on $\eta$ or $N$.

**Proof.** From the previous lemma it can be seen that $(\hat{q} = q^{d-1})$

$$\mathcal{N}_{sl}(a_0) \leq c_3 k \eta^{2(d-1)} \hat{q}^2 \sum_{l=0}^{L-1} (c_2 \hat{q})^l \left(1 + \frac{(a_0)}{h} \right)^{d-1} + (c_2 \hat{q})^L \mathcal{N}_{sl}(a_0/q^L),$$

with $L$ the smallest integer so that $L \geq \log_q (a_0/h)$, where $q \in \mathbb{N}$ is chosen so that $\hat{q}^L \geq c_2$. This guarantees that $\hat{q}^{-l} (a_0/h)^{d-1} \geq 1$ for $l \leq L - 1$ and leads to

$$\mathcal{N}_{sl}(a_0) \leq 2c_3 k \eta^{2(d-1)} \hat{q}^2 \sum_{l=0}^{L-1} c_2 + (c_2 \hat{q})^L \mathcal{N}_{sl}(a_0/q^L).$$

We may assume that $c_2 \geq 2$. Since $\hat{q}^L \geq (a_0/h)^{d-1}$ and with (11)

$$\hat{q}^{L-1} \leq a_0^{d-1}/h^{d-1} \leq a_0^{d-1} N/c_b$$

we obtain

$$\mathcal{N}_{sl}(a_0) \leq \left(4c_3 k \eta^{2(d-1)} \left(\frac{a_0}{h}\right)^{d-1} \hat{q}^3 \hat{q}^{-L} + c_2 \hat{q} \mathcal{N}_{sl}(a_0/q^L)\right)(c_2 \hat{q})^{L-1} \leq (4c_3 k \eta^{2(d-1)} \hat{q}^3 + c_2 \hat{q} \mathcal{N}_{sl}(a_0/q^L))(a_0^{d-1} N/c_b)^{1+\beta}.$$

A cube $B$ of side length $h$ can be covered by a set $\tau = \{\pi \in P : B \cap \pi \neq \emptyset\}$. Then diam $\tau \leq 3h$ and from the proof of the last lemma we see that $\tau$ contains at most $c_a d/\overline{\sigma} (3c_a)^{d-1}$ panels and hence $\mathcal{N}_{sl}(a_0/q^L) \leq c$, where $c = (c_a d/\overline{\sigma} (3c_a)^{d-1})^2$. The proof for the second bound is similar. \qed

### 3.2 Computational complexity

In the following we will show how many operations and units of memory are necessary to generate an approximant of the discrete operator to a prescribed accuracy $\varepsilon$ and how many operations are needed to perform one matrix-vector multiplication using this approximant.
The complexity of the whole algorithm is mainly determined by the number of cluster pairs \(N(a_0)\). Let us denote the set of blocks that correspond to an admissible cluster pair \((\tau_1, \tau_2)\), \(\tau_1, \tau_2 \notin P\), by \(S_a\).

To approximate a block \(M \in S_a\) of size \(m \times n\) with a corresponding cluster pair \((\tau_1, \tau_2)\) we need \(n_p\) skeletons to obtain an accuracy (cf. theorem 4)

\[
\|M - \tilde{M}\|_F \leq \sqrt{nm} c_p \text{dist}^g(\tau_1, \tau_2) \eta^p.
\]

The constant \(c_p\) only depends on the points \(y_1, \ldots, y_{n_p}\) which may change with \(N\) so that \(c_p\) is unbounded even for a bounded \(p\). This situation occurs, for example, if the points are located in the intersections of two families of parallel lines and the angle between them vanishes with growing \(N\), cf. [5]. However, these cases are pathological and we assume a sequence of boundary meshes that guarantees that \(c_p\) is bounded for bounded \(p\).

Since for an admissible cluster pair \((\tau_1, \tau_2)\)

\[
diam \tau_2 \leq \eta \text{dist}(\tau_1, \tau_2)
\]

and according to (9) \(diam \pi \geq h/c_u\) holds for any \(\pi \in P\), we see that

\[
\text{dist}(\tau_1, \tau_2) \geq \eta^{-1} h/c_u > h/c_u
\]

and since we assumed \(g \leq 0\) then

\[
\text{dist}^g(\tau_1, \tau_2) \leq (h/c_u)^g \leq c_u^{-g}(c_bN^{-1})^{\frac{g}{2-p}}.
\]

While the blocks in \(S_a\) are approximated, all other blocks are computed exactly. Thus for the approximation error it holds that

\[
\|A - \tilde{A}\|_F^2 = \sum_{M \in S_a} \|M - \tilde{M}\|_F^2 \leq \sum_{M \in S_a} nmc_p^2 \text{dist}^{2g}(\tau_1, \tau_2) \eta^{2p} = O((N^{1-\frac{g}{p}} \eta^p)^2).
\]

Let \(\alpha > 0\) and \(0 < \beta < \alpha\), \(\beta\) from lemma 10, and set

\[
\eta = \left(\varepsilon N^\frac{g}{\alpha - \beta}\right)^{1/p}
\]

where \(p\) is the smallest integer so that

\[
p \geq 2 \frac{d - 1 - g}{\alpha - \beta}.
\]

22
For reasonable $\varepsilon$ and $N$ we may assume that $0 < \eta < 1$. With this choice of $\eta$ for the approximation error it holds that
\[ ||A - \tilde{A}||_F = O(\varepsilon). \]
Since
\[ \mathcal{N}(a_0) = O(N^{1+\alpha}\varepsilon^{-\alpha}) \]
the number of steps needed to obtain the set of cluster pairs is bounded by
\[ \frac{1}{3}(4\mathcal{N}(a_0) - 1) = O(N^{1+\alpha}\varepsilon^{-\alpha}). \]
For the amount of storage needed
\[ \mathcal{N}_{st}(a_0) = O(N^{1+\alpha}\varepsilon^{-\alpha}) \]
holds. Thus the number of operations needed for one matrix-vector multiplication and the number of operations for the generation of the approximant do not exceed $O(N^{1+\alpha}\varepsilon^{-\alpha})$, because on each block these numbers differ from the amount of storage only by a constant factor. Thus the overall complexity of this method is $O(N^{1+\alpha}\varepsilon^{-\alpha})$, $\alpha > 0$ arbitrarily small.

4 Numerical experiments

We will test our algorithm on the following surface
\[ \Gamma = \left\{ x = \begin{pmatrix} R(z) \cos(2\pi t) \\ R(z) \sin(2\pi t) \\ z \end{pmatrix}, 0 \leq z \leq 1, 0 \leq t < 1 \right\} \]
where
\[ R(z) = \sqrt{z(1-z)} \]
and on the boundary integral equation which appears for the inner Dirichlet problem
\[ \mathcal{A}u = f \]
where $\mathcal{A}$ is the single layer operator
\[ \mathcal{A}u(x) = \frac{1}{4\pi} \int_\Gamma \frac{u(y)}{|x-y|} ds_y. \]
In the following table we show for different problem sizes $N$ and $\varepsilon = 10^{-4}$ the memory and time consumption of the algorithm proposed in this paper. The integral equation is discretized by the collocation method.

Since we did not employ a preconditioner the number of iteration steps in BiCGStab increases with $N$, so that we merely need to compare the time we needed per iteration. All calculations were performed on an SGI Indigo$^2$-10k. The memory usage of our algorithm and of the standard solution strategy is shown in the second and third column. The time we needed to generate the approximant, the time for the solution of the linear system and the time per iteration step of BiCGStab is placed in columns five, six and seven.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Storage (MB)</th>
<th>CPU time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>used</td>
<td>standard</td>
</tr>
<tr>
<td>16128</td>
<td>244</td>
<td>1985</td>
</tr>
<tr>
<td>39600</td>
<td>728</td>
<td>11964</td>
</tr>
<tr>
<td>65024</td>
<td>1316</td>
<td>32258</td>
</tr>
<tr>
<td>89400</td>
<td>1905</td>
<td>60976</td>
</tr>
<tr>
<td>114920</td>
<td>2595</td>
<td>100758</td>
</tr>
<tr>
<td>136160</td>
<td>3166</td>
<td>141446</td>
</tr>
<tr>
<td>159200</td>
<td>3852</td>
<td>193364</td>
</tr>
<tr>
<td>175560</td>
<td>4290</td>
<td>235148</td>
</tr>
<tr>
<td>201600</td>
<td>508</td>
<td>310078</td>
</tr>
</tbody>
</table>

The time per multiplication step and for the generation of the approximant grows almost linearly. The same behaviour is observable with respect to
storage. The amount of storage and the CPU time for the approximation and the CPU time per step of BiCGStab are depicted in the following figures.
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