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Abstract

Object-oriented languages can be translated into a λ-calculus with records. Therefore, type inference for record languages is one aspect of the yet unsolved problem of inferring types for object-oriented languages. In order to obtain the necessary flexibility for such a type system, we can either introduce a general subtyping notion or use extensible record types. Subtyping, especially in combination with imperative features, poses many hard problems. Therefore, the second approach is promising. The problem is that, in previous type inference systems that used extensible record types, principal types could not be inferred.

We have found that, for an object-oriented language where classes are not first-class citizens, we could greatly simplify the underlying record language. We show that, for our simple record language, there exists a type inference algorithm that infers principal types.
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1 Introduction

Languages with records and subtypes are currently receiving much attention [1, 2, 5, 3, 6, 14, 20]. This intensive research activity is motivated by the endeavor to increase the flexibility and reliability of programming languages. Objects of object-oriented languages can be modeled as records. Subtyping, in those languages, roughly amounts to saying that an object (= record) having more methods (= components) than necessary can always “do the job”. Closely linked to the notion of ‘object’ is an internal state. It is however problematic to mix a general subtyping notion with imperative features [5]. This may have been the incentive behind Rémy’s [17] and Wand’s [25, 26] “subtyping without subtypes” by extensible record types. A variable which requires an a-component will have a type that is specific about this a-component, but is extensible in the sense that an object having the required a-component and further components also fits the type. For example, when typing the expression $x.a$, where $x$ is a variable, $a$ is a label, and the dot denotes record selection, we get $(\alpha \mid a : \beta)$ as an extensible record type for $x$. This means that $x$ must be a record with an a-component and perhaps further components.

Extensible record types are quite subtle. Wand [21] thought at first that he could infer principal types\(^1\) for records. He corrected the mistake [23] and finally came out with sets of principal types [25]. We felt that, for O’SMALL, the full generality of Wand’s language was not necessary. We considered a restricted language that contained fieldwise record adjunction instead of concatenation and thought that this would give us principal types [11]. There was, however, a subtle bug in the unification algorithm. Indeed, the language we need is even simpler. Since classes in O’SMALL are not first-class citizens, the compiler can resolve the record concatenations appearing in the modeling of class inheritance. The underlying language becomes surprisingly simple, and we are able to infer principal types for it. Principal types have the advantage over sets of principal types of being a much more concise documentation.

The paper is organized as follows. We present the record language $R$ and its semantics by first-order rewrite rules. Types for this language are specified by an order-sorted signature. Readers unfamiliar with order-sorted logic will find basic definitions in [19]. Type inference rules are defined. It is shown that a term for which we can derive a type cannot go wrong. A type reconstruction algorithm infers principal types for $R$. By a two-phase formalization of the algorithm, we try to alleviate the problem of verification.

2 Expressions

For the definition of the abstract syntax of our simple record language $R$, we introduce some notation. Records are finite mappings and, therefore, sequences like $a_1, \ldots, a_n$ or $a_1 : e_1, \ldots, a_n : e_n$ or $a_1 = \beta_1, \ldots, a_n = \beta_n$ appear frequently. For our and, hopefully, the reader’s convenience, we abbreviate these terms to $\overline{a}$, $\overline{a}:\overline{e}$, or $\overline{a} = \overline{\beta}$ respectively.

\(^1\)Principal types are also called “most general types”.
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Sometimes, a non-negative integer \( n \) or \( m \) will be referred to in the context of our abbreviating notation for sequences, although it is not made explicit in the notation.

Records can be regarded as finite mappings from labels to some kind of entries. The set of labels is countably infinite and totally ordered (\( \leq \)). Labels are denoted by lower case letters \( a, b \) or \( a_1, a_2 \) etc. A record that maps the labels \( a_1, \ldots, a_n \) to the entries \( e_1, \ldots, e_n \) is denoted as \( \langle \vec{a} \mapsto \vec{e} \rangle \). In this notation, the labels \( a_1, \ldots, a_n \) are always distinct. \( n \) is not mentioned explicitly and we assume that \( n \geq 0 \). Therefore, this notation includes the empty record. The empty record is also denoted as \( () \). Variables are denoted by lower case letters \( x, y, z \). Record selection is denoted by a dot.

**Definition 2.1 (Syntax of R)** The language \( R \) is defined by the following abstract syntax.

\[
\begin{align*}
  e &::= x \quad \text{variable} \\
  &\mid \langle \vec{a} \mapsto \vec{e} \rangle \quad \text{record} \\
  &\mid e.a \quad \text{selection}
\end{align*}
\]

Variables are introduced in order to make the type inference system more interesting and to prepare for extensions of the language. The order of labels in a record plays no role. A record possessing a \( b \)-field is denoted as \( \langle \vec{a} \mapsto \vec{e}, b \mapsto e' \rangle \). From the distinctness of labels it follows that \( b \notin \{a_1, \ldots, a_n\} \). Similarly, \( \langle \vec{a} \mapsto \vec{e}, \{a\} \cap \{b\} = \emptyset \rangle \) is a record possessing fields for the labels \( a_1, \ldots, a_n, b_1, \ldots, b_m \) and \( \{a\} \cap \{b\} = \emptyset \).

**Definition 2.2 (R-rewrite rules)** The following rewrite rule scheme stands for a countably infinite number of rules.

\[
\langle \vec{a} \mapsto \vec{e}, b \mapsto e' \rangle, b \rightarrow e'
\]

The rewrite rule scheme applies to all label sets \( \{\vec{a}\} \) and labels \( b \) provided that they fulfill the distinctness condition claimed above. If a record has a field for the selected label the entry is the result of the selection. Otherwise, the selection term remains and represents an error.

**Theorem 2.3** The rewrite system of definition 2.2 is terminating and confluent.

**Proof:** The size of an \( R \)-term is defined as follows.\(^2\)

\[
\begin{align*}
  |x| &= 1 \\
  |e.a| &= |e| + 1 \\
  |\langle \vec{a} \mapsto \vec{e} \rangle| &= 1 + |\vec{e}|
\end{align*}
\]

The rewrite rule scheme strictly decreases the size of the term. This implies termination. Local confluence is shown by the convergence of all critical pairs. Confluence follows from local confluence and termination. Since we have no critical pairs we have confluence.

\(\square\)

As a consequence of this theorem, every term has a unique normal form.

\(^2\)Here, the abbreviating notation stands for a sum: \( |\vec{e}| = \sum_{i=1}^{n} |e_i| \).
3 Types

The main task of a type inference system is to guarantee the absence of type errors for accepted programs. The only type error in our simple language $R$ is the selection of a label in a record that does not have this label. When we evaluate a term using the rewrite system we eventually reach a normal form. If the normal form of a ground term contains a selection it represents an error element. We may, however, have selections on variables in normal forms of non-ground terms. Since there is no way of binding variables there is no way of evaluating selections on them.

Order-sorted logic is used for expressing certain properties or constraints concerned with labels. These constraints could also be expressed in ordinary predicate logic but order-sorted logic makes them part of the formalism. There are two kinds of record types:

- **Closed record types** are types for "ordinary" records. They express that a record has the labels $a$, $b$, and $c$ at the top level, and that is all. Sorts for closed record types contain the finite set of labels that record types have at top level.

- **Open record types** express that a term must be a record having certain labels – and maybe more. Additional labels are "contained" in a so-called row variable. Open record types have always disjoint labels on one level. A row variable has a sort expressing that it does not range over labels occurring in the rest of the open record type on its level. Sorts for open record types contain the finite set of labels that the open record type does not range over and the set that it definitely does range over.

**Warning!** The words 'sort' and 'type' are both used and have different meanings. The expressions of the type language are defined in the framework of order-sorted logic and, thus, every type of the signature $RT$ has a sort. Expressions of the language $R$ will be related to types. An expression related to a type is said to have that type.

**Definition 3.1 (Signature $RT$)** We define the signature $RT$ of types. The sort of all types is called $t$. Type terms are ranged over by variables $\alpha, \beta, \gamma, \delta, \epsilon, \zeta, \eta, \iota$. There are infinitely many variables of any sort. Open and closed sorts are for record types. Closed sorts are simply finite sets of labels denoted as $A$. Open sorts are pairs of finite sets of labels denoted as $(A, B)$, where $A \cap B = \emptyset$. $A$ is the set of labels that the record type does not range over and $B$ is the set of labels that the record type definitely does range over. In the following subsort declarations $A$ and $B$ are finite sets of labels.

- $(\emptyset, \emptyset) \prec t$
- $A \prec (B, C) \iff C \subseteq A, A \cap B = \emptyset$
- $(A, B) \prec (C, D) \iff A \supseteq C, B \supseteq D$
Type terms are built by the following constructors.

\[
\begin{align*}
\langle \overline{a} : \_ \rangle & : \overline{a} \rightarrow \{ \overline{a} \\
\langle \_ | \overline{a} : \_ \rangle & : (A, B) \times \overline{a} \rightarrow (A \setminus \{ \overline{a} \}, B \cup \{ \overline{a} \}) \quad \text{if} \ \{ \overline{a} \} \subseteq A
\end{align*}
\]

The first constructor is for a closed record type. It takes \( n \) inputs of an arbitrary sort.\(^3\) The resulting term has a closed record sort with labels \( a_1, \ldots, a_n \). As already mentioned, the labels \( a_1, \ldots, a_n \) are distinct. \( \{ \overline{a} \} \) denotes the set \( \{ a_1, \ldots, a_n \} \). The second constructor creates an open record type. On the left-hand side of the vertical bar, there is a term of an open record sort. The open record sort must exclude labels \( \overline{a} \). The result is a record type having an open record sort excluding labels \( A \setminus \{ \overline{a} \} \) and definitely having labels \( B \cup \{ \overline{a} \} \).

**Proposition 3.2** The signature RT is regular.

It is sometimes interesting to know whether two type terms have a common subsort. Sorts have a top element \( t \). We will add an artificial bottom element. This bottom element is the empty sort or the inconsistent sort. We call the other sorts consistent.

**Definition 3.3** Let \( S \) be the set of sorts of definition 3.1. Let \( \bot \) denote the inconsistent sort. Extend the subsort declaration of definition 3.1 by

\[ \forall s \in S (\bot < s) . \]

We denote the least partial order on \( S \cup \{ \bot \} \) induced by this declaration and the subsort declarations of definition 3.1 by \( \leq \). Overloading the symbol \( < \), we write \( a < b \) for \( a \leq b \) and \( a \neq b \).

**Proposition 3.4** \((S \cup \{ \bot \}, \leq)\) is a lattice.

The next propositions show how to calculate the greatest lower bounds of two record sorts and when two sorts are incompatible.

**Proposition 3.5**

\[
A \cap B = \bot \iff A \neq B
\]

\[ (A, B) \cap (A', B') = \bot \iff A \cap B' \neq \emptyset \lor A' \cap B \neq \emptyset \]  \( \quad \text{if} \ A \neq B \) \( \quad \text{if} \ A' \neq B \)

\[
A \cap (B, C) = \bot \iff A \cap B \neq \emptyset \lor C \not\subseteq A
\]

**Proposition 3.6**

\[
(A, B) \cap (A', B') = \begin{cases} 
\bot & \text{if } A \cap B' \neq \emptyset \lor A' \cap B \neq \emptyset \\
(A \cup A', B \cup B') & \text{otherwise}
\end{cases}
\]

\[
A \cap (B, C) = \begin{cases} 
\bot & \text{if } A \cap B \neq \emptyset \lor C \not\subseteq A \\
A & \text{otherwise}
\end{cases}
\]

---

\(^3\) \( n \) is the implicit variable of our abbreviating notation for sequences.
Fig. 1 shows part of the sort hierarchy. Just beneath the top element \( t \), there is the greatest record sort \((\emptyset, \emptyset)\). The sort \( t \) has been introduced to allow for future extensions of the sorts, e.g., sorts for primitive types or function types. The sort \((\emptyset, \emptyset)\) contains all record types because it does not exclude any labels, the left-hand side is empty, and it does not enforce any labels, the right-hand side is empty too. The open record sort \((\{b\}, \emptyset)\) could be the sort of a row variable. Row variables, in general, exclude some labels but do not guarantee any. \((\emptyset, \{b\})\) is an open record sort that enforces the label \( b \) but does not exclude any labels. Beneath it, there is the sort \((\{a\}, \{b\})\) which excludes label \( a \) and enforces label \( b \). This could be the sort of an open record type having a fixed \( b \)-component and a row variable of the sort \((\{a, b\}, \emptyset)\).

**Proposition 3.7**  The closed sorts are exactly the minimal consistent ones.

In many “ordinary” type systems, two types are different if they are syntactically different; e.g. \( \text{int} \rightarrow (\text{int} \rightarrow \text{int}) \) is different from \( \text{int} \rightarrow \text{int} \). In our type system, syntactically different type terms may denote the same type: e.g. the types \( (\langle \rangle \mid \overline{\alpha} : \overline{\alpha}) \)
and \((\bar{a} : a)\) are the same. Therefore, in definition 3.8, there are equations on type expressions — something which is a little unusual.

**Definition 3.8 (RT-equations)** Each of the following equations stands for a countably infinite number of equations.

\[
\langle (a : \bar{a}) | \bar{b} : \bar{b} \rangle = \langle a : \bar{a}, \bar{b} : \bar{b} \rangle \quad (7)
\]

\[
\langle (a | \bar{a} : \bar{b}) | \bar{b} : \bar{g} \rangle = \langle a | \bar{a} : \bar{b}, \bar{b} : \bar{g} \rangle \quad (8)
\]

All type terms used here are well-sorted. As a consequence, in equation (7), we have \(\{\bar{a}\} \cap \{\bar{b}\} = \emptyset\). In equation (8), \(\alpha\) must have a sort excluding labels \(\{\bar{a}, \bar{b}\}\) and, again, we have \(\{\bar{a}\} \cap \{\bar{b}\} = \emptyset\).

How are extensible record types used? Assume momentarily that we add integers, the type int, and \(\lambda\)-abstraction to our system. The function \(f := \lambda x.(x.a)\) can be applied to the record \((a \mapsto 5)\). Evaluating the application yields 5. It would be inflexible to infer the type \((a : \alpha) \rightarrow \alpha\) for \(f\) because we can apply \(f\) to \((a \mapsto 5, b \mapsto 7)\), which has type \((a : \text{int}, b : \text{int})\). Instead, we will infer an extensible record type for \(f\), namely \((\beta | a : \alpha) \rightarrow \alpha\) where \(\beta\) is a row variable. A row variable is simply a type variable standing on the left-hand side of the bar in an open record type. The argument of the function \(f\) must have an \(\alpha\)-field but may have more fields.

**Theorem 3.9** The rewrite system obtained by orienting the equations of definition 3.8 to the right is sort-decreasing, terminating, and confluent.

**Proof:** One easily verifies that orientation of the equations to the right yields rewrite rules (i.e. \(\sigma \rightarrow \tau\) is an RT-equation \(\sigma = \tau\), \(\sigma\) is not a variable, and \(\forall \tau \subset \forall \sigma\)) and that the rules are sort-decreasing. In order to show termination, we use the size of type terms. The size of an RT-term is defined as follows.

\[
|\alpha| = 1
\]

\[
\langle a : \bar{a} \rangle = 1 + |\bar{a}|
\]

\[
\langle \sigma | \bar{a} : \bar{g} \rangle = 1 + |\sigma| + |\bar{g}|
\]

If a rewrite system is sort-decreasing, then it is locally confluent if and only if all critical pairs converge. If a relation is locally confluent and terminating then it is confluent. Thus, we can show confluence by the convergence of all critical pairs. We now list all overlaps with their corresponding substitutions and critical pairs:

Rules (8) and (7) overlap in the following way:

\[
\langle (\alpha | \bar{a} : \bar{b}) | \bar{b} : \bar{g} \rangle \rightarrow \langle \alpha | \bar{a} : \bar{b}, \bar{b} : \bar{g} \rangle, \langle \bar{c} : \bar{d} | \bar{a} : \bar{e} \rangle \rightarrow \langle \bar{c} : \bar{d}, \bar{a} : \bar{e} \rangle
\]

\[
\theta = [(\bar{c} : \bar{d})/\alpha, \bar{e}/\bar{b}]
\]

Rule (8) overlaps with itself in the following way:

\[
\langle (\alpha | \bar{a} : \bar{b}) | \bar{b} : \bar{g} \rangle \rightarrow \langle \alpha | \bar{a} : \bar{b}, \bar{b} : \bar{g} \rangle, \langle \bar{d} : \bar{e} | \bar{a} : \bar{c} \rangle \rightarrow \langle \bar{d} : \bar{e}, \bar{a} : \bar{c} \rangle
\]

\[
\theta = [(\bar{d} : \bar{e})/\alpha, \bar{c}/\bar{b}]
\]

One easily verifies that the critical pairs converge. \(\Box\)
Proposition 3.10  The sort of an RT-term in normal form is always determined by a tree of depth one.

In object-oriented languages, recursive types occur even in situations where one would not expect them in "ordinary" languages. The use of the pseudo variable self is the reason for this. We want to admit finitely representable infinite trees, called rational trees [16, 17] or regular trees. Therefore, the initial model is not sufficient and we have to explicitly state the axioms for our theory.

Definition 3.11  The theory of RT-terms RT is given by equations (7) and (8) and the following axiom schemes.

\[ \alpha \approx \beta \rightarrow \bot \quad \{ \text{sort(} \alpha \text{)} \cap \text{sort(} \beta \text{)} = \bot \]  \hspace{1cm} (9)

\[ \langle \alpha | \overline{a} : \beta, \overline{b} : \gamma \rangle \approx \langle \delta | \overline{a} : \overline{c}, \overline{c} : \overline{\zeta} \rangle \]
\[ \rightarrow \exists \eta (\overline{b} \approx \overline{c} \land \alpha \approx \langle \eta | \overline{c} : \overline{\zeta} \rangle \]
\[ \land \delta \approx \langle \eta | \overline{b} : \gamma \rangle \]  \hspace{1cm} \begin{align*}
\{ \overline{b} \} \cap \{ \overline{c} \} &= \emptyset \\
\text{sort(} \eta \text{)} &= \{ \overline{a}, \overline{b}, \overline{c} \} \]  \hspace{1cm} (10)

Axiom (9) states that types with incompatible sorts cannot be equal. Axiom (10) states that padding is possible if records have the proper row variables. The set of common labels is \{\overline{a}\}. The labels that differ are padded "crosswise" into the row variables \(\alpha\) and \(\delta\). A new row variable \(\eta\) is introduced.

Definition 3.12  We define a binary relation on types as

\[ \sigma \approx \tau : \iff \sigma \vdash_{\text{RT}} \tau \]

We call it the congruence relation because it is a congruence on every RT-algebra.

4 Typings

The type inference rules are formulated in the style of [9, 15]. A sequent is a triple \(\Gamma \vdash e : \tau\). We read "term \(e\) has type \(\tau\) in the type environment \(\Gamma\)". Extending our abbreviating notation, we write \(\Gamma \vdash \overline{e} : \overline{\tau}\) for \(\Gamma \vdash e_1 : \sigma_1 \ldots \Gamma \vdash e_n : \sigma_n\). A type environment is a finite mapping from term variables to types. It is written as \([\overline{x} : \overline{\tau}]\).

Let \(\Gamma\) be a type environment. In \(\Gamma : [x : \tau]\), the type environment \(\Gamma\) is either extended by an entry for \(x\) or an existing entry is overwritten. A type is retrieved from a type environment by \(\Gamma(x)\). The inference rules are shown in Fig. 2. Side conditions for the applicability of rules are written on the right-hand side of an opening brace. With \(\forall e\) we denote the free variables of the term \(e\). \(Df\) denotes the domain of a function.
Figure 2: Type inference rules for records

Definition 4.1 Let $e$ be a term and $\Gamma$ a type environment with $\mathcal{D}\Gamma = \mathcal{V} e$. If, for some $\sigma$, we have $\Gamma \vdash e : \sigma$ then we say that $(\Gamma, \sigma)$ is a typing of $e$. We call a term $e$ well-typed if it has a typing.

Definition 4.2 A type substitution maps type variables to types. Type substitutions are ranged over by $\theta$ and $\psi$. We write the application of a type substitution $\psi$ to a type $\sigma$ as the juxtaposition $\theta \sigma$. We write $\theta \Gamma$ for the application of $\theta$ to every component of the type environment $\Gamma$.

Definition 4.3 Let $\mathcal{D}\Gamma = \mathcal{D}\Gamma'$. The typing $(\Gamma, \sigma)$ is more general than the typing $(\Gamma', \sigma')$ if and only if there exists a type substitution $\theta$ such that $\theta \sigma \approx \sigma'$ and, for all $x \in \mathcal{D}\Gamma$, $\theta(\Gamma(x)) \approx \Gamma'(x)$.

Proposition 4.4 The relation 'more general than' is a preorder on typings.

Definition 4.5 (Principal typing) We call a typing $(\Gamma, \tau)$ of $e$ principal if and only if it is more general than all other typings of $e$.

Lemma 4.6 (Rewriting preserves types) If $(\Gamma, \sigma)$ is a typing of an $R$-term $e$ and $e \rightarrow e'$, then $(\Gamma, \sigma)$ is a typing of $e'$.

Proof: It suffices to show that we can infer the same type for the right-hand side of the rewrite rule as for the left-hand side. For the left-hand side, we have the proof tree

\[
\Gamma \vdash e : \tau \\
\Gamma \vdash e' : \tau
\]

(by)
One of the premises of this proof tree is $\Gamma \vdash e' : \tau$. This would be the root of the proof tree for the right-hand side of the rewrite rule.

**Theorem 4.7 (Well-typed terms do not go wrong)** Any well-typed ground term reduces to a normal form that does not contain any selections.

**Proof:** By lemma 4.6, a normal form of a well-typed term is also well-typed. From the type inference rules for $R$, we see that every subterm of a well-typed term is also well-typed. Choose any innermost selection subterm, i.e., a term $e.b$ where $e$ does not contain any selection. Then $e$ must be of the form $(\bar{a} \mapsto \bar{e})$. There are two cases:

$b \in \{\bar{a}\}$ In this case, we can apply rule (1). This contradicts our assumption that the term is in normal form.

$b \not\in \{\bar{a}\}$ In this case, we cannot infer a type for our subterm. This contradicts our assumption that the whole term is well-typed.

\[\square\]

## 5 Type Reconstruction

The algorithm that finds a typing for a term consists of two orthogonal phases. The first phase creates constraints as it decomposes the input term. The second phase solves the constraints.

The algorithm works on a structure called “frame”. A frame consists of a type environment, proof obligations of the form $e : \tau$, and equational constraints.

**Definition 5.1** A frame is a quadruple written as $\exists \alpha(\Gamma; \mu; \phi)$, where

- $\exists \alpha$ is the existential quantification of type variables,
- $\Gamma$ is a type environment,
- $\mu$ is a conjunction of proof obligations $e : \alpha$, where $e$ is a term and $\alpha$ a type variable,
- $\phi$ is a conjunction of equational constraints $\alpha \simeq \tau$, where $\alpha$ is a type variable and $\tau$ a type.

Frames have semantics. Intuitively, a frame has a solution if all proof obligations can be fulfilled using the type environment. The proof obligations are only of the form $e : \alpha$, where $\alpha$ is a type variable. The types themselves are encoded in the equational constraints. Thus, we can also represent recursive types.

**Definition 5.2** A mapping $\theta$ is a solution of a frame $\exists \alpha(\Gamma; \bar{e}; \bar{\tau}; \phi)$ if and only if there is a type substitution $\psi$ such that $\theta$ and $\psi$ agree everywhere except possibly on $\bar{\alpha}$ and

1. $\psi \Gamma \vdash \bar{e} : \psi \bar{\alpha}$,

10
2. for all $\alpha \vdash \tau \in \phi : \psi \alpha \approx \psi \tau$.

We denote the set of all solutions of the frame $\exists \alpha(\Gamma ; \bar{e}; \gamma; \phi)$ by $[\exists \alpha(\Gamma ; \bar{e}; \gamma; \phi)]$. The mapping $\psi$ in the above definition expresses the usual interpretation [12] of the existential quantification $\exists \alpha$ in the frame.

5.1 Constraint Extraction

The first phase creates constraints as it decomposes the input term. When the rules of the next definition are applied to a frame, its middle component is consumed while its rightmost component increases.

Definition 5.3 We define frame simplification rules for the language R.

\[
\exists \alpha(\Gamma ; x : \alpha \wedge \mu; \phi) \quad \exists \alpha(\Gamma ; \mu; \phi \wedge \alpha \vdash \tau)
\]

\[
\exists \alpha(\Gamma ; (a \mapsto \bar{e}) : \alpha \wedge \mu; \phi) \quad \exists \alpha, \beta(\Gamma ; \bar{e} : \beta \wedge \mu; \phi \wedge \alpha \vdash (a : \beta)) \quad \text{sort}(\beta) = \bar{i}
\]

\[
\exists \alpha(\Gamma ; e.a : \alpha \wedge \mu; \phi) \quad \exists \alpha, \beta, \gamma(\Gamma ; e : \beta \wedge \mu; \phi \wedge \beta \vdash (\gamma \mid a : \alpha)) \quad \text{sort}(\beta) = t \quad \text{sort}(\gamma) = (\{a\}, \emptyset)
\]

In rule (11), the type of the variable $x$ is retrieved from the type environment. In rule (12), the record is split up as one would expect. For each record field, we introduce a new type variable of the maximal sort. In rule (13), the newly introduced variable $\gamma$ has the correct sort that guarantees the disjointness of labels in record types. The newly introduced variable $\beta$ has the top sort.

Lemma 5.4 The frame simplification rules leave the set of solutions invariant.

Proof: In this proof by case analysis on the frame simplification rules, we are using definition 5.2 extensively. Each time we show that “$\theta$ is a solution of the frame on top of the rule if and only if it is a solution of the frame on the bottom of the rule”. Since we will be using a mapping $\psi$ agreeing with $\theta$ except possibly on the existentially quantified variables, we will not mention this fact and only talk about $\psi$. We will also not mention that $\psi$ must fulfill $\mu$ and $\phi$ because $\mu$ and $\phi$ appear in every frame simplification rule on top and on the bottom. We abbreviate $\theta \in [\ldots \text{top frame} \ldots]$ to “top” and $\theta \in [\ldots \text{bottom frame} \ldots]$ to “bottom”.

(11)

\[
\begin{align*}
\text{top} & \iff \psi \Gamma \vdash [x : \tau] \vdash x : \psi \alpha \\
\text{(EQ)(VAR)} & \iff \psi \tau \vdash_R \psi \alpha \\
\text{bottom} & \iff
\end{align*}
\]
Constraint Resolution

The second phase operates on the third component of a frame. It tries to resolve the constraints that were created by the first phase (definition 5.3). As already mentioned, we want to admit rational trees as solutions. The constraints created by the first phase are flat in the sense that they are of the form \( \alpha = \beta, \alpha = (a : \beta), \) or \( \alpha = (\beta | b : \gamma). \) There is at most one constructor on the right-hand side. The only constraints that are not flat are introduced by rule (11) because the types in the type environment are not restricted to flat types. However, we assume that the non-flat types are flattened by introducing new existentially quantified variables and new equations. This is always possible in first-order logic. The input is a conjunction of equations on types with existential quantors on the outside. Newly introduced variables are supposed to be existentially quantified at the outside too. Types are always kept in normal form during the resolution process. The algorithm consists in applying rules (14) through (25) to the constraint \( \phi. \) The order of application does not matter. For better readability, we write equations connected by \( \land \) one upon another and omit the \( \land \)-sign.

The first three rules eliminate repeated occurrences of the same variable on the left-hand side.

\[
\begin{align*}
\phi \\
\alpha = \alpha \\
\hline
\phi
\end{align*}
\]

(14)

\[
\begin{align*}
\phi \\
\alpha = \beta \\
\{ \begin{array}{c}
\alpha \neq \beta \\
\text{sort}(\alpha) \geq \text{sort}(\beta) \\
\alpha \in \mathcal{V}\phi
\end{array} \} \\
\hline
[\beta/\alpha]\phi
\end{align*}
\]

(15)
The side conditions of rule (15) are worth a comment. The sorts of the variables $\alpha$ and $\beta$ may be equal. Termination (theorem 5.6) is ensured by the last condition requiring that the variable $\alpha$ is not isolated.

The next four rules eliminate repeated occurrences of the same variable on the left-hand side when record types are involved.

\[
\phi
\begin{align*}
\alpha &\vdash (\overline{a} : \overline{\beta}) \\
\overline{\beta} &\vdash \overline{\gamma}
\end{align*}
\tag{17}
\]

\[
\phi
\begin{align*}
\alpha &\vdash (\overline{a} : \overline{\beta}, \overline{b} : \overline{\gamma}) \\
\overline{\beta} &\vdash (\overline{a} : \overline{\beta}) \\
\overline{\gamma} &\vdash (\overline{b} : \overline{\gamma})
\end{align*}
\tag{18}
\]

\[
\phi
\begin{align*}
\alpha &\vdash (\overline{a} : \overline{\beta}, \overline{b} : \overline{\gamma}) \\
\beta &\vdash \delta, \overline{a} : \overline{\epsilon}
\end{align*}
\tag{19}
\]

\[
\phi
\begin{align*}
\alpha &\vdash (\overline{a} : \overline{\beta}, \overline{b} : \overline{\gamma}) \\
\beta &\vdash (\overline{a} : \overline{\beta}, \overline{b} : \overline{\gamma}) \\
\gamma &\vdash (\overline{a} : \overline{\gamma}, \overline{b} : \overline{\delta})
\end{align*}
\tag{20}
\]
Rule (17) analyzes two closed record types. Closed record types can only be equal if their set of labels is equal. If the set of labels is not equal, rule (16) can be applied. Rule (18) analyzes a closed and an open record type. The open record type must be padded in order to get the same label set. Rule (19) compares two open record types having the same set of explicit labels. Rule (20) compares two open record types having different sets of explicit labels. The missing labels are padded in "crosswise". On the right of the brace, there are sometimes side conditions for the applicability of the rule.

The following four rules eliminate all equations \( \alpha = \sigma \) for which \( \text{sort}(\alpha) \geq \text{sort}(\sigma) \) does not hold. The first three rules are of general nature, the fourth one is concerned with records.

\[
\phi \\
\frac{\alpha = \sigma}{\bot} \quad \{ \text{sort}(\alpha) \cap \text{sort}(\sigma) = \bot \} \tag{21}
\]

\[
\phi \\
\frac{\alpha = \beta}{\phi} \quad \{ \text{sort}(\alpha) < \text{sort}(\beta) \}
\]

\[
\phi \\
\frac{\alpha = \beta}{\phi} \quad \{ \text{sort}(\alpha) \cap \text{sort}(\beta) = s \\
\quad s \neq \bot \\
\quad s \neq \text{sort}(\alpha) \\
\quad s \neq \text{sort}(\beta) \\
\quad \text{sort}(\gamma) = s \\
\beta = \gamma \}
\]

\[
\phi \\
\frac{\alpha = (\beta \mid \bar{a} : \bar{\gamma})}{\phi} \quad \{ \text{sort}(\alpha) \cap \text{sort}((\beta \mid \bar{a} : \bar{\gamma})) = s \\
\quad s \neq \text{sort}((\beta \mid \bar{a} : \bar{\gamma})) \\
\quad s = \text{sort}((\delta \mid \bar{a} : \bar{\gamma})) \}
\]

In rule (24), the sort of the new variable \( \delta \) must be chosen such that the side conditions are fulfilled. This rule can be applied if the explicit labels \( \bar{a} \) do not disagree with \( \alpha \) but the row variable \( \beta \) has a sort too big for \( \alpha \). We then replace \( \beta \) by a row variable with a smaller sort. What is the sort of \( \delta \) in rule (24)? If we know that \( s = \text{sort}((\delta \mid \bar{a} : \bar{\gamma})) \) and \( s \) is given, the sort of the row variable \( \delta \) is also fixed: If \( s = B \cup \{\bar{a}\} \), then \( \text{sort}(\delta) = B \). If \( s = (B, \{\bar{a}\}) \), then \( \text{sort}(\delta) = B \).

The last rule does not fit into any of the above classifications. It eliminates row
variables that are equal to the empty record type.

\[ \begin{align*}
\phi \\
\alpha &\doteq (\beta \mid \bar{a} : \gamma) \\
\beta &\doteq \{ \}
\end{align*} \]  

(25)

This concludes the constraint resolution rules. The ensemble of these rules represent an algorithm whose correctness we are going to prove now.

**Definition 5.5** A variable \( \alpha \) is called isolated in a conjunction of equations \( \phi \) if there is an equation \( \alpha \doteq \sigma \) in \( \phi \) and this is the only occurrence of \( \alpha \) in \( \phi \).

**Theorem 5.6 (Termination)** There is no infinite chain of applications of rules (14) through (25).

**Proof:** In order to show the termination of the resolution step we define functions \( r_1 \) through \( r_5 \) that map the constraint \( \phi \) into well-founded domains. We define a size function on constraints as the lexicographical order on \( (r, r_1, r_2, r_3, r_4, r_5) \), where

\[ \begin{align*}
r_1 &= \{ \text{sort}(\alpha) \mid \beta \doteq (\alpha \mid \bar{a} : \gamma) \text{ is an occurrence of an equation in } \phi \} \\
r_2 &= \{ \text{sort}(\sigma) \mid \alpha \doteq \sigma \text{ is an occurrence of an equation in } \phi \text{ and } \sigma \text{ is not a variable} \} \\
r_3 &= \{ \text{sort}(\alpha) \mid \beta \doteq \alpha \text{ is an occurrence of an equation in } \phi \} \\
r_4 &= \{ \alpha \mid \alpha \text{ is an occurrence of an equation in } \phi \} \\
r_5 &= \{ \alpha \mid \alpha \text{ occurs in } \phi, \alpha \text{ is not isolated} \}
\end{align*} \]

We will now show for each of the rules in question that their application to a constraint decreases its size. Since the order is lexicographic, it suffices to find one component with > where all previous components are \( \geq \).

<table>
<thead>
<tr>
<th>rule</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( r_4 )</th>
<th>( r_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>=</td>
<td>=</td>
<td>&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>( \geq )</td>
<td>=</td>
<td>( \geq )</td>
<td>=</td>
<td>&gt;</td>
</tr>
<tr>
<td>16</td>
<td>( \geq )</td>
<td>( \geq )</td>
<td>( \geq )</td>
<td>&gt;</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>=</td>
<td></td>
<td>&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>( \geq )</td>
<td>( \geq )</td>
<td>( \geq )</td>
<td>&gt;</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>=</td>
<td>=</td>
<td></td>
<td>&gt;</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>=</td>
<td>=</td>
<td></td>
<td>&gt;</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Termination follows from the existence of a minimal element in the codomains of the functions and the absence of infinite chains for multiset replacements (theorem by Dershowitz and Manna [10]). Sorts contain no infinite decreasing chains for fixed programs because the set of labels in a frame is finite.

One may ask oneself why we bother to introduce a countably infinite number of labels while we must argue with finite label sets in frames for the termination of our resolution step. An infinite number of labels is needed for the incrementality of the algorithm. We want to infer the type of a program once and for all, no matter where this program is used. It is exactly due to the unknown uses of a program that the labels cannot be reduced to a finite number.

**Definition 5.7** A *solved form* of a conjunction of equations between types has the form \( \alpha_1 = \sigma_1 \land \ldots \land \alpha_n = \sigma_n \) with distinct variables \( \alpha_1, \ldots, \alpha_n \) and, for all \( 1 \leq i \leq n \), the sort of \( \alpha_i \) is a subsort of that of \( \alpha_i \).

**Theorem 5.8 (Effectiveness)** After the application of rules (14) through (25), we either have a solved form or failure.

**Proof:** We first show that variables on left-hand sides of equations are distinct. We assume that a variable occurs more than once on the left-hand side and show that this contradicts our assumption that the algorithm has already terminated.

\[ \alpha = \beta \land \alpha = \sigma \]
We must have \( \alpha \neq \beta \) since, otherwise, rule (14) would be applicable. If \( \text{sort}(\alpha) \geq \text{sort}(\beta) \) then rule (15) is applicable. If \( \text{sort}(\alpha) < \text{sort}(\beta) \) then rule (22) is applicable. If a common subsort exists we can apply rule (23), otherwise, rule (21).

\[ \alpha = (\bar{a} : \beta) \land \alpha = (\bar{b} : \bar{\tau}) \]
If \( \{\bar{a}\} = \{\bar{b}\} \) then rule (17) is applicable, otherwise, rule (16).

\[ \alpha = (\bar{a} : \beta) \land \alpha = (\bar{b} | \bar{\tau}) \]
If \( \{\bar{a}\} \supseteq \{\bar{b}\} \) then rule (18) is applicable, otherwise, rule (16).

\[ \alpha = (\beta | \bar{a} : \bar{\tau}) \land \alpha = (\delta | \bar{b} : \bar{\tau}) \]
If \( \{\bar{a}\} = \{\bar{b}\} \) then rule (19) is applicable, otherwise, rule (20).

It remains to show that the sorts of the right-hand sides of equations are subsorts of the respective left-hand sides. In the following cases, we always assume that there remains an equation \( \alpha = \sigma \) and that \( \text{sort}(\alpha) \geq \text{sort}(\sigma) \) does not hold. The results are contained in the following table. Above, we list the sort relation of \( \alpha \) and \( \sigma \). On the left, we list the possible forms of \( \sigma \). The table entries consist of the applicable rules or a comment that a combination is impossible.
Lemma 5.9 The application of rules (14) through (25) leaves the set of solutions invariant.

Proof: We show invariance for any model $A$ of the theory RT by case analysis over the rules. Since the proofs for rules (14), (15), (22), (23), (24), and (25) are trivial we concentrate on the remaining ones.

(16)

$$(\phi \land \alpha \vdash \sigma \land \alpha \vdash \tau)^A$$

$$\subseteq \{s \mid [\alpha]_s = [\sigma]_s \land [\alpha]_s = [\tau]_s\}
= \{s \mid [\alpha]_s = [\sigma]_s \land [\sigma]_s = [\tau]_s\}
\subseteq \{s \mid [\sigma]_s = [\tau]_s\}
\subseteq (\bot)^A$$

(21) This case is similar to the previous one.

(17)

$$(\phi \land \alpha \vdash (\beta : \beta) \land \alpha \vdash (\delta : \gamma))^A$$

$$= \{s \mid s \in (\phi)^A \land [\alpha]_s = [(\beta : \beta)]_s \land [(\delta : \gamma)]_s = [(\alpha : \delta)]_s\}
\subseteq (\phi \land \alpha \vdash (\beta : \beta) \land (\delta : \gamma))^A$$

(18), (19), (20) These cases are similar to the previous one.

Theorem 5.10 (Principal types) Let $\nu e = \{\varnothing\}$. If we start the algorithm with the frame $\exists \beta([\varnothing; \beta]; e : \alpha; T)$, where $\beta_1, \ldots, \beta_n$, and $\alpha$ are disjoint, it computes a principal typing if $e$ has a typing, or stops with failure.

Proof: The type environment in a typing of a term $e$ must contain exactly the free variables of $e$. The solutions of $\exists \beta([\varnothing; \beta]; e : \alpha; T)$ contain all typings of $e$. Thus, if we can transform the frame into a solved form, i.e. a substitution, we have found a principal typing because both phases of the algorithm leave the set of solutions invariant (lemmata 5.4 and 5.9).
We have seen that the whole algorithm consists of two orthogonal phases. The first phase creates constraints as it decomposes the input term. The second phase solves the constraints. The conceptually simplest way of proceeding is to complete the first phase before starting the second one. In practice, one is interested in localizing type errors. The first phase creates constraints and can never fail because it does not try to solve them. If the second phase were started after completion of the first one, type errors would be almost impossible to localize. In a practical setting, one runs a complete second phase after each step of the first phase. Thus, type errors can be found as early as possible and be easily localized.

6 Conclusion

The relatively complex problem of inferring types for object-oriented languages can be broken up into tractable subproblems, one of which is the record type inference problems.

The type inference systems for a flexible treatment of records resulted from the incapability of existing systems [4, 7] to deal with records of an arbitrary number of labels. Rémy [17, 18] introduced the notion of fields, permitting a treatment of extensible record types using ordinary unification. Wand [25, 26, 24] extended the system of Rémy to deal with infinite label sets and the concatenation operator.

The major achievement of our system compared to Rémy’s or Wand’s is to get rid of fields and field variables. This makes the formalization much simpler. We get an algorithm that immediately and naturally deals with infinite label sets.

A difference that results from a restriction has to do with classes. Wand wants to admit classes as first-class citizens. Since his record language has concatenation he is unable to infer principal types for expressions. He has to infer sets of principal types. In O’SMALL, classes are not first class citizens. This allows us to calculate all concatenations that are caused by inheritance at compile time. Therefore, our intermediate language RFI does not need concatenation. We can infer principal types. In a practical setting, principal types are superior to sets of principal types. Their documentary value is better. If we only consider the record aspects, Wand’s language has the following syntax:

\[ e ::= x \quad \text{variable} \\
| (\alpha \rightarrow \bar{e}) \quad \text{record} \\
| e \oplus e \quad \text{concatenation} \\
| e.a \quad \text{selection} \]

The problem is that, in the selection of a concatenation like \((x \oplus y).a\), we do not know if the \(a\)-component must be present in \(x\) or in \(y\). Therefore, principal types cannot be inferred in any of the known systems [26, 17, 4]. The language we have examined in [11] has the following syntax:

\[ e ::= x \quad \text{variable} \\
| (\alpha \rightarrow \bar{e}) \quad \text{record} \\
| (a \leftrightarrow e) \oplus e \quad \text{adjunction} \\
| e.a \quad \text{selection} \]
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If we extend this language by λ-abstraction and function application, we can formulate the counterexample for principal types [23]. The symbol + stands for integer addition.

\[ \lambda f. \lambda x. f((a \rightarrow 3) \oplus x) + f((a \rightarrow 3) \oplus ()) \]

The adjunction of \((a \rightarrow 3)\) to \(x\) must yield a term that has just an \(a\)-field. Thus, \(x\) must either be the empty record or a record with just an \(a\)-field. The types of this term are

\[
(a : \text{int} \rightarrow \text{int}) \rightarrow () \rightarrow \text{int}
\]

and

\[
(a : \text{int} \rightarrow \text{int}) \rightarrow (a : \tau) \rightarrow \text{int}
\]

for any type \(\tau\). In the present framework, there is no type scheme that can generate just these types.\(^4\)

In order to obtain principal types, we have to simplify things even further. Adjunction has to be limited to records that are "known in advance". If records are known in advance we can return to general concatenation:

\[
e ::= x \quad \text{variable}
\]

\[
| e.a \quad \text{selection}
\]

\[
| r \quad \text{simple record}
\]

\[
r ::= (\overline{a} \leftarrow \overline{e}) \quad \text{record}
\]

\[
| r \oplus r \quad \text{concatenation}
\]

From this language, we obtain \(R\) by letting the compiler resolve all concatenations. This makes the formalization easier.

The type reconstruction algorithm is divided into two phases, which can be verified separately. This description is similar to that of Wand [22]. The two-phase algorithm is more declarative and easier to verify than the classic algorithm à la Damas, Milner [9]. The resolution phase combines extensible record unification (padding [26]) and rational tree unification [8, 13]. The phases are orthogonal and can be applied in any order. An interleaving order in which the resolution phase is run after each step of the extraction phase yields an algorithm similar to the classic one. It detects type clashes as soon as possible.
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\(4\) The bug in [11] is in the adjunction axiom of the typing relation: the term \(\rho' \cdot \alpha[a]\) may not be well-sorted, however, well-sortedness is assumed throughout the paper.


