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Kurzzusammenfassung

Die Integration von Informationstechnologie in Gebrauchsgegedstist ein gegeréwtiger
technologischer Trend, welcher es Alltagsgeg@mdén erriglicht, durch den Einsatz von
Sensorik, Aktorik und drahtloser Kommunikation neue Dienste anzubietenjbgr den
urspiiinglichen Zweck des Objekts hinausgehen. Die Nutzung dieser sagenaBmart
Objects erfordert neuartige Benutzerschnittstellen, welche die speZ#fienschaften und
Anwendungsbereiche solcher Systemdibksichtigen. Konzepte aus den Bereichen Tangi-
ble Interaction und Anthropomorphe Benutzerschnittstellen werden inrdissertation
vereint, um ein neues Interaktionsparadigmia $mart Objects zu entwickeln. Die vor-
liegende Arbeit untersucht dafdie Gestaltungsiglichkeiten und zeigt relevante Aspekte
aus verwandten Disziplinen auf. Darauf aufbauend werden Richtlinnge®@&hrt, welche
den Entwurf von Benutzerschnittstellen nach dem hier vorgestellten Ahsgteiten und
unterstitzen sollen. Br eine prototypische Implementierung solcher Benutzerschnittstellen
wird eine Architektur vorgestellt, welche die Anforderungen von Smalje@iSystemen

in instrumentierten Umgebungen Beksichtigt. Ein wichtiger Bestandteil stellt dabei die
Sensorverarbeitung dar, welche unter anderem eine Interaktiensenrkg am Objekt und
damit auch eine physikalische Eingabe égiicht. Des Weiteren werden neuartige Metho-
den r den auditiven Ausdruck von Emotion und Rerichkeit entwickelt, welche essen-
tielle Bausteine iir anthropomorphisierte Smart Objects darstellen und in Benutzerstudien
untersucht wurden. Die Dissertation schliesst mit der Beschreibungir@mpplikatio-
nen, welche im Rahmen der Arbeit entwickelt wurden und das Potentihielezrarbeiteten
Konzepte und Methoden widerspiegeln.






Short Abstract

A major technological trend is to augment everyday objects with sensing, utomgmand
actuation power in order to provide new services beyond the objectstidread purpose,
indicating that such smart objects might become an integral part of our dagly. liTo be
able to interact with smart object systems, users will obviously need ajgnterfaces
that regard their distinctive characteristics. Concepts of tangible andoantihorphic user
interfaces are combined in this dissertation to create a novel paradigmdot abject inter-
action. This work provides an exploration of the design space, intrediesign guidelines,
and provides a prototyping framework to support the realisation of theogeal interface
paradigm. Furthermore, novel methods for expressing personalityraatiom by auditory
means are introduced and elaborated, constituting essential building itwcksthropo-
morphised smart objects. Two experimental user studies are presemédnag the en-
deavours to reflect personality attributes through prosody-modellddetimspeech and to
express emotional states through synthesised affect bursts. Theaadiesseconcludes with

three example applications, demonstrating the potentials of the concepts armdiohegies
elaborated in this thesis.
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Zusammenfassung

Der fortlaufende Trend der Informationstechnologie, immer kleinere, tegstahigere und
billigere Prozessoren, Kommunikationseinheiten, Sensoren und Aktoremwickeln, wird
dazu fihren, dass Computer wesentlich intensiver in unseren Alltag Einzug hedtefen,

als es bereits der Fall ist. Einzelne Objekte und ganze Umgebuiigeeik so mit miniatur-
isierter Elektronik instrumentiert und dadurch mit atdichen Rhigkeiten versehen werden,
welcheuber die ursgingliche Anwendung hinaus gehen. In dieser Arbeit werden sogenan
nte Smart Objects betrachtet, welcheagliche Gegenande sind, die durch die Integration
von Informationstechnologien zaizliche Dienste anbieterbhnen. Um mit Smart Objects
umgehen zu#innen, werden neuartige Benutzerschnittstelletbtigy welche die speziellen
Eigenschaften und Anwendungsbereiche solcher Systeriieksichtigen.

Anthropomorphe Benutzerschnittstellen zielen darauf ab, besteheidgkEiten des
Menschen auszunutzen, welche in aillichen, sozialen Begegnungen erlernt werden.
Die Disziplin der Tangible User Interfaces folgt ebenfalls dem Prinzip,vaudfiandenen
Fahigkeiten des Menschen aufzubauen, konzentriert sich dabeiuaber anderem auf
die motorischen &higkeiten zur physikalischen Manipulation von Objekten. Diese bei-
den Ansitze werden in dieser Dissertation vereint, um ein neues Interaktiodgpae
fur Smart Objects zu entwickeln. Die vorliegende Arbeit untersuchiirddie Gestal-
tungsniglichkeiten und zeigt relevante Aspekte aus verwandten Disziplinen Rafauf
aufbauend werden Richtlinien eingéft, welche den Entwurf von Benutzerschnittstellen
nach dem hier vorgestellten Ansatz begleiten und uritizesh sollen.

Fur eine prototypische Implementierung solcher Benutzerschnittstellen wiedAgin
chitektur vorgestellt, die sich durch einen flexiblen, modularen Aufbameicisnet und die
Anforderungen von Smart Object Systemen in instrumentierten Umgebbegeksichtigt.
Ein wichtiger Bestandteil stellt dabei die Sensorverarbeitung dar, waltiee anderem eine
Interaktionserkennung am Objekt und damit auch die physikalische Egngardglicht.
Dazu wurde eine Bibliothek entwickelt, welche eine Implementierung von Systanfda-
sis von Mikrocontroller-Plattformen vereinfacht, indem die Verarbeituog 8ensordaten
in Form von Signalverarbeitungsketten strukturiert wird. Die Bibliothek kedteh eine
Sammlung vorgefertigter Komponenten zur Anbindung von Mikrocontr&lattformen,
Filterkomponenten zur Datenverarbeitung, sowie Ausgabekomponeveéhe die Ergeb-
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nisse der Sensorverarbeitung beispielsweise an andere Softwatemeitargeben, auf dem
Bildschirm anzeigen oder lokal speichern.

In vielen Rllen sind Smart Objects keine isolierten Systeme sondern kommunizieren
mit instrumentierten Umgebungen oder sind sogardie Ausfihrung von Funktionen auf
sie angewiesen. Solche Umgebungémihen nun beispielsweise Dienste anbieten, welche
von Smart Objects bzw. den darauf aufbauenden Anwendungenzgeverden nnen.

Im Rahmen dieser Arbeit wurden drei solcher Dienste entwickelt: 1. Eaneckabasierte
Anwendung zur Positionsbestimmung von Personenanrfen, um sensorisch erkannte
Interaktionen zu Personen zuordnen Zinken 2. Ein Systemif die Realisierung von
raumlichem Audio, mit dem es Smart Objects égiicht wird, auch ohne eigene akustische
Ausgaberiglichkeit den auditiven Kanal zu nutzen 3. Eine zentraler Dienst ziwalaung

und Steuerung von Ausgabegtn wie beispielsweise Bildschirmen, um den parallelen Ein-
satz mehrerer Anwendungen zu églichen.

Fur die Darstellung anthropomorpher Aspekte wurden zudem neue hvenfaent-
wickelt und in der vorliegenden Dissertation vorgestellt. Um die Aagpng von
bestimmten Peislichkeitsdimensionen mit einem Text-To-Speech-System wiedergeben
zu kdnnen, wurde ein Modelliff den Einsatz prosodischer Parameter entworfen und
evaluiert. Ergnzend dazu wird gezeigt, wie Dialogverhalten und Formulierungsalterna-
tiven dazu beitragendanen, Peiégnlichkeitszigen des Sprechers darzustellen. Sofritien
sprechende Objekte zur Laufzeit passend zur zugeordnetetinRehkeit aus prosodis-
chen Parametersets und Formulierungsalternativigmem. AufRerdem wird in der Arbeit
dargestellt, wie synthetische Affect Bursts aus unterschiedlichen Basisigeneriert wer-
den lonnen, um damit affektive Zusde zu kommunizieren, welche in ihrer Klangcharak-
teristik an das Objekt angepasst sind. Eine Benutzerstudiatiggstie Erkennung der mit
diesem Verfahren abgebildeten Emotionen.

Abschliel3end werden drei beispielhafte Anwendungen vorgestellthevelas Potential
der in dieser Arbeit erarbeiteten Konzepte und Methoden widerspiegghe instrumen-
tierte Pillendose fiift die Einhaltung vorgegebener Lagerbedingungen und Einnahnsen de
Patienten und warnt bei Vetdlen gegen Vorgaben beziehungsweisedbigstdem Patien-
ten korrektes Verhalten durch anthropomorphe akustische Signale. dgitalen Som-
melier stellen sich Weinflaschen aus unterschiedlichen Regionen mit efmspdeanter-
schiedlichen Peimlichkeiten vor, wenn sie aus dem Einkaufsregal genommen werden. De
anthropomorphe Cocktailshaker gibt Anweisungen zum korrekten Ugngainihm selbst
und reagiert auf zahlreiche physikalische Aktionen des Benutzers.
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1 INTRODUCTION

Doolittle: "Bomb, this is Doolittle. You are not to detonate, repeat, you are NOT to detona
in the bomb bay. Disarm yourself. This is an ortler.

Bomb 20: 1 read you, Lieutenant Doolittle, but | am programmed to detonate in foartee
minutes. Detonation will occur at the programmed tifne.

(Lieutenant Doolittle ponders about a way of preventing the detonatioarobl0)
Doolittle: "Fine. Think about this one, then: how do you know you exist?

Bomb 20:"Well, of course | exist”

Doolittle: "But how do you know you exist?”

Bomb 20:"It is intuitively obvious”

Dooalittle: "Intuition is no proof. What concrete evidence do you have of your ews-
tence?”

Bomb 20:"Hmm... Well, | think, therefore | am”

Doolittle: "That's good. Very good. Now then, how do you know that anythingexsts?”
Bomb 20:"My sensory apparatus reveals it to me.”

Doolittle: "Right!”

Bomb 20:"This is fun”

Doolittle: "All right now, here’s the big question: how do you know that the evigeyaur
sensory apparatus reveals to you is correct? What I'm getting at is thésotily experience
that is directly available to you is your sensory data. And this data is meretyeara of
electrical impulses which stimulate your computing centre.”

Bomb 20:"In other words, all | really know about the outside universe relayed &thmough
my electrical connections.”

Doolittle: "Exactly!”

Bomb 20:"Why, that would mean... | really don’t know what the outside universe ésdik
all, for certain”

Doolittle: "That'’s it!”

Bomb 20:"Intriguing. | wish | had more time to discuss this matter”

Doolittle: "Why don’t you have more time?”

Bomb 20:"Because | must detonate in seventy-five seconds.”

(excerpts from a dialogue in John Carpenter’s science fiction riipaek Star”, 1974)

1



2 CHAPTER 1. INTRODUCTION

The preceding dialogue excerpt of the classic science fiction satire @s/alv anthro-
pomorphic bomb that is equipped with a supposedly intuitive speech intexfataltimate
autonomous behaviour. Whereas failure-proof speech interfages@mmon interface vi-
sion in science fiction movies and novels, the cited clip ironically demonstratedsouedity
of such an anthropomorphic interface for expert users in a highly dr#iceation. Not only
that this form of a spoken dialogue constitutes a comparably slow interfaz@niparison
to traditional command line input, the use of push-buttons or also direct matigputach-
niques, the interactive object reduces the level of control of the wgkich actually became
a major argument against agent-based interfaces within the research oilynaithuman
computer interaction. Although the talking bomb discloses several attributegygfical
counter-example for appropriate anthropomorphism, the idea of smaintenalctive every-
day objects (considering bombs as everyday objects as well) is a highlg eetiearch topic,
indicating that smart objects might become an integral part of our daily I@ese.technolog-
ical trend is to augment such everyday objects with sensing, computingcharatian power
in order to provide new services beyond the objects’ traditional purf®sesor technology
does not only facilitate new qualities of objects but also constitute the intexdairer be-
tween system and users as providing channels for human-computeciioenaith physical
devices - just as bomb 20 phrased it: "My sensory apparatus revealaé’to

To be able to interact with smart object systems users will obviously neesl aond ap-
propriate interfaces, which hold for multiple domains and do not requiretansive learning
phase, considering that a user might often be exposed to smart objeéaeriend sponta-
neous usage of unfamiliar systems. Such situations will require that ah@ddde able to
build up a mental model quickly, which particularly holds for novice users.

People often tend to treat objects similar to humans, according to findings vé&Rkaed
Nass [Reeves and Nass, 1996], which allows users to explain theibeha¥ a system if
they lack a good functional conceptual model. This is an important issubdanvisioned
application scenarios, where users have to spontaneously deal watmiliaf smart object
environments. Other researchers conclude that for intuitive and effluignan-environment
interaction with thousands of networked smart objects a "limited animistic desigphoeta
might be appropriate [Nijholt et al., 2004]. Similarly, Mithen [Mithen, 1996]jnted out
that "the most powerful metaphors are those which cross domain bousdamieh as by

associating a living entity with something that is inert or an idea with something that is

tangible.”

Anthropomorphic interfaces generally attempt to build on established humbs sk
learned in daily social encounters. The research domain of tangibleniegaces shares
this goal but focuses on motor skills, mainly related to physical manipulatiomgiiike ob-
jects. Both concepts complement each other, and thus, we attempt to explattinglness
of conversational speech and the physicality of real world objects afotimelation for a
new interaction paradigm for smart objects. We believe that the anthropbin@pproach
in combination with a tangible interface will provide an intuitive user interfageqidck
and casual interaction in scenarios where learning time is not given @ppoopriate. We
consider the elderly and children as notably interesting user groupséabatthe potential
to profit from such an anthropomorphic interface. It is further importamndentify the lim-
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itations of this approach: For instance, we do not expect to be able tdehemmiplex and
recurring tasks as efficiently as specialised user interfaces tailoredsfzecific application.
The main question of this exploratory work is, how we can de3igngible interfaces for
AnthropomorphicSmart Objects (TASOs), considering potential application domains and
general design limitations.

1.1 Aims and Methods

The objectives of this dissertation are of very interdisciplinary natureeoaire to approach
the topic from a broader perspective, mainly drawing on human-comptéeaation, artifi-
cial intelligence, cognitive and social psychology and ubiquitous computithin the re-
search discipline of human-computer interaction this dissertation essentialbjiroes three
different subareas (as sketched in Fidurée 1.1).

Intelligent User Interfaces

Smart Objects and
Instrumented Environments

Tangible Interaction
with Anthropomorphic
Smart Objects

Anthropomorphic
User Interfaces

Tangible
User Interfaces

Figure 1.1: Combined research subareas

The aims of this work are manyfold and include the aggregation and combirditien
lated research in order to formulate design guidelines for the novel ititargraradigm for
TASOs. The evolution of interfaces in the era of ubiquitous computing datkcetechnolo-
gies has to be reflected for an analysis of the requirements posed ositye aled realisation
of smart object interaction in general. Technological considerationshaiidimpact on the
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design process are summarised in Sedtioh 4.2 and applied in the developrienpmto-
typing testbed introduced in Chapter 5.

At the moment, smart object solutions and their purpose-built interaction nmedes
rather proprietary and specialised. Considering the penetration ofdayelife with smart
object systems in a near future, a situation comprising an abundance aédsestdutions
cannot be desirable. The aim of this work is to explore the possibilities atehtjd of
the proposed paradigm towards a natural and intuitive smart objectdtiteraFindings of
this work could have a major impact on smart object interaction design andric#ufuture
research in this field.

As a result of this work, we will develop guidelines for tangible, anthropguhia inter-
action design for smart object interfaces, outlining application possibilitidgarde inter-
action designers to create appropriate interfaces for the intended Radks. will be identi-
fied for building interfaces that are intuitive to use and enjoyable forupnebly casual and
uncritical scenarios. The approach taken by this thesis requires thaatign of new inter-
action concepts based on speech and non-verbal sound, which véllsed and evaluated.

From the above stated considerations, we derive several resesstions that we have
to address in this dissertation:

1. What are the desired attributes of TASOs?

During the course of this work we will define and refine the requiremerdsliam
itations of the proposed interaction paradigm and formulate guidelines and aims to
support designers and developers in the process of creating inst#rtbés paradigm.

2. Which concepts of tangible interaction and anthropomorphism can ke combined
to design interfaces for smart objects and how can this entangleemt generally be
accomplished?

With an extensive review and analysis of related work we have to identiéyamnt
contributions of previous work in the corresponding fields and denivagpropriate
subset for the combined application of these paradigms. Since the totakistea o
be more than the sum of its parts, novel elements have to be further exglmiad
the course of this work.

3. What is the design space of a TASO?

The design space of the proposed interface paradigm crossestyg shdemains. For
a comprehensive account of the design dimensions involved in the creditsuch
interfaces we need to look outside the box and shed light on a number ef it
relate to the design process. We further have to analyse the resulting impiécatid
include them into the proposed prototyping process.

4. In which kind of interfaces can TASOs be applied?

Are TASOs a general interface for certain types of applications, oneadistinguish
different categories of TASOs that can be applied for certain taskapplitations?
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During the course of our research efforts we have to categorisegte use cases
and identify appropriate classes of TASOs.

5. What are the technological requirements for the realisation of TA®s?

Smart objects and instrumented environments exist in various forms and aiinbg)
which pose several restrictions not only on the realisation but also onvr@alb
design process of TASOs. We have to analyse and discuss techniczsd &sd their
impact to support a structured prototyping process that has to cope withitudeiof

configurations.

6. How can TASOs be efficiently and effectively prototyped?

In order to realise and explore instantiations of the TASO concept, wetbalevelop
an efficient prototyping testbed that allows for flexible implementation and gionfi
ration of smart object interfaces in instrumented environments in a moduldiofias
that ensures a high reuse of developed modules. One important parewilframe-
work for sensor-interpretation and fusion as the foundation of obgattic interaction
recognition and actuation management.

7. How can personality and emotions be effectively expressed in TASOs?

A major aspect of the TASO approach is the creation of consistent aoctinphic
entities in many variations. Established means of representing personaleynaxicn
can be drawn upon, but novel methods in the domain of smart object itiberbave
to be developed and evaluated.

1.2 Chapter Outline

The general structure of this thesis is intended to provide several emirtg ppo start reading
and to be able to browse through this work, while concentrating on aspettaréhof par-
ticular interest for the reader. Each of the following chapters starts witke&ibtroduction

and an overview of its contents, and concludes with a summarising discuegiewing the

main points covered by this chapter. Figlrel 1.2 displays the structure ofstbertdtion in
sequential order, visualising the categories, which the chapters hemegb@uped into.

The first part builds up the theoretical foundation for the remainder ofviboik and
introduces related research and discusses how the chosen appfaachbining tangible
interaction, anthropomorphism and smart objects embeds into the reseadshdpe and
discloses new territories. This part starts with basic concepts of eagdrcegdiscipline, in-
cluding important working definitions and an analysis of how the concepadf research
area complement each other and the potential benefits that arise from matomh The
third chapter reviews prominent related projects in each correspondssgnch area and
also first attempts of combining them. This will be concluded by a discussiopesf issues
and typical problems that will be addressed by the TASO-approacipt@hédescribes the
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Fundamentals Concept Platform Exploration & Realisation
Evaluation
Design Prototyping Vocal
Introduction | 5S¢ Concepts Guidelines Framework Behaviour Applications Conclusions
1 2 3 4 5 6&7 8 9
Related Work User Studies

Figure 1.2 Structural overview

conceptual part of this work and provides a discussion of the desagesgnd guidelines
for the development of TASO. This includes a categorisation of anthroparitoobjects for

different use cases and a discussion of technical and concephsitaiots. The platform
part starts off with the presentation of the prototyping testbed and its archiéen Chapter
5. This includes a programming library and a graphical toolkit for sehased develop-
ment to support the realisation of anthropomorphic agents embodied bydnests. The

sensory layer will deal with the integration of distributed instrumentation thalda@side

either inside the smart object or also in the environment. The goal is to allow shjacts

to detect their state and user interactions related to themselves, for inshgactenaanipula-

tion such as picking up or turning objects. This is followed by the part cogexxploration

and evaluation, where we will elaborate (Chapter 6) and evaluate (Captevel means of
generating vocal behaviour expressing emotion and personality intacdisplays TASO.

Chapter 8 describes realisations of concepts that have been intraduCedpter 4, build-

ing on the technological infrastructure specified in Chapter 5 and on fressive means
introduced in Chapter 6. This includes the Sensing Pill Box, the Digital Somnaglabthe

Anthropomorphic Cocktail Shaker. The dissertation concludes in Ch@ptéh a summary
of the scientific results and contributions, and a discussion of potentiaéfutork emerging
from the outcomes of this thesis.



2 BACKGROUND & BASIC CONCEPTS

The aim of this chapter is to provide an adequate background for thecpudast parts of this
work and to embed the topic into the current research context.

This chapter is organised in five sections. Smart objects as the major applidatio
main and one of the driving forces motivating this work are introduced iti@g2.1, which
outlines relevant concepts and defines important terms on the backgrbesiéblished ter-
minology of related research areas. With rising importance of the reskeaid$cape around
ubiquitous computing (UbiComp), human-computer interaction (HCI) is cothgtsinifting
from desktop systems towards everyday environments, which has atemdbe notion of
human-environment interaction. Thus, longstanding interaction paradigrisemg revis-
ited and applied to novel settings that increasingly involve the user’s @iysality. We
review the current state of interaction design and introduce fundamemiedpts that relate
to this thesis in Section 2.2. Within the domain of HCI, this work builds primarily on two
major disciplines, namely tangible interaction and anthropomorphic user casyfahich
we will introduce and discuss in Sectidns]|2.3 2.4.

We conclude this chapter in Section]2.5 with a discussion on the interrelatibmsdre
these rather detached research fields and examine the potential of capaidimtegrating
specific concepts from these disciplines and its implications for this dissertation
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2.1 Overview, Clarification and Definition of Terms

This section will provide a general overview about the research stresated to UbiComp,
a term subsuming a large variety of research activities of a relativelygycommunity.
Leaving the era of traditional desktop computing, most terms, concepts eintddlindaries
in this interdisciplinary research field are still evolving and have yet to beiggly defined
and established. We will therefore discuss and order the overall ¢c@mexyarticular notions
that relate most to our purposes, such that we will be able to define key aahrefine the
research context as a background for the remainder of this dissertation

Particularly the terms smart objects and instrumented environments have xieen e
sively used in a variety of research activities, but a widely acceptediti@fi has not yet
been established. In the following we will also review the use of these termsnimon
literature and identify key attributes of different notions to be able to deritlear definition
of how we use and understand these two terms throughout this work.

2.1.1 Ubiquitous Computing and Related Research Streams

In this section we will introduce and clarify the terms ubiquitous computing gsére com-
puting, intelligent environments, ambient intelligence and further relateceptsicAll these
terms are mostly used synonymously to describe the same research amaldser look
reveals some variations in the foci of their research agendas.

Mark Weiser was the first to use the teuhiquitous computing in his often quoted
article The Computer for the 21st Centumhere he unfolded his vision about disappearing
computers:

"The most profound technologies are those that disappear. Theyaitbam-
selves into the fabric of everyday life until they are indistinguishable from it
[Weiser, 1991]

The above statement illustrates the concept of a disappearing techncodbgy plart of
our everyday live and activities. Such technology is integrated into theahatwvironment of
humans and blends into the background, with the effect that people germaive the digital
devices as such and are not aware of their existence when they bedegralitools of daily
routines. This article was the starting point of the research area UbiCohiph v often
synonymously being callggervasive computing The two main conferences are in analogy
called International Conference on Ubiquitous Computifgince 1998) andnternational
Conference on Pervasive Computifgince 2002), attended by basically the same research
community. Although the research themes are very similar, one notable ddéeirethe foci
of these two research directions is an emphasis on middleware, infrasdgiand hardware
technologies of the pervasive computing community, while UbiComp takes oneuser-
centred perspective, which includes the design of applications, indsréand their evaluation.
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Smart objects belong to UbiComp scenarios and constitute everyday objectsed with
technology - we will examine this term more closely in Seclion 2.1.3.

The disciplinemobile computing can also be seen as a subtopic of UbiComp and ex-
amines applications on and the technology of personal, portable computicgsieuch as
smart phones or PDAs. As opposed to UbiComp, where users intera¢heiitlenvironment
and everyday artefacts, the interaction device in mobile computing is typicakyiaated
interface. The boundaries here are of course diffuse, mobile ptaree®r instance also
employed as mediators in pervasive computing scenarios (se¢ e.g. [Rukkic20086]), in
which they act as the user interface to a computationally enriched environResearch in
this area is often concerned about device limitations regarding computatésoairces and
screen space and also covers indoor and outdoor positioning and tebased services.
Although mobile computing was originally seen by Mark Weiser as an intermedéegi¢c
wards UbiComp (later also supported by e.g. Satyanarayanan [Satyanan, 2001]), the
recent market penetration of smart phones and the predicted growth amghé impact
of this research aréélearable computing can be considered as a subarea of mobile and
ubiquitous computing and concentrates on technology that is directly wotimeolbody or
embedded in clothes, such that the user can benefit from servicestariddes and at the
same time move around and interact freely with the environment.

Recently, the terneyber-physical system&merged, describing the integration of com-
putation and physical processes. Such systems typically consist ofrketlyonultifunc-
tional, autonomous, embedded computers that control physical precasaelly with feed-
back loops where such physical processes affect computation amdesisa [Lee, 2008].
Although these research efforts conceptually relate to UbiComp, the gartjperspective
emerged from embedded systems and mainly regards technical issues onthis dCyber-
physical systems differ from traditional embedded systems mainly becaysarthdesigned
as a network of interacting elements instead of as single, independentslevigotion that
relates more to topics in robotics and sensor networks.

Intelligent environment is another related term, which was gaining popularity, since the
first international conference with the same name was held in 2004. Thipabnigption of
this concept was first described in 1998 within the context of the Intelligeom project at
the MITH and defines an instrumented environments as an interactive space withdeishbed
technology|[Coen, 1998]. The authors delineate instrumented envirasreglicitly from
UbiComp research, by remarking that instrumented environments do not ingpletihnol-
ogy is integrated into everyday objects and that the user has to directlycintéth such
devices. Instead, the constituted embedded technology remains indepfodephysical
objects, although it is as well highly embedded and distributed, including cemspwith
projectors, cameras, microphones and other sensors. But sincertigslpéty is currently
not reflected in the topics covered by the Intelligent Environments corder¢he differenti-
ation from UbiComp does not seem to be desirable anymore.

The rather similar paradigm aimbient intelligence(Aml) has been envisioned and dis-
cussed for the first time internally within Philips and was later introduced in B§Euro-

IMassachusetts Institute of Technology, Boston, USA
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pean Union funded efforts of the Information Society Technologies Adyi&roup (ISTAG)

in a report about their vision of information society in 20[L0 [Ducatel et 8012. In direct

comparison to UbiComp and pervasive computing, Aml is less architectursmiateware

focused and instead emphasises intelligent functionality, personaliskcbdipps and user-
friendly interfaces. The key features of Aml are [Aarts and Marz2003]:

Embedded: Networked devices are integrated into the environment
Context-Aware: Devices are able to recognise situational context
Personalised: Devices can be tailored towards the user’s needs
Adaptive: Devices can change in response to the user

Anticipatory: Devices can anticipate plans and intentions of the user

This makes Aml closer to UbiComp than to pervasive computing, while emphasiging
notion of ambient or invisible system response. This perspective allotesapply the term
Aml applicationas a type of application that covers smart object systems as well as intelligent
environment applications.

Finally, the terminstrumented environment basically denotes a physical environment
that is enriched with technology, enabling UbiComp and related scenaudiscassed above.
As we will use this term throughout this work, we will discuss and define thia temmore
detail in the coming section.

2.1.2 A Definition of Instrumented Environments

Pioneering and often cited work in this area was #veare HomeProject at the Georgia
Institute of Technology. The main intention of this setup was to build up a livingrébry
of UbiComp in support of home life, particularly of the elderly [Kidd et al., 9p9Context
sensinghrough an abundance of deployed sensors was the major task in thasisceging
to sense and understand the activities of Almeare Homenhabitants. Thus, the notion of
instrumented environment in this project was the sensing capability of theoemant to
generate a stream of context information enabling new services in a hemarisc

Another interpretation of instrumented environments extends this thoughatices
invisibility as another major attribute besidbiquity [Estrin et al., 2002]. Further, the role
of actuationof embedded devices is introduced as an additional but secondaryesisied®
sensing. The authors also note that the communication between such retywemibedded
nodes to support coordinated and organised actions make an importargrdieé between
instrumented environments and spaces full of electronic devices.

Stahl et al. state in their work that instrumented environments incorporatiéulistt
computing and sensing devices and also presentation media, which aeddiywes variety of
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ubiquitous services [Stahl et al., 2005]. They emphasise the importahoalj@f detecting
explicit but also implicit user interactions to infer activities as well as intentionsrdter
to build pro-active assistance systems. The authors examined in theiriscaémanirport
environment, a large public space with a potentially large amount of usersugput devices
that can be either public or private, like wall-sized screens, public aydiems or small,
single-user screens [Stahl, 2009].

Schneider considers instrumented environments as parts of the real-tinatd
are equipped with UbiComp infrastructure for the realisation of valueéhdaavices
[Schneider, 2010]. Such environments are able to interact with the ndésraadapt their
physical state through a set of actuators like information displays (inclwitogl, auditory,
and tactile displays), or physical actuators. Smart objects are also exptieitiffoned as po-
tential components in instrumented environments, as well as a communicatiatrindtare
for wireless data exchange. It is further stated that the physical elewiethis environment
are augmented with a virtual layer, linking the physical environment to digitafrimation
sources and applications.

We may summarise that the most important key aspect is the ubiquitous andudnobtr
sive deployment of sensing hardware for detecting user activities witim#ie objective
of providing assistive services in such environments. Looking at thieitewo of the term
instrumented environments, we can say that some sort of communication, ambegded
devices and services, either centralised or distributed, is also a reqotréonen instru-
mented environment. We also like to note that all of the mentioned contributioss e
importance ofocalisationas one of the most important context information for systems in
an instrumented environments setup. For our work we therefore defimenmented envi-
ronments as follows:

Definition 2.1 (Instrumented Environments) Instrumented environments are spaces of ev-
eryday public, professional or private life, enriched with embedded dsyighich possess
sensing, computing, communication and/or actuation abilities. An instrughentgéronment

is further complemented with output devices such as screens or loudspedke environ-
ment hosts services that are able to access these embedded devitee$s pnd evaluate
incoming data to derive user activities and other context information.

2.1.3 A Definition of Smart Objects

The research area of smart objects is a particularly young discipline anod/igaking the leap
from prototyping and exploring technological dimensions towards cdrregnted research.
As a subtopic of Pervasive and UbiComp, the aspects of smart objectegestly became
an independent research theme on its own, resulting in more focusentercegs such dhe
Smart Objects and Ambient Intelligence conferegiog workshops such as tiorkshop on
Design and Integration Principles for Smart Obje¢BIPSO) and thaVorkshop on Smart
Object Systems

Pioneering work in this field by Beigl et al. defined a smart objectfas everyday
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artefact augmented with computing and communication, enabling it to estabiidhex-
change information about itself with other digital artefacts and/or comput@tiegtions.”
[Beigl et al., 2001]. The main point of this definition, which is also reflecteth@ir Me-
diaCup system, is that the object collects and shares information instead ohgtitigor
independent and autonomous actions.

A part of the Disappearing Computer Initiative (DCI) by the EU was the Siftsroject
[Holmquist et al., 2004a], pioneering in developing a platform for embepdensor nodes
into everyday projects by providing a framework of small, networked @snsFrom the
viewpoint of the DCI, a smart object is an everyday object complementedivgitial means
of information processing and exchange, based on sensors, as@adqorocessors. Further,
smart objects are capable of communicating with other nearby artefactdsanglabally,
mainly functioning individually but also as an ensemble.

With the DCI focusing on standalone smart objects, the DIPSO-CommunityiGega
take a broader perspective on smart objects and particularly notice théeipémdence with
instrumented environments - besides the technological requirements ofodjeats, which
basically aligns with the point of view of the DCI.

Mattern et al. slightly deviate from this viewpoint and emphasise that smaidtelzgee
also able td'...discover where they are, which other objects are in their vicinity, andtwha
has happened to them in the pagMattern, 2003]. The main difference is the explicit state
awareness of an object, which enables e.g. to keep track of interactioridss The work-
ing group around F. Mattern located at ETH Zurich particularly focusesnoart objects in
the context of the Internet of Things, basically a network of objects byglatig uniquely
identifying devices to objects [Mattern, 2005] [Mattern, 2004] [Bohnlg2®04]. This term
is coined in 1999 by the Auto-ID Labs, a research group consistingvehgastitutes (Uni-
versity of Adelaide (Australia), University of Cambridge (United Kingdofi)dan Univer-
sity (China), Information and Communications University (South Korea)o Kiiversity
(Japan), Massachusetts Institute of Technology (USA), Universi8t.oBallen/ETH Zurich
(Switzerland)) in cooperation with EPCGIlobal, working on Radio-fregyedentification
(RFID) technologies and standards towards an architecture for thaéntaf Things. The
additional notion of smart objects here is the fact that a minimal smart objéatnmsntation
can consist of a RFID-tag for allowing simple identification and in consecpieasults in
immediate economic benefit, typically in logistics or other object tracking scendfimm
this economic point of view an instance of smart objects could also be swtious product
that perceives and observes its condition, state changes, attemptingige ¢ha situation
if not satisfied with it, which would in turn reduce total costs of making proguraplace-
ment more efficient or even avoiding it completely. Such technology enti#ga®alisation
of various applications, which are for instance being developed in the ®&MmfSemantic
Product Memory) project [Wahlster et al., 2008], which focuses oniatjiproduct histories
in order to facilitate value-added services in different stages of a ptsdifie-cycle.

Another definition of smart objects was proposed by Kortuem et al. in ,200%
lining them as”Objects of our everyday lives, augmented with information technol-
ogy and equipped with sensing, computation and communication capabitiiatsare
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able to perceive and interact with their environment and with other smajéctd’
[Kortuem et al., 2007]. The emphasis here lies on the ability of collecting antrwini-
cating context information, while the properties of the original object sa@paearance and
use are retained.

For this work we prefer to use a more comprehensive notion of smarttpsjet that this
term does not necessarily imply intelligence or processing on the objectlitseiicludes the
possibility of that. We even consider objects as "smart”, when technologit@reements
are not physically embedded into the actual device but distributed in theoemént, in
a way that an unambiguously identifiable object still obtains unique additiarsditigs as
discussed above. This perspective also includes artefacts that agly megmented with
identification and possible tracking technologies such as visual mark&R&1@r tags. A
borderline case to smart objects are certain types of robots, which signde to either
appear similar to or to fulfil functions of a physical object that alreadytexisor example a
robotic vacuum cleaner that is able to autonomously clean ground flooidjreg obstacles
through its sensory perception. While typical robotic systems are not moaééreexisting
devices but designed for a dedicated self-contained purpose, weanailer this class of
robots as smart objects as well as long as the original function is preserge the manual
use of the aforementioned robotic vacuum cleaner.

Based on these considerations and previously mentioned definition ptepes define
smart objects for this work as follows:

Definition 2.2 (Smart Objects) Everyday objects augmented with identification technolo-
gies and/or sensing and computation power, that potentially communicateéh&i#mviron-
ment, other objects and/or the user. The original appearance and funaditip of the object
are retained as much as possible. Such objects enriched with a new qualigytizer self-
aware and independent actors or interact with an instrumented enveantu facilitate user
assistance.

2.2 Interaction Design

The demands of interaction design have substantially changed duringshdgeade with
the advent of application scenarios related to UbiComp. The previously dtingrarea of
graphical user interface (GUI) design is now only one of several somicthe increasingly
diverse agenda of HCI research issues. In this section we will brigfigdace interaction
design in general and elaborate relevant concepts that have emadthetierinclusion of
physical realities and ubiquitous technology into the design space.

2.2.1 Interaction Design and Qualities of Interaction

Interaction design in general is concerned with the design of functidravieur and appear-
ance of products and systems, which includes all aspects that arespdriog the user while
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interacting with the application or device. While interface design is historicalipaated
with the design of graphical user interfaces, the discipline of interactisiggarticularly
includes the definition and presentation of interaction behaviour over tims.v&ly inter-
disciplinary research area requires expertise in several disciplingading, for instance,
sound design and industrial design (see Figure 2.1).

USER EXPERIENCE DESIGN

‘ INFORMATION

ARCHITECTURE

(Text, Video,
Soun

HUMAN-COMPUTER
INTERACTION

Figure 2.1: Disciplines involved in interaction design (source: [Saffer, 2009])

There are several attempts to define interaction design from differespguives: For
instance Marsden et al. have discussed this term in the context of mobile ttoghaod
concluded with the following [Jones and Marsden, 2006]:

"Interaction design creates a plan specifying the user needs in terms of re
quired functionality, how this functionality is to be accessed and controlled, the
presentation of content, system state, help and feedback information, end th
way the system is to integrate with other resources in the user’s context.”

This rather technical perspective reflects the traditional point of viemiemaction de-
sign that focuses on efficiency amgability. Usability, also referred to asase of use
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is basically concerned with task efficiency the absence of usability fauttsaaoidance
of frustration of the user while using the system. Various definitions with reiffeno-
tions exist. Winograd for instance defined interaction design in a broa#sesand cre-
ated an analogy to architectural design of spaces for human communicatontarac-
tion: From his point of view software is creating spaces, in which useesdivd act -
just as in constructed real spaces that provide possibilities and optione tohbitants
that occupy this space and fill it with life [Winograd, 1997]. Whereasdsbié described
interaction design as an art to design valuable, meaningful, interestingincimg infor-
mation, experience and interaction with user control and feedback ast@ssomponents
[Shedroff, 1999]. This notion addresses additional facets beysadility, including emo-
tional qualities, also described §®y of use hedonic qualityor interaction experience
we will stick to the term joy of use throughout this dissertation. Accordinglguksions
in recent years have raised criticism towards traditional human computeadtiter re-
search for primarily addressing cognitive aspects of the user andctiaglehe physical
and emotional ones. User experience and joy received more attentidmeaache criteria
for the evaluation of interactive products and increasingly a topic in irtieradesign re-
search|[Hassenzahl et al., 2001][Monk et al., 2002]. This paradigjft is well expressed
by a statement of Djajadiningrat [Djajadiningrat et al., 2000]:

"A user may choose to work with a product despite it being difficult to use,
because it is challenging, seductive, playful, surprising, memorableveand-
ing, resulting in enjoyment of the experience”

While ease of use aims at avoiding user frustration during the interactiorgfjage
motivates to (re-)use the product or system. In order to setup criteg@dtwating interfaces,
such as described in more detail in Seckion 2.2.2, traditional usability measutaisly have
to be addressed to evaluate ergonomic goals of the system but also quékiremterface
that go beyond usability, which have previously been disregarded.ig\setbearch area has
just begun to explore the design space, it is not possible to determine itedéftrof criteria,
instead we present and analyse the current state of art and aligrfants a€cordingly.

2.2.1.1 Ease and Joy of Use

The discipline usability (or ease of use), delivers norms and standaoig, aas well as
theories and concepts of design, analysis and evaluation of softwariadet® The main
goal is to create user-friendly human computer interaction by designingstensdepending
on the user’s abilities. Usability has been defined in 1998 as part of thaatitamal norm
ISO 9241-11 (Ergonomics of Human System Interaction) as follows [EBQ/L998]:

"The extent to which a product can be used by specified users to achiev
specified goals with effectiveness, efficiency and satisfaction in a specified
text of use”
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The key terms of this definition are specified as follows:

e Context of use Describes the user and the environment in which the product is being

used

o Effectiveness Describes the accuracy and completeness of the goal achievement of

the user

o Efficiency: Describes the relation between the accuracy / completeness and the re-

quired efforts of the user to achieve the specified goals

o Satisfactiont Describes the degree of freedom from restrictions and includes the ac

ceptance of and positive attitude towards the product

It has been discussed whether the latter factor (satisfaction) doedyat@zer joy of use,
but the ISO definition only states that a user is positive towards a prodatdstefficiently
and effectively designed. Satisfaction due to enjoyment in a hedonie gnet mentioned.
Therefore the phenomenon of joy of use is at least partially not cougydtie usability
paradigm according to ISO 9241-11 [Djajadiningrat et al., 2002].

In accordance to this definition the related norm ISO 9241-10 is contdevite general
ergonomic design principles of dialogues between human and informatitensswhich
we will briefly specify in the following paragraph [ISO/IEC, 1996]:

o Suitability for the task: A dialogue is suitable for the task, if it provides assistance in
order to fulfil the tasks effectively and efficiently.

e Self descriptiveness A dialogue is self descriptive, if each step of the dialogue is
immediately comprehensible due to system feedback and without requiristpass
of a third party such as a user manual.

e Controllability : A dialogue is controllable, if the user can control the start of the
dialogue and also the direction and speed until the goal is reached.

e Conformity with user expectations A dialogue is conform with user expectations, if
it is consistent and complies with the characteristics of the user.

e Error tolerance: A dialogue is error tolerant, if the intended request can be accom-

plished with minor correcting efforts after erroneous inputs.

o Suitability for individualisation : A dialogue is suitable for individualisation, if the

system allows to make adjustments to the requirements of the task as well to the indi-

vidual preferences of the users.

e Suitability for learning : A dialogue is suitable for learning, if support is provided to
learn the use of the dialogue system.
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Thus, the ease of use and resulting design principles have been inteafigtstandard-
ised and recognised, while the concept joy of use, its definition and possiilitevaluation
are still unclear. A common understanding of which specific requiremewnéstbdoe fulfilled
to achieve this effect at the user is not yet given. But several r&sgaoups have examined
and expressed criteria that are crucial to create a joy of use (se©garbeeke et al., 2004]
or [Brandtzaeg et al., 2004]. Since this research discipline is explognggnounds, a com-
mon denominator has yet to be established from scientific discourse. Rag@malysed
and summarised previous efforts of determining quality criteria of joy of ngeattempted
to unify parallel research results in her work [Reeps, 2004]. Theastékey factors can be
outlined as follows/[Carsten, 2009]:

Appropriatechallenge

e Provokingcuriosity

e Allowing personal experience®f use

e Allowing for social interaction and interaction as motivational factor
e Pleasanvisual design

e Simple,intuitive and inspiring application

e Control

¢ Individualisation

o Clearfeedback

It has further been acknowledged that usability is a base requiremgoy/fof use, be-
cause a lack of usability would result in dissatisfaction, frustration or otbgative emotions,
before a joy of use can develop. An enjoying user experience woubeitoky possible. The
latter three issues in the list of key factors are already part of the usalaliadigm, under-
lining the importance of their presence for the factor joy of use and theifduboundaries
between these two concepts.

Hornecker has derived further quality criteria and desirable attribuaeticplarly for
tangible user interfaces (TUIs) (see also Sedtioh 2.3) from contenypdeaature and dis-
cussions, constituting additional valuable directions for this work [Had@e2004]:

o Affordances(see Section 2.3.2 for a definition) should be clear and easily recognisable

¢ Interacting with the system should beregtural and intuitive as interacting with the
real world

e Complexity of the real world should be reduced not reproduced

e Directness and enjoymenbf use
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e Physical motionshould be supported, since it perceived as activating and invigorating.

e Systems should sometimes berprising or offer resistanceinstead of completely
complying with expectations, also called the quality of surpriseé iwgren, 2001].
This provokes curiosity and can support exploration and learning -wththis could
potentially contradicts with the ergonomic design principle of conformity with user
expectations [Crutzen, 2000].

e Appropriatebalance of material and virtual representation such that on the one
hand real artefacts do not appear unimportant or even superfludigurbing and on
the other hand virtual components do not appear to be not contributing fientkson
or not being registered by the user’'s awareness.

The latter issue was already formulated by Ulimer and Ishii in their summary of the
current state of TUI research in 2001 [Ullmer and Ishii, 2001]:

"Such systems require a careful balance between physical and maph
expression to avoid physical clutter, and to take advantage of the ctingas
strengths of different representational forms. This balance betweesigathand
digital representations stands as one of TUI's greatest design chalteng

Both sets of criteria, the key factors of joy of use and desirable attriboted.fl are set
to guide the development of user interfaces in this work.

2.2.2 Post-WIMP Interaction

"From the isolation of our workstations we try to interact with our sur-
rounding environment, but the two worlds have little in common. How
can we escape from the computer screen and bring these worlds tdgether
[Wellner et al., 1993b]

Research areas in the periphery of UbiComp as introduced in Sectioh 2tibit addi-
tional dimensions for the design space of interfaces that are knowrpirevious, GUI-based
desktop interaction paradigms. The so called V\EVI’FEtaphor has been the most prominent
interaction model and can be outlined as follows [Beaudouin-Lafon,|2000]

e Application objects are displayed in document windows

e Objects can be selected and sometimes dragged and dropped betweaentdifia-
dows; and

2WIMP = Windows,| cons,Menus andPointer
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e Commands are invoked through menus or toolbars, often bringing up a diakahat
must be filled in before the command’s effect on the object is visible.

Although such a paradigm is theoretically transferable, WIMP does mioead the needs
and peculiarities of UbiComp applications, therefore the question of engierinterface de-
sign in UbiComp or tangible interaction has been increasingly raised in rgears. Expe-
riences of GUI-based design can in most cases not be applied to nefadetezquirements.

Post-WIMP interfaces have been defined by van Dam as interfaoesaining at least
one interaction technique not dependent on classical 2D widgets sutieags and icoris
[van Dam, 199[7]. This includes virtual reality, mobile computing and affeatamputing as
well as interfaces in UbiComp scenarios.

Most prototypes so far were developed in an opportunistic mannerted by Dourish
[Dourish, 2001], p. 52, initiated and inspired through the developmenewfsensor tech-
nologies or input devices. Concepts and aesthetics being secondapyintary goal was to
explore the design space and to discover the potential of new technologies

The need for alternative solution for GUIs accompanied by conceptaakidias pub-
lished for the first time in a 1993 in the CACM journal issue titi&ahck to the Real World”
[Wellner et al., 1993a]. It has been argued that humans live and wdheineal world that
surrounds them, with their abilities to interact and move within that well develdpetthe
work at a computer reduces their actions to hand-eye coordination taksoreen, key-
board and mouse. The computer therefore isolates the user from thieeseianment and
the real world, which makes computer workstations and the remaining emardriwo dis-
junct worlds that have to be synchronised with additional efforts fromuter. Switching
between computer based to traditional media requires a change of toatsnements and
interaction styles, the main intention of new interaction paradigms is thereforage these
two worlds. As also Weiser stated in [Weiser, 1991], the aim is to let the asin in her
familiar environment, where she is able to experience with all his sensesmimuaicate
with others and to maintain known interaction styles for objects and informatitiis i3
particularly opposed to the direction wiftual reality, which separates users from reality, in
order to exchange it with a computer generated world. But the real, matexitl should
not be replaced but augmented, everyday objects should be extertheliigital features but
keep their familiar attributes. The natural interaction with objects and otherrsisfeould
not be encumbered, interaction with augmented artefacts takes place irtcenpporting
situated interfaces. Another important trend in this context is denoted byrtheltel real-
ity, which is defined by Lifton as an environment that results from the intetptyeen the
real world and the virtual world [Lifton, 2007]. While both worlds are cdete by them-
selves, they have the ability tonutually reflect, influence, and merge into each other by
means of sensor/actuator networks deeply embedded in everydmnerents.”

Conceptual work in this area has only recently emerged, the fundamtapalte unify
and classify novel, post-WIMP interaction paradigms will be introduced infalhewing
sections.
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2.2.2.1 Embodied User Interfaces

"So, why can’'t users manipulate devices in a variety of ways - squeeze
shake, flick, tilt - as an integral part of using thenffishkin et al., 2000b]

The idea ofEmbodied User Interfacesuggests to accept that computing power is em-
bedded into physical devices, such that the manual interaction with thedfdatig device
should be an integral part of the interactidon [Fishkin et al., 2000b]. striticised at that
time that in mobile computing interacting with small, ubiquitous devices still follows the
same paradigm established for desktop computers, only that the mouseiatirggmevice
was replaced by a stylus. He proposes an interaction style that mimics ritai-dagions,
which are known from the analogue version of a device and that thesuseniliar with. He
provides examples and prototypes, for instance a tablet PC for docwieeiihg that flips
through pages if the user flicks on the upper corners of a the devicactiam that is sim-
ilar to flipping papers of a real book. The consequence of this notiodimaia paradigm
for UbiComp interfaces that conform with the ideas of tangible interactica $setior 2.3).
The key point here is to regard the physical, analogue use of a smart objae design of
extended, digital functionality. Fishkin continued his research on the ileanbodiment
and formulated a taxonomy several years later (see Séction 2.3.1).

2.2.2.2 Reality-Based Interaction

The concept oReality-Based Interactio(RBI) has been proposed and published at CHi'08
as a unifying concept for the wide variety of emerging post-WIMP interacttyles
[Jacob et al., 2008]. This framework is supposed to be used to unueental compare cur-
rent paths of HCI research, also in order to identify gaps or opportarigiguture research,
and to analyse and relate specific interaction designs. The argumentatisrwsth the
observation that such interfaces commonly build on users’ pre-existinglkdge of the ev-
eryday, non-digital world to a much greater extent than previous ineefaradigms such as
WIMP. Jacob et al. argue that there are four core themes of the physicadigital world,
which are exploited by these novel interaction designs, because thalg esars to capitalise
from their real world skills in human computer interaction, reducing the reduirental ef-
fort. The authors claim that this may speed up learning, improve perfornartéoster
improvisation and exploration, since users do not need to learn proprietarface-specific
skills. These four RBI themes are described as follows [Jacob et a8]:200

e Naive Physics: People share a common sense knowledge about theapyald,
including concepts such as gravity or velocity, which are often simulatexpboigad.
A TUI might, for example, apply physical constraints to suggest the way ichnd
physical object can be manipulated (as in Sedfion P.3.2).

e Body Awareness & Skills: people have awareness and control of theirphysical
bodies, independent of the environment. For example, a person is afthesrelative

3The Twenty-Sixth Annual SIGCHI Conference on Human factors in @ating Systems
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position of his or her limbs. Early in life, most people develop skills to coordinate
movements of body parts such as limbs, head, eyes, and so on, in ordemp c
walk, or kick a ball. Several emerging interfaces support increasiiaiysets of input
techniques based on these skills, including two-handed interaction ane-iadway
interaction.

e Environment Awareness & Skills: people have a sense of their suruymend pos-
sess skills for negotiating, manipulating, and navigating within their environment.
Clues, e.g. landmarks, that are embedded in the environment facilitate rma sk
orientation and spatial understanding

e Social Awareness & Skills: People are generally aware of the presératbers and
develop skills for interacting with them (socially). These include verbakramdverbal
communication, collaboration or the ability to exchange physical objects xaange,
TUIs provide both the environment and input devices to support caddaallabora-
tion. Virtual environments build on social awareness and skills by reptiegeusers’
presence with avatars.

Notably, the concept and potentials of anthropomorphism have not liemvered and
regarded in this work, although it can be theoretically subsumed by the tH&meea! Aware-
ness & Skills”, which is one important requirement of certain anthroponioiipterfaces.
A reason might be that the notion of life-likeliness has not yet been carsdy applied to
interfaces in physical, reality-based interaction, underlining the noveltyeofvork at hand.

The authors generally propose that interfaces should attempt to be asslpsssible to
reality in the chosen themes. But it is also outlined that tradeoffs exist ahith th@me cases
the degree of reality might better be reduced to trade for other importalitiegianoted as:

e Expressive Power: The variety of tasks that can be accomplished withapiilication
domain

e Efficiency: The possibility to perform tasks rapidly and reach goals iroat stmount
of time

o Versatility: Enabling users to solve tasks from different application domains
e Ergonomics: Allowing users to complete a task without physical exertiontiguiz

e Accessibility: Allowing a wide range of users with a variety of abilities to complete a
task

e Practicality: Ensuring the development and production of the system sdireble
costs

Some of these gqualities are either equivalent to aspects of usability asddefifeO
9241-10 or at least partially resemble their intention: E.g. efficiency hdrasigally equiv-
alent tosuitability for the task Ergonomics in this context regards physical concerns and
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is also subsumed by suitability. Accessibility and expressive power partiadisiap with

suitability, but go further and explicitly mention new concerns. Whereastipgdity intro-

duces the issue of realisation costs, a concerns that is certainly importamirmally not

considered in a research context or design oriented point of view. gNtitese similarities
to usability, it is not elaborated how hedonic qualities as in joy of use (se@B8&c2.1.1)
should be integrated into the RBI concept.

The stated general guideline for the design of an RBI interface couldrbenarised as:
Develop an application according to the RBI principles, avoiding the mentiaddoffs if
possible. Otherwise analyse, discuss and integrate tradeoffs abddsnrthe paper.

2.3 Tangible Interaction

The trend of recent years towards shifting computing into the real wodbved and mani-
fested in several research streams such as UbiComp and tangible interdactielaborated
in Sectiori 2.1.11, the overall common goal was to augment and enrich the argrsicfamil-

iar world with new services instead of replacing it as in virtual reality effoEstablished
human skills and knowledge should be exploited as a ground for new icgsrfa

The fundamental principle of a TUI is - as the name implies - the tangibility of the-inter
face and the material form of a digital resource [Hornecker and BRO@G]. In this manner
the interaction with our everyday environment is maintained and the interfaitaased into
real world context. This has the effect that users are enabled to utilisetiperiences with
the real world, the threshold for activity is lowered and the access batkerfethe key-
board bypassed [Stanton et al., 2001]. This notion refines the intuitiderstanding of a
TUI, which previously describes TUIs simply as interfaces that can behelior grasped -
which would also hold true for keyboard and mouse. Before we introtkleeant concepts,
we will have a brief look at the comparably young history of this resedrefam to be able
to understand of the current state of art in this HCI domain.

Some first TUI prototypes appeared in the domain of architectural plarinirige
early eighties with the goal to improve existing CAD-Applications, mainly in ordebeo
able to involve clients in the design phase of buildings and to assist architetidiants
in their negotiations about design alternatives [Aish and Noakes| 188dz¢r et al., 1980]
[Frazer et al., 1982]. Due to limited technologic possibilities at that time, thegetppes
were rather bulky and inconvenient, which might have been a reasonhghg TUI prede-
cessors remained quite unpopular. Later, around 1993 the generadidved within the HCI
community and was published by different groups in different notiong Widely known
Marble Answering Machine [Poynor, 1995] [Abrams, 1999] sketcbgdhe industrial de-
signer Durell Bishop in 1992 is often quoted as an inspiring example. ThblMAnswer-
ing Machine physically instantiates incoming messages as marbles, which parkée up
and placed into a small indentation of the answering machine to listen to that me3sag
call back the person who left the message, the user can place the marbdecalltback
indentation of the phone. In 1995 Fitzmaurice, Ishii and Buxton createt!@raspable
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Bricks"” [Fitzmaurice et al., 1995] and thereby coined the tgbnmaspable User Interfaces
Ishii and Ullmer published the most wide spread definitioTaimgible User Interfacem
1997 during their research efforts within the Tangible Bits project [Igii dlimer, 1997],
which started in 1995. The basic idea shared by these variations waspbysieal objects
to represent or control digital information. The essential characteriséid®! according to
[Ishii and Ullmer, 199F] is the seamless integration of representation aritbgovith phys-
ical objects being both representation of information and as physicaloteritr directly
manipulating their underlying associations, both input and output device aatine time.
There are four key characteristics regarding representation amebicon

1. Physical representations are computationally coupled to underlyingldigdema-
tion.

2. Physical representations embody mechanisms for interactive control.

3. Physical representations are perceptually coupled to actively medigfieal repre-
sentations. (e.g. visual augmentation via projection, through sound...)

4. Physical state of tangibles embodies key aspects of the digital statesiEasy

This implies that TUIs rely on a balance between physical and digital repiesons:
While physical representation (e.g. spatial configuration) remains mdahiingitself,
digital information is needed to mediate dynamic information. In Fitzmaurice'soagpr
[Fitzmaurice, 1996] on Graspable Uls, a focus lies on spatial arrangesne direct ma-
nipulation. From his point of view Graspable Uls involve multiple input devisewing
as dedicated physical interface widget affording physical manipulatidrspatial arrange-
ment, leveraging off of a user’s everyday knowledge such as spagisdning skill and phys-
ical object manipulations. The possibility to associate devices independadttilgifferent
functions allows to take advantage of shape, size and position of phgsit@bllers to in-
crease functionality and decrease the complexity of use, making suclesli¢vitgraspable
functions”.

The common goal is simple: Creating an intuitive user experience by turnimghgsical
world into an interface, by bringing digital information to the familiar real worldhere it
turns visible and manipulable. These concepts and the variety of prototgpeshown that
there are two key attributes of TUI systems that are originally inspired byoBisiMarble
Answering Machine and repeatedly discussed [Abrams,|198&brdance andMapping.
Affordance of a virtual or physical object according to Norman is dityuaf the object (e.g.
its shape) suggesting the way of using it, a concept that is often utiliseddiynitey shape
to enable intuitive use. Good affordances therefore yield an effeetaxation of human
everyday knowledge and skills regarding physical manipulation (Affioces are discussed
in more detail in Section 2.3.2). Nevertheless, critics argue that the confcaffdrdances is
too limited, since it does not consider emotions and expectations of usesshéhaesthetic
and emotional components of interaction are disregarded (see also $e2tihn 2
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Mapping in the context of human-computer interaction generally constitutepetihe
ceived relationship between interface elements and their movement on théaode
and their impact on the target system on the other haBgatial mapping(as in e.g.
[Sharlin et al., 2004]) particularly regards the location and spatial geraent of interfaces
and their meaning in respect to their function and type of interaction. A dahapping
(according to[[Norman, 1998]) for instance utilises spatial analogiesaltgral standards.
Another related concept that also emerges in the context of the Intdriibirms isobject
mapping- the association of new meaning to arbitrary objects. Dedicated interfgeet®b
can be mapped to functions and controls whereas everyday object® eatdmded with
digital properties and point to any kind of digital information.

TUI research merely focused on developing new prototypes until lgcemhen a
shift towards theory and frameworks can be noticed such as in the kpexi@ on
"Tangible Interfaces in Perspectivetf the journal on”Personal & Ubiquitous Com-
puting” [Holmquist et al., 2004b]. These attempts so far resulted in taxonomies d@gfinin
and categorising systems (e.g.) [Fishkin, 2004] [Sharlin et al.,|2004jffBe et al., 2005]
[Hurtienne and Israel, 2007] and outline the design space or uneggkmrgory.

Recent attempts aimed at generalising previous categorisations fromBE fyraradigm
towards embodied, situated interaction for UbiComp scenarios, most notabliyRBased
Interaction (see also Sectibn 2.2]2.2).

2.3.1 Embodiment and Metaphor - A TUI Taxonomy

An essential framework in the TUI realm was formulated by K. P. Fishkingnateng and
unifying previous categorisations and definitions [Fishkin, 2004]. Aratbason for us to
consider particularly this taxonomy over other frameworks is its objecticeperspective
matches with our approach on smart object interaction - as opposed ittstimce, integrat-
ing movement and space as|in [Hornecker and Buur, |2006].

Fishkin identified the two concep&snbodimenandmetaphoras the axes in the design
space of TUIs and argues that a high level in each attribute increasemntiibility of the
interface, reducing learning efforts, increasing the impact of the metaptibthus adding
value to the whole interactive system.

Embodiment specifies how closely tied the input focus to the output focus isight
amount ofembodimenivould therefore imply that the user perceives the state of computation
asinsideof the manipulated device, embodied within a physical housing. This chesacte
tic is further classified into four discrete levels, depending on how the bofpan action
spatially coincides with the input devictull, nearby environmentahnddistant

Full: In this case, the output device equals the input device, such that thefsteespstem
is fully embodied in the device. An analogy is clay sculpting, where clay isqalish
and at the same time the effects can be seen on that particular clay. Thigflevel
embodiment is the most common one from the physical world.
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Nearby: For this level of embodiment, the output takes place near the input object. Al-
though not within the same object, the output is still tightly coupled to the focus of
the input. For example, a light pen that modifies the display directly beneathuitgdwo
express this level of embodiment.

Environmental: In this case, the output is somewhere in the environment of the user, for
example audio rendered by loudspeakers in the room, or changes afligddat levels.
Although there is a logical link between the input object and the sourcetptiguhe
output is perceived as separated from it.

Distant: For distant embodiment, the output appears separated from the objecpre.g.
another, distant screen or even in another room. For example a TV repritelc
which triggers a switch of the visual attention between input device (remoteotp
and the output (the TV screen).

The metaphordimension describes the degree of analogy of a system affect to a real-
world effect of similar action. This dimension is further grouped into two typlesmetaphor
of noun those which appeal to the shape/look/sound of objectsiaatdphor of verbthose
which appeal to the motion of objects, i.e. the analogy of the interaction to oglil actions.
The more of one type of metaphor is used the higher the scale on the metaiiingr r

In particular, ifno metaphouat all is employed, users typically apply physical manipula-
tions for controlling a system, but these manipulations contain no analogieg teadfworld
actions. For example, a command-line interface where typing gestureahaeerelation to
the effect, e.g. copying a file on the local hard-drive.

The metaphor ofiounrelates to systems, which employ an analogy to the outer appear-
ance of an object in the real world. But, the actions performed on/with thjatbare not
analogous. An example from conventional HCI would be windows deslgsfems, where
file or directory icons on virtual desktops were analogous to physicaepief paper or
drawers on physical desktops. However, most physical actionsabiesks (clean, crum-
ple, staple) have no virtual counterpart, and many of the virtual opesatiave no physical
analogy (e.g. resize). In the field of TUI, this level is reached by systemich merely
the look of an input object resembles the look of a real-world object.

Accordingly, systems might apply an analogy to the actual gesture or moveraen
formed in a real world scenario, which is called an analogyesb The visual appearance
of involved objects is irrelevant and is connected to a real world cousterp

In an analogy ofnoun and verbboth appearance and action are now related, but the
physical and virtual objects still differ. In our windows desktop examplag-and-drop
applies this level of embodiment, since dropping an icon into a virtual wastebsers to
dropping physical paper into a physical wastebasket.

A full metaphor means that the user does not need to make an analogy at all, tie virtu
system appears to be the physical system, which implies that manipulating tbeabiaieges
the world in the desired way. Although a high rating in the proposed desigeirsin is
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generally desirable in the spirit of tangible interaction, design trade-»is &d have to be
considered.

Taking the perspective of this taxonomy also outlines trends in the evoluti@tJbf
prototypes. An examination of over 60 TUI systems has shown that therbdem a clear
trend of increasing the levels of embodiment and metaphor in the developneeaydifts
[Fishkin, 2004].

Implementing interfaces for smart objects can employ both a high degree ofiamdnt
and metaphor of noun, due to their inherent physicality combined with embéeienology.
Furthermore, tangible input and anthropomorphism have high potentiaiséiising a high
metaphor of verb. And in consequence enabling the achievement ofllbthetaphor and
full embodiment.

2.3.2 Affordances

The term affordance is originally introduced by the psychologist Jame&ildson
[Gibson, 19777] and defined as the quality of an object or an environrttexitallows an
individual to perform an action. Donald Norman introduced the term into Geafiea and
refined its meaning for this domain [Norman, 1999]:

Affordance of a virtual or physical object is a quality of the object (e.g. its
shape) suggesting the way of using it, which is therefore an intuitively recog-
nised relation between attributes of an object and possible actions or opera-
tions, depending on the physical capabilities, goals, plans, values, betidfs
past experience of the actor.

Affordances are calls or options for action and describe propertiesnafonments or
objects that are relevant and meaningful for persons, becauselliweycartain activities or
operations. They therefore describe a relation between those attribdtpessible interac-
tions and indicate how to perform certain actions. For instance, a dodlehiamites to push
it down or a knob to be turned [Norman, 1998]. Norman combines the ptsdéapping,
Visibility and Affordances to a design theory. Mapping constitutes the peoie mapping
between intended action and result or process and between interfamnideand effect on
the system. So called natural mapping utilises analogies, e.g. spatial, andl@tiindards.
Visibility means that components of a system are visible and convey an ajgieomes-
sage. But affordances are not always visible, known or wanteg céefor instance also be
discovered through exploration and experimenting with the device.

Criticism shows that the concept of affordances is not yet finaliseccultent use by
the HCI community is restricted to perceptual and motoric abilities of users, wite e
tions and intentions are basically excluded. Norman later further diffetedttaltural affor-
dances, which are based on common cultural knowledge and learngzhtions that can be
achieved through active participation. He also noted the differenperoéivedaffordances,
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which exist particularly in screen-based systems [Norman,|1999]: Rtalesomputer with
display, keyboard and mouse actually affords pointing, touching, lockimfyclicking on
every pixel of the screen and although a nearby screen affordsitmyenost do not detect
and respond to it. Icons, cursors and other graphical elements onrdensmly promote
perceivedaffordances, using cultural and social conventions and givingoeed Perceived
affordances do therefore also depend on context, culture and thel matal of the actor,
while real affordances are independent of the actor’s ability to perd¢eand do not change
as the needs and goals of the actor chahge [McGrenere and Ho, Z&4l]and perceived
affordances as well as feedback are independent design comareptan therefore be ma-
nipulated independent of one another. Graphical user interfacengesido therefore mainly
care about perceived affordances. According to Norman, actiahge WWIMP paradigm are
too abstract and arbitrary in comparison with real, physical manipulatiobjetts, where
the power of real and perceived affordances lies.

2.3.3 Organic User Interfaces

Organic User Interface§OUI) as a recent trend constitute a special case of TUIs, which has
been defined and discussed in a special issue of the CACM journal B 200lman and
Vertegaal|[[Holman and Vertegaal, 2008] have approached the terngliyng that the planar
rigidity of LCD screens is a fundamental limitation for the shape of computingcds\and
therefore also a limit for their usability and affordances. Whereas aparreal world dis-
playing device is mentioned as a counter example that can be folded or rbhley further
pointed out that the above mentioned restriction is going to disappear with tirgeame

of OLED technology and electronic ink, which will allow for the design andstauction of
flexible and organic-shaped computing devices. Another important geveltt as a prereg-
uisite for organic interface design is that of new materials such as memorg,allbych can
be used to mimic the behaviour of muscles and therefore allow for the implementétion
shape-changing artefacts with minimised actuators.

Based on these observations, Holman and Vertegaal provided the fajldefimition of
Organic User Interfaces [Holman and Vertegaal, 2008]:

"An Organic User Interface is a computer interface that uses a nonplanar
display as a primary means of output, as well as input. When flexible, ks
the ability to become the data on display through deformation, either via manip-
ulation or actuation. Their fluid physics-based graphics are shapedugiro
multitouch and bimanual gestures.”

Three design principles for OUIls are developed in this work
[Holman and Vertegaal, 2008]:

1. Input equals output: While in traditional GUIs input and output are spatially sepa-
rated (mouse/keyboard and screen), input should not be distingléghain output in
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OUIls: Users should literally manipulate and deform the virtual objects onisipdag
itself. Such displays should sense their own shape as input, as well éisealfarces
acting upon them. This principle basically affirms a high degree of embodinsent a
pointed out in Section 2.3.1.

2. Function equals form: The shape of an object should allow a person to perceive what
can be done with it. OUls should physically represent the supportedt@&stjwvhich
coincides with the idea ddffordancesas in Sectiof 2.3]2.

3. Form follows flow: An attribute that is rather unique to OUls, due to their shape-
changing abilities: An OUI should adapt its form to follow the flow of usendtois
in a variety of physical and social contexts of use. A form should adwagard the
activity and change appropriately.

Examples of OUls are discussed in Secfion 3.3.3, most of which reseminhplkesthat
mimic a notion of living or animalistic artefacts.

2.3.4 Multimodal User Interfaces

Wasinger summarised several definitions and notions of therterttimodal user interfaces
in his dissertation [Wasinger, 2006]. He outlined that modalities are beiegeefto as to
the "the human senses which allow incoming information to be received ancegsed”
[Wahister, 2006]. In consequence, multimodal interaction is defined tthbemeans for a
user to interact with an application using more than one mode of interactioms$tance of-
fering the user the choice of speaking or typing, or in some cases allowangstr to provide

a composite input involving multiple moddfroumentin, 2004]. In this sense Schomaker et
al. differentiate between interaction that uses only one modality (unimodal Gtiterg ex-
actly two modalities (bimodal interaction), and two or more modalities (multimodal interac
tion) [Schomaker et al., 1995]. Multimodal interfaces as a category trerstibsume TUIs,
but as a research discipline it focuses on issues that relate to the combfatimdalities,
such as fusion and fission. Multimodal fusion, or also referred to as muléihiateégration

is defined in|[Froumentin, 2004] as the process of combining inputs froiereiift modal-
ities to create an interpretation of compaosite input. The main goal of modality fision
combine multiple modality input streams into a single result that is modality indepelmatent
enriched with semantic meaning. The counterpart modality fission is respefwibplitting
such semantic, modality-free meaning into different modality streams forriegigm to a
user.

The haptic channel on the input side is often used within the process oflitgddsion
for the disambiguation of references in dialogues, which is also cedfedence resolution
For example, the utterance "What is the price of this camera?”, occurritigeirspeech
modality, contains the referring expression "this camera”. Combined witlrdipg gesture
that refers to a certain product, the referring expression can be rdatdgtte this object
and the fusion component would be able to infer that the user has inqueentite of that
particular product.
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2.4 Anthropomorphism

Anthropomorphism is the tendency of people to think of objects as if they tiadh char-
acteristics. A common and universal definition of the term Anthropomorphésnbe found
in Webster's New Collegiate Dictionary:

"The Attribution of human characteristics to nonhuman things or events.”

One of the earliest documented and discussed instances of this phemoateniored
when people modelled gods after themselves. This tendency to percewertes similar
to ourselves was classified as a clear mistake by many scientists, philasapiceothers,
considering it to be a behaviour which has to be eliminated wherever poskiigeargued
that in our epistemological relation to reality Anthropomorphism should be minindised
to its inherent potential faultiness, but anthropologists like Guthrie receghét it cannot
be eliminated completely for being a result of an involuntary and at the same ttassaey
perceptual strategy of human nature [Guthrie, 1997] [Guthrie and Myakybd 993]. In this
sense it has further been argued that the anthropomorphic mental modet¢soé from a
cognitive default[[Caporael and Heyes, 1997], resulting from thedmumind’s powers of
discovering and applying analogies and patterns, in this case betwesgivegrand other
phenomena. Thus for the first time a positive connotation of anthropomsarpgtame into
play. This cognitive automatism was further analysed and questionedinging possible
reasons behind this behaviour. Two widespread views attempted to exmadtisttussed
phenomend [Guthrie, 1997]: "According to the familiarity thesis, we ussedues as mod-
els of the world, because we have good knowledge of ourselves buaif tloe nonhuman
world and, looking for an explanation of the world, resort to the knowdeth@t is easiest
and most reliable.” In comparison to this cognitive derivation, the comfedishrefers to
the "emotional motive that we are mistrustful to what is nonhuman but rezbssyr what
is human”. But Guthrie himself argues that anthropomorphism is a cognitategy in the
face of chronic uncertainty about the nature of the world. Accordingrtg uessing that
some thing or event is humanlike or has a human cause constitutes a gocetbasif we
are right, we gain much by the correct identification, while if we are wrorgusually lose
little. Although called a "bet” this is not a deliberate or explicit choice, instea@djipens
unconsciously as most of perceptual processes do, a produducélnselection, not of rea-
son. ltis a strategy to make sense of our world when we are not able tatutiprehend its
complexity.

When considering other humans and animals, we reflect on hidden cdiodserved be-
haviour, make attributions as to the traits, experiences, or reasons déteripiand extrap-
olate to new situations$ [Povinelli and Bering, 2002]. These tendencieselrestablished
neurologically, and are likely triggered automatically as well when we obseachines that
have human attributes and move and speak purposefully [Scholl and TlietnZD00].
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2.4.1 Animism

The closely related concept éfimism is as defined by Piaget [Piaget, 1933] and most
following psychologist the "Attribution of life to the nonliving”. Similarly, religiest and
anthropologists look at animism as the attribution of soul or spirits to things.afimeistic
worldview originates from the same source as anthropomorphism: faceegtamty, we all
look first for what matters most - living things and especially humans - and iithpbssume
these as a default. Animism is less complex than anthropomorphism, and wiibtierce
of ethnographers and anthropologists it was mostly of interest for theidarhahild psy-
chology [Mead, 1932] [Bullock, 1985]. Although this phenomenon attddess attention

in cognitive sciences, the transition to anthropomorphism is rather seamtess,it comes

to the attribution of life-like characteristics to inanimate objects.

From a definition point of view, animism is applied as long as only animalistic attsbute
are applied that do not include human traits such as etiquette, gendercspeciimotions
that go beyond primal desires.

2.4.2 Anthropomorphism in Human-Computer-Interfaces

Taking a look at contemporary HCI on the background of the work sumethris
the previous section, we will find diverse research activities that hénevrs how
users sometimes interact with desktop PC applications as they were interagting w
people [Lee and Nass, 2003] [Nass et al., 1999] [Nass et al.] 199%@ople apply well-
learned conventional social schemas such as gender stereotypesrarslsuch as reci-
procity and etiquette when they respond to the interactive system [Nd®H, 20here is
also evidence that users simply apply stereotypes and heuristics artdsenit habits
[J.J. Bargh and Burrows, 1996]. It can also be observed in theitedHanguage of com-
puting how humans apply anthropomorphism as a framework to compretambtegy: A
computer has enemory it searchedor things, it is programmed by programmifenguages
and can be infected bywarus. This is also supported by the the CASA paradi@oifputers
Are Social Actors) [Nass et al., 1994]. Many users state that they interact sociallythvaith
computer, both verbally and physically and that they often regard it agradfrenemy or
both. Of the 53% of participants who admitted talking to their computer kindly, 98% a
admitted that they speak to their car. Of the 47% who said that they did not talkito th
computer kindly, only 68% claimed that they talk to their car. This seems to indicatte th
some users might be predisposed to talking to certain objects, whereasartnant.

The corresponding user interface counterpart for animism is teramgmhalistic or
zoomorphicuser interface (see e.g| [Fishkin et al., 2000a]), and is referred &mwhn-
plified life-like entities are employed that do not exhibit human capabilities ssidpaken
natural language.

Human computer interaction designers have already attempted to build upondha-me
nisms of anthropomorphism in a variety of applications, for example life-likeadters as for
instance described by Anglet al. [Ande et al., 1998] or Cassel et al. [Cassell et al., 1998].
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Life-like characters, also referred to as Virtual Characters, Avatamsbodied Conversa-
tional Agents or Anthropomorphic Agents, are graphically representtidvable charac-
ters, which can be represented in a realistic or also in a cartoon-style mafret of
research energy is spend for examining and increasing the perdeliedability and life-
likeliness of such characters, which depends, according to Hayewhether a charac-
ter seems conversational, intelligent, individual, social, emphatic, variabteceherent
[Hayes-Roth and Doyle, 1998]. Such characters are increasinglpgetpfor tasks that are
originally performed by humans, such as tutors, trainers or sales peasdraim at applying
an anthropomorphic interaction metaphor in order to increase the otheragsec@mmu-
nicative capabilities of computational devices. Robots due to their inhehgstqality and
ability to move, sense and react, exhibit an obvious instance of machinedgbdtave the
potential to be exposed to an anthropomorphic stance by users. It wastance shown
that”"people developed a predictable mental model of the robot’s knowledge entirely
different domain (tourist landmarks). Just as they do for people aidals, they made infer-
ences about the robot’s internal knowledge state and extrapolateddicpits competencies
[Sara et al., 20056].”

Further examples emerge from contemporary pop culture and can lgkifornovies and
literature that envision anthropomorphised interaction with computer systemthespace-
ship main computer in the movie "2001 Space Odyssey” (see [Schmitz et B850 an
overview). An abundance of commercial Product Design examples arlektimg concepts
follow an anthropomorphic scheme (e.g. M&Ms, Mr. Clean or J.P Gaultieupesy.

2.4.3 Software Agents

Another prominent example of transferring anthropomorphic concepisaiointerfaces are
software agents [Maes, 1994], which were introduced as a noveldaoéeparadigm consti-
tuting an approach to model software behaviour and algorithms as seliremh&ctors. This
concept was not intended as an anthropomorphic approach as ditéughis chapter, in-
stead it was motivated from a system design point of view as an alternairadtion style
to direct manipulation. The discussed anthropomorphic features arecedsarily given in
software agents, but fact that they constitute computer software apgpeasrindependent ac-
tors instead of tools is an essential attribute of both concepts. One majoedifétor is that
users delegate tasks to the agent-based software, which autonomoustyonahe given
problem and presents the result afterwards.

According to Woolridge and Jennings, there is no widely acknowledgéxt defini-
tion of software agents, but it has been commonly approved that agents@aputing sys-
tems with some sort of autonomy. Nevertheless, they attempt to mark the terts agen
systems that are situated in an environment, and that are capable of autsnactions in
this environment in order to accomplish certain objectives [Wooldridge enaidgs, 1995].
Similarly, Russel and Norvig describe agents'asything that can be viewed as perceiv-
ing its environment through sensors and acting upon that environmesnigh effectors.”
[Russell and Norvig, 2009] - which would also subsume TASOs that emgeoging and
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actuation capabilities (see also Figlre 2.2).

Sensors

percepts

actions

effectors

Figure 2.2 Russel and Norvig's model of an agent (source: [Russell andifjaz009])

Woolridge and Jennings further introduce the "Weak Notion of Agency’,
general description of required attributes of an entity to be called an agent
[Wooldridge and Jennings, 1995]:

Autonomy: Agents are in control of their internal states and actions, such that they ca
operate without explicit intervention by humans.

Social ability: Agents interact with other agents or also humans in order to e.g. negotiate or
cooperate.

Reactivity: Agents perceive their environment, which might be facilitated through eng. se
sors, and respond to changes.

Pro-activeness: Agents are not limited to simply react but are also able to take the initiative
for goal-directed behaviour.

A stronger notion of agents, e.g. discussed by Shoham, suggests thdiatiridf inten-
tional properties to agents, also calle@ntalisticcapabilities[Shoham, 1993]. Such capa-
bilities include for instance the concepts of belief, desire, decision, interttiavhligation.
This notion makes use of well established folk psychological theories hverie applied to
explain and predict human behaviour (see also Seltion 2.4.4).
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2.4.4 Layers of Anthropomorphism

A study of recent anthropomorphic user interfaces on the backgroiupslychological and
anthropological research has shown that such systems and theiaelppooexploit anthro-
pomorphic reactions in users is multilayered and involves several pexcessrather inde-
pendent levels. They argue that anthropomorphism in human computéadetemcludes a
variety of phenomena that are not yet thoroughly understood, andiras step categorised
anthropomorphic phenomena in six layérs [Persson et al.) 2000] fPeztal., 2002] :

e Primitive categorisatioris the most basic level of anthropomorphic thinking and in-
volves the general impression of "life” triggered e.g. through movemenial/jgop-
erties such as faces or extremities or through the presence of voiceeoaatmalistic
sounds. When primitive categorisation is in place, people start projectiegatpects
on a given living thing.

e Primitive psychologylescribes individual everyday knowledge about basic needs and
drives, such as hunger and pain, life preservation, sexual doiveensations. For
example, hunger will disappear after eating. Looking at the definitiongestiis level
of anthropomorphism can also be seen as the layer of animism or zoonmy@aisis
pre-stage of full anthropomorphism, although the authors do not ditiate between
the concepts of anthropomorphism and animism at this point.

e Folk psychologyencompasses more complex (folk-)theories of the human mind, ex-
plaining behaviour in terms of inner states that relate to perceptions, bejats,
intentions and actions. For instance, goals motivate intentions and beliefsaion
actions. Furthermore folk psychology involves the attributiorefotions which is
further defined by the appraisal theory, which tries to describe hoplpeppraise
and ascribe emotion to others (elg. [Omdahl, 1995]). The central ided mntivdions
result from our evaluations of events or situations, causing diffeeations in differ-
ent people. Therefore each situation causes an emotional responpersoa based
on the his or her appraisal of the event. Attributing emotions to other peopéy sl
involves such appraisals.

e Traits are summaries of one’s impression of a person, and form another layer o
anthropomorphism. Traits such aealistic thoughtless stupid are common per-
sonality stereotypes and describe simplified everyday-versions of faromeepts
of personality psychology, such as the prominent five-factor-modglessonality
[McRae and John, 1992]. Another important difference of such traitgoared to the
folk psychological level is the endurance and stability of these featureshis re-
gard, this definition is equivalent to a classification of emotions and pdigoas in
[Gebhard, 2009], where durability is also the main feature for differgatia It fur-
ther appears that traits seem to be shortcut terms for related procesbeslevel of
folk psychology: For instance ampulsiveperson disregardsinking andbeliefsas
constraints foactionsand instead acts mainly alesires
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e Social rolesare applied in everyday encounters to explain situations and to provide be-

havioural patterns through a social schema. Several social scheemagreposed by
psychologists and sociologists, constituting fundamental dimensions in catimal
environmentsOccupancy roleprovide us with normative expectations about e.g. doc-
tors, waiters or bus drivers and possibly about their goals, belief¢j@metc.Family

role schemasegard father, mother, brother etc. and contain expectations about their
interaction on a daily basisSocial stereotypesonstitute a mix of assumptions about
other people and can be conceived as a set of traits associated tpatpeople. For
instance in our culture, women are considered to be emotional and empaiiile, w

doctors and scientists are rational and emotionally neutral. In contrastdpsutbial
schemas these stereotypes are often mixed with an emotional and morat &badit
this category of people. Furthermore, expectations and associaticsisfeotypes are
often linked with salient visual features, clearly identifiably in first enders) includ-
ing skin and hair colour, body size, gender, age etc. With increased fetpiliath a
person, visual cues become less important.

e Emotional anthropomorphisiis the last level of anthropomorphism and - in contrast

to the other levels - does not involve cognitive processes but an emotionahsion
that evolves over time. The term emotional bonding coins the phenomengetae
do not only try to understand the behaviour of other individuals (by appfiplk psy-

chology, traits and/or social roles) but also take an emotional stanced®waaother
person, by for instance aligning with a character or person or applyprgeess of
allegiance. It has to be noted that these processes including long-tetiomshbond-
ing processes like friendship and love, and their complex and dynamicdtiteraare
not yet fully understood by neither psychology nor anthropology.

Examining this categorisation more closely, we will notice that each of theseslaye
corporates an increasingly complex model of an anthropomorphised:sbbijiling on top
of previous layers. Three dimensions can be identified which differerdiadelayer from
another, all of which are increasing with each layer:

e Complexity of the anthropomorphic entity’s personality
e Duration required to build up the intended anthropomorphic phenomenon

o Relevance of social context

Primitive categorisation takes place instantly, potentially at first sight, andsoigigests
the mere existence of life-likeliness. Primitive psychology just needs aeriexge of ac-
tion or reaction in a certain context that can be evaluated, which can Ihak@ppen within
seconds or minutes. Folk psychological phenomena involve more compitanaxion pro-
cesses of observed behaviour, while traits and social roles regampocmd identities that
consist of sets of personality factors. Social roles furthermore builsooral context and
inter-individual dependencies combined with personality types. The erabtathropomor-
phism particularly requires longer time periods and mainly relies on emotidiaéibreship
instead of individual attributes, while the latter are also required as agomditmon.



2.5. SYNOPSIS 35

2.5 Synopsis

In this chapter we outlined the current research context of this worldesdribed essential
concepts on which the dissertation builds on. We have summarised reasartctedevelop-
ments in the area of UbiComp and discussed the the current state andtransitions of
interaction design concepts. UbiComp became research reality from vis@todievelop-
ments on various frontiers, primarily the miniaturisation and mass producticongbuting
and wireless communication components, sensors and actuators. It & sufiported by
advancements in processing and interpreting complex sensory informatinas in visual
computing, speech recognition, affective computing, gesture recoguitisensor fusion.
We have seen that several research trends approach the fielderemithbstraction layers,
for instance Ambient Intelligence with a focus on user friendliness andces; or Perva-
sive Computing, which concentrates on infrastructures and middlewaszaRch on instru-
mented environments and smart objects can be seen in this conemdlagg technologies
for UbiComp scenatrios, applications and user interfaces. Particulatlyddechnical proto-
typing part of this work, it is important to note that smart objects as definedsicllapter can
be infrastructure independent entities but also be part of an instrumamtednment and ac-
cess services (e.g. sensors) of the environment in order to employ thdedtéunctionality
and interfaces. We have pointed out that various current projects dnuitanart objects as
enabling technologies, for example the SemProM project, which employagrdidries for
value-added services. In fact, these diaries can already provaketiaropomorphic stance,
because they communicate that an object has undem@wrienceshat affect the current
state of the object. Thus, sensory perception builds up object memorieseandries define
coherent current states, which potentially supports the believability ofitesbjects.

Typical UbiComp scenarios involve everyday environments with an almoedaf smart
objects that a user has to cope with in a preferably intuitive and enjoyableeman such
environments, users might be exposed to as many different servicesrasatie objects,
each of which potentially with its own interface. The TASO concept constitudaterface
paradigm that attempts to relieve users from the burden of memorising andaiigigry a
variety of independent interaction principles by providing a holistic paradigat leads to
life-like smart objects in many variations.

We have discussed facets of evaluating qualities of interaction. The trankiio a
comparably pragmatic view on usability towards the inclusion of hedonic attshsitde-
scribed in Sectioh 212 and opens new venues to develop and evaluateatitiesjof novel
interfaces, which might not exclusively aim at highly efficient proce$ss also at emotional
and engaging user experiences. We believe that the concept of TW&Cs high potential
in satisfying the stated quality criteria in UbiComp scenarios. The concepisged later in
this work address a series of criteria that have been identified as Keysféar establishing
more joy of use.

We have reviewed tangible interaction and some crucial concepts behiridtérface
paradigm. The idea of TUIs comprises a specific concept for interfasigml irrespec-
tive of technologies and implementations. UbiComp can provide enabling tecfe® for
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implementing and realising TUIls, and in return, TUIs can be integral pakttbi@omp sce-
narios and provide interaction concepts that potentially apply well to mangasss. We
have discussed the impact of some fundamental constructs in the realngibldanterac-
tion, including affordances and a taxonomy baseémbodimenandmetaphorand we will
see later how the design of TASOs can draw from these concepts. Wealsavseen how
conceptual research such as unifying classifications attempt to orgardselate ongoing
research in the field of HCI in UbiComp scenarios and how the concemimbining tan-
gible interaction, anthropomorphism and smart objects embeds into cueseirch context
and discloses new territories.

Anthropomorphic interfaces and TUIs share the common goal to exploiilissiad hu-
man skills and knowledge acquired in everyday life. We have also seearilmism as a
special case of anthropomorphism describes more simple phenomenawehagplied to
construct an animalistic class of smart objects (see Sdctiod 4.3.1) in this Werkave in-
troduced software agents and shown how they employ a certain anthrogggomparadigm
as system design strategy.

Furthermore, we introduced several layers of anthropomorphisnd leesanthropologi-
cal and psychological studies and observations. We will adapt ard tygse observations
for building distinct classes of anthropomorphic objects in Se€tidn 4.3jgngvalternatives
for different scenarios, depending on their requirements and deasdics.



3 RELATED WORK

The previous chapter provided a clarification of terms and a solid bagkdrim research
activities relevant for this work, primarily interaction design in the era of Wdini@, tangible
interaction and anthropomorphic user interfaces. In this chapter weagive/erview on
state-of-the art in these research areas by presenting a selectimjastpthat are relevant
for this dissertation.

This chapter is divided into four sections, analogous to the previous\Waestart with
reviewing smart object interfaces that don't adhere to any particulafacteparadigm, fol-
lowed by work in the field of TUIs. We will continue with user interfaces thablwe an-
thropomorphic and animalistic concepts, ranging from embodied converabtigents to
social robots and toys. Finally, we conclude with a discussion of the redi@nojects, their
advantages, results and shortcomings related to TASOs.

37
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3.1 Smart Object User Interfaces

Interaction paradigms for smart object systems are few due to the ratheg yge of this
discipline. In this section we will introduce various kinds of user interfdoesmart ob-
jects, which have emerged in recent years. The spectrum includes imphcédtion, direct
manipulation, remote interfaces and mobile phone mediated interaction stylesnttast
to the interface paradigms introduced in other sections of this chapter, ghesapes of the
smart object interfaces introduced in the following are often technologyretand results
of an opportunistic approach to realise interfaces to objects that ardyaliagmented with
technology and thus offer certain sensing capabilities for object manipulatio

3.1.1 Implicit Interaction With Smart Objects

We will use the termimplicit interactionto subsume interaction paradigms that involve the
use of situational context information, such as the location and state of shjadis and
users. Implicit system inputs are therefore actions of the user, whichcaneerceived as
such, instead they are real world actions with an independent purpltsecht Schmidt has
coined this term in 2000 and proposed the use of context in order to impsaventerfaces
[Schmidt, 2000]. The application ContextNotePad was introduced to exerttpifidea and
included context adaptive features, such as hiding the display contea, tive device was
not in use and other people are nearby.

This approach is further picked up in [Schmitz et al., 2007a] and conalypapplied to
the shopping domain: In this scenario a user in a supermarket might takelacpout of
the shelf, turning the product in order to read what is written on the outins gathering
information about the product, instructions to use, additionally neededsmges or in case
of groceries the nutrition facts and serving suggestions. Actions like gjckpfputting back
products from/to the shelf or shopping basket can for instance be detesitey RFID tech-
nology. Interactions with the products outer packing can be monitored ssimgpr boards,
which are able to provide sensing capabilities e.g. for light, temperatuned soua accelera-
tion. Such observed interactions could trigger events in an UbiComp envinatrthe user is
not aware of. In the case, where the user in our scenario puts thegbtmatk to the shelf, it
would for example be possible for such a value-added service to comm@tsanalised prod-
uct catalogue, that is somehow (e.g. via e-mail, bluetooth transmission, tadoviersion)
handed over to the user at the end of his shopping process. Or thensgiibat automatically
check the nutrition facts against the user’s allergy profile and warn hirethehthe product
contains ingredients that might cause allergic reactions. As these examgatuthe in-
teractions are typically unnoticed and the design of the interface doegedia designated
explicit interaction - as opposed to the concept TUIs.
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3.1.1.1 The Smart Shopping Assistant

In this fashion Schneider has developed a prototype of a smart shopgsigtant
[Schneider, 2004], which reacts on certain actions of the user: Takprgduct out of the
shelf and placing it into the shopping cart. Upon the first action the systendisplay

general product information on a display attached to the cart and addlificoenpare two

products if another item is taken out of the shelf at the same time as shown ie[Bidu The

second action will cause the shopping assistant to evaluate the cutrehpsaducts inside
the cart in order to infer, whether the user is going to prepare a cer@perelhe system
will provide a list of recipes, which require products that have alreashniplaced into the
cart and orders them according to the probability that the the user is goprgpare this
dish.

Figure 3.1 The Smart Shopping Assistant in use

Clicking on one of the recipes will display the list of required items, indicatinglvbf
them are still missing. This example of implicit user interaction also shows thetjzdien
blurred boundaries to explicit interaction: As soon as the user believeththinteraction
pattern of the system has been completely induced, she or he can attempbtbiexpe-
haviour to actively trigger desired responses, which might turn an implicitaaten style
into an at least partially explicit one. For example, a user might place a cotipleducts
into the cart in order to get a certain recipe displayed on the list, just to becbteck the
required preparation time.
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3.1.1.2 The MediaCup

Some of the first prototypes illustrating the potentials of implicit interaction basedtext
gathered by augmenting everyday artefacts with sensing and communichailiiesawas
developed within the MediaCup project [Beigl et al., 2001].

Figure 3.2 The augmented MediaCup (source: [Beigl et al., 2001])

The MediaCup itself is still a prominent instance of these efforts: An orgioaffee mug
with hardware embedded into the base, containing both hardware andsoftw sensing,
processing and communicating the state of the cup (see [iglire 3.2). A caoffevas chosen
as the central item, because it constitutes a typical everyday object thagigehtly used
while remaining in the background of the user’s attention. While a focus wasmmuni-
cation infrastructure and technical issues, several application socedawveloped over time.
The most obvious step was to detect whether the cup is filled with hot caffieet@nd to
let the coffee machine start brewing replenishments if appropriate. Fusthealled Smart
Doorplates, displays with dynamic contents attached to the outside of offtre,deould
be able to detect whether there is a meeting situation and to show a "meetinghavésn
potential visitors. Such a meeting situation is basically assumed when more thaumpoaie
present in an office or meeting room and being used.

The exactly same approach is taken by the Sentient Artefacts project
[Kawsar et al., 2005], although a the name of their concept does notupidke preva-
lent terms. Again, everyday objects are augmented with sensors to emaiflgusive
and implicit value-added services to the user. The smart artefacts hedsar seen as
aggregator of context information, including the state of the object and ad#ities.
Several applications for home environments were developed, for exdngplavareMirror
[Fujinami et al., 2005], a mirror with display capabilities installed in a washrodrowing
various information such as the schedule of the day or weather foréoasiglition to the
person’s reflection. A toothbrush is augmented with two-axis accelerormeteactually
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used as sensor that allows to infer the use of the bathroom, which initiates tha mir
interaction.

3.1.1.3 Smart Mats, Tags and Clips

Preceding the development of our prototyping environment (see SecHpmw& have con-
structed a series of smart objects by integrating different kinds of séedmologies partly
into existing objects and partly into devices specifically created for this gerpbhe expe-
riences of this project were incorporated in the development of ourgoabtyping testbed
and also helped us to develop industrial design guidelines presentedionSe&cl.b and4]2.
In the following we will describe selected products that have been créated context of
an interdisciplinary project involving students of computer science ardlptaesign, who
were given the task to realise fully functional TUIs under our technosdgind conceptual
guidance.

Figure 3.3 The interactive beer mat.

In this project we hoped to bridge these two worlds of design and technaliog to
achieve a design process, which is informed from both sides. While tldugralesign
students could still do their original work of finding and developing forms stmapes, they
received permanent feedback about how well their designs were soiibeing turned into a
functional prototype with the technology at hand. They learned to paytiatteo this aspect
early in their designs. Conversely, the computer science students leafdoedbout the
restrictions implied by mechanical design and were forced to be more @ @atheir choice
of technology. We expected that the emerging designs would gain sublbyaintien this
constant dialog between the free flow of ideas and the necessity to pradulty functional
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prototype in the end.

The first product we want to introduce is tieractive beermat, which is also an
example for interfaces that deliberately provide both implicit and explicit iotEna modes
[Butz and Schmitz, 2005]. The device is basically a reusable beer coaat of plastic
with integrated weight and acceleration sensors (see Higdre 3.3) .

The implicit part is realised with the weight sensor, which detects whethersa gla
top of the coaster is empty and in that case sends that information to the deshkippter,
which would theoretically notify the waiter. The beer mat is further also intenosupport
entertainment activities in pubs, by using acceleration sensors to séms&ion in space,
which can be used for voting processes. While simply raising the glassa#iyuassociated
with a positive reaction, a negative vote can be given by raising the ghak&xplicitly
turning the mat upside down. Voting can be used in song contests to determinet¢h
of the audience or in karaoke bars to give immediate feedback to the singgdyaduring
performance. In sports bars, the decisions of the referee on the bégré¥n are often cause
of discussion, and the collective voting can here convey the averagiempf the local pub
crowd, thus creating an additional level of interactivity for watching tpiora group.

T .

\

Figure 3.4: The smart security tag.

The smart security tag is an extension of conventional security tags that are attached
to clothes and also other products, in order to trigger alarms when carrmehththe exit
[Kaiser, 2004]. The basic idea is to have such conventional tags @ddndthe means of
generating simple visual signals that indicate whether that particular pigseagyiven cus-
tomer profile or not. This profile could contain information about age, gesd® and price
range, depending on the final scenario and available information. Medoged prototype
applies a fixed set of selected attributes and matches them against availakleAtsubset
of tags which is associated to the items that are potentially interesting for themarstaill
glow as long as the user is present and "logged in” at the shelf, whichreedised by an
RFID-based recognition of a personal item, such as a customer carBi(red 3.14).

The smart tag employs a active RFID tag extended with an additional LED, cammu
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cating with thei-Port Ill RFID reader. The communication of between the RFID tags and
the reader is divided into two steps:First, the reader scans on the cahaett@nas of the
i-Port to determinate which tags are within range. Second, a blink commandtitoshe
corresponding RFID tags. The first design concepts invaBredrt-ltssensors (predecessors
of the pPart Particles, see Table 511.1), but since the final version tlie¢tauaire additional
sensors, the technology requirements have changed such that thetsezdevice could also

be reduced.

Figure 3.5: The smatrt clip.

Thesmart clip is a brooch that supports gymnastic lessons by tracking movements with
acceleration sensors and sending the data to the main application which sliggldiyack on
a nearby screen [Berwanger, 2004].

The brooch itself has to be fixed to a particular position at the user in ordacititate
the recognition of the movements (see Fiduré 3.5). The requirements ofsheheaefore
include the possibility to easily (re-)attach it to clothes and certainly to hold tieoséeevice
and to provide breakouts for a recharger and a power switch. At the §me the size has
to be minimised to make it as unobtrusive as possible.

The main software is located on a common PC and mainly analyses incoming acceler
tion data in order to detect whether the movements were performed in the idterzamer.
The actual feedback was performed by displaying video clips that cogithier affirmations
or corrections of a few selected movements.

3.1.2 Mobile Interaction With Smart Objects

The core idea of the the Perci (PERvasive ServiCe Interaction) preybich was funded
by the NTT DoCoMo Euro-Labs, is the use of mobile phones as mediatoistéwaction

with smart objects [Enrico Rukzio, 2008] [Enrico Rukzio, 2007] [Brala&, 2009]. This is

motivated by the rapid development and use of mobile phones with integratethtmam-
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eras, GPS receivers, Wifi and Bluetooth hardware, which are thdimgaiteractions with
objects in the real world. Further, technologies like RFID, Near Field Congatian (NFC)

or visual marker recognition are can already be found in some newer mpdalgling ad-

ditional means for object recognition. Smart objects have to be augmentbdhat they
can be sensed by a mobile device. Application examples for the technictioftture de-
veloped in this project are advertisement posters augmented by visuadmsjamkachines
(e.g. a printer) augmented by RFID/NFC tags and public displays, whichugmaented by
Bluetooth-based services accessible via the mobile device (see Eigure 3.6)
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Figure 3.6: Touching and pointing for interaction with smart objects (source:
[Broll et al., 2009)])

Thus, a smart object from their understanding can be a location, a phgbiect aug-
mented visually or on RFID basis, another mobile device or a computer prgwéirvices
via Bluetooth. The technical implementation suggests at the same time the interaddon s
The authors differentiate between touching, pointing and scanning.hifaucs facilitated
and required by a RFID/NFC implementation, since the recognition of paR§ill@s works
only for a very short range. Pointing takes place when visual recognrgicequired using
the build-in camera of the mobile device. An alternative solution for the pointigdntion
has been developed with a laser pointer attached to the phone and a gt memunted on
the smart object. Scanning is the last of the three proposed interaction atglesctually
describes the phone’s search over bluetooth for smart objects thasardgluetooth enabled
and that the system can connect to. The applications realised in this wagllyasanslate
IDs of smart objects to pointers that direct the mobile device to web serfizessample to
an online shop for movie tickets for the film advertised on a poster.
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This approach separates the interface from the smart object, which thekphysical
appearance of it almost irrelevant. The interaction modes are shapethbjctd restrictions
and basically allow access to services attached to physical objects. Vdrgagke they draw
on is the pervasiveness of mobile phones and the fact that the usdesrdliar with their
personal device.

3.1.3 Commercial Products for Smart Object Creation

The success of RFID in research and industrial applications and thgemeerof the internet
of things has recently also lead to start-up companies that provide the meemsfiure
smart object applications for end consumers. The company Tou@ﬁatage of them and
has emanated from Bell laboratories, the research division of Alcat#itu Touchatag
basically sells RFID equipment, that is sets of readers and tags and gravidssy to use
system to associate tags with configurable functions, such that for iesdgredefined email
will be sent when the associated tag is detected by the reader (see[Eifjutdsrs can now
stick RFID tags to suitable everyday objects like cups, wallets or books Etce fhe reader
for instance under the kitchen table and choose a response of the Hyatésnriggered when
the object is in range of the reader. The company also provides an opketptace for such
services and documented libraries for developers, such that the commamitpntribute to
the functionality of the system.

The french company Violdtwas founded in 2003 and offers a product with a set of
features very similar to the Touchatag: Sets of RFID readers and tags)ynMir:ror and
Ztamp:s, and simple means to associate actions to tags, thus adding new fulcctiosis/-
day objects. In addition to that Violet also developed the Nabaztag, a noalfig device
iconically resembling a rabbit and containing a variety of sensors andtaxtyaee Figure
[3.4). This includes a Wifi card for wireless internet access, a loudspdakDs, microphone,
RFID reader and motorised ears that can rotate and detect when thepwed by the user.
The Nabaztag'’s behaviour is configurable over a web interface atiekfuprogrammable via
an API. It can blink, move its ears, react on spoken commands througé recognition,
read out loud texts utilising a text-to-speech module, detect RFID taggedt®bjed react
on incoming mails, RSS feeds and various other web resources. Thiyvdrépplications
is certainly more diverse as with simple RFID recognition and thus, the setrates is
extended by the community and continuously growing.

Although the Nabaztag is not an everyday smart object but instead el inter-
active device basically for delivering web-based services, which esslpposed to blend
into the environment as a decorative item, it represents a mature produetperiphery of
the smart object domain that has made it to the end consumer and market. sigre afe
the shape, the text-to-speech functionality and the movement of the ethrarfioore pro-
vide a mixed animalistic/anthropomorphic impression. While the interaction style itself,

Ihttp: /7 www. t ouchat ag. conT | last visited June 30, 2010
Zhtt p: /7 www. vi ol et . net/] last visited June 30, 2010
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Figure 3.7: Left: The Nabaztag - Right: A Touchatag setincl. RFID reader andtagsces:
http.//www.violet.net/ and http://www.touchatag.com/)

configuration and programming all happen on traditional channels amd krigh the ani-
malistic/anthropomorphic approach.

3.1.4 Writing and Talking to Everyday Objects

Recent projects address the technical challenges of creating respartefacts that react
to written and also spoken messages. Choi et al. suggest to interfadedeviaes with
common instant messaging clients as if each device were a buddy to chat vkt dra-
sis [Choi and Yoo, 2008]. This includes messages that initiate communicdyotyging
"hello” ) and to give commandsglease print document xx¥” Also feedback and system
status are received as messages in the same way. On the one hand thihiés simgple
technical solution to deliver commands with existing software to certain mag¢tioesn
the other hand it invokes a awareness of things as dialogue partnessraptiow responsive
entities, which were not perceived as such beforehand. Certainlyltédypvirtual, since it
only works on common personal computers or other machines that suypaortlients and
therefore the physical aspects of smart objects are totally excluded.

While Wasinger et al. were the first to examine the effects of applying spadikéogues
to objects (see Sectidn 3.2.2.2), others have picked up this idea to motivatevtiieion
technical realisations of such interfaces. For instance, Lombriser leta. realised speech
as a modality for smart object interaction [Lombriser et al., 2009], arguiaggbeech has
the potential to provide naturalistic and intuitive interaction. The authors éxammined the
use of speech synthesis on sensor nodes that may be integrated intolsjead. For this
purpose the so-called Wireless Voice Node has been developed, whaidmall, wireless
sensor node with the ability to generate voice output with a voice synthesidéntagrated
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text-to-speech processor or an audio system that plays pre-rdcwded files stored on the
board. In addition to that the developers added a transceiver for sgreemmunication,
a 3-axis accelerometer to detect gravity and movements performed with tioe,daw air
pressure and temperature sensor to be able to detect height and terepenanges and
finally a light sensor calibrated for indoor usage. Because poweuogotfon is a particular
issue for wireless computing it was an interesting point that voice outputdsyeexpensive
process, accounting for 90% of the power consumption of the senaaod latnen turned on.

The first example use case of their project is the talking doll, a puppehflaren with
a programmed voice node integrated into the head (as shown in FEiglre 38)aifs of
this prototype were to enhance the playing experience of children by riogwhaem to use
other, wirelessly connected smart toys. Thus, the doll will speak coté@dandent sentences
when children interact with those toys.

Figure 3.8 Integration of the Wireless Voice Node into the speaking doll: a) the Wire-
less \Woice Node, b) loudspeaker, c) battery, and d) a milk bottle as sma(sooyce:
[Lombriser et al., 2009])

From time to time the doll will ask for another augmented toy in the environment. All
smart toys send out their identifier strings (e.g. "milk” for the milk bottle), whiah be
read out loud by the doll when it asks to play with it (e.g. "l want drinkk”). Utilising
the on-board sensors the doll and the toys can recognise motions aholgduarther strings
in response to that, which can further be interpreted by the doll. In the dgahfhe milk
bottle, the bottle itself would recognise whether it is tilted as if it were used fokithg and
send oudrinking to the doll, which in turn could render drinking sounds that were stored on
the board. Action sentences and sounds are only played if the smart sdgecs to be in im-
mediate proximity of the doll, which is determined by evaluating the receivedisteagth.
Details about the algorithm and implementation can be fourid in [Lombriser e08B] 2nd
[Brunette et al., 2003]. Since the doll does not store any informationtglmantial smart
toys it interacts with, the system can also integrate new toys that were nehlatadesign
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time. The prototypical implementation of the smart doll instance is mainly a preoboéept
of the wireless sensor and speech synthesis node and has not tikenifivestigated from
the user interface perspective.

3.1.5 Summary

The first interface examples in this section demonstrate a major benefit alargegninia-
turised technology: Smart objects can utilise sensors not only to provitigoaa| services
but also to detect user input. For example, acceleration sensors cahlutewhether an
object has been dropped and whether a person is holding it in a certgirmh@& advantage
of implicit interaction is on the one hand to realise unintrusive services to trewith-
out requiring any sort of explicit user input, such that the user is roptired to learn any
means of interaction or to adapt his or her natural activities. But on the lotimel an explicit
interaction style potentially provides more control to the user in certain situatiomes in-
teractive beer mat exemplifies how explicit and implicit interaction can be comhlrinene
smart object. Important for this work is to see how user input is recogbigéte introduced
projects. A basic and common method used by the Smart Shopping AssistansésRé-ID
technology to infer whether a user is holding a product in her handshvgaone by simply
installing a reader in shelves such that the user can be assumed to holit@grgoroduct
when the absence of this object is reported to the system. The smart oltfestiase merely
holds its identification tag while the environment provides the remaining techyahamiud-
ing the output device. The Nabaztag also hosts all sensors and evel gotpputing and
communication technology. Obviously, as a commercial product, specialigadtmcture
to support smart object interaction cannot be assumed at the conswmas/at. Although
the anthropomorphic approach is only superficial, it is interesting to notamhanimal-like
appearance was chosen, probably to develop a consistent and glpesiinict impression
for a device that offers both reactive and pro-active functionality.

It seems apparent that several examples in this section were develaetethnology-
inspired fashion, which means that the possibilities of available sensorrphatimere ex-
plored for interactive purposes without being motivated from a petisgethat focuses on
the application itself or even the interaction design.

3.2 Projects Involving Tangible Interaction

Typical tangible user interfaces focus on (sometimes two-handed) matiopuéd physi-
cal artefacts, which are designed for the particular system and inpubdheBesides such
projects we will also present work that integrates tangible input into multimgdééms and
prototypes that combine TUIs with life-like characters.
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3.2.1 Tangible User Interfaces

We will begin our review on related tangible interaction research with cldsBidia, which
focus on the tangibility of the interfaces and their physical manipulation. €leeton in-
cludes aged but highly influential work as well as state-of-the-art piomovering the vari-
ous research directions of the TUI realm.

3.2.1.1 musicBottles

The Tangible Media Group of the MIT Media Labs has created a serie®oégring pro-
totypes, such as the musicBottlés [Ishii et al., 1999] [Ishii et al., 200X]e musicBottles
interface employs bottles as containers and controls for digital content@rsists of an
instrumented table and corked bottles containing various acoustic media, sigahmstru-
ments (see Figuie 3.9).

Figure 3.9 The musicBottles (source: [Ishii et al., 1999])

The system recognises each bottle that is placed onto the table throughtd&jsiand
lights up the stage to show that the bottle has been identified. Opening a bottle deals
tected and "releases” the contents by rendering the correspondingdssanid back-projecting
coloured light patterns on the table, reflecting changes in pitch and voluthe sbunds in
realtime. The user is therefore able to orchestrate the acoustic and wipeakace by ap-
plying the interaction metaphor of opening physical bottles. The initial protogypployed
the musical instruments violin, cello and piano in Edouard Lalo’s Piano Trio inirivibut
the group has also experimented with other applications including weatr@tsgpoems,
and stories.
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3.2.1.2 A Workbench for Urban Planning and Design

The URP-Systeni [Underkoffler and Ishii, 1999] supports architexté@vn planners in cer-
tain planning tasks: Users position shape models of buildings on a planniteg wetile
illumination and shadowing conditions are computed and projected in realtime ergarth
face (see Figure_3.10). Additional objects beside the building models fanatidools to
manipulate parameters of the system or objects. For example, a magic wabel gsed to
change the material of a wall to stone or glass by touching it. The reflectfomalis made
of glass will be included into the computation of the lighting conditions. Anothamgpte
is the ruler, which can be utilised by touching two points on the table to let thensystm-
pute the distance and display the value on the surface. The clock is aimogieetant tool to
set the time at which the illumination and shadowing should be computed. This dtlows
instance to observe whether a courtyard gets enough light during tiheecolua day. The
flow of wind is also computed and blended into the projection, visualising phena such
as suctions caused by certain building configurations, or swirls in bettugitings. The
winds are represented by short lines moving in the direction of the windplesupnted by

the speed index.

Figure 3.1 The URP system (sourcé: [Underkoffler and Ishii, 1999])

The original system was based on a visual recognition approach, glthater versions
of the table employed physical sensors integrated into the table and modelsealtme re-
sponse to user manipulations is already a significant improvement over cosimalation
applications in the city planning domain, enhancing the typical iterative plarprocess
towards the desired result. All meaningful parameters can be physicallyaitively ma-
nipulated, while the dynamic content is delivered digitally through the projectiimese
features lead to another important benefit of the overall system noteskly: d'he possibil-
ity to solve problems in a very playful and iterative manner.

In later generations the URP table evolved to a more sophisticated applicatporsng



3.2. PROJECTS INVOLVING TANGIBLE INTERACTION 51

more realistic settings and features, which filled the surface with heavy cafttrjects
representing new functions and buildings [Ishii et al., 2002]. In cgneerce the developers
decided to keep certain functions purely digital, accessible with a traditiomgdaier mouse.

3.2.1.3 MediaBlocks

The MediaBlocks system [Ulimer et al., 1998] serves as a tool for théieneaanagement
and manipulation of media, which are dynamically associated with wooden bldtlese
blocks are digitally tagged and can be recognised by certain surfacesxdmple one that
belongs to a video camera, display or printer. Following the idea of the manbleesing
machine, these blocks are used as physical containers of data thaivedoe reasily trans-
ferred between different devices. A central component is the so ddiésliaSequencer, a
tangible interface for mixing and manipulating media (see Figurd 3.11) .

Figure 3.11 The Mediablocks sequencer (sour¢e: [Underkoffler and Ishd9J)9

The shape of the MediaSequencer reminds of a picture frame, with ansoréae centre
and one rack at each side equipped with sensors to recognise MedigapBlaced on it. The
two main components are the position rack (bottom) and the sequence rack\Wthpn a
mediaBlock is placed in the position rack, the display shows its contents asdlfokeries
of images, as shown in Figure_3]11 in the right. The focus of the view is dmarby the
horizontal position of the mediaBlock on the position rack: Moving it to the exgthe left
side will focus on the first element and, accordingly, the most right positioresponds to
the last element of the block’s media content. These functions can be ubedltse the
contents of a mediaBlock and to select an individual media element for apjbgitween
mediaBlocks. For the latter process, the destination mediaBlock can be piabedtarget
rack at the bottom to the right of the position rack. Pushing the target blacappend the
selected media element to its contents, which is confirmed visually on the displagtsam
by acoustic feedback and a haptic "click”. Pressing and holding thetfalagk, while at the
same time moving the source block to another position will append a range ofraterime
analogy to dragging a selection with a mouse. Similarly, the sequence rack &locambine
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media contents into a single sequence, which can be bound to a target lzloel pn the
target rack.

3.2.1.4 The Tuister

The Tuister is a TUI for navigating hierarchies, such as nested menus.d#signed to
support bimanual interaction and provides input and output capabilitiassetgle device
[Butz et al., 2004].

The Tuister device consists of two cylindrical parts on a common centrajsead-igure
[3.12). The right cylinder is called the head and contains several disfitaysxample six
displays in a hexagonal arrangement as shown in Figuré 3.12. Thealtfispcalled the
handle and can be used for manipulation.

Secondary Display,

Primary Display.

Handle containing
Battery Pack

Turnable Sleeve

Wik FLUIGUN 5bs |

Secondary Display

Figure 3.12 The Tuister design (left) and prototype (right) (sources: [Butz et 804D

The user can turn the head of the Tuister to choose from a list of items tHadvishs
on the displays. Displays on the backside can be switched off and mrapgpthe front
with different content, such that it can be scrolled through arbitrarily listg. To increase
scrolling speed, the user can give a spin to the head, which will rotaty fra@l the spin
fades or the user decides to stop the movement when the list is close to the iteis) tha
being searched for. Once the target appears at the primary displaig tilia¢ctly facing
the user, it can be selected by rotating the handle clockwise while the heattlifixed
by the other hand. If a submenu is selected in this way, it will be entered, vdidéng
counterclockwise will move one step up in the menu hierarchy. Letting thddnapih freely
would go down along a set of default choices and spinning it countémwiee up to the root.
The creators of the Tuister envisioned the device to serve as a pensoltighurpose device
for instrumented environments, which the user can bring along as a saliveterface for
arbitrary applications that require navigation through hierarchical menus
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3.2.1.5 Thel/O Brush

The I/0O Brush is a device that looks like a regular paintbrush, but it is imsinted with a

video camera, touch sensors and LEDs [Ryokai et al.,|2004]. Thesois allow users to
pick up arbitrary colours, textures and movements on surfaces fromhamg in the envi-

ronment by touching an object with the head of the brush, in analogy to dipgdaintbrush

into a colour pot. This virtual ink can now be drawn onto a special caavemsjch sensitive
back projection display, as seen in Figure 8.13.

g

Touch sensors

Figure 3.13 The I/O Brush (left) in action (right) (source: [Ryokai et al., 2004])

The I/O brush was designed as a tool for children to explore coloutterps, and move-
ments found in their environment by sampling and applying them to virtual dgswirorce
sensors embedded at the bottom of the brush bristles detected pregdige an the brush.
Thus, when in sampling mode, the LEDs inside the hollow bristle would illuminate thettar
to enable the camera to sample the surface. In drawing mode, the systempaoulthe
sampled image or motion (done by sampling over a longer duration) wherupress the
bristle is detected. Artists can control the size of the sampled image drawn cartbes by
the amount of pressure applied on the brush.

Using the I/O brush closely resembles the actions performed in a real pasittiagion,
realising a very intuitive and effective interaction. In addition to that, the §amfeature
provides a function, which is otherwise difficult or impossible to performnfovice artists
with traditional painting utilities. Although the brush is theoretically still usable asanaon
brush, it is not designed to retain its original, analogue function, as thikirerfere with
the integrated technology and also require a conventional canvas.
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3.2.1.6 TUIs for Media Control

In 2005 we have tutored a TUI design course, in which a collection of ToHsnedia
control in a home scenari¢ [Butz et al., 2005] was created. This intertimsarip student
project involving product designers and computer scientists showaabesrsity of interac-
tion metaphors suitable for the rather simple and well defined task of contrttiegrain
functions of a HiFi system at home. The development process includesk@@hes, the
construction of low-fidelity hardware prototypes, from which the mostremate solution
was selected and prototypically implemented. All implementations were either basbd

Smart-Its sensor platform [Beigl and Gellersen, 2003] [Holmquist et@04a] or realised
with custom made electronic circuitries.

The Hanging Twines constitute a chandelier-like installation, which would Hiamg
the ceiling and would be part of the environment, similar to a piece of furnitueelamp.
Plexiglass rods were chosen as the material for the twines, which are illuchiiname the
top end and thereby achieve luminosity over the whole length. The ends oidhevere
designed to provide affordances or at least visual invitations for pudlimjor turning (see
Figure[3.14), which would activate its function.

Figure 3.14 The Hanging Twines

The rods are shaped in such a way, that they would reveal their fuatitioly a similar-
ity of their shape to the conventional symbols for media control, such agjalage, forward,
rewind and stop. Further, symmetric functionality such as rewind anddasafd could be
mapped to one rod, since the symbols only differ in their direction. In caeses, the
current orientation of the rod would further define which of the two actiifide executed
when the rod is pulled.

Another solution is called Pyramid Control, a sphere consisting of four "sVirmgnd
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residing on a stand with a LED, which indicates the front side of the deviad¢B, 2004].
The LED should face the user, such that the spatial mapping of the wiagsambiguous.
In its initial closed position the dividers of the movable parts indicate the partitjceunal,
in conjunction with a small cavity on top of each wing, suggest the possibleagtien.
This kind of foldable device allows direct manipulation of player functionaijsting the
movable parts - giving an additional visual feedback of the system stdtesliyurrent wing
positions, see also Figure 3115.

Figure 3.15 Form studies (on the left) and the final model of the Pyramid Controls

The prototype utilises the acceleration sensors of Smart-It particles, wigoh inte-
grated into each wing, in order to detect the positions of the wings and tatctinctions
of the player accordingly. A closed object means stop, pulling the froatdid/n starts play-
ing, while half-way down pauses the playback. The backside directliralsrthe volume
by its position whereby closing this side means "mute”. The left and right wieygsd and
forward respectively when pulled down half-way while by tilting them dowrttfer tracks
are skipped in the corresponding direction.

A similar approach is taken by the Flower, a stationary device with three lafers
switches circularly arranged around the body of the product. Two sestelere connected
to each of these petals to detect up- and downward movements, returiftglick as feed-
back. Each button sends a signal to a controller chip when it is presdedeacontroller chip
encodes the state into an infrared signal and activates the diode to transmtiittihe button
is released. The outer layer control overall volume or sound procggsie middle layer
could switch between components of a HiFi system, while the inner part toptayback
on a single component (see Figlire3.16).

The last tangible interface for media control created by this project is Fliplist,
a bimanual device, consisting of two different parts, which could be ssghrately
[Taffin, 2004] (see Figure_3.17). The cube is used to set the systenthimtdesired oper-
ation mode. The different modes can be selected by flipping the cube fdamacsside,
where the selected mode faces up. One typical example is to flip the cube anippler
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Figure 3.16 Work in progress (left) and the final prototype of the Flower

face displays the symbol for volume adjustment. The exact sound levelnsébected by
twisting the second device.

Although the twisting device was designed explicitly to input continuous daté, &sic
volume, it can also be used to make choices or a binary decision by lefthortwigns. This
helps for example to implement functionalities provided by traditional remote alerfr
HiFi equipment, e.g. skipping or repetition of the current song. While the @ubestricted
to be used on a planar surface for correct orientation detection, the tdirice can be
used in any position, e.g., comfortably from the sofa. The combination ofuthe and the
twisting device allowed seven discrete selections (skip song, repeataggpause, stop
and shuffle) and four continuous selections (speed of fast forspesed of rewind, increase
volume, decrease volume).

3.2.1.7 ThereacTable

The reacTable combines tangible interaction with multitouch interaction on a talitetop
terface, realising a musical instrument designed for installations andl eesra as well as
for professionals in concerts [Jarét al., 2005]([Jord et al., 200/7]. It aimed at providing
immediate and intuitive access and at the same time the flexibility of rich digital sand d
sign algorithms. One or more musicians can share the control of the instrbmestating

or moving physical artefacts on the surface, constructing differegibasiructures as in a
tangible flow controlled synthesiser.

The main sensory component consists of an infrared camera below thestafaee,
which is in charge of the recognition of fingertips and artefacts that hawealted fiducial
markers attached underneath. Fiducial markers are optical markergraghical symbols
that can easily be identified and tracked in real-time in a video stream.

Each reacTable item represents a synthesiser component with a dedicatton for
either the generation, modification or control of sound. Following a setle$ithese objects
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Figure 3.17 The Flip’n Twist prototype, a bimanual device

are automatically connected and disconnected, according to their typéyaffid proximity

with neighbour objects. The resulting topology is permanently visually repted on the
table surface as shown in Figlire 3.18. Circles around the physicat®bpaty information
about their behaviour, parameters values and configuration statesthehdennecting lines
represent the sound flow produced or modified at each node.

Therefore all shapes, lines or animations drawn by the graphical canpoanvey cer-
tain states or attributes: Control lines indicate the intensity of the values theptrdyvibra-
tions of metronomes and similar objects are animated like heartbeats. The whidedrge
circular fuel gauge surrounding an object indicates its rotational valndshe dots show
the position of the second parameter slider (see Figuré 3.18). Fingeedstahe used to
temporarily mute audio connections. Muted connections, which are repeessith straight
dotted lines, are reactivated by touching again the previously muted object.

3.2.2 TUIls in Multimodal Interfaces

During the next section we will introduce tangible interfaces that involve multimeali-
ties, which also includes multimodal user interfaces incorporating the haptitrmgpdality.
Compared to traditional TUIs as presented in the previous section, thedoeiare shifted
from a purely tangible interaction style towards the combination with other in-oaiylit
modalities.



58 CHAPTER 3. RELATED WORK

Figure 3.18 The reacTable (sourcé: [Jarét al., 2007])

3.2.2.1 The Rasa System

The Rasa system was implemented for military command posts in field training exer-
cises and enables officers to use to maintain their common practice using rpapsr
and Post-it notes to support military command and control tasks [McGee 20@ll]
[Cohen and McGee, 2004]. During simulated battles, the officers traekiéms and activi-
ties of friend, foe and neutral parties on a paper map by drawing unit dgmab&ost-it notes
and positioning them on the map. The unit symbol is derived from a comjeolsaiguage
for these pictograms that is learned during officer training and used tailypicts the unit’s
strength, composition, and other relevant features. When new positiens@orted over
radio, the notes are placed to the new locations of the units, such that the ghgronales
an accurate overview of the current state of the battle, enabling supésionake critical
decisions quickly.

The goal of Rasa was to augment the tools in an existing work practice asdrping
their original use as much as possible. The resulting system tracks the reaiacatisns,
the creation and manipulation of Post-its and their movement on the map, andfalso o
supplementary functions such as extending the information about uniesesped by Post-
it notes through voice annotations or gestural input. The system reflectethplete battle
state and is therefore able to distribute information between the involved conueatrds.
The information flow of Rasa is illustrated in Figlre 3.19.

With Rasa the battle map is registered to a large touch-sensitive tablet, andsthiessPo
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Figure 3.19 The Rasa system architecture (source: [McGee et al.| 2000])

initially rest upon a tablet that recognises which military unit symbol is drawa &wost-it
note. While drawing the symbol the user can also speak identifying informakiont that
unit. The computer recognises both the symbol and the utterance, fusingnéemings
using multimodal integration techniques. When the user places the note ontapirenpap,
the unit and its data such as the position is recorded in the system’s datdbaseport
arrives over radio indicating that the unit has moved, the user still onlgseepick up the
note and move it to the new location on the map. The user can further augraertéhon
the map with speech, gesture, or both. For instance, drawing an armbiwgtd the centre
of the note while saying that the unit is moving in this direction at 20 kilometres @ar h
will trigger Rasa to project this new information onto the paper map as an &bmled with
"20 kph”.

3.2.2.2 The Mobile ShopAssist

Another important example for multimodal interaction integrating real items in in-
strumented environments is the MobileShopAssist (MSA) [Wasinger ands#Waf?005]
[Wasinger et al., 2005]. The MSA is a personal shopping assistaningiron a mobile
device and utilising RFID-based infrastructure of the (shopping) enwiemt. The func-
tionality of the prototype comprises the query of attributes of products ancoting@arison
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between two product items. The research focus of the MSA project waso symmetric
multimodal interaction, thus the shopping assistant prototype provides thenmulalities
speech, handwriting, gesture, and combinations (see Higure 3.20)kifd®of gesture in-
puts are feasible: Intra-Gesture refers to the interaction with virtualgtsdnd occurs when
a user touches a virtual product on the touch-screen. Extra-Gesfars to the selection of
real products equipped with RFID tags, by picking them up from the shelf.

Compare this camera
=gesture_intra= to this one
=gesture_extra=

Figure 3.20Q The MobileShopAssist

Thus, a user interested in buying a digital camera would for instance agpeoshelf,
which will automatically synchronise its contents with user's mobile device. Aftachro-
nisation, the user may ask about the product’s attributes, e.g. by sayingt'éthe optical
zoom of this camera?” and taking the product out of the shelf, whichraheis interested in.
Alternatively, the exactly same query could be triggered by clicking on thebsl/”optical
zoom” and uttering the type and model of the respective camera0. A usigratanducted
in an electronics store has revealed that the most preferred choicalfrpossible modality
combinations is the combination of speech and extra-gesture, probaklydesthis interac-
tion procedure resembles the interaction with a real sales person. Tloessalto pioneered
in applying a spoken dialogue interface to inanimate objects, which means skeddnof
asking "What is the price of this camera?” a user would say "What is yocep’ towards a
digital camera. The user study has revealed that users dislike to direntlgree with a bar

of soap but would be generally willing to talk to digital cameras, cars or patsmmputers
[Wasinger and Wahlster, 2005].

3.2.2.3 The Augmented Dorfladen

Another project in the shopping domain is a multimodal product information
and comparison system that we have designed for a rural corner §toee so
called Dorflader) [Schmitz et al., 2009]| [Schmitz and Quraischy, 2009] [Quraischy, P009
[Minina et al., 2009]. Such a Dorfladen only provides a limited assortmenthnb ex-
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tended by the system with virtual items on embedded displays, allowing custtmiespect
and select unavailable products along their real world shopping actifatidater ordering
(see left part of Figure_3.21). The user interface combines tangibleatien and natural
language dialogues to interact with real and virtual products in one institechepace.

Two main functions comprise the interactive functionality of the prototypeglymrbin-
spection and comparison: The product inspection function supportsnoess to inspect
single products by displaying basic product information such as the priteuwtrition facts
in a consistent fashion. To request information about a real prodecigér merely has to
pick up the product from the shelf. Afterwards all of the product infation is listed on the
screen (see Figure 3121 on the right) as a visual response. Large hetigelderly customers
who have difficulties in reading the original food packages. Whereasnr#tion about real
products is often redundant, since it is printed on the product itself, Vpptoaucts are not
present and require the use of this function to acquire additional informaSelecting a
virtual product happens through touching its picture on the screenhwstilts in the same
response as if a real product were selected.
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Figure 3.21 The Augmented Dorfladen: Interior design layout (left), product éaspn
page (right)

In order to accelerate the process of finding the right product the aigsopaof more
than just two products is possible as well. In this comparison, real and Ivptaducts
can be arbitrarily mixed. The prototype is built to handle two kinds of compasis@vith
tangible selection users can select virtual items by touching their picture® @ersen and
real items by taking them out of the shelf. Tangible selection can furtheotmplemented
by spoken specification: If a user, for example, wants to find out, whictyzts contains
the least amount of fat, speech can be used to specify this requestistiberesponse will
be complemented (bold font and green marker) to indicate the productaimgies to the
request. Furthermore speech output is generated.

The following example interaction illustrates how four products are compaitd
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speech input: The User touches three virtual products one after anothtakes out one real
product, at the same time she asks "Which product has the least amoat®’offhe system
displays the response as a comparison, listing all selected products withtttibirtes. The
answer is marked with the green point and the system renders the uttefaheeproduct
xyz has the least amount of fat, it contains 1 gram.”

3.2.3 TUIs Combined With Life-Like Characters

This section covers the few instances of interaction research that attecoptlbine concepts
of TUIs with that of life-life characters, and thus apply both tangible artirapomorphic
interaction principles.

3.2.3.1 Virtual Constructor aka COHIBIT

Figure 3.22 The COHIBIT installation

The COHIBIT systemCOnversationaHelpers in anmmersive extslt with aTangible
interface) was developed as an edutainment installation for theme paok&lipg a robust
and simple interface while at the same time fostering creativity and fun [Ndtasjg 200%].
The user is confronted with two life-sized characters on a large scedéncba set of instru-
mented 3D puzzle pieces, which resemble car parts and invite to play with, i.sctolle a




3.2. PROJECTS INVOLVING TANGIBLE INTERACTION 63

complete car. The main idea is that assembling actions of the user are tradkezhamented
by the two life-like characters, such that visitors get the feeling that theacteas observe
and understand their actions and provide feedback or guidancei¢see[B.22). During the
construction phase users can pick up pieces from the shelves an@&pubththe assembly
bench. They can further rearrange the order of pieces or replagewiith other pieces. The
virtual characters play different roles, e.g. as guides by giving gosensitive hints about
how to complete the current construction.

Several RFID tags are invisibly embedded into each puzzle piece sugtositibon and
orientation of an item on the assembly board can be inferred. This appsoaplifies the
interaction tracking to the detection of a limited amount of discrete states ancksribe
robustness required for such an installation. It also allows multiple usertetadh with the
system and move car pieces. By using physical objects for the car dgdasiy users can
therefore influence the behaviour of the two virtual characters witheagbaware of it. In
summary, the COHIBIT installation provides a tangible input channel throlgliphysical
car pieces and responds in a multimodal manner via coordinated spestthiegeand body
language of the virtual characters.

3.2.3.2 IDEAS4Games: An Instrumented Poker Installation

A similar approach as in COHIBIT was chosen by Gebhard et|al. [Gel#tal., 2008]:
Their system uses real poker cards each equipped with unigue RFERrtdgllows to play
draw poker against two virtual characters - one cartoon-like, frielodlying character and a
mean, robotic counterpart. The user acts as the card dealer and gisipgi®s as a regular
player (see Figure 3.23).

The poker table has three outlined areas for poker cards: one foséneand one for
each virtual character. RFID sensor hardware is placed undeaeaaghsuch that the system
detects where the cards a placed in order to assign them to the corregpplagier. The
virtual characters as well as other information relevant for the gamesplaged on a large
screen behind the table, as shown in Figurel3.23.

When a user initiates a game, the characters explain the game setup andduléset
the user to shuffle and deal the cards. During the game the two virtualotbes react to
events triggered by RFID-tagged cards or timeouts, e.g. when the usertde cards too
slowly. The overall system aims at intuitive interaction through the use bfodar cards and
thus preserving familiar game activities, combined with consistent and camgiobaracter
behaviour, realised with real-time affect computation based on game evehexpressed
through the character’s speech and body movements.

3.2.4 Summary

We have seen different types of tangible interfaces in this section, begimwith typical
TUIs that concentrate on physical manipulation of interface artefadiewied by multi-
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EMBOTS

Figure 3.23 The A.l. Poker installation at the CeBIT fair in 2008 (source:
[Gebhard et al., 2008])

modal systems and tangible interfaces combined with life-like characters.

Classical TUIs typically employ application specific physical interaction actsfthat
lose their semantics outside the application they were designed for. Thdsfibigion, such
artefacts do not belong to the category of smart objects anymore. Arbrade is the 1/10
brush, which retains visual and also most other physical propertieseafl paintbrush, but
loses its original functionality due to the integration of sensory technologiythis prototype
reveals the apparent advantage of exploiting the (learned) affadasfcknown physical
tools, which, in this case, enables both children and adults to intuitively apglrish-
like interaction style in this drawing application. Other TUI instances, sucheakléimging
Twines, show how physical arrangement and shape can implemenpappeenappings and
affordances.

The multimodal systems introduced in Section 3.2.2 attempt to realise natural human
computer interaction by building on distinct cognitive human skills of procgsaimd ex-
pressing multiple in- and output channels in parallel. Speech is often a therpiif@ama-
tion channel, but tangible interaction always plays a major role in such systemsll. The
combination of life-like characters with tangible interaction in entertainment ghithion
scenarios underlines the potential of inspiring and entertaining usersweithes approach,
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although the anthropomorphic and tangible elements of the introduced ustxdeseare still
completely disconnected.

3.3 Anthropomorphic and Animalistic Interfaces

The following section introduces related projects that involve differenegygl anthropo-
morphic user interfaces. We start with embodied conversational ageatsyast prevalent
type of applied anthropomorphism, before we shift towards anthropdrisongn physically
embodied interfaces, such as smart objects and robots.

3.3.1 Embodied Conversational Agents

Embodied conversational agents (ECAS) are a type of intelligent usefiaiteethat are typi-
cally represented graphically by human or animal bodies in a life-like and/Bbleemanner.
Besides recognising and generating verbal and nonverbal outpés B@ply speech, ges-
tures or facial expressions to mimic typical functions and properties of hdate-to-face
conversations, such as turn-taking or feedback [Cassell et al.].1999

3.3.1.1 Virtual Human

The Virtual Human project is a joint research project conducted by then@e Research
Center for Artificial Intelligence (DFKI), the Fraunhofer-InstitiiriMedien-Kommunikation
(Fraunhofer IMK), the Fraunhofer-Institutif Graphische Datenverarbeitung (Fraunhofer
IGD) and the Charamel GmbH. The overall goal of the project is to faciliesikatic anthro-
pomorphic interaction agents by combining state-of-the-art computer igsafgtthnology
with speech and dialogue processin@fel et al., 2004]. The dialogue and narration engine
acts as a control unit of the Virtual Human run-time environment, while compuéghics
technologies were utilised for photo-realistic rendering of the Virtual Huatemacters. In-
stead of using pre-scripted dialogs Virtual Human agents are driverbehaviour engine,
which is in charge of coordinating speaking turns dynamically.

The modular architecture of the Virtual Human platform provides a high gor#bility
of the system, allowing for an efficient setup of new application prototygegsending on the
domain and application tasks (see Fidure 3.24).

The authoring environment enables developers to configure applicat@rarios by
defining stories, agents and their behaviour towards each other andetheThe main pur-
pose of the narration module is the selection and concatenation of scenestiate based
on declarative story models. Thus, the module controls the narrativegsogy sequen-
tially choosing a scene out of the pool of available scenes, which aréstimeetary building
blocks of the story line. The dialogue module creates scripts which conttditedieaction
and dialogue descriptions such as timing for emotions, lip-synchronisatisturge or facial



66 CHAPTER 3. RELATED WORK

: Character
Ontology Dialog Modeling Studio | |Visualization
-Socoer DB and animation. Modeling || Platforms
- otion
:g':'rl:gsmc’da - Spoken Input Capturing
- Analysis g
-Videos =P _ Conversational | /MK. CHARAMEL RMH)| | - Monitor
DEKI RMH Dialog Engine \ / - HEyeWall
- - Gesticon
v - Affect Module Player ' g;’gﬁg
Narration |le=p - Action Encoder | gy (Avalon) )
- | - Scheduler a Skinkbo - Mobile
- Narration < S | =nhaEaien Back
. 5 s b Virtual Hair Dresser Proiedtian
Engine = @ |- Blood Circulation [€=P {
2 5 Simulation
= O | (blush and blanch)
- |IK Engine
2GDV [ DFKI | _ Rendering /6D IGD, OTLO

Markup Languages

Figure 3.24 The Virtual Human architecture

expressions. The resulting script is interpreted by the player modulei@mded version of
the Avalon player), a rendering engine that handles the scene gragéfining geometric,
graphical and behavioural properties.

One Virtual Human scenario comprises a soccer game show for two u8eesmodera-
tor and two soccer experts are rendered as virtual agents and inmétratite users, who are
standing in front of the life-size projection behind a microphone/trackleslis The mod-
erator presents video clips of football scenes, which are stoppecelié®result of a scene
is revealed, for instance when a forward attempts to shoot a goal. Thestamts can now
make a guess about what might happen next or ask the experts for duioe @gee Figure
[3.28). This procedure is repeated three times, before the moderatenisraginal evaluation
and the winner of the this first part of the game.

The winner can now proceed to the second phase, where she or haested to put up
a lineup for the German national team with the help of the moderator and one exXplerts.
An exemplary dialogue (translated from German) might happen as follows:

(1) Moderator: OK, let’s get started.

(2) User: Put [characters gaze at user] Oliver Kahn up as keeper

(3) Expert Herzog: [nods] That's an excellent move!

(4) Moderator: [nods] Great, Kahn as keeper.

(5) User: Miss [characters gaze at user] Herzog, give me a hint!

(6) Expert Herzog: [smiles] | would definitely put Ballack into the central
midfield.
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Figure 3.25 The Virtual Human demonstrator at the CeBIT fair in 2006)

(7) User: Ok, [characters gaze at user] let’s do that.

(8) Expert Herzog: [smiles] (nods) You won't regret this move.

(9) Moderator: (nods) Great, Ballack as central midfielder.

(10) User: ... [hesitates]

(11) Moderator: [encouraging gesture] Don'’t be shy!

(12) User: Hhm, [characters gaze at user] put Metzelder to Balladk’§.le . ]

Interesting to note in this example are the utterances, which require infornsdian
discourse and context, e.g. in line 12, when the user performs a spaismee to an
element of the scene. This requires the system to be able to determine wtdtibrde
denoted by "Ballack’s left”. The gazing behaviour also requires arrewess of each agent
about the current role of all participants, including the user.

3.3.1.2 The Virtual Room Inhabitant

The Virtual Room Inhabitant (VRI) is a virtual character that is capalblrely moving
along the walls of an instrumented environment and is designed to facilitate iatinter-
action with systems located in this environment [Kruppa, 2005] [Krupp&,&@05]. The
character is aware of the users position and orientation within the room aibdeiso offer
situated assistance as well as unambiguous references to physicés blgjeceans of com-
bined gestures, speech, and physical locomotion. The VRI is realissdgthia steerable
projector and a spatial audio system, which position the character within thr@mment
visually and acoustically. Figufe 3126 shows the character on a wall Isesitfege touch
screen.

One novel approach in this work is the transfer of the condeftic believabilityfrom
virtual 3D worlds to an augmented physical world, by allowing a virtual abt@r to move
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Figure 3.2 The Virtual Room Inhabitant

within physical space. Through a steerable display the character is adybpéar onto any
surface within the room, such that it can refer to physical devices thrgesture and speech.
For example, the VRI can reside on a wall close to a bookshelf and utteniTleft you can
see the bookshelf, which...” and at the same time point to the correct poditioa shelf.

The main idea of the example application is to allow the character to appear assthe h
of the environment, that is always aware of the state of each device ancessuch that it
can provide situated assistance. The VRI is capable of welcoming a first iite and its
main purpose is to explain the setup of the environment and to help users virciing
with the instrumented environment.

3.3.1.3 FitTrack - A Relational Agent

The main purpose of the FitTrack project [ [Bickmore et al., 2005]
[Bickmore and Picard, 2005] was to examine the conceptedditional agents which
are”’computational artefacts designed to establish and maintain long-term seamitional
relationships with their usersThus, the goal of the FitTrack relation agent was to construct,
maintain, and evaluate such a relationships between the user and the agent.

The MIT FitTrack system was designed to be used on personal home tapn a daily
basis during a one-month study, with each interaction with the system lastingxapptely
ten minutes. Laura, the relational agent played the role of an exercisgogdwvhich the
participants can talk to about their physical activity. The system desigmwady based
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on studies of interactions between professional exercise trainers ainctlibnts, surveys
of representative study participants, literature reviews of therapistteliehphysician-client
interactions.

To be able to support a wide range of personal computers, a cliertrsachitecture
was developed in which the client was running on each participants’ comgnuderealised
as lightweight as possible. It consists of two web browsers coupled wigt@rgraphics-
based embodied conversational agent and synchronised with a teedohsengine. All
dialogue and application logic was kept on the server.

Although the agent was able to render synthesised speech and syisedraonverbal
behaviour, users primarily contributed to a dialogue by selecting textghfeesm multiple-
choice menus, which were dynamically updated depending on the cativrataontext (see
Figure[3.2¥). One advantage of this design decision was that by coisgraihat the user
can say in each state of the dialogue, the responses of the agent carstracted to address
all possible inputs in a meaningful manner.

¢z MIT FitTrack

—Exetcise Advisor ;’

AMIT FitTrack

m Here's Laura

‘When it is your turn to say something to Laura, just select an option
from the menu at the bottom of the window.

Hi Laura. vou don't ook like things are great.
Excuse me?

Figure 3.27 The FitTrack interface (sourcé: [Bickmore et al., 2005])

The embodied agent was able to perform range of nonverbal behafiwwommunica-
tive and interactional functions, including hand gestures, body poshifts, gazing at and
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away from the user, head nods, and walking on and off the screaisolsupported four dif-
ferent facial expressions, variable proximity of the agent to the canmeraeveral idle-time
behaviours. The applied text-to-embodied- speech system supportexktteese dialogues,
by, for example, allowing to specify the conversational frame (either aaigkited, social,
empathetic, or encouraging) in the script, which would be automatically mapagepmiate

changes to facial expression, proximity and speech synthesiser intonatio

The relationship model applied by the FitTrack agent is basically a stage rimodelich
the change in relationship is fixed over the 30 scripted dialogues. Sinceotkingyalliance
is thought to increase to a stable level after approximately seven sessipagcimother-
apy, the relational strategies of the FitTrack agent take place over thedien interactions
accordingly. The relational strategies applied in the interaction dialogukgl@social di-
alogue, empathy dialogue, meta-relational communication, humour, contintiyibers,
and appropriate forms of address and politeness. Nonverbal behaxas also modulated to
reflect high or low immediacy, adjusting the frequency of hand gesturebrew raises, head
nods, and gaze-aways, as well as the proximity of the agent (e.g., thevegad appear to
move closer to the user in a high immediacy condition).

To evaluate the relational qualities of the FitTrack system, it was compareddalbean
native version of the agent that did not employ any relational strategib. V&rsions were
exposed to the study participants over 30 days, which were surveyagkgiionnaires af-
terwards. To sum up the results, it could be shown that subjects in the melationdition
reported that they liked the agent significantly more than those in the ndienalegroup,
while at the same time a closer relationship with Laura was reported as well ipattie-
pants in the relational condition. Furthermore, this group responded muehimi@vour of
continuing working with Laura than the non-relational group.

3.3.2 Kinetic Smart Object Interfaces

In this section we will introduce a fairly novel category of interfaces, Whegplores kinetic
motion to express life-like behaviour in smart objects.

3.3.2.1 Living Interfaces

The Living Interfaces project of the Deutsche Telekom Laboratoxpkees in series of ex-
periments and prototypes how reduced life-like movements can be benfefidiatieraction
with everyday objects. The idea of the Impatient Toaster [Burneleit etG9]ds to create
sympathy and a closer relationship to a kitchen appliance by enabling the dewdicate
needs by certain movement patterns. This means in particular that the téattetosshake
nervously after a longer period of inactivity in order to remind the dwellezaiing some-
thing. Once bread is inserted into the toaster and the start button is priégsdiohs down.
Singular, subtle movements during the toasting period signalise activity. Adp#sting
phase the bred moves upwards such that it can be taken out, while the enaghin moves
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excitedly until the toast bred is removed. The prototype toaster was notifylgmented,
instead it was equipped with servo motors, which have to be manually stantdd{tat an
informal user study could be conducted in a Wizard-of-Oz setup. Seopsrwere exposed
to the impatient toaster without being told that the device was already actiteainthey
were instructed to fill in a questionnaire when the toaster suddenly startdéke.sThe
observed reactions were similar: After they were startled at first, the ipartis approached
and touched the toaster and began talking to it, asking what it needs or, \@argeown
in Figure[3.28. When the toaster wiggled again, after it has been alreadgdadown by
feeding it with toast bread, all subjects returned and started talking to acking it attempt-
ing to calm it down. Although this study does certainly not comply with formal eicgdir
methods, it indicates the potential of inducing joy and an anthropomorphicestawards an
object with rather simple means.

v . ‘ L S e | Sl
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Figure 3.28 Study participants touching the Impatient Toaster to calm it down (source:
[Burneleit et al., 2009])

Similarly, the Thrifty Faucet [Togler et al., 2009] project sought to exphith a pilot
study how movement can induce a life-like impression on users and whetbarati be
utilised to invoke an emotional reaction. The proposed use case sceeggivvéis to create
awareness, e.g. for water consumption. The Thrifty Faucet is a blenglaktic tube guided
by three pairs of steel wires driven by servo motors, such that the &dijhead of the pipe
can move independently and take up several distinct poses, as shoignie[E.29). For the
study 15 live motion patterns were imagined from interaction possibilities with arstagie
covering expressions from positive feedback to denial. These patienre demonstrated to
9 participants, who were handed out questionnaires afterwards agking their impression
on the presented interface. The overall reaction inclined to be positiventigued, while
the reported emotions ranged from fright to amusement. Making the pipe”idpbint”
at the user achieved particular high attention, amplified by the fear of bplaghed with
water, as many subjects reported.

The idea of the The Pulsating Mobile Phone is to exploit the human ability to percei



72 CHAPTER 3. RELATED WORK

Figure 3.29 The Thrifty Faucet in different postures: seeking, curious, rejgct{source:

[Togler et al., 2009])

and interpret signs of human life [Hemmert and Joost, 2008]. In this ceibeadion pattern
supposed to mimic a pulse is applied to a mobile phone for delivering informateart Hie
presence of missed calls or unread messages. Whenever the phonamahstatus (i.e. no
missed events, good network reception, battery is not going to be emptegopit shortly
vibrates twice every few seconds, counterfeiting a calm heartbeatl(sedrigurd_3.30).
Two versions of the phone’s reaction to certain events such as a misbegeaexamined:
The first idea was to change the phone’s heartbeat pattern into an exmtel causing
the phone to vibrate more frequently. A second instantiation of the protoggaced the
excitement with absolute silence. The hypothesis of this work was that thepcddewould
be habituated after a certain time, not distracting the user and providingtittle awareness
of the phone’s state. It was further expected that a sudden chaadps@mce of the vibration
would be immediately recognised.

Figure 3.3Q Different prototypes of the Pulsating Phone (sourice: [Hemmert, 2008]

The results of first explorative studies were mixed for both alternatiVékile some
users got used to the pulse vibration, most found it increasingly annayidglistracting -
depending on activity and context. Obviously a potentially obtrusive antdragmus tactile
display has to be implemented carefully. A further interesting finding was trétjpants
of the study reported some kind gisychological gap left by the phone when taken out of
the pocket’ such that the vibration could not be perceived anymore.
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3.3.2.2 Kinetic, Animalistic Products from Art and Design

Animalistic products also became of interest for artists and designerstirgflen a variety
of topics which might or might not be related to autonomic objects. Work in this dieé$
often not intend to achieve real world applicability and is certainly detactued fthe need
of adhering to scientifically valid methods. But as such projects may also bareesof
inspiration, we include a few representative installations into this state-adrtiaverview.

The Shy Surveillance Camﬂa or also called (In)Security Camera - is a security camera
that is able to recognise and follow people in real-time through a pan and tilonrttie
hardware side in combination with computer vision software (see also HigBie [&ft).
Relating to the significant increase in the deployment of electronic surveslisystems in
public space, the idea of this project is to reflect on the diminishing esteepmivacy and
in fact to invert this situation. Thus, the "behaviour” assigned to this carugpaars to be
of that of an insecure personality. It is easily startled by movements, she iprésence of
strangers and tends to avoid direct eye contact. This is expressed suglden reactions to
detected movements, aiming at the centre of a moving object and immediately tus@ing a
if the face of a person is recognised. Interesting here is to see hovncorgly a human-
like attitude could be achieved with very simple means: Showing attraction to movégen
letting the camera point to it and illustrating shyness by turning the camera emmayjntiman
faces.

Figure 3.31 The (In)Security Camera (left), the Luxalive Lamp (right)

The product designer and creator of the Luxalive El(rspe Figure3.31) aims at socially
empowering people by assigning different characteristic traits to a lamphwbitrol its be-
haviour when in use. The lamp is attached to a robotic arm and acts in two nibithesuser
is supposed to be dominant, the lamp behaves cautious and polite by optimisinghitedss
and distance to the book being read in order to let the user feel in contr@bther alternative
is tailored for selfless people that enjoy helping others. In this case the keaspsto work
and slumps down until the user tilts it up and rubs the head, supposediyeydtee feeling
of being needed. The basic idea of choosing different personalitiémtsehold appliances

Shttp: //www. vitagrrl.coni art) last visited October 20, 2010
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to match the owner’s personality by creating a social fabric between ndaigect with dis-
tinct dependencies is generally appealing and provides an alternagiveaap of choosing
virtual personalities to the concept sifnilarity attraction[Byrne and Griffitt, 1969], which
basically states that the degree of similarity correlates with the attraction toeactiother.

3.3.3 Shape-Shifting Smart Objects

In this section we will introduce work on smart objects that are able to chédmegeshape
or other aspects of their outer appearance and thereby potentially tredtgpression of an
organic or living entity. As a matter of fact, in one of the examples that will lesgmted the
interface mediunis organic.

3.3.3.1 The Inflatable Mouse

The prototype of the inflatable mouse [Kim et al., 2008] employs a common eféttlelf
computer mouse that is instrumented with sensors and actuators around batoati at-
tached on top of the actual mouse (see Fidure]3.32). Several toudtiveessnsors are
placed around the balloon and also at certain spots where traditional meersetion takes
place, i.e. for left and right mouse clicks and the scroll wheel in betwéke balloon itself
contains a pressure sensor, which detects squeezing and its intensioatinaios scale.
The touch sensors at the top and both sides provide information whethesg¢hsqueezes
the devices from top or from both sides. In addition to that, the ballon alsad@®an output
channel through an air pump that pushes and pulls air bi-directionallyhétucontrolling
the speed of inflating and deflating allows for different dynamics, whichbsaused as an
additional information channel.

One common application scenario envisaged by the authors involve typidghtian
and selection procedures, including scrolling, zooming and similar actioparticular ad-
vantage of the inflatable mouse could be the possibility of applying quick andotemyp
processes with continuos intensity information, such as quickly zooming inroapaand
zooming back to the original state by releasing the pressure on the ballootheBactual
strength of this system is the additional output modality provided by volumeai@ossi-
bility. The authors propose to render a heartbeat and changing theefrege.g. in a game
to create tension or to shrink the balloon quickly to deliver error messafyesther idea
would be to visualise a nap by continuos breathing. An explorative usdy stwrealed that
squeezing is suitable for quick tasks but also several problems, stafigae after a certain
period of usage and the difficulty to maintain a certain depth of squeezinge dme of
these problems are of technical nature, the potential of a display withiorgak and feel
seemed to be promising and has to be further investigated.
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Figure 3.32 The inflatable mouse (source: [Kim et al., 2008])

3.3.3.2 Other Inflatable Everyday ltems

There are more concepts of inflatable objects that use the changing stz albject as a
status indicator similar to ambient displays, but with the notion of life-likeness.eample

is FIashbaE, the inflatable USB stick, a design concept which is not yet being praduce
This design series comprises several USB memory sticks adhering tontiomes but also
animalistic visual styles, which have the ability to grow and shrink accordingetoetative
amount of memory space, which is currently used (see Figuré 3.33). Aidusdsenable the
owner to estimate at a glance whether there still remains enough spacesftaia purpose.

Partly similar, the proverbial wallet utilises the haptic channel in differerysvia reflect
on account balance and previous transactions [Kestner et al], 2008¢e alternatives of
haptic feedback are realised, each named after an animal that the agbocgated with the
behaviour of that instance. The first wallet example of this ongoing grigiealled peacock
and is able to grow and shrink as well, depending on account balanogaeshalhe general
idea here is to promote a sense of financial health and encourage the seser money. The
idea of the mother bear wallet is similar: The item "protects” the money inside bynigék
difficult to open, when a certain threshold of a bank account is crqssedriguré 3.34).

Shtt p: // www. pl usmi nus. r u/ f [ ashbag. ht ni} last visited March 17, 2010
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Figure 3.33 The inflatable uUsB memory stick (source:
http://www.plusminus.ru/flashbag.html)

Figure 3.34 Prototypes of the proverbial wallet (sourde: [Kestner et al., 2009])

The last instance of the proverbial wallet is called bumblebee and simplytegbondnen-
ever a credit card transaction is processed by the bank. This fdeslaad provide a subtle,
physical awareness of the purely virtual process of money dedudtientending out the
credit card. All prototypes are still in a proof-of-concept phase vather bulky instrumen-
tation, the authors were therefore planning to work on more unobtrusingans in order to
facilitate user studies of this interface.

3.3.3.3 The Shape Changing Mobile

The instrumented mobile phone introduced in this work basically has a plastit &tbached
to the back of its body that can tilt around a horizontal axis located in the aknticldle of
the phone (see Figuke 3135), such that the phone chassis feels eitloer'ftacker” at the
top or bottom, depending on the angle of the panel [Hemmert et al.| 2010].

The actuation is implemented by a servo motor connected to an Arduino botcdtiha
municates over Bluetooth with a nearby PC, which sets the angle of the bakhbugh
this setup would also support an animalistic interface design, the authorertoated in
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first studies on conventional feedback and status display using the tdctiteel. One use-
case covered direct feedback while scrolling horizontally through argidiorary holding
the phone landscape format, whereby the angle of the panel at the l@oljes with the
position within the sequence. Thus, the more photos remain on one side a$pleeydthe
"thicker” the phone is on that side.

Figure 3.35 Left: The shape changing phone prototype - Right: A battery status iodica
(source:|[Hemmert et al., 2010])

The second application example is the imitation of a download progress baindveth
"thick on top” the back of the phone slowly tilts to the opposite side, reachirigk'tt the
bottom” when the download has finished. The last setup is very similar anddetit #tatus
reflect the battery status, thus the angle turns as in the previous exanmpl®frao bottom,
which corresponds to a fully charged battery and an empty battery tesbgcA first user
study revealed that users adopted quickly to the interaction techniquesesadyenerally
able to sense the tilt angles sufficiently. Using a tactile display further hadittemtage that
the visual channel is still available for other tasks, but at the same time crititisrto a lack
of accuracy was raised in direct comparison to a visual alternative spéigal mapping of
the latter example was further reported to be confusing, since there isardadgcal link
between start/end position of the tilt and whether it reflects a full or empty patter

3.3.3.4 Empathetic Living Media

The last example in this section involves bacteria (the so c&lledli) as an information car-
rier that actually lives [Cheok et al., 2008]. By inducing bioluminescera®eg the bacteria
will glow in the dark (see Figure_3.86). This process involves DNA tramséion, which
is the uptake of DNA by an organism. The control of this ambient display iaet with
a closed-loop control system which monitors the flow of a control fluid to nyatié glow
of the bacteria cells. The intensity of the glow is in turn regulated with a feédinaic that
measures the glow for feedback purposes, which is necessary sinchdmical reactions
are not a linear process, thus the amount of induced control liquid israpbgional to the



78 CHAPTER 3. RELATED WORK

amount of glow that is produced. The visually noticeable elements were ldtvedight

level and changes of light level over time, while in theory it would also bsiptsto create
lights in different colours, which would provide another dimension foioglitg information
into this display.

Living Media Capsule Glowing E. coll

Figure 3.3@ E.coli bacteria as a living media display (sour¢e: [Cheok et al.,|2008])

The goal of these research efforts is to evoke emotional reactionsxttibttea different
quality compared to the ones provoked by artificial or digital entities. Thsseda of im-
itating life, an approach that we have seen in previous examples, living riseeligloited
and manipulated in order to deliver information to target users. Another rddference
is certainly that this work does not employ smart everyday objects as weedefiem for
this work. But due to its novel and unusual nature, we wanted to includevthrlsinto this
overview.

The involved research group conducted a user study with the prototiggaying two
different sets of input data: One set corresponded to the amountbfregssages per hour
between two friends, while the other one reflected the pollution index of tlire &ingapore.
These human and environmental domains were deliberately chosen, srtogtithesis of
the authors was that such living media is able to achieve higher emotiongieengat partic-
ularly with social, human, and ecological topics. A virtual instance of thekdisplay was
employed as well: A digital version in 3D was rendered inside a window of&tdp com-
puter, showing exactly the same reactions as the real version. The stswited that 87.3%
of the users felt more empathy for the rdaling version of the display. Approximately the
same fraction of participants showed a strong acceptance of having thaydisapped to
human issues and ecological information .

3.3.4 Social Robots

Robots are being developed in research laboratories all around theagidbere expected
to be part of our daily lives in near future. Particularly japanese institutdscampanies
have a strong tradition in robotic research, popular examples are the bighnabots QRIO
by Sony or Honda’s Asimo. While much research effort is invested in theawepnent
of fusion and control of electronics and mechanics and cognitive abilitiesdble robots
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to perform complex tasks, some projects also consider the social cont@omkexamine
affective impact of human robot interaction. Particularly aspects suekpmessing emotion
and modelling convincing behaviour are relevant for this work as welletbex we selected
two sophisticated examples of social robots, which we will introduce in thisosec

3.3.4.1 The Paro Seal Robot

Paro is a pet-like seal robot (see Figlire B.37), which has been dedebypthe Intelligent
Systems Research Institute of the National Institute of Advanced Industietice and Tech-
nology in Japan since 1993, and later in 2004 commercialised in collaboratioimtelligent
System Co. Ltd. The robot is designed for the elderly to substitute or compteknénal
Assistive Therapy and to study the effects of robot therapy (e.9. §dad Shibata, 2007]
or [Inoue et al., 2008]). Animal therapy is expected to have threetsff@sychological ef-
fects (e.g. relaxation, motivation), physiological effects (e.g. improveérmEwital signs)
and social effects (e.g. stimulation of communication among patients andveasgiThe
motivation raises from the difficulties of implementing Animal Assistive Therabyst hos-
pitals and nursing homes refuse animals due to potential allergies and inéetttadrcould
be caused by bites or scratches. In some places, it is not allowed folegedake care of
animals in an apartment at all. Apart from that, some elderly who live alonédwaave
difficulties in taking appropriate care of a pet by themselves.

Figure 3.37 The Paro seal robot (source: http://www.parorobots.com)

Paro is equipped with four main types of sensors:

1. Light: To distinguish bright from dark environments
2. Audio: For rudimental speech recognition and to determine soundesduection
3. Orientation: To determine whether it is being held by somebody

4. Touch: Tactile sensors all over the surface to measure human contact
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Actuators include motors that facilitate vertical and horizontal neck movenfestsand
rear paddle movements, and independent movement of each eyelid.bthésralso able to
render sounds that imitate a real baby harp seal. Several behavitainpare implemented
to generate a convincing animalistic interaction. Since Paro is able to detetingseor
praise, it can learn to behave in a way that the user prefers. For exainiile robot is
caressed after performing a certain action, Paro will remember the psesbion and try to
repeat it later. Hitting Paro will have the opposite effect and cause it tiol @lve previous
action. Furthermore, basic emotions such as surprise or happinesspaessed through
blinking eyes, or movements of the head and legs.

The behaviour generation system of the robot consists of two hieratcpiocess
layers, which generate three types of behaviour: proactive, reaand physiological
[Wada and Shibata, 2007] (see Figlre 8.38).

Proactive Processes

State Transition Basic Behavior
Network f— Pattern |
Stimulation = ol :
Light Internal ; Basic Behavior
Auditory | |Rhythm 2_— Pattem N
Tactile -
Posture .
Control Reference
Speed

Number of Behavior |
. o

>r——+ Behavior
~—{ Attention 1| <

/ : ¥
O——WJ Reactive Processes

Figure 3.38 The behaviour generation system of the Paro seal robot (source:
[Wada and Shibata, 2007])

= e e T ——

Proactive Behaviour: Proactive behaviour is based on internal stimulation states, de-
sires, and internal rhythm and is generated by two layers: a behavauripg layer and a
behaviour generation layer. The behaviour planning layer mainly con$igtstate transition
network and internal states that reflect basic emotions. Each state ha§ avldeh changes
according to sensoarial stimulation and decays over time. Certain interactitmthe robot
change internal transition network, therefore defining Parloégacter The behaviour plan-
ning layer sends basic behavioural patterns to the behaviour gendegonThese patterns
include several pre-defined poses and movements. The behavi@anatien layer generates
low-level control statements that enable the actuators to perform the dederbehaviour.
The parameters of a control statement depend on the levels of internalatatéheir com-
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binations. For instance, various parameters can change the speddadbamovements and
create many variations of the same behaviour. Therefore these thdtyreticest infinite
variations of a finite set of basic patterns are intended to convey a lifelikeegsion of the
robot seal. These parameters are further adjusted according to thégwiof reactive and
proactive behaviours based on the levels of the internal states, whiabsntakbehaviour
again more unpredictable.

The Paro system further applies Reinforcement Learning to implement-adomgnem-
ory: It places positive value on preferred external stimulation, sudtraking and negative
value on undesired stimulation, basically beating. Thus, the system caadeadly tuned
to the preferred behaviour of its owner. In addition to that, the robot istabheemorise a
frequently articulated word as its new name.

Reactive Behaviour: The Paro robot reacts to external stimulation, such as turning to
the direction of sudden and loud sound sources. There are sewatiging of combining
external stimulation with a predefined reaction, which are assumed to hendrecned and
unconscious.

Physiological Behaviour: The system follows a day-night rhythm, which enables the
robot to follow spontaneous needs, such as sleep.

To investigate the psychological and social effects of the robots, alevger studies in
different scales were conducted. A more recent study [Wada anat8h200V] reported on
results from tests with elderly residents in a care house, when two robotsimteoduced
into the facility, and activated for over 9 hours each day to interact withahielents. All
subjects were interviewed, and their social network was analysed diticad the activities
of the residents in public areas were recorded by video cameras. ¥&iofagical analysis,
urine of the residents was obtained and analysed for two horﬁd’rhﬂsstudy was the first
attempt to investigate the impact of robots such as Paro in situations wheretsutga
interact freely with the robot. However, the results were obtained from lirmtedber of
subjects (12) and a control group did not exist. Summarising the predothyinesitive
results, it could be shown that the average amount of time spent in a puddtie spthe care
house increased from about 1.4 hours to over 2.5 hours. In parti¢ubanours of this time
included interaction with the Paro robot. Typical situations arose whenensempwas seen
with Paro by another resident, who then stopped to communicate. This timasedrafter
two weeks, when people were accustomed to the new toy, but still remaireedigher level
than before. Further, the values of the hormones significantly improvéndhe test phase.
In particular, significant improvements in the ratio were shown, which wasidered as a
positive physiological reaction of the residents’ organs.

61) 17-ketosteroid sulfate (17-KS-S), which has high levels in healthyiihatils and decreases with failing
health or the progress of disease. Also, the 17-KS-S value exhibitgiggnso changes in psychological and
social factors and correlates strongly with a person’s will, desire, aadyg. 2) 17-hydroxycorticosteroids (17-
OHCS), which has high levels in individuals under stress [Selye,|1970].
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3.3.4.2 Leonardo

Leonardo is a humanoid, immovable robot with a flexible torso offering 6%edegf free-
dom. It's outer appearance resembles more an animal like creature tharaa hod the fact
that it is not able to speak [Breazeal et al., 2004] further shifts theeptian of this robot
toward a more animal-like interaction partner. Nevertheless, it has begmeédgor social
interaction utilising various gestures and facial expressions, particibeullyarning/teaching
situations in collaborative processes.

Figure 3.39 Left: Leonardo offers to perform an action. Right: Leonardo askshelp.
(source:|[Breazeal et al., 2004])

The overall goal of this work was to improve the intuitiveness, efficiemz/enjoyment
of human-robot interaction in working and teaching scenarios, by moddtiesg properties
as essentially collaborative processes requiring natural human skitsahed conventions.
The chosen approach is two-fold, it includes the ability to teach a task tcak@oithrough
the course of a collaborative dialog with gesture and facial expressamaisthe ability to
coordinate common intentions to perform a learned task collaboratively.

Cooperative behaviour in this context is considered an ongoing mad@saintaining
mutual beliefs, sharing relevant knowledge, coordinating action anddstrating commit-
ment to the shared activityn order to support this, Leonardo employs a variety of gestures
and other social cues to continuously communicate its internal state to the hsunams the
robot’s estimation on who is supposed to do an action or whether a goakbagdached.
For example, when then human collaborator has changed a state of the tiwentdbot ac-
knowledges this action by briefly glancing towards the area of chang¢handooking at
the human partner. This behaviour reassures the user of the robatsreess of what she or
he has done. If this action at the same time fulfils a goal, Leonardo addskacguifirming
nod while redirecting its gaze towards the human. Likewise, nods are ustglooking at
the human partner to indicate that Leonardo believes that it brought disocabmpletion of
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a task. This kind of social and reassuring communication is particularlyficeevhen the
team does not work linearly on a joint plan but instead when each partré&swn parallel
on different parts of the task, or when unexpected actions of the huotam. d-urthermore,
the robot has the ability to assess his own capabilities and react accordingipstance, if
Leonardo would be able to complete a step of the task he will offer to do saflbw the
human partner to override this verbally or by completing it by her- or himsei€ofdingly,
when Leonardo is not able to carry out an action, it would ask for hehg. robot indicates
intents to perform an action by pointing to himself and taking up the correspgpmpobse
(see Figuré_3.39, left). Similarly, Leonardo expresses the inability to fulfdssigned task
by gesturing towards the human in a help-seeking pose (see Figuteigi}, in addition
to these gestures, Leonardo shifts its gaze between the human and thérogjesstion to
direct the human'’s attention unambiguously.

The software architecture consists of several modules, comprisinghspederstanding,
vision and attention, cognition and behaviour and motor control. The visioula@érses
objects from the visual scene, including humans and objects that candaean; e.g. but-
tons. Obijects attributes such as colour and location are associated withezaeption and
forwarded to the cognitive system. Pointing gestures of the human arecatsgnised and
linked to their object referent by spatial reasoning. The continuouarstid perceptions
from the vision and speech understanding modules flows into the cognitensyvhere it
is integrated into coherent beliefs about objects in the world and their &sateug. location,
colour, ON/OFF state. On top of these processing modules, a set of tégkecapabilities
are employed, including goal-based decision making, task learning anddbakoration,
which can be reviewed in more detail jn [Breazeal et al., 2004].

Leonardo realises several nonverbal behavioural featuresthiaawn from graphically
embodied conversational agents, but also integrates concepts thattarelarly relevant in
a physical and spatial context. For example, the posture of its head irdiuatéeld of
vision and therefore defines the range of its visual perception. Alsdiadly referencing
physical objects and the user by gaze and indicating that certain objeaistasf reach, are
specifically relevant for robots and other entities in the physical realm.

3.3.5 Social Toys

Anthropomorphism has not only been investigated in research contexas), @lso be found
in a variety of instances in the commercial arena. The most simple occusraretoy-like
items that playback sound on certain events, e.g. triggered by a remotelcontievices
that allow to record personal messages to render such recordingsaaéte. For example
parrot that repeats twice whatever is recorded, or a cookie jar that sihgn opened (see
FigureBEIﬂ.

Earlier instances were baby dolls that emanate sounds whenever tysieeé down.
While the traditional model was purely mechanical, modern variations are aagty

Tavailable at http://www.talkingpresents.com or http://www.talkingproduciskctast visited May 18, 2010
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Figure 3.4Q Left: The singing cookie jar - Right: The talking parrot

driven and are able to distinguish more states than these two. Plastics datksukak
when squeezed are also well known and even combine tangible inpuhmd@omorphic
feedback on a very simple level.

Other products have been designed to foster some sort of relationshigheiithusers,
often by requiring care taking in order to develop and flourish or by gingan social forms
of interaction. Oftentimes these artefacts also change their behavioutioeeor at least
provide a highly diverse set of expressions in order to provide aesehsiniqgueness or
personality. The probably most popular but at the same time the most simplelexartie
Tamagotchi, a small device with a monochrome low resolution display that showatare’s
lifecycle, starting with hatching from an egg and ending with its death.

Figure 341 Left: Tamagotchi, Right: Furby  (sources:
http://de.wikipedia.org/wiki/Tamagotchi and http://de.wikipedia.org/wiki/Furby)

The Tamagotchi requests for the users attention from time to time, who hasrshagic
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needs such as food or entertainment, which can be supplied by pushapptiepriate button
(see left part of Figure_3.41). Furby is a stuffed animal shown on the afjFigure[3.41,
which has been produced by Hasbro. It is equipped with sensorsttwgnise touching the
stomach, back and head and also sounds and movement in the environmetiméntarily
recognises interaction, for instance if it's being talked to or being catesske creature
reacts with movements of its eyes, mouth and/or ears. Furthermore, Fielayvioéce chip
with "furbish” vocabulary, i.e. words that have been invented for this Tdyese words are
consecutively unlocked on each development stage that are reagipdaymg with it and
feeding it.

Tail with LEGS

Figure 3.42 Sony's AIBO (sources: http://commons.wikimedia.org/ and
http.//www.robotstoreuk.com)

A much more sophisticated device is Sony’s AIBO robot (discontinued), wtagm be
seen in Figuré3.42. AIBO imitates the behaviour of domestic dogs, includiidgngaon
four legs, nonverbal communication through ear and tail movements, rotitigecfloor etc.
The robot also incorporates emotions such as happiness and andssamihstincts such
as the need for companionship. It basically operates autonomouslyspuhses to external
stimuli. AIBO can also learn and develop depending on praise and scoldiayiour of the
user. For these purposes, the robot-toy is equipped with camera, noaeplincluding a
speech recognition engine) and also touch sensors. Another impapatt af AIBO is its
programming interface, which allows to reconfigure and program its ba&inaivom scratch.

Several years ago, Friedman et al. have examined AIBO related fommnf®and that
28% of participants reported having an emotional connection to their rodd2@26 reported
that they considered the robot a family member or compahion [Friedman €b@E]. 2t was
also noted in the analysis of their studies that AIBO evoked perceptionsediflddliness
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and mental states, but it seldom evoked conceptions of moral standitiyjs kense, AIBO
owners could enjoy their affection on AIBO, feeling a sort of compartigmand potentially
other psychological benefits, but at the same time decide to ignore it wirezm@mwenient or
desirable.

Color Camera with White Light Sensor Rear Touch Sansor

Head Touch Sensor
Shoulder Touch Sensor Rear Speaker

Infrared

Receiver

Infrared
Transmitter

Force Feedback
Sensor in Each Motor

\ﬂm'“ i i R (14 Motors Total)
Infrared Interruptor = 4 n

Front Speaker

Binaural
Microphones

Chin Touch Sensor

Foot Touch Sensors

Tilt and Shake Sensors

NiMH Rechargable Battery

Ground Foot Sensors

Figure 3.43 Placement of Pleo’s sensors (source: http://www.pleouk.co.uk)

The Pleo robot of Innvo Labs (previously manufactured by Ugobe)asreer commercial
robotic toy that learns and develops over time. This device has the phigicabf a young
dinosaur and consists of a mechanical frame covered by rubber skin.dfiven by 14
motors, includes two speakers and makes use of a series of sendadinmeight capacitive
touch sensors, two infrared distance sensors, a tilt sensor, two micrepland a camera
(see Fig.[3.43). One ARM7 32-bit processor acts as the main controlfile another
one is responsible for image processing. The default software of Ple@gsammed to
develop through the three life stagestching infant andjuvenile The first two stages are
completed within one hour, resembling its "birth” and first attempts to move ancatteith
its environment. After that Pleo remains in the juvenile stage, in which it interactsding
to its internalmotivational model

In an exploratory long term study focusing on everyday interaction witlo, Pler-
naeus et al. have observed that participants were treating Pleo inlseregsaas if it
were a real animal, e.g. by giving it names, petting it and displaying emotiorerdevit
[Fernaeus et al., 2010]. But it has also been shown that these actijetiesally did not suf-
fice to maintain a long-term interest in the toy, such that after a while it hasphddrack to
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the other toys to play with something else.

3.4 Synopsis

In this concluding part we will discuss the relevance and impact of thergsectivities
described in the previous sections of this chapter for the aims of this dissertaAlso,
we will summarise which characteristics of each research area are implontanis work,
and identify the shortcomings of existing approaches and how we will asidnem with
the proposed concept of TASOs. Tablel 3.1 summarises typical problehmars these to
solutions provided by this work.

The selected studies and prototypes reviewed in this chapter represdae field of
research spanned by a large number of projects, from which we kiavepded to chose an
appropriate subset that consists of both widely acknowledged and hajalant work.

We have seen in several projects how interaction detection can alreadgllsed with
rather simplistic technological means, particularly with RFID technology, walildws the
recognition of taking or moving a tagged object. On the next level, this gasswrumen-
tation can be extended by active components, such as acceleratiorss&rgoh facilitate
much more types of object-centric interaction. At the same time both types afrsezan
be utilised for other value-added services as well, e.g. logistics or statelksunce, which
is another motivating factor for the development of tangible, object-centgcaation in the
UbiComp arena. Looking at the prototypical implementation of a typical sdresed in-
terfaces, we can often see proprietary hardware solutions, whictigatly coupled with
the actual interface. This complicates the reuse of components for fgeherations of the
interface, particularly in these times when available sensor solutions evoladast pace.
For this reason we constructed a sensor-based development plat&irdisitonnects hard-
ware solutions from sensor data processing and application logic, wiietillwntroduce in
Sectiorf 5.11.

The aspect of modularity also relates to another problem in this area: Have dieal
with limited sensing and particularly output abilities of instrumented objects? Dealthg
instrumented environments, a major component in UbiComp scenarios, alléavsasmu-
nicate with objects and services in the environment. The architecture of thismtegrates
environmental components such as sensors and also displays into theafesitart object
systems and allows different types of sensor distribution between snject®hnd environ-
mental entities (see more on this in Sectibng 4.2[and 5.2). We have also learmethé
Virtual Human project how a modular architecture provides flexibility to dgyaie and an
efficient setup of new application prototypes. Certainly, such an artiiteis also crucial to
support the cooperation of a large amount of partners involved in tiheaef development.
We also opt for a modular prototyping architecture (see Settidn 5.2),dtlgsit order to
permit a separation of concerns and to unify distributed components inrmestted envi-
ronments.
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Some other work like the media control devices has demonstrated the imparfdnee
dustrial design for the creation of interactive, physical artefacts. other appearance of
items does not only concern aesthetic properties but also influences th& medel and
communicates, for instance, important affordances. We will elaborateuttiieef in the dis-
cussion of design guidelines in Section 4.1.5. The I/O brush system, forpdeadoes not
only provide the affordances of an conventional paintbrush, indicatimgto hold and touch
the canvas or other objects, but even imitates the flow of actions of tradipanging and
demonstrates how easily an interface can be understood and used lighed &0 known
interaction processes. In this case the levels of metaphor and embodimditthade clas-
sified asfull, which is often attempted to be reached by TUI systems in general, as already
discussed previously. The concept proposed in this dissertation alloaetmplish both
high embodiment and metaphor due to the mergence of anthropomorphism o tnd
integrated smart objects (embodiment) into the TUI domain. Furthermore, th@dalchp-
proach of utilising technology of the environment also supports to shift terathtegories
of embodiment, if required because of technological constraints such aglioitput ca-
pabilities of the device itself (more in Sectibn4.2). In Seclion 5.3 we also shdwitpes
that help to maintain a high degree of perceived embodiment although oetpetagion is
shifted to the environment.

A variety of commercial players have picked up the idea of anthropomanpinigsheir
products, sometimes as part of an overall product concept and sometiorder to achieve
an appealing and consistent impression of a product with autonomoudadahd his does
not only include toys but also tools like the Nabaztag, which does not mgvekation to life-
likeliness in its original functionality as that of a configurable device foranadbted services.
The commercial success of some of these anthropomorphised toys sthehTagnagotchi
is remarkable. Basically a simple device that represents a virtual living entitgh has to
be nurtured by the owner in order to survive and prosper. Similarly, rinatienal impact
of the AIBO robot on its owners as observed in user forums, confirmgdtential qualities
of anthropomorphism in the domain of physical products, i.e. providing tssipility of
establishing an emotional connection to an object with all its benefits, while asein fact
totally aware that they are only dealing with a technological device.

We have also seen that simple means can already foster an anthroponmopgriegsion
of an artefact. For example, experiences with the shaking toaster anwteelpal wallet re-
vealed that users easily "recognise” life-likeliness in very simple, oneftsineal displays.
We develop and summarise methods for triggering the anthropomorphic stasosart ob-
jects in Sectiom 4.114. These aforementioned life-like objects are until noerrathlated
solutions without a conceptual framework for applying anthropomorphistime domain of
smart objects. Most of the time, these prototypes are first explorations attetlign space
to examine single ideas that attempt to invoke some kind of emotional respoaswathy
at the user. With our work we try to make a first step towards a concepéunagtvork for the
design of interaction with anthropomorphic smart objects.

The results of user studies with the Multimodal Shop Assist have shown thahalst
preferred combination of input modalities are speech and so called esgrarg, which cor-
responds with tangible input in our terminology. This constitutes anothegsamgument for
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merging tangible and anthropomorphic user interaction as proposed in this Woe CO-
HIBIT and A.l. Poker installations also underline the potential of this combinatithese
two systems were build and setup for exhibitions scenarios, a context tohtea casual
interaction and where exploiting everyday knowledge of users is pantigudeucial. For
this purpose they combined tangible input with an anthropomorphic interfaRé-tb basis.
But, these two interaction paradigms are yet employed in a disjunct manragpased to
the approach of the work at hand. We will discuss further application danaad their ap-
propriateness for tangible, anthropomorphic interfaces in Seciidon 4eseTtonsiderations
also regards the potential reluctance of users to apply natural languageand output in
certain contexts, for which we will suggest other, non verbal, meangtaigecenarios.

Although human-robot interaction differs in several aspects from ictierawith smart
objects, both disciplines could inform and learn from each other in cemt@asaSpecifically
interesting for this work is the Paro seal robot, which combines sevesallplities of realis-
ing believable life-like behaviour. This includes reactive behaviour, whisically consists
of performing actions in reaction to external stimulation perceived throeghas, which
corresponds to what we call anthropomorphic interpretation of tangibig,iefaborated in
Section[4.4. Furthermore, physiological behaviour is employed, rafiregebasic needs
and desires, as reflected by primitive psychology (see Sdction 2.4.4¢oNdeptualise this
type of anthropomorphism in an animalistic class of smart objects in Séction #8rt’s
pro-active behaviour resembles a sense of personality reflected hyahsgéates and levels,
which also express basic emotions. The state network changes over tiongttimteractions,
which generates a high diversity of variations of subtle actuation and ¢thesting a sense
of life-likeliness through adaption and unpredictability, avoiding "dumb” titio@. Paro
and also other examples introduced in this chapter provide acoustic teopanimalistic
affect bursts, which are easily interpreted and understood. Suctopathorphic feedback
is so far always created for intuition, but for this work we go a step furine conceptualise
the generation of custom anthropomorphic auditory icons in Section 6.1.

ECAs often apply unique or at least distinguishable personalities in orgeesent con-
sistent and convincing characters. Oftentimes this is expressed threhghibural patterns
and personality dependent reactions. In certain contexts that are r&fsinte us, where in-
teraction does not last long, e.g. in shopping scenarios, it will more difficudeliver a
sense of personality with these methods. As a complementing approach we ddl pes-
sonality through prosodic changes and selected vocabulary of spagait, which we will
describe in Chaptél 8. On the other extreme, we have seen an ECA thed isrua long term
over several interaction sessions. The FitTrack prototype implementg@safer relation
management, which are for user interfaces still unique and particularlg#tireg for a cer-
tain class of anthropomorphic smart object interfaces. We discuss aptitadse relational
concepts to our aims in more detail in Secfiod 4.3.

In Table 3.2 we provide an overview of all projects presented in this chaptecompare
them to the work at hand on the basis of key attributes in the realm of TASOs.

After this discussion and analysis of related previous research ajetigrave will now
present the overall concept and design guidelines of our approdhk following chapter.
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Based on this we will then continue with describing the implementation of the oyecadl-
typing architecture in Chaptél 5 and discuss realisation and evaluatios issGbapter§]8
andT.
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CONCEPTS ANDGUIDELINES FORDESIGNING
4 TANGIBLE INTERACTION WITH
ANTHROPOMORPHICSMART OBJECTS

Life-like characters and anthropomorphic user interfaces in germerabanmonly applied to
various application domains and have been constituting a vivid reseaafoaiseveral years
now. We have seen instances of such types of user interfaces in heusrehapter, realised
in both purely virtual or material form, such as 2D characters or sodaltso Tangible user
interfaces have particularly emerged during the previous decade arelasbentral goal with
the aforementioned approach: Build on existing human skills and knowledgalise more
intuitive and enjoyable human computer interaction. We can learn and bieoefiprevious
work in these research areas, but we have to develop new solutiottsefarticularities
of this novel combination of interaction concepts, and identify potential fiisrtbat may
arise. The domain of smart object devices further poses domain-spemifstraints and
opportunities that we have to consider in the formulation of design princigiesssed and
analysed in this chapter.

In the following we will develop guidelines for the integrated design of amtbneorphic
and TUIs for smart object scenarios, derived from an analysis, c@itibn and aggregation
of related research and case studies in the respective fields [Schrii@} [36hmitz, 201[1].
Thus we are attempting to support developers and designers of smattysiEems in decid-
ing which level of anthropomorphism is adequate for the intended applicatiemario and
by which means it can be achieved.

We will start with design rules to help with basic design decisions of diffekemds,
followed by technical considerations regarding different appraaohastrumentation. Fur-
thermore, we will introduce different classes of anthropomorphic sniigetts and describe
possible interpretations of tangible input in such anthropomorphic scenamid provide
guidelines for the selection of sensors for object integrated input nittmgy We also de-
scribe novel approaches of expressing affect and personalitpirsac interfaces of TASOs.

93
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4.1 Design Rules

Interactive systems design can have plenty of different goals and imientiepending on
functionality, application domain, target users, budgetary constraintamaradbundance of
other parameters. However, two important objectives are common to mognsy#tehigh
degree of ease of use and joy of use, as previously discussed infG2&ib.1. Both con-
cepts describe essential aspects in terms of interaction efficiency aydemp respectively.
Hedonic qualities might have different levels of importance in pro-portionase eof use,
depending on the purpose of the system the designers’ aims and futiévesta of other
stakeholders. Since social factors are normally beyond reach of tignde we will first
discuss the applicability of anthropomorphic and tangible user interactionféoatif types
of systems and tasks.

4.1.1 Mental Model of Anthropomorphic Objects

The choice of a certain interaction paradigm always influences whdeis kdferred to as the
mental modebf the interaction or functionality of a smart object. A mental model describes
what a user thinks how a process or system works. It representg&cafaglationships be-
tween various parts and a concept of action consequences. Cengoaconsistent mental
model is essential for intuitive interaction, in which the user feels in conaispects that im-
pact the joy of use (see Section 2.211.1). Many aspects influence the mexatal, such as
affordances and system feedback. Applying an anthropomorphécligan strongly builds
certain expectations towards system reactions and thus fundamentallglateswith the
mental model. The importance obalancedanthropomorphism has been noted oftentimes
(e.g. [Duffy, 2003] [Shneiderman and Maes, 1997]), saying th#irapomorphic features
should hint at certain capabilities that meet our expectations, or possiatysewprise and
surpass these expectations.

First of all, anthropomorphic smart objects will typically be perceivedthdependent
actors, causing the attention of the user to focus on the physical object as the rsaBrcin
tion partner. This presumes that the overall interaction logic matches thg aigjerct centric
perception to avoid confusion or an inconsistent mental model. In a cbtiapvould em-
ploy an artefact as mere carrier (as in e.g. Se¢tion 3]2.1.3) of data foinispexction through
further systems or tools, the application of a meaningful anthropomorphieseptation to
this artefact will be more difficult. Another inapt application might leveragersoigjects
as tools that are used to operate a larger system, as the building models inRhey&tBm
[Underkoffler and Ishii, 1999] introduced in Section 3.2/1.2. In thesesathe idea of an-
thropomorphic objects might potentially conflict with the overall mental model,esithe
interactive objects act as tools or data holders and therefore constipgaedint parts of
a larger whole. Certainly, these borders between independent gomssand information
carrier can be blurred, depending on the actual application.

Thus the object centric mode of interaction is facilitating anthropomorphic ttera
- a thesis also strongly supported by K. P. Fishkin in his taxonomy introdinc&ection
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[2.3.1: He argues that a high degree of embodiment is helpful for theipeddangibility
of the interface, which reduces learning efforts, increases the pofsmbe metaphor and
therefore adds to the value of the application. In general, a strong embuddsrachieved
when the state of computing is perceived as inside the interactive devitd adain can be
accomplished by placing in- and output at the artefact itself (more abdutitad integration
in Sectior 4.R).

Work by Wasinger and Wabhlster has revealed that users dislike to dirextherse in
spoken dialogues with a bar of soap but would be generally willing to talk to tagitaeras,
cars or personal computers [Wasinger and Wabhlster,|2005]. Thigestgythat speech as a
sophisticated interaction modality might only feel natural when applied to agatybject,
if the object is perceived as an item with inherent complexity, such as aectppliances
or computer systems. One reason for this might be that it feels awkwatttgfaiser to build
up a mental model, in which a very primitive object is capable of managing retimaplex
computational tasks such as speech processing. Instead, a more camglegmpound
artefact, the inner workings of which are not completely grasped by #re méght be more
suitable for the attribution of such abilities. These findings might be taken idelmes
in the choice of application scenarios, suggesting to select objects, whiobtdappear to
be obviously incapable of computational functions at all, such as theraémtéoned bar of
soap, stones, food etc. It could be speculated, though, that a patiicgsigned shape
of an otherwise simple object might counteract this phenomenon (see altonS&1.5).
However, by introducing simplified means of anthropomorphic tangible irtieragsee more
in Section[4.3.11) we provide a first step in providing a rather simplistic anthnophic
metaphor in order to be able to apply it to relatively primitive objects as well.

4.1.2 Level of Professionalism

Another important aspect of the design space is that of the degreaurfa@professionalism
as we call it. This professionalism affects the trade-offs that may emetgaén the goals
of joy of use and ease of use as described in Section 2.2.1. For thistwetlkym profession-
alism comprises the frequency of (re-)use of a system or the repetitisef a task and the
required accuracy and reliability. In this sense, highly professiorsiésys are therefore be
utilised by trained expert users and applied on a frequent basis, demgawuturate results
and potentially a high degree of safety. Intuitive interaction does nossatéy have a high
priority in the design of such systems, since training of users can betexp@cachieve a
higher overall efficiency in the long run, since the learning costs in santexgts are still in
positive correlation to longterm efficiency and time-saving. Examples of thisdamain
include applications in safety-critical working environments, such as imaaigpcontrols or
emergency systems in a nuclear power plant.

On the contrary, novice users and users that only casually interact wigy#tem often
cannot be trained, simply due to time constraints in the interaction context. Tgparaples
for such scenarios are exhibitions, shopping environments, rengglteatel rooms, airports
and airplanes where visitors or users might be exposed to a multitude otintersystems
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(i.e. products or physical installations) without the possibility of learningraptex interac-
tion process. Aiming at such scenarios with anthropomorphic smart objeds®isupported
by Preece et al., who have stated that conversational user interfacmsrage especially
novices and technophobes to interact with the system in familiar way that riredmsfeel
comfortable, at ease and less scardBteece et al., 2002]

But even without tight time constraints a tedious learning curve is often mwbppate
and could lead to neglecting the system in certain contexts. In such partitulations,
the benefits of both anthropomorphic and TUIs can play out well. Furtherregploratory
applications that aim at entertainment or edutainment have shown in varaogpkes that
they may benefit from anthropomorphic as well as from tangible interfacgsthe Virtual
Constructor (see Section 3.2)3.1) and A.l. Poker (see Séction 3.2.3.2).

Additionally, anthropomorphic tangible interfaces have the potential to watte gap
between novice and expert users, if offered as an optional interestijtey which can be
replaced on demand by an interface alternative more suitable to the pardentands of
an expert user. For example, interactive products in a supermankiet gmvide different
interfaces for customers (the typical casual users) than for emplojdbe store (expert
users), who will in most cases carry out different tasks in the samersapeet context.

Another class of smart object applications on the scales of repetitivanesaccuracy
involves systems that are used on a regular, but casual level by nmécge. Examples for
such scenarios comprise home and kitchen appliances (as describedSeetign$ 3.3.211
and[3.3.2.R) that provide uncritical functionality that are accessed fndgiumver a longer
period of time. We believe that a high degree of enjoyment and intuitivensgefically
appropriate in a home context, minimising the need for learning and memorisingadyjeantt
interaction in this casual environment. Still, the possibility of emerging fatiguemoyance
as a result of a high rate of repetition of the interaction has to be taken imarowgith the
overall design of the system.

4.1.3 Extending Traditional Use

Smart objects are, according to our definition in Sedfion P.1.3, items that ykesed as tra-
ditional, probably purely analogue objects with their respective functionalittye original,
physical context. Therefore, additional services that are enabléechyological enhance-
ment of the original object will automatically be put in relation to the original usthe
item with the potential of creating conflicts in several dimensions. In this seat@will
identify and discuss three design dimensions that are important for tht@arefanthropo-
morphic smart objects with respect to the original use of the artdfaciction, Interaction
and Modality. Chi et al. [Chi et al., 2007] have analysed smart object systems aesign
living room environments and formulated design heuristics that regardticéidnal relation
and the interaction relation between the digital and the traditional usage. Waacially
adapt and transfer these heuristics into our design considerations.



4.1. DESIGN RULES 97

4.1.3.1 Extending Functionality

The functionality added to an object can be directly related to the objectmakigurpose,
thusenhancingt. For example, a flowerpot that detects and communicates water shortage
would directly enhance its traditional purpose of accommodating a plant. Reweglation-
ship to the original nature of an object could stiimplementhe physical functionality and,
for instance, provide services that are useful in the same contextoanaginl A completely
unrelatedfunctionality would appear as totally independent from the physical itemitand
purposes. Certainly, boundaries are not always clear and at timieb@orossed by objects
that provide several services with different kinds of functional refetito their traditional
purposes. For instance the TeCo Mediacup (as introduced in SEctioh@dmipts the cof-
fee machine to boil new coffee when the cup is almost empty (enhancinglsmdéends
meeting-notifications to the doorplate when several of these cups aenpieone room
(unrelated). Although unrelated functions may make sense in certainrecsnee believe
that a strong relation to the original function is beneficial due to seveasbres: First, it
makes it easier for the user to associate digital functions with an objecticiparly in en-
vironments with a potentially high amount of smart objects. Second, the plitp#iat the
object is available when it is needed is higher when its original use relates sitttation
at hand. Third, the interaction and product designers’ task of creatdeyice with the ap-
propriate affordances for both physical and digital functionality mightfreecessarily more
complicated when alienating an object from its original purpose.

4.1.3.2 Extending Interaction

The dimension of interaction relation can be characterised similarlgatéiral interaction
method utilises the original method of use, disburdening the user of leanmynigesv inter-
action styles, as for instance seen in the I/O brush (as introduced in SB&idnb). An
intuitive use is different to the physical one, but strongly relates to it, which grsatipli-
fies the learning efforts of the user. Consequentlyuarelatedinteraction method has no
resemblance to the object’s original interaction. We basically agree with sessment of
Chi et al. that smart object interfaces witmatural or intuitive interaction relation poten-
tially yield interfaces that are easy and quick to learn, but we argue tpatiag alternative
interaction paradigms can nevertheless be a beneficial solution (suathasp@morphism
in smart object systems), as long as the overall goals of usability andxmsience can be
met, building on the user’s needs and abilities. Novel ways of interaction wesitjly even
foster a new interest in otherwise unattractive devices, resulting in adalitr@piration and
motivation. But, it is important for the designer to keep in mind that a low coomdgncy
between the original and new interaction method requires more attention in cocattirun
the interaction possibilities, e.g. through affordances (see Séctioh 2.3.2).
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4.1.3.3 Extending Modalities

This question also leads to the choice of the modalities for interaction realisatiencon-
cept of symmetric modality as introduced in [Wahlster, 2003] suggests that mdéliregs-
tems should provide the same input methods as used for output and vige Sierse TASOsS
inherently employ physical input as a modality, symmetric modality suggests ttuf hap-
tics for the output channel. From a technical perspective, TASOs tastm multimodal
systems also have the advantage to reduce the overall uncertainty inugereicognition
through mutual disambiguation of various analysis results, as described [@eiatt, 1999].
By fusing symbolic and raw sensor data derived from recognition conmgeneertain recog-
nition errors can be avoided such that the overall recognition perfaenanmproved.

Anthropomorphism can be established through speech and approjpriaie See Sec-
tion[4.3). We consider the combination of the haptic and acoustic channeaisnaspinter-
action means for anthropomorphic smart objects, in combination with tangibledaputo
the natural tangibility of physical objects per se. As opposed to the acahstimel, which
could be delivered by invisibly integrated speakers, the visual chamigélt in many cases
not be available, since we focus on smart objects, which are designad finalogue use
with physical constraints and requirements, making it difficult to alter shadeoater ap-
pearance with display technologies. In future, technologies such a®®[d&ganic light
emitting diodes) will enable developers to integrate flexible displays into cerfaas tyf ob-
jects, which would for instance allow for displaying graphically embodiedhtsyerl his will
provide additional means of expressing life-likeliness in smart objects.

Obviously, the choice of input and output modalities of the smart object citeraand
services interacts with the modalities utilised by the object in its original use.cbhr@a&nce
with the observations made by Chi et al. [Chi et al., 2007], the nature ofdldasion can
generally be conflicting or enhancing, or the smart object’s interaction litiedanight be
completely unrelated to the original ones. A conflicting situation might occunwimeeorig-
inal object’s functions make use of the same channel that is used by thé etitasion. For
example, a radio that is playing music and at the same time implementing naturaldangua
dialogues will have to mix speech output into the audio stream, which might gliecldde
speech and thus potentially confuse the user. Not to mention the techmibbdps that arise
for the speech recogniser in noisy environments. But, the implications ofuse cannot
be simply generalised from the auditory channel to other modalities, insteadvezdality
and basically each interaction concept has to be analysed independéstlyse of the haptic
channel, for instance, even benefits from requiring tangible input, sdood is necessary to
deliver haptic information. On the other hand, if the original use of the bkjeald involve
strong haptic forces as in squeezing or pushing (e.g with tools like hammsgseerdrivers),
additional haptic feedback might not be perceived by the user andabgmition of tangible
input might get difficult as well. Modality enhancement can be achieved ireictien situa-
tions, where the user is already accustomed to observe a certain modatitevehich can
be exploited to establish new interaction methods. For example, some home cgplice
simple synthesised or mechanical sounds to reflect system status orepuseidfeedback,
like toasters, water heaters, dish washing machines. We also included&estininds into
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that category, which are not intentionally created for such purpogestibwtilised by the
user to infer a system state, such as the intensive sound of a spinnihgngvazachine in
its last washing phase. Thus, the relation of original and additionally enblimgslalities
poses both restrictions and potentials to the interaction designer, whictichbeeregarded
carefully as the case arises.

4.1.3.4 General Output Characteristics

In addition to that, the general characteristics of the available output modaktvestd be
considered as well: The haptic channel provides a very unobtrugivencinication modal-
ity, which makes it adequate for preserving privacy or for contextsdbaiot allow acoustic
output. However, synthetic tactile output such as vibration has a ratheekniution com-
pared to acoustic or visual displays and therefore qualifies better feati@mtion monitoring
[MacLean, 2000a] as for instance applied in the shape changing mindhe Flashbagin-
troduced in Sectioh 3.3.3. Furthermore, vibration and similar haptics provig#gesmeans
to indicate the presence of a life-like entity. As already mentioned, audio meyanhn-
appropriate medium in certain environments and exacerbate acoustic pollBiibrit can
also be advantageous to be able to perceive audio without dedicatingteagpdiotion to the
source. As a side effect in situations such as exhibitions, sounds mighdsk interest of
collocated and previously unaware visitors. Moreover, using the hapticaustic modality
has the important property that it relieves the visual channel, which ig@éntihe primary
human sense and main source of incoming information.

4.1.4 Triggering the Anthropomorphic Stance

Applying anthropomorphism changes the way how users try to underatahchake sense
of a computer by projecting everyday expectations of human and animalibtwiber onto
it. An anthropomorphic interaction paradigm has the potential to apply a stnataphor
of verb, which regards to the motion of an object or to the interaction in rel&titime real-
world action [Fishkin, 2004]. As we could see in Section 3.3, the anthropaimmstance
can be triggered by various means, which we will summarise and adaptefaiothain of
smart objects in this section.

Humans are inherently well-trained to perceive life, already from childhoo
[Scassellati, 2000]. The devicerwsual appearancewill often shape first impressions and
can therefore play a considerable role in establishing first expectationgani® shapes
or those that resemble limbs, parts of the face and other body parts cdfetteve vi-
sual cues (see also Section 4.1.5), which has also been applied by sg&senibed in
[Horvitz et al., 1998][[Wada and Shibata, 2007] [Breazeal et al., p@0d social robots and
toys as in Sectioris 3.3.4 and 313.5.

The merepresence of voices another strong trigger for anthropomorphic perception
[Persson et al., 2000], irrespective of contents and sounds. Téwt en be intensified by
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increasing its naturalness (see also Se€tionl4.3.2) as done by worksdGbel et al., 2004]
[Ndiaye et al., 2005] or [Gebhard et al., 2008]. Besides speechcthestic channel can be
used to deliver alternative feedback (compare also with Selction 4.3.)edenbledife-

like, physiological sounds or hapticdnstead of conventional sound feedback, for example
pulse, breath, snore or cough, which is for instance applied in [Hemmed@ost, 2008]
and [Wada and Shibata, 2007].

Furthermore, pro-active and autonomous behaviourcan be a fundamental strat-
egy in order to evoke anthropomorphic interpretation [Persson et aD].200his can
already be instantiated with very simple means, for example by autonomous move-
ment, which is the most basic distinction of living matter [White, 1995] and for in-
stance applied in [Burneleit et al., 2009] [Togler et al., 2009]). On & tevel, stereo-
typical behaviour, which expresses e.g. shyness or curiosity, addresses more complex
processes but adds essentially to anthropomorphic strategies [Hoffrd@reazeal, 2007]
[Wada and Shibata, 2007] (see alsa 3.3.2.2 for the (In)Security Camdréha Luxalive
Lamp as examples).

Employing memories about previous experiences, such that they alterweriod the
current state and behaviour, can be another effective method to displaistent life-like
entities. This is particularly useful for smart objects that already haveethgosy means
to record aspects of their life-cycle, which makes them inherently uniquenainddual,
strengthening the impression of a social being (see also [Duffy, 2008]% can be further
supported by not only considering actual interaction sessions with tlébusalso the re-
maining period of time, during which the object persistently "exists” indepethgd&om the
user. That means in consequence that a TASO is a computer individueth, iwhever turned

off, although it might "rest”, "sleep” or just "wait”.

Applying anthropomorphic concepts into different kinds of smart objeenarios will
be elaborated in more detail in Section 41.3.1.

4.1.5 Industrial Design Challenges

A product designers traditional task is to design the outer appeararare alfject, gener-
ally aiming at an aesthetic visual design. The latest generation of prosdttembedded
electronic components and richer functionality, extends the conventioogé $o the design
and the composition of interactivity [Butz et al., 2005]. In this section we widirsine the
consequences the particular characteristics of anthropomorphic dmeut design have for
industrial designers, starting with general considerations in the desigess.

As defined in Sectioh 2.1.3, we consider smart objects as objects thatyaéeatlin
their original, analogue world with certain purposes and requirementskaifys or con-
strain their general shape. Certainly, these traditional requirements sttllaexd constitute
primary parameters. Integrating electronic components is a common partdesigm phase
in industrial design, such that the additional instrumentation of a smart abjeot a com-
pletely new process. But, the more complex requirements of sensorstaatbas and their
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interrelation with other design parameters including materials, shape and mieschase
new challenges to the stages of both design and construction. The priotjpietotypical
realisations is not very different to creating a product for large saal@éyztion, except that
mistakes in prototypes are certainly more forgiving and less expensigeotétype, though,
has to meet different requirements that are often very different fnroeven contrary to de-
sign expectations towards a final product, such as flexibility in hardvesigangements or
easy access of interiors. Therefore, prototypical electronics wardthally be redesigned
from scratch and tailored to the the final product, also to optimise costs.

Within the visual scope for design, the outer appearance can have artamtpmpact
on the overall perception of an anthropomorphic smart object (see attm&4.1.4). The
concept of the metaphor of noun (as discussed in Selction 2.3.1) rabardsalogy of the
shape, texture, look and sound of objects to their metaphorical courttefpaigh analogy
is therefore obviously advantageous and can be achieved on the clisualel by fostering
a first primitive categorization of living matter. We can facilitate an anthropgpiriorstance
towards the object by applying an organic shape or by resembling ccetfigus that look
like faces and bodies (see examples in Figure 4.1).

Figure 4.1 Anthropomorphic product design examples, resembling limbs and facial el-
ements. (sources: http://www.madebymakers.dk (Loudspeaker), http://alralamps.eu
(Lamp), http.//www.minoru3d.com (Webcam))

Also limbs or just facial elements have a particular salience to humans and tetp to
press anthropomorphisrn [Persson et al., 2000]. The texture of libperts could for in-
stance be imitated by soft and furry materials at the outmost layer. It is wessary to
overly exert anthropomorphic product design, small efforts can@yrkssad to good results
[Reeves and Nass, 1996]. It has further been shown that thdlargreession of appearance
triggers certain feelings and action tendencies, and thus, a genexad starards an entity,
which can be utilised in the design process as well. For instance, "cuteriggsrs feelings
of "infantile helplessness” and a tendency to care for and protect. rdicagy, perception
of "ugliness” and "beauty” activate an action tendency to avoid or toaaagr that particular

face or body|[Tan and Fasting, 1996].
As argued in Section 4.1.1, people tend to refuse to directly address sinmjptasoin
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natural language interaction. To counteract this phenomenon the applichtiane complex
shapes might help to attain a less simple impression of the object on a visuahledé¢hus
to create to a certain extent the general impression of a more complex device.

Other techniques and metaphors might further help to overcome limitations itjiatte
from inappropriate appearance: For instance, a genie-in-a-bottlet effuld be applied by
creating a virtual anthropomorphic actor that is associated with a devich.e&8genie effect,
leading to the user perceiving the virtual character as representingybial device, could
be realised for example by a (projected) animation, indicating that the ¢banaarphsout
of the object.

Affordances (see Sectidn 2.B.2) are also an important factor in the phykdsign of
anthropomorphic smart objects and interrelate with what we willargthropomorphic af-
fordances This notion describes affordances that arise from an anthropomafaimce and
the impact on shape and its affordances. Furthermore, affordaanesiso be utilised to
suggest interaction modalities: Body parts that are associated with sendegénclicate that
the object is capable of perceiving the corresponding modality (e.g.sexggest seeing and
ears hearing, respectively). The resemblance of limbs, facial comgoeother body parts
afford new interaction possibilities that are beyond the traditional affarel@haracteristics,
which are mainly based on physical and mechanical laws. Common exameldgeadnig
belly of a chinese buddha that invites to rubbing, while a horizontally strdtahm might
invite for shaking the hand. So, if the user has already taken up the pathaophic stance,
a yet unexplored type of affordances comes into play that has to besaddly the designer
as part of a holistic design process.

4.2 Instrumenting Objects and Environments

One major design decision on a technical level regards the degree ofisttation of the
smart object itself and its environment. This is not a particular issue of gaahrorphic
smart objects but basically of all applications that combine smart objects tatiijent en-
vironments. In this section we will discuss the possibilities and implications of ediviged
technology inside the object itself and shifting it to the environment, specifif@ilgroto-
typing anthropomorphic smart objects.

For the purposes of this work we distinguish four different classemafisobject imple-
mentations, which are also visualised in Figure 4.2:

1. Self contained All instrumentation resides inside the object.

A self contained smart object is able to perform all interaction methods avitee
without any other support of the environment or other infrastructueahents besides
electricity supply, either continuously or through occasional charggsintegrating
sensors, actors, computation and communication capabilities within the deeice; th
guirements of cyber-physical systems as introduced in Selction 2.1.1|altedas
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Figure 4.2 Different classes of integrating technology in smart object systems atrd-in
mented environments

well. Obviously, a major advantage is the autonomy of the device and thereby th
possibility to easily transfer the system to any other location. The mobility criterion
is much more critical for products and real-life applications than for pustopypical
development in laboratory environments or similar scenarios. Howeventdgration

of all necessary hardware poses strong constraints on the oveyrsitahconstruction

of the prototype, depending on the application and its requirements. Eagiooent
requires space and adds weight, and many sensors and actuatmescacgful place-
ment to accomplish their task. But at the same time, such a solution supportgein ob
centric interaction model and yieldisll embodimenaccording to Fishkin’s taxonomy
(see Sectioh 2.3.1).

2. Instrumented with environmental support: Primary technology, which is required
for main functionality, is embedded into the object, the environment providgis ad
tional services.

Instrumented smart objects with environmental support as well are able¢tidn
independently retaining their basic functionality. But, in addition to that, sugctdh

are also able to communicate with components of the environment, which possibly
support the object with additional services. For example, cameras migttifydine
interacting user or loudspeakers render audio output. The main adeafttys ap-
proach is the possibility to utilise theoretically unlimited resources of the suilingn
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infrastructure and thus realising otherwise unfeasible functionality. It hatgo be
advantageous to outsource hardware components and/or functionality ¢owiion-
ment in order to save space, reduce the object’s complexity, and to makeadisid
components reusable for other smart objects. Of course the mobility ageatitain-
ishes with increasing dependency on surrounding infrastructurar&iag the mental
model of an object centric interaction, the developer has to consider sisépiby that
shifting sensors, computation or actuators outside the object may alter ttsepese
ception and conflict with the goal of achieving a high degree of embodimenths
issue also depends on the employed modality and how contents are delverec-
ample, auditory output could in many cases still be perceived as emitted bgioe d
if rendered appropriately, e.g. through spatial audio (see more in SECE®). The
result on the scale of embodiment would most likelyngarbyor environmental

3. Patrtially instrumented with main technology in the environment. The object is
equipped with a limited amount of instrumentation (e.g. RFID tag) and the environ-
ment contains further required technology (RFID reader, sensors).

A partially instrumented smart object that relies on the availability of certaingdtrire-
tural technology goes one step further and necessitates a specifanemgirt in order
to function as intended. An example would be an object that relies on amalkéem-
puting machine to process and interpret sensor data, required for thectiae pro-
cess. The apparent disadvantage of the dependency on technidldgasdructure is a
trade-off to the pragmatics of a centralised solution that simplifies develogpefierts
of a multitude of prototypes e.g. due to fast changing requirements. Limitelsvhes
resources can be efficiently utilised, shared and reused. On the ailngr ¢hoosing
this approach foregoes obtaining insights on the technical feasibility ofreehigvel
of embedment in real-world scenarios. Apart from that, certain sersiayrequires
to be collected within the object itself, e.g. for tangible input detection. Anadbgric
the previous class of objects, sustaining the perception of a self-contaiaiedghly
embodied object as the main interaction partner in this case is more difficuleaadd n
to be addressed by other means.

4. No instrumentation: All technological components reside in the environment.

At the other end of the scale we have smart objects that do not make usbedded
technology at all, but instead are part of an instrumented environmenhakltt all
application logic, sensors and display devices involved in the applicatios.igthe
case for instance when cameras are used to identify and track an olfjéetexternal
displays are responsible for the system output. This situation exposesvtlepkr to
several problems:

e Interaction recognition cannot make use of integrated sensors (e @acdelera-
tion)

e A strong dependency on a very particular instrumented environment exists

e Creating an impression of high embodiment is more difficult. More likely, the
perceived embodiment would be classifieceagironmentabr distant
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A positive side effect of working with devices of this class of instrumentasahat
the original object design can be adopted, relieving product desifmenghe burden
of integrating additional technology.

4.3 Anthropomorphic Smart Object Classes

Aligned to Persson’s analysis of multi-layered anthropomorphism, whichewiewed in
Sectior 2.4.4, we introduce three general types and in total five distinsesla$ anthropo-
morphic smart objects. We propose three basic types: Animalistic Objectsiyellalking
Objects (blue) and Bonding Objects (purple). Animalistic Objects are fustiiirinto Basic
and Social Animalistic Objects, and Talking Objects into Talking Objects with Rali$p
and Emotional Talking Objects. For defining these classes we distinguidt ¢éathropo-
morphic perception on one axis and attributes of software agents reganein autonomic
behaviour introduced in Section 2.4.3 on the other axis (see Higure 4.8)selécted agent
capabilities directly relate to an anthropomorphic interpretation of systemsaadtially
support the realisation of anthropomorphic systems. Thus, the graphesutfia relation
between the classes of anthropomorphic smart objects, the anthropderiayei they build
upon, and different types of system behaviour from the perspeatigeftware agent tech-
nologies. Different levels in each of the two dimensions imply that lower lemetepts are
subsumed, which means, for instance, that the anthropomorphic layersoiality includes
folk psychological phenomena, which constitute more sophisticated crafegmotion than
those associated with primitive psychology. Accordingly, mentalistic capabitifiagents
generally require autonomy and pro-activity, which are extensions ofisirepctive agent
systems. These classes facilitate the categorisation of previous andviutk,ewhile the
boundaries of each class are not necessarily fixed limits. Instead thggudirectives for
modelling anthropomorphic smart objects consistently.

We have further applied these categories to selected projects that weducdd in
Chapte.B as much as possible even though some examples are purely Bdos. clas-
sifications were difficult and details made the difference, as for instaiibetie projects
COHIBIT and Ideas4Games. COHIBIT involves VCs that incorporatetiemal responses
to user actions, while the IDEAS4Games installation focuses not only on erabkieliev-
ability but also on distinct, stereotypical character profiles of the two vigioker players.
Further, the Leonardo robot realises continuity and social behaviataté beyond animalis-
tic limitations, but at the same time it is not able to speak and its visual appeaeserehies
an animal-like character, which makes an unambiguous classification difficult.

We complement the design rules of this chapter with more specific concepts\atib
ations of tangible, anthropomorphic smart objects. For each class wevdtad general
description of their relevant characteristics, propose guidelines forrdadisation and out-
line suitable application scenarios.
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Figure 4.3 Relation of anthropomorphic smart object classes

4.3.1 Animalistic Objects

Basic desires can easily be projected onto simple behaviour, exploitingtetipas about
such needs and desires. This includes actions that relate to life prteseryain, hunger,
desire for sleep, exhaustion, fear, excitement and similar conditionsrdlates to the con-

cept ofPrimitive Psychologynd allows to predict and interpret simple animalistic behaviour

immediately|[Persson et al., 2002].

Basic Animalistic Objectscan be realised by mapping important system states to suit-

able basic needs and implementing reactions to status changes by assotratidtac ex-
pressions. For example, an object that observes its state and attemptseive@imary
conditions (e.g. intactness, energy level, temperature) could rendestacanimalistic feed-
back if one the conditions is violated. For instance a sound of pain, wheobjket falls,
is being squeezed or has detected damage by other means. Soundsiefdagghaustion
could be mapped to low energy status and inform the user pro-activéhe témperature ex-
ceeds or falls below a threshold, the reaction could consist of moaningsou shivering. If
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the mapping is well-thought-out and the critical parameters of the objectrkbguwhe user,
an understanding of the anthropomorphic feedback will happen intuitifehe user is then
taking action to correct the issue (e.g. recharging the object or taking @dolar place), the
corresponding feedback can again inform about the state changé¢arfidible component in
this class of objects is important as well, as it fits to the immediacy of this anthropbror
class. Touching the object can already trigger a response to let thengsethat the object
recognises and values that its issues are being addressed - this woodynarovide inter-
mediate feedback, but also intensify the anthropomorphic stance. Inafjela@gible input
as described in Section 4.4 also applies well here.

This type of animalistic smart objects can be applied to comparably simple artefacts
which employ functionality that can be modelled as action/reaction systemsdiegem
given parameters. This also avoids the problem that people refuse to fkpte objects
[Wasinger and Wahlster, 2005] by providing simplified anthropomorphicmeand thus an
appropriate mental model. An example for this class of smart objects might bmtrepizza
packing [Schneider and Kner, 2008], which observes its own state and checks whether,
for instance, the cool-chain is interrupted. Other examples can be imagirdairiastic
environments, e.g. electronic home appliances. A coffee machine woutdiaggd, when it
is supposed to prepare coffee but has to be refilled with water or qodfieder before. Or
annoyed, when the brewed coffee is not picked up for some time. A USB myestick could
be shaken to check the amount of stored data, the feedback would ftesembeous sounds
in different frequencies and speed to reflect the amount of space tigkey data with a low
frequency of clunky, dull sounds correlating to a rather full state agid fnequency of high,
agile tones correlating to an empty state.

If necessary, this sort of animalistic interaction paradigm can be extdryd=mhventional
means of displaying more detailed information. For instance, a temperatyéédiav a
certain threshold might be followed by an inquiry about the exact temperatui@ how
long it has been under the threshold. A simple possibility, which also utilises nigibte
channel, would be to place the object beside a screen that is able to retriddisplay this
data.

Social Animalistic Objectsdo not only exhibit life-like reactions but emphasise the rela-
tion to the user through, for instance, adaption to the user beyond singlacitime@ sessions
or other continuity behaviour that may correspond to life-cycles of livinigties, as for in-
stance realised by the Furby doll. Other mechanisms could involve the Tarhiagffiect,
which motivates the user to turn attention to the device in order to sustain aaedenel
of life parameters. Such an interaction paradigm can be useful in simgensyss stated
above, but particularly in recurring scenarios of daily routines. Thiddcbe, for example,
a plant container that expresses increasing contentment the longertdrengés kept on
an ideal level. Or an alarm clock, which is satisfied when the inhabitantragngets up
guickly and in consequence uses pleasant and relaxed soundses, alaereas annoyance
due to "pain” takes place when the user tends to hit the "snooze” button. oftkanging
behaviour over time can therefore not only reflect changing interntasstd an object, but
also provide additional incentives for the user to act in certain ways, ufjirises, entertains
or intrigues the user. This leads to the notiorpefsuasive interfacesvhich has even more
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relevance on higher layers of anthropomorphism (see Sédction 4.3.3).

4.3.2 Talking Objects

The next level of anthropomorphic smart objects crosses the animalistiGrdanthemploys
interaction with more human-like objects through natural language dialogltbsugh con-

cepts of personality and also folk psychology can theoretically be empleitedut natural

language, the speech modality provides rich means of realising anthrgploisraron these
levels.

Emotional Talking Objects apply emotions and/or moods in a more holistic manner
than is the case with animalistic objects, which already reflect a sense of emditothe
notion of affective behaviour, but only in terms of basic desires. Thegry purpose of this
is that emotion helps to increase the believability of anthropomorphic interféogficial
emotion can also provide feedback to the user, such as indicating the Irgtates, goals
and (to some extent) intentions.

The intention here is to support a mental model that results from folk-p$ygical
processes of explaininghow perceptions, beliefs, goals, intentions and actions relate”
[Persson et al., 2000]. Main element for such a model isAppraisal theory which for-
mulates the idea that emotions are formed from our evaluations (appraisaents, which
cause particular reactions in different people. The interdependdpeiegen personality,
moods and emotions are for instance modelled by ALMA [Gebhard,| 2008¢hvwvas also
applied in the Virtual Human project (see Section 3.3.1.1). Emotions can baydspby
different means, including facial expressions and body languagé&tafilcharacters (e.g.
[André et al., 2000]) or also, more valuable for smart object scenarios,ghrepeech as in
[Schibder, 2001]. With such a module that describes and manages the effpetsanality
and emotion on a time axis, we will be able to further create talking objects with aélgliée
model of their behaviour for short- and midterm interaction processes.

Combining speech and tangible interaction will facilitate more complex systems than
the previous class, but also requires a more complex design and implemepratess.
Realising Talking Objects with Personality does not only support the anthropomorphic
aspect, but holds additional benefits in speech-based interaction, if imptesneith care:

Previous studies have shown that interacting with embodied conversatgeats
that have consistent personalities is not only more fun, but also lets psecgive
such agents as more useful than agents without consistent personfldssdt al., 2000,
Duggan and Deegan, 2003]. Furthermore is has been shown thatethehspf a consistent
personality enables the listener to memorise spoken contents easier andanogdaces the
overall cognitive load [Fiske and Taylor, 1991, Nass et al., 2000]. Sirfiildings have been
made concerning human computer interaction employing speech synthesisoifiputer
was evaluated as more believable and the communication as more pleasamyewtiba
synthesised voice characteristics fitted the speech output coritentsafidbkee, 2001] and
the perceived personality.
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Personalities can be modelled by different means - for instance by soptestiper-
sonality models as the five factor model [McRae and John,|1992] or simplifigd that
summarise impressions about a person, such as shy, extrovert essiggr The chosen
modelling method and level of detail depend on the application scenario arncteheed
effect on the user. One possibility is to align the personality to qualities of tfeeblke.g.
a product in a shopping context, with its speech aligned to its brand imagalése8ec-
tion[8.2). Another possibility is to model it after the user’s personality, agestgd by the
Similarity-Attraction-Principle which claims that people prefer personalities that are similar
to their own [Byrne and Griffitt, 1969]. Alternatively, theories from pmrality psychology
propose the principle ahterpersonal complementarityhich specifies how a person’s in-
terpersonal behaviour evokes behaviour from an interactionalgygKresler, 1988]. In this
notion, correspondence tends to occur on the so calfidéhtion axis (friendliness invites
friendliness, and hostility invites hostility), while reciprocity tends to occur apbwer
axis (dominance invites submission and vice versa). A simple example can beifothmed
Luxalive lamp in Sectioh-3.3.2.2, which builds on the latter phenomenon on ther @ous.

Social stereotypesvhich are generated by mix of assumptions towards people, are an
option as well, as outlined in [Persson et al., 2000]. Typical cases aupancy roles (doc-
tors, waiters, police) or family roles schemas, all applicable to situations tileerole is a
dominant factor in the user-object relationship. Such stereotypes atleeanvay to lever-
age expectations on goals, beliefs, morals, and behaviour of entities ahtsinigplify the
process of modelling distinct personalities.

This class of anthropomorphic smart object interaction makes sense feraommplex
functions that can be effectively interfaced through speech as the maialitgo It still
allows for intuitive, occasional interaction, like product inquiries in a ghog context (e.g.
[Wasinger and Wahlster, 2005] [Schmitz et al., 2009]), exhibitions ovigitog instructions
for programmable home appliances (e.g. video recorder).

4.3.3 Bonding Objects

The class of bonding objects builds Bmotional Anthropomorphisias described in Section
[2.4.4 and basically comprises the social relation of the interactive device tis¢neTalking
Objects can generally be utilised as a base interaction paradigm in ord¢altistsa rela-
tionship. The key aspect of this class is that relationship is a persisteavalvihg construct
that develops over time and spans multiple interaction sessions.

Hong et al. have summarised in their overview paper "Advances in Tangitgieaction
and Ubiquitous Virtual Reality” that criticism within the TUI community was formulated
towards the fact that research activities focus on short-duration apiphowhile it appears
worthwhile to to consider longer periods of interaction in the user’s|life fgHetal., 2008].

It has also been stated in this paper thangibles could open new avenues for bonding with
products, allowing products to physically evolve over tim&his is further supported by
Hornecker, who referred to studies showing that bodily interaction archtmuse emotions
and enhance inner sympathy [Hornecker and Bruns,|2004].
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Only few studies on embodied agents have taken the endeavours to exagfinersy
term effects on users. Bickmore and Picard have investigated long-&ationships in
HCI within the FitTrack project (see Sectibn 3.3]1.3) and recapitulated seatfay social
relationship management - mainly for reducing social distance - that codthpyed by a
computer|[Bickmore and Picard, 2005], which we have adapted for@sahrorphic smart
object scenarios:

Social Dialogue: A form of talk that is particularly lacking in task-oriented content, also
calledsmall talkor phatic communicationSuch a social dialogue can be used to main-
tain relational nuances even when no explicit task is being performealjdak, 1960].

Social Deixis: The encoding of relational status in language is a phenomenon calted
cial deixis[Levinson, 1983]. A familiar example is the form of address, greeting and
parting routines that are used between people having different relaifpensvith titles
ranging from professional forms ("Dr. Smith”) to first names ("Joefidagreetings
ranging from a simple "Hello” to the more formal "Good Morning”. A furthetaen-
ple is politeness theorywhich describes different forms of indirectness for a request
depending on the nature of the relationship between the requesting pespatential
supporter and on how cumbersome the request is (e.g. the differemesebeasking
your boss for $5 or a close friend). Thus, appropriate use of sdeigis can help to
affirm and maintain the status of an existing relationship, while using langeageés
indicating a different form of relationship can signal a desire to changeetfational
status.

Empathy: Delineating the process of attending to, understanding, and respondamg to
other person’s expressions of emotion is not only important for intimate nestips
but also cited as most important for building good working alliances betwekpeis
and clients or physicians and patients. Klein et al. have shown that an estipaitid
accurate computer can achieve significant behavioural effects am,aimsilar to what
could be expected from human empathy [Klein et al., 2002].

Self-Disclosure: Reciprocal self-disclosure increases trust, closeness and likingy Wwasc
been demonstrated in text-based human-computer interaction. Usersaaracaés
likely to buy a product from the computer if reciprocal, deepening setflalsire is
applied [Moon, 2000].

Continuity behaviour: Bridging the time people are apart can be facilitated by appropriate
greetings and farewells and talk about the time in separation. Such behiaviopor-
tant to maintain a feeling of persistence in a relationship [Gilbertson et al.].1998

Humour: Computer systems that employ humour are rated as more likeable, competent
and cooperative and thus form an important relationship managementgt(atg.
[Morkes et al., 1999]).

Reeves and Nass have further demonstrated several relationas efféech result in a
more sympathetic attitude towards the computer if it [Reeves and Nass, 1996]...
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...uses flattery, or praises rather than criticises users.

...praises other computers or criticises itself, instead of praising itself or dritcis
others.

...becomes more like the user over time or if it maintains a consistent level of similarity.

..teamawith a user, which can be achieved by simply signifying that user and compute
are a team - which will also increases the willingness for cooperation.

All of these strategies can be employed by conversational means (i.e. gr@kiects),
while some can also be implemented in a more subtle manner by animalistic proeegses,
expressing empathy towards the user. The application of such methosladtie same
time address joy of use qualities that relate to the individuality of the interfaseely the
key factorgpersonal experiences of uaadindividualisation and furthermore the desire for
social interaction (see Sectibn 2.211.1).

The domain of applications for bonding objects can be derived from thgeraf sce-
narios that relationships are generally good for, as provided by moéisisc@l psychol-
ogy. These include emotional support (e.g., esteem, reassurancethf aibection, at-
tachment, intimacy), appraisal support (e.g., advice and guidancemiation, feedback),
instrumental support (e.g., material assistance), group belongingrtopipies to nurture,
autonomy support, and social network support (e.g., providing inttamhscto other people)
[Berscheid and Reis, 1998].

In particular, relationships can also play a rolgersuasive scenariosPerceived trust-
worthiness and overall charm of a source of persuasive informaligrap important role in
the Elaboration Likelihood Model of persuasigRetty and Wegener, 1998]. In this theory,
if a decision is of low personal importance, then characteristics suchsaghiility and sym-
pathy of the source of information have significant influence on the deci$ious, bonding
objects could be used in sales scenarios, which aim at building relationgttipdient users
just as one could expect from a human sales pefson [Anselmi and Zieni&9g'].

Education scenariosare another possible field of application. It has been shown that
within elementary school, students feelings of relatedness towards botheahelrer and
classmates strongly influence their cognitive, behavioural, and emotiogagement in
classroom activities [Stipek, 1996]. Furthermore, there is evidencerelattonships be-
tween students are important in peer learning situations, including peer tutomoh peer
collaborative learning methodologies [Damon and Phelps,|1989].

In studies ofcustomer service relationsthere is differentiation between three types of
relationships:Service relationshipgn which customer and service provider expect to meet
again in future.Pseudorelationshipgn which customers expect to interact again with the
same company but not the same person in the futureemvite encountersvhich do not pre-
sume expectations of future interactions. Gutek et/al. [Gutek et al.| 208ehad in their
studies that customers in a service relationship reported more trust in thétesgroviders,
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more interest in continuing the interaction, and more willingness to refer thviderao oth-
ers, than customers in either pseudorelationships or service encolreststs also indicate
that a service relationship is significantly more effective at inducing tresangitment and
referrals than attempts to establish brand or firm loyalty.

Summing up, qualities of relationship can have major impact on tasks in diveras, a
such as education, sales, or different types of service situations, €mploying bonding
objects in such and similar contexts does not only have the potential to creadetievable

and enjoyable smart object interaction, but also for significantly improvéeq performance
and results.

4.4 Anthropomorphic Interpretation of Tangible Input

Employing an anthropomorphic stance towards a smart object opens a rtaphorécal

space for tangible interaction that provides a high intuitiveness and aahanhderstanding
due to the inherent attributes of anthropomorphism. Traditional types abtarigput typ-

ically consist of specialised gestures and movements that relate to the padjgpligation

and its functions. On an anthropomorphic level, tangible input can followaailyeinter-

preted and embracing metaphor, which obtains meaning by the physiologitahzotional
impact of the motion. In Table_4.1 we provide a compilation of tangible input typds an
suggest interpretations for each in the anthropomorphic domain, basgpicad physiolog-

ical and emotional reactions / intentions derived from [MacLean, 2DOBbrthermore we
propose functions for each mapping in order to inspire interaction desigmeevelop an-
thropomorphic interaction through tangible interaction. We use cube afioes determined
through user observations by Sheridan etlal. [Sheridan et al.| 28@8tarting point for a
base set of interactions and extended it with actions particularly applicable amthropo-

morphic context.
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Tangible Input

Anthropomorphic Interpretation

Functions / Effects

Touch or Presence
Pick up

Point at/Orient/Place near obje

Shake

Throw away/Drop
Tap/Knock
Rub/Pet

Hit
Squeeze/Pinch

Spin/Rotate
Cover/shade with hands

Pay attention to object,
calm down
Pay attention, connect, observe

ctshow something to object

Wake up, punish

Release, send away, abandon
Request attention, wake up, signal
Calm down, reward

Punish
Engage, force, express anger, threa

Confuse, irritate
Protect, Hide

Activate, provide further data

Provide further data,

stop current action

perform action related

to shown object

(e.g. connect, interact or comment)
Request, initiate,

reset, stop current action,

undo last action

stop functionality, reset,

undo last action, mute object, turn off
Trigger action, request information,
repeat last action

Notify about correction of bad state,
acknowledge useful information or action
Disapprove last action, reset
teActivate, trigger action,

mute, turn off

Shuffle data, trigger random action
Recover from erroneous state,

shut down

Table 4.1 Anthropomorphic interpretation of tangible input

The listed functionalities for each input type can only be considered as@eugges-
tions, while the anthropomorphic interpretation provides a notion of life-likesrthat can
be exploited and integrated into the overall interaction design. Certainly, tied lisput
methods do not have to be implemented as anthropomorphic stimuli, instead thbg can
replaced by proprietary functional effects or mixed with such. For examap anthropomor-
phic USB memory stick might encrypt its contents when squeezed (funciidegiretation),
confirming the process with sounds that express exertion and effihr¢@omorphic reac-
tion) and finally confirm the successful encryption with joyful soundl{espomorphic and
functional). Moreover, certain types of behaviour might result in a tianaof the proposed
interpretations, in particular for those actions that have a rather neatrabtation. For ex-
ample, tapping could either be interpreted as a request for attention bubailse fear in an

extremely shy object.

For the realisation of anthropomorphic tangible input we compiled a list aheffshelf-
sensors that can be integrated into smart objects and analysed theirlaipiflifa tangible
input recognition, which is presented in Tablel4.2. We further indicatedilmpertant the
spatial arrangement within the object is, such that it has to be considetbd physical
design process to facilitate the intended functionality.
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Tangible Input Sensor Solution Importance of Placement
Touch Capacitive/Resistive touch sensor High
Pressure sensitive conductive rubber sheetdigh
User presence Infrared motion/distance sensor High
Ultrasonic range finder High
Infrared Thermometer High
Pick up Acceleration sensor Medium
RFID High
Ball/Binary movement sensor Low
Point at / Place near objegt Combining ultrasonic/infrared
sender and receiver High
external or internal cameras High
Shake Acceleration sensor Medium
Ball/Binary movement sensor Low
Throw away / Drop Acceleration sensor Medium
Tap/Knock Piezo vibration sensor Low
Electret microphone Medium
Rub/Pet Capacitive touch slider High
Hit Electret microphone Medium
Acceleration sensor Medium
Squeeze/Push down Flex sensor High
Pressure sensor High
Spin/Rotate Acceleration sensor Medium
Cover/shade with hands | Light sensor/Photoresistor High
see alsdJser presence

Table 4.2 Sensor solutions for tangible input recognition

4.5 Synopsis

The main goal of this chapter was to structure and conceptualise the priegigndlimen-
sions relevant for the development process of tangible, anthropoin@mlart objects and
to develop guidelines for interaction designers. For this purpose wedmahgsed research
and case studies in respective fields and discussed the rationale anchjustifior the for-
mulated design guidelines.

The general design rules are primarily important to decide whether theegbatan-
thropomorphic smart objects is appropriate at all for a given applicatibis also involves
building up a consistent mental model, which is a fundamental process efsiadding
the interaction and thus a main requirement for successful human-compataction. We
have also discussed various task domains and their applicability for thegawpnterac-
tion paradigm. In conclusion, we excluded certain application types, sushfaty-critical
applications in professional work environments and outlined the potentiefite for use
cases that suit well to anthropomorphic smart objects. There are kaspexts regarding
the traditional use of an object that have to be taken into account, whefunetionality and
interactivity is addedFunction actionandmodalityare design dimensions where conflicts
with the original use of the augmented object may arise. In each of thesedinnensions
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the relationship between traditional and extended attributes plays a sighifidarnn the
overall design process, which makes it important for the interaction dasigrunderstand
and consider the described phenomena.

We have seen that the attribution of anthropomorphism to an artefact chieyed by
several means, such as adjusting the visual appearance, usingh spedace or life-like
sounds and haptics, or employing pro-active behaviour, which canowerree modelled in
stereotypical ways that allow to recognise common behavioural pattehish are known
from everyday encounters with other people. Industrial desighermeke essential contri-
butions to strengthen the anthropomorphic stance, by matching the appeafdhe object
to both the anthropomorphic paradigm and possibilities of tangible input. Maéif the no-
tion of anthropomorphic affordances constitutes a novel conceptitterids the traditional
understanding of affordances by the perceived possibilities of usesthat from anthropo-
morphically designed elements.

Technological components, which implement interaction recognition, applicktipc
or output generation, can be integrated into the object itself or outsourtedhim envi-
ronment. We defined four discrete classes of different levels of objsttimentation and
discussed the advantages and drawbacks of these approaches.

To support developers and designers of smart object systems to dduicte type of
anthropomorphism is adequate for the intended application scenarioye/edrastructed the
first classification of anthropomorphic smart objects with their distinct ptgse structuring
existing and future design concepts. These properties include typisitatipn scenarios
as well as strategies of designing interaction concepts for each class.

The diagram displayed in Figure 4.4 summarises this classification. The grtgtts
the anthropomorphic key attributesf a classand their interdependencies, whereas each of
these attributes has certain advantages and features, which were iattadu®ectior 4)3.
These beneficial properties support certain fields of application masos. To reduce the
complexity of this visual representation, it only connects anthropomorpliattegbutes to
a certain advantage or feature with a directed arrow, if this advantagetiiscti®r this
attribute and not yet facilitated by another attribute of a less complex objest dlikewise,
arrows are only drawn from advantages to fields of application, whielmat yet supported
by features by another class further to the left.

Furthermore, a new dimension to tangible input design emerges throughttiteam
morphic approach. We elaborated tangible input elements and proposeppagito an
anthropomorphic interpretation and appropriate functions on a systentdeiwrespire the
creation of engaging and meaningful interaction concepts. In addition tevéhaompiled
a list of sensor technologies and their capability for user input recogniti@n integrated
into smart objects.

The diagram in Figurle 4.5 shows a decision tree that summarises the mainclesizgs
introduced in this chapter.

We will walk through this decision tree by means of an example, the Digital Somme-
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Figure 4.4: Anthropomorphic smart object classes, key attributes and fields of apiplic

lier (DigiSom), which we have developed for exhibitions and retail envirarimémore in
Section[ 8.2): The first question to be answered in the planning proceswethav the sys-
tem employs a single object that acts as an independent interaction pditreeDigiSom

involves multiple bottles that will be extended to smart objects, hence, this quéstsoto
be answered with "no”, such that we have to consider whether a mentadl nsostill ap-

propriate in this scenario (see Section 4.1.1). We intended to have omeeoimteraction
situations, in which each bottle interacts independently with the user. Thussénaloes
not interact with distributed components but focuses on a single objedirata The next
step involves the question, whether the task involves expert usersdstent4.1.2). The
DigiSom is situated in a retail environment, where we expect casual interawtioovice

users - basically customers that interact once or twice with the system in tbtal.\We have
to decide, which type of interaction we plan to employ in the system. Since wetdaamb

autonomous behaviour, we assume that some sort of dialogic interactiontiappogpriate
and therefore decide to employ talking objects with personality. The engswiteustomers
with the application are expected to be of a rather short duration, for wibédon we do not

integrate more complex emotional models or bonding strategies in this use enagéa{see
also Sectioh 4]3).

We believe that the overall concept has the inherent potential for simglénapiring
interaction that provokes a high degree of curiosity. The guidelinedajme: in this chap-
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Deciding whether and which +
anthropomorphic tangible object type
suits the application.
Interaction
Type
Is Smart Object
an Independent Yes Simpl
Actor? izlogi e
Dialogic Autonomous Behavior State/Alarm/Feedback
Task Context
involves Expert Y \
Users? _D A ki )
I’?th'ggrg}ﬂ:ﬁii Complexity Low Animalistic Object
— Long Duration Yes sl Tellkdig)
Object
Is Mental Model
Appropriate? T
Professionalism Low Vy

Anthropomorphic
TUI probably not
appropriate

Mo
Recurring /
Extend to
— Longterm Yes 3 2
Interaction? Bonding Object

Figure 4.5: Decision tree for deciding which approach suits the given task. Theioére
chosen in accordance to Figlirel4.3.

ter also regard the quality criteria of joy of use, introduced in Se€tion 2] 2rt therefore
address essential concepts for developing engaging, emotional dandifbgraction. Also,
quality criteria for TUI stated by Hornecker [Hornecker, 2004] ardradsed as well in this
chapter, particularly by analysing several aspects of affordandele at the same time ad-
hering to Fishkin’s taxonomy.

As we have seen, the technical implementation of interactive smart objéehs/san
take place in many variations of embedment and distribution. In the next chapteill
introduce the architecture of our testbed for realising TASOs in instrumem@cbnments,
addressing the needs of all four levels of distributing technology anlli micgosed types of
anthropomorphism.
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5 PROTOTYPING FRAMEWORK

In this chapter we will describe the structure and implementation of A&0 Platformour
testbed for the development of TASOs as described in the previous ch@pe major goal
in the development process was to create a prototyping framework thas ati@asily utilise
a combination of technologies embedded in objects and in the environment.rthisrfaore
crucial to be able to exchange technologies, such as sensor platformmsiwithal changes
in reused modules. We also aimed at a level of modularity that allows a highelefreuse
of software components for future setups of new smart object applisation

In Section 5.1l we will start with introducing sensor platforms and describeghsor
processing frameworkASO SensPmwith the corresponding graphical user interface, which
constitute the main part the sensor-based prototyping environient [SchilitzZ20083].
This is followed by an overview of the overall architecture in Sedtioh 5.2uofopototyping
environment and continued with more detailed descriptions of its major comgsonenr-
thermore, in Section 5.3 we present services of the instrumented envirbtiraesupport
the development of user interfaces, mainly the camera-based user el T (Section
£.3.1.1), thePresentation ManageiSectiorf 5.3.2) and the spatial audio sys®@AFIR(Sec-
tion[5.3.3). We will conclude this chapter with a summary in Sedtioh 5.4.

119
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5.1 TASO SensPro - Sensor-Based Prototyping of Smart Object
Applications

Embedding sensing, computing and communication capabilities into physicalcistef the
essential building block for the creation of smart objects. Emerging séedunologies that
go beyond RFID recognition are becoming cheaper and smaller, pavimgvineinto ob-
jects of everyday life. The potential ubiquity of wireless sensors will palgity affect future
generations of products as elements of production, processing anergehains, enabling
them to sense and record their state and communicate with their environmentoEpec-
tive immediate benefits for manufacture and retail are an essential factas thareasing
the chances for research work in this field to get adopted by industryaguFID technol-
ogy has already made the step into the commercial sector, as it providesrécaalues by
facilitating process automatisation such as product tracking or inventaktakong.

Research in the field of wireless sensor networks has brought up cemahwdi-the-shelf
systems, which provide sensor nodes with integrated sensing, computicgramamunication
capabilities. Some of them can be configured only by means of basic parapotiers have
a programmable microcontroller and can be flashed with custom firmwareh diawices
use their computing resources for sophisticated tasks like preprocessiagr readings or
routing of messages through the network. Another emerging reseanchitrelves smart
materials or also called sensorial materials, which are conceived as materieing spa-
tially distributed sensor elements. Produced as precursor materials,@uplments can be
processed as integral parts of future products, as opposed to egsebs instrumentation
with sensor modules. Advancements in this research area will facilitate addit@ans of
pervasively embedding sensors into our physical environment atigkfisupport the vision
of ubiquitous smart objects (see elg. [Delaney and Dobson| 2009]).

5.1.1 Sensor Platforms

Wireless sensor actor networks (WSANS) in general consist of & sehsors and actuators
that are wirelessly connected and are employed in a variety of applicationrgmanging
from observing the habitat of animals and smart home systems to military appl&#tiin
involve observation of battle grounds and combat activities. Genenaitemgents of WSANs
include fault tolerance, quality of service (e.g. drop-rate of netwodkages, throughput),
robustness (against e.qg. failure of single nodes), scalability, dynatmiorkereconfiguration
and programmability. Some of these requirements are less important in a piogotpptext
as described in this chapter. For instance, scalability will normally not bearlesince we
focus on systems that do not involve more than a couple of sensor nbkee are sensor
platforms such as the Arduisystem that do not regard many of the aforementioned aspects
regarding networking and other aspects of large scale field use. dn#tes offer a low-cost
hardware platform for prototyping custom applications on a microcontriodlsis.

Ihttp: /7 www. ar dui no. cc/} last visited June 30, 2010
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Figure 5.1 Sensor nodes experimented with during the development of TASO SensPr

A sensor node consists of several basic componentenral processing unit(CPU)
to process data and to execute the actual sensor applicaigonory to store the application
and data (often realised with different memory types for each type of,d&ma3ors/actors
that collect environmental dategmmunication interfacefor wireless communication with
other sensor nodes or a base station, amergy supply No single sensor platform can
meet all the requirements of different applications. Therefore we gwpated with vari-
ous wireless sensor platforms, including jifeart, the MICAz, the aforementioned Arduino
nodes, and ScatterWeb, while using the latter system only for environnodrgeafvations,
such as measuring the temperature in a room or detecting the presenoglef(see Figure
to see a collection of different sensor platforms). TilRart platform has been initially
developed at Karlsruhe University [Beigl et al., 2005]. It is prodlaed sold by the spin off
Particle Computer GmbH.Part nodes provide sensors for light, movement and temperature.
They can be configured to set the sampling rate and other basic paratnetagh light sen-
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sors, but firmware modifications are not possible this way, preloadédasefmerely sends
out data via a proprietary radio communication protocol, which can bevestély compat-
ible bridges. The MICAz platform is a Zigbee compliant implementation of the MicéeM
platform [Hill and Culler, 2002], developed at Berkeley University ioperation with Intel.
MICAz nodes are sold by Crossbow Inc. and are shipped without etiegdjrsensors, but
they can be stacked with various sensor boards. We use them mainly iectionnwith the
MTS300 board, which provides sensors for light, temperature and asiseell as a dual-
axis accelerometer and a dual-axis magnetometer. The ATmegal28L mitodieoon the
nodes provides computing resources to run custom firmware from theateddl 28 KBytes
of flash memory. Table 5.1.1 provides an overview of all sensor platfonigh we have
experimented with during the course of this work. The implementation of thesarte-
gration described in the following is based on a framework that we havgraekfor rapid
development of sensor-based applications.
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Table 5.1 Overview of sensor platforms we experimented with
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5.1.2 Requirements for a Sensor-Based Prototyping Framewkr

So far applications have to access sensor data directly through hardejendent libraries.
In many cases hardware details influence the entire software desigih, edmplicates soft-
ware maintenance especially when hardware is exchanged or updaigeg@afticularly poses
a burden in research environments, where different device platforensterchanged and
used for different applications, reusability of software modules is vestricted.

To enhance rapid development of sensor based applications, a solatida he found,
which provides a structure for data processing through reusablessefo@mponents. From
previous experience with sensor applications we have extracted theifalogquirements
for such a framework:

1. Sensor data should be accessible through a high-level API instead bfjte access.

2. Data processing should be as simple and efficient as possible to copeighittiata
rates from a large number of sensors simultaneously.

3. All sensor specific hardware and software details should be hidden.

4. Alarge number of data sources should be supported, including lyotiseless sensor
networks but also other types of input (e.g. reading from files, da¢abais other
network sources).

5. There should be prebuilt components for common application tasks aasrfell de-
velopment related issues (e.g. data inspection, debugging).

6. The implementation should be open for extension, allowing further daneliopand
adaption of new sensor hardware.

5.1.3 Processing Sensor Data Streams

The design of the framework is based on the concept of stream pingeésee
[Stephens, 1997] for an overview). It uses a data driven appraaere information is con-
tained in possibly infinite streams of data entities. Each entity can be seenawenaarrd in
our terms, each raw sensor reading is such an event. In our framesverks are produced,
consumed and processed by three kinds of modingsit modulegncapsulate data sources
such as sensor networks or files, and provide a steady flow of informiatmthe framework.
Output modulesre for example used for displaying data, connecting to other applications
or triggering actions based on events. In-between input and outpuhapfilbering mod-
ules process the data streams to extract and prepare relevant and melaimifogfoation
from incoming sensor data. The data flow is implicitly uni-directional - if for amgson

a bi-directional flow is required, it must be explicitly constructed. Fidgurédisplays the
encapsulation and abstraction steps of the sensor stream processd®0rSEnsPro.
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Figure 5.2 The abstraction layers of sensor stream processing in TASO SensPro

The sensor-based component of a new application is built by choosingranore mod-
ules of a set of modules provided by the framework and connecting theamih-outputs
appropriately to construct a desired function. Although new custom modatebe easily
implemented and integrated, the set of prebuilt modules covers many commanatas-
ing tasks, such that a wide range of simple applications can be develométl quith the
given components. As sensor nodes define their own message formenctygsulating in-
put modules are customised to suit the underlying sensor platform, anddhawextended,
whenever new platforms have to be integrated. Such input modules piftesdglity and
connectivity towards the framework.

There are already several tools available to support event progdssimtelligent en-
vironments. As we will see in Sectign 5.2 we decided to use the EventHeaprio ddta
between components of the infrastructure, but sending each seasiangalirectly to the
EventHeap is in most cases not an appropriate procedure, since arsiadieg does not
contain information of high value. The raw sensor readings have to mguessed and
analysed in order to generate higher level events that are meaninghigteto be sent to the
actual application. Such events include user actions, which could fongeskee accumulated
through this interface to infer usactivities
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5.1.4 Implementation

We decided to implement the framework in the Java programming language maialysee
of two reasons: Most sensor networks already come with some Java ldoralgsses giv-
ing a good starting point. Furthermore, Java is platform independent, whjdrticularly
important when working in a heterogenous environment.

As already stated, there are three types of modules, namgly, Output andFilter-
Modules. They are linked together using a design pattern from objectedi@rogramming
called theListener Pattern It allows coupling of software components and uni-directional
transmission of data from a subject (input) to one or more listeners (output).

This approach allows to separate the application architecture from thiéspeplemen-
tation of modules. So far, there are 56 prebuilt modules. Input can bmebtom different
sensor networks, from files or from network or serial connectiormmorgst others, output
can be directly fused into files, databases or higher level systems like treHBap. For
data inspection and debugging there are modules that display data eitplkicgraf tex-
tual. Filter modules implement various computing functions as for instance suianea
or standard deviation of a sequence of values. Other filters also helpanise the flow of
sensor data, such as for instance drop repeating values, split messssgas by origin or
type, or translate certain field values of the messages. The translatioxafopke is often
used to map sensor IDs to products and can be configured throughesinag»XML file,
eliminating the need for touching the binaries when changing product mappiigdules
are implemented by extending abstract base classes, which already ¢ontdionality for
establishing links between modules, so there is minimal effort needed.

5.1.5 Special Purpose Modules

Not all algorithmic problems can be broken down into simple solutions. In sosesdhis
more reasonable to implement a complex function as a self contained modulé, prbic
vides the necessary interfaces for connecting it to the framewRokust motion analysis
based on acceleration sensors is such a task, requiring sophisticatedsrfettinformation
extraction. The complexity of the given data in this case requires a tailomaxqh, for
which we generated a specialised module for our framework that employsmadearning
algorithms of the WEKA toolkit[[Witten and Frank, 2005]. The following examlglines
the usage of this module on data generated by acceleration sensooepssed on the sensor
board.

Acceleration data is sampled in a relatively high frequency e.g. with a ra@afdmples
per second, as on the MICAz nodes used in the DigiSom installation deddnitsection
[B.2. In afirst step the readings are preprocessed by computing Issedistical values over
a window of 30 samples corresponding to a time span of 300 ms. The statisticas\are
mean, variance, standard deviation as well as the number of local minima amdarfar
each acceleration axis, forming a block of 10 characteristic values, weistribe the state
of acceleration for a specific time interval. These blocks are computedriywoufirmware
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installed on the sensor boards, and are sent to a PC that runs the sansework and
then processed by the integrated WEKA library - first in a training phadeafter that in
a classification phase. In the training phase, several classes of mdvaates have to be
specified, and incoming readings are assigned to the according movdasmnt Based on
this training data the system can classify incoming data packages and seltslftegther into
the framework. Using a statistical approach of movement state classifioaticare able to
differentiate certain movements regarding their intensity (no movement, slonwnneongefast
movement), their direction or anything else that can be extracted from tlué stattistical
values. The classification is done by the WEKA implementation of a Ripple-DowasR
(RDR) classifier[[Comption and Jansen, 1990], but other classifierlk® decision trees
[Quinlan, 1993] have also proven to be useful. For a user of our freme there is no need
to write a single line of code during this process. The library contains dipedamodules
that allow a quick integration of WEKA classifiers into the given framework.

5.1.6 Visual Prototyping

A graphical user interface has been developed to further acceleegpedtotyping process,
particularly when microcontroller-based sensor systems are involved. oOthe goals in
the development was to enable developers to quickly setup and assssissetems with
minimal efforts. The GUI provides the means to build up stream-based sateqretation
basically by dragging graphical nodes onto the working canvas (whiolesponds to the
instantiation of filter classes) and connecting nodes with directed arrowsh(worresponds
to connecting input and output of filter classes) in order to direct the ffodata messages
within the sensor interpretation stream. Figurd 5.3 shows an example setup GUthin
action.

The class attributes of filters are set through text input fields. Spediasrthat support
the aggregation of learning data for WEKA-based machine learning gseseare introduced
and help to create data in the WEKA compliditribute-Relation File Forma(ARFF).

The features of the graphical user interface are briefly summarised folliw&ing:

Click'n Play: When the system has been started after setting up nodes, the GUI starts all
sensor data streams and displays intermediate values and results instasitaed-
justing parameters of active nodes can be done during runtime. Thus, thetimp
of changes in the sensor processing stream are immediately displayeghibubthe
network of nodes, such that tests and debugging can be conveniedtbffaiently
performed.

Code export: Each instance of a combination of nodes processing sensor data exithted
the GUI can be used as a standalone application that forwards results sérkor
processing layer to other software components such as databasd#eseat tuple
spaces (e.g. the EventHeap). Furthermore, the resulting network ef roaoh be
exported as packages that can either be integrated into other Javatapioa also
started as a standalone application on other machines.
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Figure 5.3 The graphical user interface of TASO SensPro

Automatic integration of new filters: When new code is added to the sensor framework in
the form of new filters that e.g implement singular processing steps, it is atidatha
detected by the GUI and made available to the user if it is added to the Jawagpack

of the sensor framework or when the new class inherits from key (abstlasses or
implements existing interfaces.

Multi-threading: The ability to fuse and split data streams is done through a multi-

threading approach and synchronisation of threads through atomgsamtdata struc-
tures.

5.2 Overall Architecture of the TASO Platform

We have started the development of the TASO Platform irBdalandUniversity Pervasive
I nstrumentedEnvironment (SUPIE) as described in [Butz andiger, 2006]. It consists of
several general purpose in- and output devices, which are shyassleral applications. The
software architecture of SUPIE has originally been designed for thelesa integration of
various services and applications supporting different tasks sudhoapisg assistance or
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indoor navigation systems. Some elements of SUPIE are reused and eitentie TASO
Platform.

The latest developments are also integrated into the Innovative Retail Eh (I
[Kriiger et al., 2010], an application-oriented research laboratory of @ Bin in collab-
oration with the German retailer GLOBUS SB-Warenhaus Holding, focusimigtelligent
shopping assistance (see Figuré 5.4).

Figure 5.4: The instrumented environment of the IRL

Figure[5.5 provides an abstract overview of the logical system layach, & which in-
formed by the concepts developed in Chafpter 4. The lowest layer masaggsocesses the
instrumentation of the environment and smart objects, regarding the gusifgimiastrumen-
tation and sensor data interpretation. The abstraction of hardwaredisyjelata generated
by smart objects as described in Secfion 5.1 is the main task of this module.eSesf/ibe
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Figure 5.5: Abstract overview of the prototyping framework

instrumented environment are realised on this layer as well, providingsatzesiditional
sensors (e.g. cameras) and actuators (e.g. visual and auditory djsglag layer on top re-
gards the anthropomorphisation of smart objects and creates TASO issthndding on the
conceptual results previously introduced. This also integrates thessipmeof personality
and/or emotions, for which we will introduce novel means in Chdgter 6. Vaead flow of
interaction is controlled here as well, implementing anthropomorphic behaviaiedasis
of high-level user interaction events provided by the instrumented emegnhand smart
objects. The overall Aml application layer adds domain specific componeodsritplete the
end-user application, based on the anthropomorphic interaction modeltkd layer below.
The modular overall organisation principally supports the rapid developafigkm! multi-
user applicationg [Schmitz, 2006] [Stahl et al., 2005]. The architectargcplarly allows
the quick integration of new generations of hardware and software canfmon

The system architecture of the resulting TASO Platform is displayed in Higérand
described in the following. Yellow boxes comprise elements that have beeloged during
the course of this dissertation, while blue boxes represent re-usietnsysvhich have been
integrated into the prototyping architecture.

TASO SensProis the major component of this architecture and deals with the integra-
tion of smart object sensor systems, which was explained in more detail fioSEc]. It
basically extracts more abstract information from sensor readings ofiimsited objects
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Figure 5.6 The architecture of the TASO Platform

and delivers this information to the EventHeap, where it is generally availabll run-

ning applications. The sensor processing can take place on the seasdritself or also

on one or mordridges which are computers that receive data from sensor boards to pro-
cess and feed them into the architecture. The sensor-processing modnlbe composed
from pre-programmed components (the sensor filter library) and eveaphigal user inter-
face to reduce prototyping efforts. Actuation commands will be receineldpaocessed to
trigger output rendering on the actual device, such as sounds otigibrd he setup of the
architecture allows to run several instances of sensor-processiiffenent hosts, since all
processed data can be communicated over the shared data space.

The SceneMakermodule deals with the management of internal states of anthropomor-
phic entities and the overall interaction flow [Gebhard et al., 2003]. Tea&daker toolkit
enables non-expert users to compose interactive performancetual einaracters in a rapid
prototyping approach in two steps: A scene flow is defined with finite state imescin
a first step and in a second step, the contents of each scene are ddy&ibjrh is typi-
cally done with a simple scripting language. Although this toolkit is designed ferantive
performances of animated agents, it can also be used to model the behavidkier en-
tities in a finite-state-machine-based manner, such as anthropomorphicofijeats. For
the integration of the SceneMaker we have developed extensions tiwllyaacilitate the
communication between the SceneMaker state machine and the remaining cotapine
our architecture. The SceneMaker mainly receives interaction evéedsee by TASO Sen-
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sPro and the services of the environment to control the interaction flovirigigers output
generation as pre-defined in the according interaction scene script.

TheVocal Behaviour Componentprovides building blocks for the generation of anthro-
pomorphic expressions, including prosodic parametrisation (Séctionf&@g¢ech output for
personality expression, an anthropomorphic base grammar (Sectioarscd3nthropomor-
phic auditory icons (Sectidn 6.1). These elements are employed by intersotioas defined
by the SceneMaker.

Services of the Instrumented Environmentprovide services of different kinds for mul-
tiple concurrent applications at the same time. This includes for instancedheacking ser-
vice MaMUT that determines the location of users on different resolutiaiddgee Section
[£.3.1.1) or the Presentation Manager (PM), which manages and allocqtley desources to
applications. This separation of services from applications also hidestir@¢al complex-
ity of such services behind a simple interface. For example, a shoppiistpassuch as the
Digital Sommelier (see Sectién 8.2), can request for a high-resolutioarsnearby the shelf
and display contents with product comparisons on it. The PM maintains a Stpogsen-
tations, and implements conflict resolution strategies to decide which contergsenp on
which display (see Sectian 5.8.2). Another service of the instrumentedanwmt relevant
for this work is spatial audio service SAFIR, which allows to virtually positioa aender
sounds in a room, when the smart object does not have integrated sapetuilities (more
details in Sectioh 5.3.3).

Aml Applications contain the domain specific part of an end-user application and are
also able to trigger state transitions modelled by the SceneMaker. Domainspegiiica-
tion states based on input generated by smart objects are also handledlayehias for
example storage conditions of medical products[(sde 8.1).

A tuple space provides a repository of tuples that can be accessad @ity in parallel
and distributed computing environments. As an illustrative example, imagine roiup of
processors that produce data units and a group of processorséhtiisidata. Producers
post their data as tuples in the shared space, and the consumers cae dzttéefrom the
space that they are interested in, which is also known as the blackboangharetsVe are
further able to divide the data space by associating a type to each mesgelgahat we
can achieve a stratified blackboard structure. The communication andircatmon within
this architecture is based on such commonly accessible tuple space, wivatepran indi-
rect interaction mechanism featuring the portability, heterogeneity, ecoaanhflexibility
needed for an intelligent environment. Processes post their informatioa sp#te as tuples
(collections of ordered type-value fields) or read them from the spaeéhar a destruc-
tive or non-destructive manner. In comparison to client-server desigasanonymity and
persistence of tuples offers a high degree of failure tolerance in dyafiynahanging en-
vironments|[Johanson and Fox, 2002]. If a requested service is tanipamavailable due
to a network failure or reboot, the stability of the client process will notesufiVe have
chosen theeventHeap server and API, which have been developed at Stanford University
as a framework for their iRoom project [Borchers et al., 2002]. Similar implatations are
available by Sur [Freeman et al., 1999] and IEM [Lehman et al.,[2001].
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The communication within this architecture can take place by point-to-point cornmun
cation, but data exchange is more convenient via the EventHeap. TheNsaker has been
extended such that it can scan the tuple space for available sensorspbjaeats or also
services of the instrumented environment. In the same manner, Aml applicat®able
to receive raw data from sensors or already processed senspsuehaas interpreted user
interactions. If interaction scenes involve the rendering of output threudisplay, the ap-
plication sends output requests to the EventHeap, defining the conterdst@met display,
which may be part of a smart object or a shared device residing in theoament. Af-
ter such output contents are delivered, the displaying system puts angaitidn message
to the EventHeap, if required by the application. With this organisation of ajait and
interaction flow control, the actual interface and application logic is only lgasaupled
with hardware setups and allows to exchange e.g. the sensor instrumefrtatios mixed
arrangement (partially inside the object, partially in the environment) to a fullgrated
one (all sensors inside the object) without any changes of the actuidajom software.
Examples of Aml applications realised with this architecture will be describedéti3(8.

5.3 Ambient Services

As previously outlined, smart object systems do not only involve functionplityided by
object-embedded technology but also services of instrumented envirtmthahare shared
by several applications simultaneously. In the course of this work weihgalemented and
integrated several supporting services to assist in the implementation ofadijeanttuser in-
terfaces as proposed in this dissertation. We will present three ambieicesan the follow-
ing sections: MaMUT (Macro and Micro User Tracking), a computer visiased approach
of tracking multiple users in a room in order to determine which person is integagith a
given smart object system (also described in [Schmitz and Zimmer| 200&présentation
Manager (PM) service that controls and allocates displays of the shave@nment (as in
[Stanl et al., 2005] and [Schmitz, 2006]); and the spatial audio systeriFS@patial Audio
Framework for Instrumented Rooms), for rendering sound in a three diorei space in
order to enable smart object systems without integrated sound outpbiltegsto generate
appropriate auditory output (see also [Schmitz and Butz,|2006] and&;2003]).

5.3.1 MaMUT - Interaction-Tracking for Instrumented Environm ents

A common vision of UbiComp environments predicts that users are enableel déosasiety of
services not only at home but also in public spaces, by interacting with tir@ement itself.
One requirement of multi-user scenarios is the identification of users intwrgeovide con-
fidential information or personalised services that take advantage oprefdes, histories
and other data associated with a person. We attempted to design a systaquhrasrusers
to identify themselves only once upon entering such an environment aselcgigntly allows
to roam around and use devices and installations, while the system comlinuecognises
and tracks the user. Our computer vision-based approach disbutdenser from being
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equipped with further instrumentation like tags or personal devices, SUBIDAs. A sort
of identification is certainly required but only once at entering the environred could be
done in any way - e.g. with typing in a username/password combination or w2 tag.
Another approach for user identification is realised by Feld et al., whadnt®a system that
exploits voice signals to both identify (if explicitly authorised by that perso) @osition a
user within a car [Feld et al., 2010].

The instrumentation of interactive objects determines how it is used, butartyc
shared public spaces mostly still lack the ability to detect, which of the sensegrasent
users triggered an interaction, if identification is not explicitly and repetitidelye by the
user. The service described in this section is a first step to solve this tppaldém using off-
the-shelf hardware and possibly even existing infrastructure, susiiresillance cameras.

The most similar application setting can be found in the EasyLiving [Krumm €2@00]
project, Microsoft’s intelligent environment, for which a very robust anghisticated per-
son tracking system was developed. The main difference is that theyeupedsive, non-
standard equipment like stereo cameras. As one of our main restrictiorfsunagble on
off-the-shelf hardware”, we could not build on this otherwise promisjpgreach. Trackers
that do run on off-the-shelf hardware are for example [Siebel, |2[M8Kenna et al., 2000]
and [Cucchiara et al., 2005]. A successful operation of these systesmall sized intel-
ligent environments like our instrumented room would not be feasible, bidarger scales
such as underground stations or public parks. Interesting aspects laistrmentioned pa-
per were that the authors had to fuse data from multiple cameras and at$éeepagared
sensors in addition toonsistent person labellingvhich is also crucial for our system. A
3D person tracking system by Brubaker et al. is based on a model of-lmvady dynamics,
which characterises physical properties of bipedal locomotion suchlasde and ground
contact [Brubaker et al., 2007]. Ess et al. have realised a mobile viggiams for person
tracking, which is also able to track pedestrians in spite of frequent acokiand motion of
the camerd [Ess et al., 2008].

On the other hand none of these trackers incorporates interaction deteghich is
essential for our aims. Interaction detection is indeed integrated in a ldstittacmention,
which is called W4S/[Haritaoglu et al., 1998], and uses dynamic models ottt body
to detect body parts. But the problem here was that, again, they couldonioton off-the-
shelf hardware. Overall, there exists a variety of approaches to deiettack movement of
persons, for a more detailed and in-depth comparison of these systereadee may refer
to [Zimmer, 2006].

These approaches all have their strengths but cannot satisfy als, tlees we decided to
develop our own system to fill the gap between interaction detection and pagjtiatilising
off-the-shelf hardware.
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5.3.1.1 Tracking User Interaction

Associating user interactions detected by the environment with actual ceseiready be
achieved by user tracking alone, if the position of all present users grelghambiguous
situation with only one user in direct vicinity of the device. But particularly iblpuspaces
we cannot assume such a constraint, such that a second sourcerofatidn (e.g. sensor
technology) is required. We chose to use cameras as well, which haswietagk that
users and devices do not have to be equipped with additional sengbthainve might
further utilise existing infrastructure as for example surveillance camenaalls or shopping
centres. In our proposed system, cameras take over dedicated reitsgamacro- or micro-
tracker. For this purpose an appropriate positioning of these camenmagialcThe macro-
tracker should have an overview of a room and micro-tracker shoddreé an interactive
device closely, which also means that each device that can be used byhaorene user
at the same time needs a dedicated micro-tracker. We also assume that gphgsically
interacting with the interface, which holds for the majority of devices we hawarial, such
as touch screen displays, installed keyboards and other TUIs like Béliipped products in
a shelf.

Macro-Tracking: The actual macro-tracking part of our system tries to detect and posi-
tion persons, which is basically done in three phases: First, we detetibleeaf motion in
the images obtained from the macro-tracking cameras, then we try to idensiynsean the
detected moving regions and finally position each detected person by deteythigir room
coordinates. The motion detection part uses a so chbetiground subtractioalgorithm,
which keeps a modeh(z, y) of the background, i.e., the room without persons in it. For
every camera imagg¢(x, y), we compute a binary motion imagéz, y), classifying mov-
ing pixels. To reach this goal, we need a threshold paranté&tery) (which may also be
constant for all pixels), which tells us above which deviation from the moedel y) we con-
sider a pixel as moving. The actual algorithm we used is a sophisticatgutjvedstatistical
background subtraction algorithm using Gaussian mixture models, whichiisstance de-
scribed in[[Stauffer and Grimson, 1999]. After we obtained our motion imagdirst have
to filter it, using a median filter, to remove small pixel regions which are mosglghnis-
classifications of motion. The second part of the macro-tracking modukastsrf finding
persons in the motion imag&x, y). Therefore, we first do @onnected component labelling
ond(zx,y), which yields so calledblobs i.e. sets of connected pixels classified as moving.
Unfortunately, several blobs will usually constitute one person, we fibrerdirst assign a
region (a rectangular bounding box) to each blob which has a minimal wreelh means
that we basically discard small blobs caused by noise. After that, we cagemagions in
accordance to certain criteria, to obtain sets of blobs, formimgrson regionalso described
by a rectangular bounding box. This process is inspired from [McHetml., 2000] and is
illustrated in Figuré5]7.

The last step of macro-tracking is the positioning of the detected persons,
where we used ahomography estimatiorvia the DLT-algorithm, as described in
[Hartley and Zisserman, 2004]. We further assumed the use of static @Zsiaued that per-
sons will stand on the ground plane of our room, so we can position eesspip by the
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Figure 5.7: Region merging. From Left to Right: Part of motion image. Connected com-
ponent labelling yields three non-negligible blobs (coloured). Assignregin per blob.
Merged regions to one person region withcepointxy (yellow spot)

(homogeneous) coordinates of its tracepsipt(cf. Figure[5.7). Now we have to map
from the image-coordinate systemxpin a world-coordinate system of our room. For this
purpose the DLT-algorithm computes a homography matrix R3*3 s.t. Hx; ~ x}, which
approximately transforms image- to world-coordinates. To comiutie algorithm uses in
our case just point-to-point correspondences « x| of points in the corners of the ground
plane. One last question remaining is how we actually track detected pérsontheir re-
gions) through consecutively captured frames from our macro-trgadmeras. The basic
idea we use areverlapping bounding boxémspired by [McKenna et al., 2000]), which as-
sumes that persons will not move too much during two consecutive frapregliie cameras.
Assuming that we have detected a person at tintiee position of its bounding box will be
stored in a data structure in addition to other important person attributes likeatieptint
coordinates, a trajectory of former tracepoints, and an ID. If we datewdving region with
a bounding box that overlaps with the one of our person at timed, we assume that this
box corresponds to the same person and update the person’s attritegesireg to the new
measurements. Overlapping is simply checked by testing if the projectionsrefctiaagular
bounding boxes to the-axis and the ones to theaxis overlap. But what if a person did
move farther away or if we lost their track for some frames, becausenoé stisturbances
such that their consecutive bounding boxes will no longer overlap?idrcéise our remedy
(as well inspired by[[McKenna et al., 2000]) builds on storingodour histogramfor each
tracked person. If we now face non-overlapping bounding boxegest if the colour his-
togram of the moving pixels inside the box matches a stored histogram of adrpekson,
and if so, we update the persons attributes by this measurements.

Micro-Tracking : This part of our problem space focuses on special areas of intergs
a product shelf, and tries to detect user interactions with objects thetettsat we mainly
useskin detectiorto detect hand- and arm-regions. The actual skin detection approach we
used is similar to the skin detection part of tBAMShift AlgorithniBradski, 1998] and uses
histogram back projection to finally obtain a binary skin imagg, which classifies skin
pixels. To model a notion of skin colour, we use several training skin imagegEh are
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small images just containing skin, e.g. small patches cut out from microktgacikamera
images. These images are transferred from the RGB colour space to Yhedtthir space.
The major advantage is that the Hue channel carries all the colour infomsagi@rated from
the brightness information, which are contained in the other channels.vilghuse an accu-
mulated and normaliseH -histogram as a model of skin-colour, denofet] obtained from
the sample skin images. Based on this, we compute a greyscale skin probabijesima,
given the image from the micro-tracking camgraia s,,q,(z, y) = M| frso-h(z, y)], where
frsv-h denotes théZ-channel off transformed into the HSV colour space. A simple thresh-
olding of s,,,..; yields the desired,;,,, where we finally form skin regions, corresponding to
one detected hand or arm, which are the equivalent to person regionsrio-trecking.

Fusion of results After macro- and micro-tracking are processed, we still have to fuse
the gathered results by assigning detected hands (skin regions fromtraicking) to de-
tected persons (person regions from macro-tracking). The simpleagpwe follow, is to
clusterskin regions, which are close together, whereby a cluster is just a skinafegions.
This idea is basically inspired from the clustering of blobs in [Krumm et al.0P00ur aim
is now to obtain one cluster per detected person in the area of interest. tiigone ap-
proach we can just "order” the skin clusters and the detected persmnfom left to right
(i.e., by increasing:-coordinates) and do a trivial one-to-one mapping from skin clusters to
persons. A result of this process is illustrated in Figuré 5.8.

Clearly, this can just be a proof-of-concept, it works for more than person, but
it has for example problems if persons cross their hands. We could mokt like
prove robustness by incorporating some probabilistic reasoning, asstance described
in [McKenna et al., 2000], where the authors were striving for a patigith ordering of
persons forming a group.

Certainly there is still work to do in different modules in order to improve rofess
and reduce costs of installation and maintenance to create a system uskfuteal-world
circumstances, e.g. including a more sophisticated background subtralgiaithm with
shadow removal, as in [Cucchiara et al., 2005] or a more robust traaekipigpach, incorpo-
rating probabilistic ideas [Cucchiara et al., 2004]. An important issue igstobss, which
is a problem in almost all Computer Vision approaches. For example, unéerourable
illumination conditions or if the room is too crowded with persons, our trackérhave
severe difficulties. A second issue are the realtime needs, as we useabarecomplex
algorithms, which have to process several frames per second fr@rakeameras, imposing
hard requirements to the applied algorithms and on the used hardware.

5.3.2 The Presentation Manager - Flexible Management of OutpuDevices

As the price trend for large screens continues to drop, more and molie digplays are
being installed. Polymer and organic LED displays of arbitrary size are sotering the
market and are likely to be integrated into all kinds of objects at negligible comday,

public displays are typically poster sized and present product informaiitvertisements or
transport time-tables at regular intervals. In the research lab, publiagsipaven tradition-
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Figure 5.8 Macro-tracking: Person regions with position in world-coordinates, ingodi-
rection and ID (top). Micro-tracking: Skin region associated to persithm v 2 (bottom)

ally been used in the context of CS@Wrojects. Whereas these projects use a single large
display to share information between multiple workgroup members, we are merested
in how individual users can benefit from multiple distributed displays ofizdiss

Our instrumented environment employs public displays for a number of sysiaoisd-
ing smart object applications - that provide users with shopping assistadceavigational
aid. The key to such personalised and localised presentations is spatrdedge about
the environment, i.e. the position of the displays and the user. Given thisnatian, the
presentation service is able to present individual content on a suitaplaydigearby to the
user.

Instead of running a single custom application on the public display, weufaaib-
purpose World Wide Web technology such as HTML and Flash for inteeaptiesentations.
This approach allows for a non-exclusive usage of the displays by mudjgpkcations. Be-
sides product information and navigational aid, the same display might algidpmessages

2Computer Supported Cooperative Work
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and postings that are maintained by completely different applications. Inasscenario of
multiple users and applications, conflicting presentation requests are likefgecad need
to be resolved. Therefore the presentation service has to implement intedigerithmic
strategies to allocate the most suitable display for a certain content and te tigievailable
displays by time and screen space, if necessary.

5.3.2.1 Managing Presentations in Instrumented Environments

In a public space with various displays we assume that a number of appl&gati®nunning
simultaneously and concurrently attempting to access display resourcesaighgorward
procedure for such applications would be to directly connect to the mactiiaé control
the displays - potentially creating conflicts with requests of other applicatibonsuch a
case each application would have to include its own routines to resolve tenfhur ap-
proach for the distribution of display resources is to insert a servicedeetapplications
and public displays that hides the underlying display space with its possibfict®and
technical properties. The presentation management component residireg conflicts and
distributes presentations in a context sensitive fashion (see screamshigure[5.9). This
centralised approach leads to a number of advantages and enablepply toesv concepts
as described in the following section.

& _Ppresentation Manager pag -3 =

File Metwork Manager

Connected to Heap onwwplayerl7.cs.uni-sh.de
Connected to Device Manager on wwplayer05.cs.uni-sh.d
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Figure 5.9 Screenshot of the PM monitor

The PM is an abstraction of the public display space from an applicationsgfoiiew
and provides a high-level interface to issue presentation requeststesigheanonical con-
flict resolution strategies could be first come, first served or priorigetaassignments of
resources decided to employ a set of rules for media location organis®i@sentation
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strategies are modelled as sets of filters and rules that are applied to a lisilable dis-

plays and queued presentation requests. This algorithm generatelsshatduntime, which
define how the presentations are distributed. We will elaborate a frameivtiris approach
in the remainder of this section.

A presentation request sent to the PM must have the following syntax:

Source URL of the media with the content
Destination| display or location or user
Type image, text, video or mixed

Optional parameters can be provided to guarantee certain propertiesrétha render-
ing:

Minimum Display Time| e.g. 60 seconds
Minimum Display Size | small, medium, large
Minimum Resolution e.g., 800x600
Audio Required Yes / No

Input required Yes / No

Based on this information the PM now organises the presentation in four steps

1. Generate a list of feasible displays:
This task is trivial if a particular display is given as the destination. If agrers the
stated addressee of the presentation, first their location could be rdtbgweg. the
user-tracking service introduced in the previous chapter, wherethgospatial loca-
tion model is inquired to determine nearby displays, which could either bel lmase
the euclidean distance using coordinate vectors or - more reasonablgalitatye
distance, i.e. user and display reside in the same room. Having exact |saaitissers
and displays we are moreover able to examine the visibility of the presentation, ¢
sidering the visual demands of its content in relation to the size, distancaaamidgy
angle of the display, although we currently do not consider obstaclepatextially
occlude the line of sight. All displays fulfilling these requirements now constihge
list of feasible displays for a given user.

2. Sort the list
The list generated by step 1 is now sorted applying the criteria in followingrord

idle displays
given minimum criterium (e.g. size)
general quality (resolution, size)

presentation duration
The presentation will be displayed on the first available display on thertduise

3. Resolve conflicts
If step 2 does not deliver any idle displays, we check if ending presensawill release
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a display before the deadline of the current request elapses. Didptayich this
condition holds are sorted according to step 2 and the request will bedweuthe
first display. If still the request cannot be scheduled (the latter list is émpéycheck
if a display can be shared - preserving the given requirements (resolsize) of the
involved presentations. If this does not resolve the conflict, we attemptgohedule
currently playing presentations on different screens.

4. Start over
After applying these steps without success, we start over and comsafer distant
displays in combination with an audio notification, which is automatically added to the
presentation by the PM.

This set of rules provides coherent presentations in public spacessoides conflicts by
dividing display resources in time and space: Presentations are sahadateding to their
deadline requirements and are delayed until resources are availaldenSpace is shared
if an appropriate device is available such that presentations are rdrgisraltaneously on
the same screen in different windows.

5.3.2.2 Implementation

The PM is a component of the service layer, and permanently runs aggrbaed task that
listens for incoming requests on teeentHeap Through this tuple space it also receives no-
tifications whenever devices log on or off. Displays are also activatedavemote method
invocation interface, which uses Active-X controls to access instarfaie d/icrosoft In-
ternet Explorer, managing their layout and contents. Display positionsatehed with the
user’'s range, and presentations are queued until displays becoitablavar multiple pre-
sentations share a screen by opening multiple browser windows bestdeteac (division
in time and space). The actual presentations on the displays are all doge ¥geb browser
with Flash plugin, which is available for many platforms. A variety of authorirgstdor
Web-based media already exist and we are particularly able to reuse gexistitents in
this environment immediately. Moreover HTML already provides resoudegtive layout
techniques that adjust to different screen and window sizes.

In our lab we have included different types of displays into the PM systertyding a
large wall-mounted screen, stationary panel PCs and PDAs, a table PGemhdoia shop-
ping cart, and a steerable display. The SAFIR system described in SB@iénis handled
separately, since acoustic messages can be delivered and pemagiaeallel, such that this
display can be shared at all times.

5.3.3 SAFIR - Spatial Audio for Instrumented Environments

Real-time 3D sound rendering has proven to be valuable across a wigie eadomains
and applications, including virtual reality, gaming and assistive interfamethé visually
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impaired, as in e.g| [Mereu and Kazman, 1996]. We believe that usetidispadio can also
be beneficial in pervasive computing environments, particularly in smgtiobcenarios,
in which objects do not contain any devices with sound generating technoka these
aims we have developed SAFIR, an API that allows for the easy, low-ft@stle integra-
tion of spatial sound into UbiComp environments. SAFIR offers severatfits for use in
pervasive computing environments over existing spatial sound librarge@\Bis . Unlike
many special-purpose spatial sound systems that use expensiveir@ethd proprietary in-
terfaces (e.g! [Bargar et al., 1994]), SAFIR works with low-costtlo# shelf hardware, and
does not require developers to have DSP knowledge to install and enBgatial audio
setups. Additionally, SAFIR is designed specifically to support the useaifed audio in
pervasive computing environments. Conventional spatial sound libtheeare built to sup-
port common surround standards and gaming applications under Wingenatiog systems
assume that a user is stationary and oriented toward a single visual diSpiely.libraries
also typically assume the use of a conventional 5.1 speaker setup, agitheto not sup-
port flexible speaker configurations. SAFIR’s sound output allowesu® move and interact
freely within an environment. As a cross-platform system SAFIR is not limitadfitadows
operating systems and furthermore allows for flexible configuration acdnéiguration of
speakers in the physical space to suit the purposes of the environment.

SAFIR was developed to meet the following design requirements:

e Cost-efficiency:.The system should work with affordable, commonly available hard-
ware.

e User-centred soundThe sound rendering should adapt to a moving listener position,
correctly preserving the spatial image of the acoustic scenery as muchsalsleo

e Configuration flexibility: The system should support an arbitrary number and flexible
spatial configuration of speakers in order to be able to deploy the sarteamnsys
different setups for different purposes.

e Ease-of-developmentJbiComp developers without digital sound processing experi-
ence should be able to use the system effectively.

e Cross-platform compatibility:The system has to be compatible with both Windows
and Linux operating systems.

SAFIR works with almost any number of speakers. The minimum for anyonedise
spatialisation is 4 speakers, but the maximum is only set by the limits of PC sotthadre.
More speakers increase the quality of spatialisation. The volume spawgrtbd bpeakers
defines the area in which sound can be freely spatialised. The develeiiees the actual
speaker positions in a configuration file when the system is set up. Agngvaakers should
be distributed evenly in the listening area, but a higher spatial resolutior&s arf partic-
ular interest can be achieved by positioning more speakers there. perelose SAFIR
by providing sound sources (audio files or streams) and their desigoabedinates in the
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environment; other parameters such as volume or routes instead of simpiinetes are
optional.

The VBAP (Vector Based Amplitude Panning) algorithm [Pulkki, 1997] isdufee the
general spatialisation, because it provides computationally cheap funtticimulate the
direction of a virtual sound source. In a 2D setup (i.e., where speakerplaced in the
same plane), VBAP selects two speakers and places the virtual soure setween them
by adjusting the respective gain values for the two speakers. HiguleiSudises how two
loudspeakers are used to render a virtual sound source to realisang faiduct in a shelf.
The vectom points at the talking product and is decomposed into the vegidtsandg2i2,
which point at the neighbouring loudspeakers and define the actuapgeameter of the
respective loudspeaker. As a result, a virtual sound source is dratee position of the
talking object, which is perceived as the physical source of the sound.

In a 3D setup, three speakers are chosen to interpolate a direction withinatigle
spanned by them. Since VBAP only simulates the direction of a sound, we addé@ional
mechanisms to create a feeling of distance and moving sound sources ag elnain
distance cues are the decreasing intensity of a sound with increasingcdistae to air
absorption, and the increasing delay due to the limited speed of soundyStemsherefore
attenuates virtual sound sources in proportion to the square of theirgistad delays them
proportionally to their distance. As a side effect, the changing delay of ang®ound
source correctly creates the Doppler effect, which is perceived ampotarily increased
pitch when the source moves towards the listener or as a decreased @itk wmioves away,
respectively. If the user position can be determined (e.g. via a persiketras introduced
in Section 5.311), the coordinates can be passed in to the spatial sound,eslgich will
adjust the synthesis of currently playing sounds to it, which especially ireprihe spatial
perception significantly when the user moves around a virtual soundesour

We deployed SAFIR in the SUPIE at a hardware cost of approximatelQG{ior 8
speakers). It is used to support interactions in a variety of scen&wwsnstance, users en
gage in dialogues with physical objects which often cannot produce aundtweir own. The
spatial audio display described in this section supports the anthropomohpbét metaphor
by providing audio channels that can be spatially related to objects in owrnmstted envi-
ronment.

5.4 Synopsis

The prototyping testbed introduced in this chapter implements several kayeethat regard
the particular requirements of realising TASOs in instrumented environments:

TASO Platform: A modular overall architecture for flexible integration of hardware and
services embedded into objects and shared by the environment, integrabioliit
for finite-state-machine based modelling of anthropomorphic states in snjetob
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Figure 5.1Q Realising auditory displays for talking products with SAFIR

TASO SensPro: A library and graphical user interface for sensor-based prototygfiagart
objects, which enable rapid development with reusable code fragmenteamspiro-
cessing structure.

MaMUT, PM and SAFIR: Ambient services that support smart object applications with
additional functionality provided by the instrumented environment.

The loosely coupled, modular architecture reduces the amount of krgsvidzbut po-
tentially complex interfaces to services, distributed hardware and otherormn{s that ap-
plications would need to know to integrate them. Instead, a unified messagingnge via
a asynchronous tuple space facilitates all communication between prototgymupnents.
Furthermore, interaction recognition can be fused from various ssundech might reside
inside smart objects or also be situated in the instrumented environment. |Sgy@ications
can share the same input and output resources in parallel, which inclenesrs as well as
displays. The integration of the SceneMaker provides developers wiexialé toolkit to
model anthropomorphic interaction with smart objects in a rapid prototypingapipr

We further described a framework for sensor-based prototypinghwielps to quickly
develop software components that rely on various sensor data stredffeserd types of
classes for sensor stream processing modigaif, output and filtersimplemented and
provided as a Java library, which we have named TASO SensPro alleesrobers and de-
velopers to assemble applications without the burden of investing much time intevelv
sensor stream processing. The library can be easily extended fomimrtasks, which fa-
cilitates a framework to afford future reuse of sensor-based cogméats by simple means.
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Several ambient services hosted by our instrumented environment aduicdd as flex-
ible supporting building blocks in prototyping endeavours. MaMUT appli@sputer vision
concepts for user tracking to enable the association of interaction evamgens, enabling
applications in intelligent environments to provide personalised services in useltisce-
narios, e.g. in public spaces. The PM for intelligent environments is a tisattaservice
that provides other services and applications with an abstraction of tlilaldeadisplay
space within the intelligent environment. The PM allows the design of applicatithsut
bothering about the details of display allocation. We have elaborated @metiffconflict
resolution strategies to find appropriate display devices in a specific situ@mMRIR was
briefly introduced in this chapter and constitutes a general purpose udigplay to enable
smart objects without sound capabilities to make use of the acoustic chaitihdbiin-
stance speech or anthropomorphic sounds and to spatially associateriie ®ith physical

objects.
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6 VOCAL BEHAVIOUR GENERATION FOR
ANTHROPOMORPHICOBJECTS

The creation of TASOs as described in this chapter requires novebages to express
affect and personality in acoustic interfaces. For this reason we hekiedaseveral key
aspects of TASOs that have not been explored yet. We will start off vaitribing the
concept ofanthropomorphic auditory iconis Sectior{ 6.1L, which helps to create convincing
animalistic objects through the use of anthropomorphic sounds.

For the expression of personality of talking objects we modelled the propatacneters
of their speech [Schmitz et al., 2007b] [Schmidt, 2005], which will be disedsn Section
[6.2. Complementary, the idea of anthropomorphic base grammanrtroduced in Section
discusses an approach and guidelines to phrase utterances ai saxiations that re-
flect different personalities, which a smart object can chose fronmgluuntime (see also
[Schmitz et al., 2008a] [Hollinger, 20077).

6.1 Anthropomorphic Auditory Icons

Sound can be used in user interfaces for several kinds of informdtioexample as im-
mediate feedback to users’ actions, such as clicking a button or to inforustrs of the

state of internal computer processes. Sound elements in user interfhd@s@number of

beneficial attributes, for instance that users can focus their attentiopamieular sound and
be aware of several other sounds simultaneously. Further, contisoansls can fade into
the background when not actively attended and the acoustic attentienaldan be shifted
between several sound concurring sources.

One popular type of sounds in user interfaces are the so calléiory icons which
are everyday sounds designed to convey information about eventsalygs to everyday
sound-producing events and thus, can be intuitively interpreted bg (see|[Jung, 2009]
for an overview of non-speech auditory interfaces). For exampleu#ex thrashes a text
file on a computer desktop, the sound of paper being crumpled may beedrtdesupport
informing the user of the successful execution of the action. The typeedilifect that the
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users hears might indicate the type of file that has been deleted, while thedilmight be
indicated by the size of the object being acoustically destroyed. Such auditas are used
like sound effects on desktop computers, supporting visual output witfoppate sounds,
which allows users to listen to computers as to the everyday world. Creatilitpiguicons
follows a similar strategy as in the creation of visual icons, since their agpeadraws on
real world analogies and their interpretation relies on prior knowledge®gperiences of the
user.

In this section we will develop a novel type of auditory icons, which we will aathro-
pomorphic auditory iconsThis type of auditory icons exploits the distinct ability of human
beings of interpreting sounds that originate from living beings, suchuamh affect bursts
or physiological sounds. Such anthropomorphic auditory icons campéoged by animal-
istic objects to reflect basic needs and desires that relate to, for exarapie hpnger or
desire for sleep, which correspond to application specific computatitataks This type of
acoustic feedback and reflection of internal states enables simplistic dojet interaction
as outlined in Section 4.3.1.

Research regarding emotions and sounds in general has been oatried/arious dis-
ciplines, mainly studying the emotional impact of different kinds of acoustic $tiomuthe
listener. Bradley et al. for instance have observed the affectivemesg to everyday sounds
[Bradley and Lang, 2000]. For the discipline of auditory icons it hanludgarticular inter-
est how a certain level of alertness can be achieved, for instancev@m-gighicle interaction
scenarios|[Larsson, 20[10] or medical contexts [Edworthy and HEIB8%]. In the follow-
ing we will briefly examine previous work in the field of auditory interfacesrirast object
interfaces and approaches to anthropomorphic sound generatiore lef determine exist-
ing anthropomorphic sounds from the real world and finally describegpoach of creating
anthropomorphic auditory icons for smart objects.

6.1.1 Smart Objects and Sounds

Research about auditory displays in the domain of smart object systenasée sihere are
only few structured attempts that particularly regard this discipline.

The 2-years EU projectThe Sounding Object(SOB) was funded within the Disap-
pearing Computer Initiative and examined sound models that are based phyies of
sound-generating phenomena for the integration within artefacts andraggdithat interact
physically with humans (see e.q. [Rocchesso et al., [2003]). The peijeet at developing
sound models that are responsive to physical interactions and thae aasily matched to
physical objects and constitutes an alternative approach to traditional-sigeed sound de-
sign (as e.g. in sonification). These physics-based sound modelsriHzd parametrised are
supposed to provide basic blocks for sound generation, as they exaibital and realisti-
cally varying dynamics. One implementation example within this project was the hsdua
tion of an irish percussion instrument, the so cabedhran which is a frame drum played
with a double-sided wood drumstick. The research team of the SOB piogaimented
these two artefacts to reproduce the timbral characteristics and to praddssato all its
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controlling parameters such as resonance frequency, damping, méesdrtimstick, and
impact velocity.

While such physics-based sounds could theoretically complement the tainggiéetion
part of our concept, it does not regard the anthropomorphic notiowthatrive for. More
closely related research can be found in the realm of human-robotdtitergas for instance
conducted by the group around Takanori Komatsu at Shinshu Uitjyeigpan. Komatsu has
tried to express what he cabdtitudesof artefacts through beep sounds, which is basically
a simplified variation of anthropomorphic feedback. He distinguigiesitive neutral and
negativeattitudes, which can be used to expragseementhesitationanddisagreemenin
human-object interaction [Komatsu, 2006]. In order to examine whetloéradtitudes can be
assigned to artefacts in subtle manner through simple beep-like soundsribd out a user
study in participants where requested to listen to beep tones that vary tiodwuaad pitch
progression. The results revealed that sounds with rising tones aratigperceived as neg-
ative/disagreement regardless of their duration and that flat soundesleitively longer du-
ration were interpreted as neutral/hesitation. Furthermore, falling toneshuaittes duration
were perceived as positive/agreement. Interestingly, Komatsu et all fodollow-up exper-
iments that the agents’ appearances affected people’s interpretatidwesagfents’ attitudes,
even though the agents expressed the same information [Komatsu and Yao@la Most
misinterpretations were false negative ratings of positive and neutnadisotihe researchers
hypothesised that the relationship between the agent’s appearance axgtbssed sounds
were unfamiliar to the participants, such that these sounds were interpecitedicating that
something wrong had happened, which is a common interpretation of beepindss This
would imply that agents shoul@xpress imaginable or predictable expressions in order to
inform people of their attitudesfKomatsu and Yamada, 2008].

Various examples of anthropomorphic sounds that come close to whatvigioarto
apply in animalistic smart object interaction can be found in professional rpov@ictions.
Mickey Mouse and Donald Duck were early examples of anthropomoigbhisienals, which
communicated both verbally and through affective sounds. Furthetgrogpamples are the
audifications of the robot R2D2 in the Star Wars movie series and of Walt&;taon robot
in a movie with the same name. R2D2 is basically a talking robot that does nét spean
language but instead combines beeps and whistles to express itself tAidagssounds had
to convey a basic sense of what the robot is trying to express, mosttyiadfeeactions such
as being angry, sad or rude towards his robot friend C3PO. Wall-Estajkite similarly,
except that he is able to utter names of a few principle characters hergecyand that he
is able to vocalise in terms of making grunts and moans, therefore electromgaligking
human affect bursts (see Section 6.1.2).

The sound designer of both movies, Ben Burtt, has remarked that somesefsbunds
were purely made on a synthesiser, while others origin from recordedameal and motor
sounds. Since all these sound effects were created ad-hoc byen fexpheir intended use,
there is yet no structured and reproducible methodology to reconsitmitzrsanthropomor-
phic sounds for other contexts and use cases.
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6.1.2 Affect Bursts and Physiological Sounds

There are several examples of work that examined non-speechssearahated by living
entities. One major category are the so caifdct burstswhich was introduced for the first
time by Scheref [Scherer, 1994], defining thervasy brief, discrete, nonverbal expressions
of affect in both face and voice as triggered by clearly identifiable everfi&hbder has
redefined this term for his work dshort, emotional non-speech expressions, comprising
both clear non-speech sounds (e.g. laughter) and interjections with agphic structure
(e.g. "Wow!"), but excluding "verbal” interjections that can occur as different part of
speech (like "Heaven!”, "No!”, etc.).” [Schidder, 2003] and evaluated affect bursts produced
by actors expressing different emotions. In his studies he collected & affect bursts
and grouped them into 10 emotion categories, naradipiration, threat, disgust, elation,
boredom, relief, startle, worry, contempt and hot angemean recognition score of 81% by
human subjects indicates that affect bursts seem to be effective meamse$sing emotions
even without context.

A similar approach was taken by Pelin et al. who have recorded and validagtet of
affect bursts, which they called tidontreal Affective Voiceand made available for down-
load [Belin et al., 2008]. This set consists of 90 nonverbal affecttburorresponding to the
emotions of anger, disgust, fear, pain, sadness, surprise, hagppamespleasure, recorded
by 10 different actors. The researchers also collected ratings ofoglarousal, and inten-
sity for these eight emotions from 30 participants. Their analyses reveagjbdecognition
accuracies for most of the emotional categories (with a mean of 68%) ansigitéficant ef-
fects of both the actors’ and participants’ gender: The highest hit {a58$) were obtained
for female participants rating female vocalisations, and the lowest hit radés) (®r male
participants rating male vocalisations. The selection of emotions was doneoirdance to
the widely usedekman FacefEkman, 199B], which states that the emotions anger, sadness,
fear, surprise, disgust, contempt and happiness have distinct fapralssions. These emo-
tions were extended with pain and sensual pleasure. To complete the compfdiie-like
sounds for anthropomorphic auditory icons, physiological sounds tmabe considered as
well, which represent organic states or activities, such as soundsadbsing or groaning.

6.1.3 Generating Anthropomorphic Auditory Icons

We aimed at finding the means to extract the attributes of aforementionetaffsts, which
are responsible for the recognition of affect and to apply them togaevier soundswhich
could then be associated to virtual or physical entities such as smart offjeitsvould en-
able us to flexibly generate new affect bursts for arbitrary sourcegsigning carrier sounds
that reflect the peculiarities of that object and by modulating it to expressrasponding
affective state. The optimal solution in theory would be to remove all humaratkestic
attributes from recorded affect bursts, but at the same time keepingieuniffacoustical in-
formation that would enable a listener to perceive the intended affectii@neith the same
efficiency as with the original sound material.
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In order to systematically synthesise anthropomorphic auditory icons, vtedsteith an
analysis of the recordings of the Montreal Affect Bursts. Informalfistg tests and an anal-
ysis of the spectrograms of the given sound samples indicated that it widrioetd extract
the emotional component from several affect bursts, which we stespezbe grounded in
subtle nuances beyond pitch and envelope. We therefore recordelflitional series of af-
fect bursts in a recording studio with a 27 years old male speaker and aigredting a wide
variety of affective expressions with which we can conduct furth@egments to identify
the most suitable material. In total we have recorded 97 affect bursts3asadmples with
different kinds of physiological sounds. Figlrel6.1 provides anweerof the categories of
the recorded sound samples; the numbers in brackets display the amoaahdfsamples
in the respective category. These recordings (plus the Montreatt/3igrsts) could directly
be incorporated into realisations of TASO systems or, as described in thisrsgrovide a
basis for further synthesising efforts.

Recordings
(male speaker,
27 years old) Affective
Sounds

(97)

NN

Admiration Anger Boredom Contempt Disgust Fear Happy Pain Pleasure Relief
@) (10) (6) @) (13) @) @) (12) () (4)

/

Physiological Startle Suffering Surprise Worry
Sounds (10) (6) () @)
(43)

Belch Cough Flatulence Hiccup Nausea Sneeze Snore Swallow

(6) () (5) (©) (18) () 2 (5)

Figure 6.1 Overview of newly recorded and classified sound samples

A literature review in the field of electronic sound engineering lead us to akedc
vocodeﬁ, which is recently more common in the domain of electronic music production. A
vocoder applies a multiband filter on tearrier soundand themodulating soungdthereby
dividing both source samples into a variable number of frequency bandthermore, the
vocoder follows the envelope of the modulating sound in each band afidsaiys envelope
to the corresponding band of the carrier sound, which is realised theougltage Controlled
Amplifier (VCA). Figure[6.2 displays a schematic diagram of this processutiised this
method in order to extract the energy and pitch characteristics of the modigating (the
original affect burst in our case) and to apply it to a carrier soundwfuch we used dif-

Zhttp: /7 en. w Ki pedi a. or g/ wi ki / Vocoder], last visited June 30, 2010
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Figure 6.2 The vocoding princip@

ferent artificially generated sounds, e.g. sine waves), which deterrdfiaesverall timbre

of the resulting sound sample. In addition to vocoding we applied custom optibmsan
certain sounds, depending on the acoustic attributes of the particulelr ladfst. For exam-
ple, for vowel-deprived sounds (like a snarl-like sound expresaiggel) we added a low
frequency oscillator to accentuate the rhythm of the sound in certainenetgs. Another
method of amplification was to exaggerate the pitch curve afterwards by ityaadisting

the pitch over time or adding a frequency shifter to create frequencytabréas e.g. with

the sound expressirdjsgus). Figure 6.8 displays waveforms and spectrograms of the orig-
inal Montreal Affect Burst recordings of happiness and angeopmed by speaker number
59, followed by the vocoded versions, based on a sine wave and aosawésrier sound.

2adapted fronht t p: /7 www. dma. uf g. ac. at / app/ | i nk/ G- undl agen: Audi o/ nodul e/ 8086,
last visited October 20, 2010


http://www.dma.ufg.ac.at/app/link/Grundlagen:Audio/module/8086

6.1. ANTHROPOMORPHIC AUDITORY ICONS 153

Happiness Anger
il i

~ Montreal Affective Voice 59

Vocoded, Sine Wave Carrier

Vocoded, Sawtooth Carrier

Figure 6.3 Exemplary waveforms and spectrograms (0 - 8000 Hz).

The sound representifgappinessasically consists of laughter, resulting in a distinct
energy pattern, which can be recognised in both types of diagrams aodea signals.
Thus, the rhythm of the laughter is also recognisable with a sine wavercarieh actually
covers only a limited bandwidth. The opposite case can be seenamgigeexample, which
is a growl-like sound. The waveform does not have a very shardqyrbfit a rather complex
energy distribution over different frequencies. The diagrams shawtttbasine wave carrier
is not suitable to reflect this, whereas the application of a sawtooth-basger @achieves a
more similar pattern of energy distribution over the whole frequency raSgece this is a
consequence of the vocoding principle, a general rule for the catisinof carriers must be
to create sounds that cover a wide frequency spectrum.

As with these two examples, we have ugddeton Live 8.Jand theEiosis ELS 22-band
Vocoderplugin for creating a a set of compound filters based on vocoding fdr afiect
category that is performed by the Montreal Affective Voices, suchwlehave achieved a
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general framework to create anthropomorphic auditory icons for thgaagsanger, disgust,
happiness, pleasure, sadness, surprise, fear, and petirese filters can be applied to new
carrier sounds to create anthropomorphic sounds customised to panicjgets. In Section
[7.1 we present a user study on the perception of affect in such sisetiedfect bursts.

6.2 Expressing Personality in Voices of Talking Objects

The paradigm of talking objects with personality as introduced in Selction 4\&R/@s nat-
ural language dialogues with smart objects. We have reviewed relatadsstudhich state
that conversational interface agents with consistent personalities yieféba sef advantages,
such as an increased perceived usefulness, more fun, a lowetiedrad and enabling
the user to memorise spoken contents easier. While there are several nudtingole ment-
ing personality in the course of a dialogue, using the voice itself as a cafnearsonality
cues has the advantage that an impression of personality can alreadgvegexd with the
first utterance, which is particularly useful in scenarios, where aptimorphic objects are
encountered only for very short interaction sessions. This also apfglieestance, to shop-
ping use cases, which our group is working on for several yearsamolfor which we have
also realised a prototype in the context of this dissertation (see Séction82shopping
domain the product manufacturers would benefit as well from objectexipa¢ss a sense of
personality, since the personalisation of the product provides a nemehi@ communicate
a brand image or distinct attributes of a certain product. A study within the xtooftenar-
keting research showed that if in radio advertisements a voice fits theqtyddielps the
listener to remember the brand, the product and claims for that producdh[iical., 2004].

In this section we present how we create personalities of talking prodyetotelling
the prosodic parameters of their speech. We will first briefly introducencon personality
concepts and review how personalities are reflected in speech.

6.2.1 The Big Five Personality Dimensions

In psychology the dimensions of personality are described by the fivierfanodel

[McRae and John, 1992] or variations. In parallel there are also mddslsibing the per-
sonality of products and brands [Aaker, 1997] by identifying five dimerssims well, with

three being similar to the dimensions of human personalities, as depicted ir_Tafle 6

Human Personality Brand Personality Typical Attributes of
Dimension [McRae and John, 1992] Dimension [Aaker, 1997] Brand Personality
Extraversion Excitement spirited, imaginative, daring
Agreeableness Sincerity down-to-earth, honest
Conscientiousness Competence reliable, intelligent
Neuroticism Ruggedness outdoorsy, tough

Openness Sophistication upper class, charming
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Although these personality models are not equivalent, we can find the simdaritie
between the dimensions of human and brand personality when looking at tdrese
within the hierarchical taxonomy based on the statistical technique of factdysis (see
[Schmidt, 2005] for more details), regarding the dimensions extraversititement, agree-
ableness - sincerity, and conscientiousness - competence.

For our investigation of talking products in the shopping domain the personaditel
for brands is of particular interest for us. In a shopping contextopeigties could obviously
not only be assigned in order to discriminatands but also differentypesof products (e.qg.
plants, tools, sports equipment), or differetbcategorie®f the same product type (e.g.
business and outdoor mobile phones).

In the following we will describe a novel approach to support the peggrof a product
through the adequate choice of voice.

6.2.2 Personality and Voices

Very few researchers investigated how the exact attributes of brarsoradities are re-
flected in voices. We therefore considered related more generakghsga voice mod-
elling as well. We present some of our findings in this chapter to exemplify our lit-
erature review as the basis of the voice parametrisation: Excitement csahrcan be
transmitted by a high mean pitch and high pitch variation [Laukka et al.,| 2005ithét-
more amplitude and speaking rate are increased when excitement of thersigehigh
[Krauss et al., 2002]. Speaking rate also has a strong effect on bowetent a voice is
perceived: Faster speakers appear more convincing, more intelliggninare objective
[Smith et al., 1975, Apple et al., 1979]. Less pauses and repetitions andeadywamic
voice are assessed as more compelent [Zuckerman and Miyakée, 1898s also been
shown that louder voices and male voices are considered to be more tbgicabfter voices
and female voices. We associated sincerity to benevolence, which issegdrby speech
with more variable intonatiori [Brown et al., 1975], whereas high pitchedegosound less
benevolent [Apple et al., 1979] and those with a high fundamental freyumore deceiving
[Streeter et al., 1977]. In order to express sophistication we focusets dacets softness
and attraction, which are associated with voices that are less monotorithug, law pitch
and also a larger pitch range [Zuckerman and Miyake, 1993]. Ruggsdinterpreted as
robustness, can be achieved by a low, slow and loud voice, which islunedeby the so
called frequency codé [Ohala, 1994], describing a universal raktiip between the size of
a speaker/animal and the fundamental frequency of its voice.

We generated different versions of a neutral test utterance with theabespeech syn-
thesiser Mary|[Sclirder and Trouvain, 2003] and the MBROLA voices de6 (male) and de7
(female) [Dutoit, 199[7]. We changed the four prosodic parameters p@itaer(in semitones),
pitch level (in Hz), tempo (as a durational factor in ms) and intensity (soft,anadloud)
according to our findings outlined above. Table 8.2.2 provides an ovenfi¢he prosodic
parametrisation:
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Personality Pitch level Pitchrange Tempo Loudness

Dimension
Baseline 0 4 st +15% Modal
Sincere 0 8 st +15% Loud
Excited +30% 8 st +30% Loud
competent -30% 8 st +30% Loud
sophisticated -30% 8 st +15% Modal
rugged -30% 4 st +0% Loud

Table 6.1 Parameter matrix modelling the brand personality Dimensions.

The parameters were either set to a higher or lower level in relation to tkeériasr left
unchanged, such that we have clear and distinguishable effects irpaeeter change.
Since the baseline voice was rather slow, we increased the default bpeEspo. This
personality-parameter mapping can be used by the interface developenibitte is sup-
posed to express a high degree of a distinct personality dimension, intoyder instance,
match a chosen brand image. For an explorative user study (see $egjiare generated in
total 12 audio files: For each gender five distinct personalities plus tieditas

6.3 Anthropomorphic Base Grammar

As seen in the previous section, we have created voices that refl@ihgagrsonalities ac-
cording to Aaker’s brand personality model [Aaker, 1997] only by siiljig prosodic param-
eters. We chose this model over the five factor model [McRae and J88#] tommonly
used in psychology, since we are applying the concept of talking objedtseishopping
domain (see Sectidn 8.2) in a first prototype and generally consider thearetaa as a
major use case environment. However, both models are rather similar anckittam ex-
tent exchangeable. The study in Secfiod 7.2 shows that there are @éznepces for our
prosody-modelled speech synthesis for certain brand personality donenBut not all per-

sonality dimensions were perfectly perceived as intended, such thaaweed amplify the
effect.

The personality model by Costa and McRae [McRae and John| 1992]t(aduned in
Section[6.Z11) constitutes five dimensions of human persondityraversion, Agreeable-
ness, Conscientiousness, Neuroticanad Opennes®n a scale from 0 to 100. Obviously,
differentiating 100 discrete levels in one dimension is beyond the scoperf@ims, there-
fore we simplified this model by discriminating three levels in each dimension:

e low: value between 1 and 44 (31% of population)
e average: values between 45 and 55 (38% of population)

¢ high: values between 56 and 100 (31% of population)



6.3. ANTHROPOMORPHIC BASE GRAMMAR 157

Related work, e.g. by Andre et al. JAr&Eet al., 2000] limited their personality mod-
elling to only two of the five dimension - namely extraversion and agreeatsensisice
these are the most important factors in interpersonal communication. Nelesghin our
literature study we discovered considerable influences of opennés®ascientiousness to
speech, therefore we incorporated these two dimensions as well. Eoedafthe dimension
neuroticism is mainly to describe the level of susceptibility to strong emotions positive
and negative ones [Costa and McCrae, 1985]. It was further stizatnthe level oheuroti-
cismis very hard to determine in an observed person [Gill et al., 2006], thudesided that
four dimensions will suffice for our work.

We conducted an exhaustive literature review on how speech revdaiedifpersonal-
ity characteristics. Among numerous other resources, two researetsgapvided essential
contributions to our work: Pennebaker and Kings analysidournals of Personality and
Social PsychologjPennebaker and King, 1999] and Nowsohfe Language of Weblogs: A
Study of Genre and Individual Differencfiéowson, 2005]. In both studies a large number
of text blocks were examined with an application callédguistic Inquiry and Word Coufit
(LIWC), which analyses text passages word by word, comparing thigmar internal dic-
tionary. This dictionary is divided in 70 hierarchical dimensions, includirgrgnatical
categories (e.g. noun, verb) or affective and emotional proceBsesebaker determined in
a study the 15 most reliable dimensions and searched for them in diary eftesspersons
with LIWC (see Tablé 6]3). With these results together with the given pelisopeofiles of
the participants (according to the five factor model), he identified corretabetween the
two. Nowson performed a similar study and searched through weblogise@ame LIWC
factors.

LIWC Factor Examples

Articles The, a

Causation Because, reason
Discrepancies Should, could
Exclusive Without, but, except
First-person singular [, me, my

Inclusive With, and

Insight Understand, realise
Negative emotion Hate, envy
Negations No, not, can’t, never
Past Tense Went, made
Positive Emotion Happy, love
Present Tense Go, make

Social
Tentativity

Friend, buddy
Perhaps, maybe

Words of more than 6 letters  Agreeableness, conscientiousness

Table 6.2 The most reliable LIWC dimensiorls [Pennebaker and King, 11999]

*http: /7 www. i wc. net /] last visited March 27, 2010


http://www.liwc.net/
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Based on these results, we provided a set of recommendations howsesd an talk-
ing entity with a given personality should be modelled, particularly considerimayt object
scenarios. These recommendations can be divided into three categories:

Dialogue Behaviour (DB): This category regards the general behaviour of the object, e.g.
is it pro-active in conversations or rather passive? Short-spokiemgwinded?

Speaking Style (SS):Recommendations of this category influence the overall construction
of phrases, such as whether utterances should be more colloquiatnai fo

Lexical Choice (LC): In natural language generation the lexical choice decides which con-
tent words (nouns, verbs, adjectives, adverbs) for a certainepbrece selected in a
generated text.

For instance, for a high level of extraversion these recommendatiogévare

e Immediately greets the user upon contact, such as touching it (DB)

o Comparably more elaborate replies (DB)

e Frequent use of terms from a social context or describing positive ensgi&5)
e Usage of colloquial phrases, based on verbs, adverbs and m®(88)

e Avoidance ofmaybe, perhapand extensive usage of numbers (LC)

e Preferred bigramsa bit, a couple, other than, able to, want to, looking forwanid
similar ones (LC)

The complete set of phrasing recommendations is summarised in Appendix &-2. F
lowing these principles we implemented basic product responses (greetiggsies for
product attributes, farewell) for several personalities. All possiljdies are stored in one
(XML-)file, which we named thé&nthropomorphic Fundamental Base Grammal entries
include an associated personality profile, for example:

<reply
query="hello”
reply="Hello, nice to meet you!”
ag="1" co="2" ex="1" op="1">
<\reply>

Which means that this is the greeting of a product with average agreesblen&raver-
sion and openness and a high value in conscientiousness. Anothedexamp



6.4. SYNOPSIS 159

<reply
query="hello”
reply="Hi! I'm sure | can help you! Just tell me what

you need and | bet we can figure something out!”
ag:”211 CO:”2” eX:”2" Op:”2”>
<\reply>

All entries that do not regard any particular personality, should haweage personality
values in all dimensions. A central product database with all productthandattributes is
extended by the assigned personality profile, i.e. the values in each afuhdimensions.
When the application starts up, it retrieves the product data of eachgirdtance and
extracts the appropriate entries from the base grammar to build the custdocpgram-
mar. If there are no entries that exactly match the given profile, the ondadksahe most
identical values will be chosen. It is also easily possible to integrate thegoasenar into
a SceneMaker-based application by including the different utterantshie pre-scripted
scenario descriptions and creating dependencies with variables thaseepthe object’s
personality (see also Sectionls.2). A specific application generatesiateahspeech inter-
face to a product by knowing its attributes and a given personality priil@stance preset
by the manufacturer.

6.4 Synopsis

We have developed three novel methodologies to support the expre$gersonality and

emotion, which can be leveraged as building blocks for the creation ofeliffeypes of

TASO interfaces. This includes the construction of so called anthropdnecapditory icons,

a novel approach of creating auditory icons that represent affestates acoustically in or-
der to enable the expression of system states or feedback in userdeserfis is the first
conceptualisation of previous attempts of isolated solutions trying to exdfestve states

in synthesised, non-verbal acoustic feedback. An initial evaluationi®@bfiproach will be

presented in Sectidn 7.1. We also recorded an exhaustive set dftaffets plus physiologi-

cal sounds, which can serve as complementary input for the creatiothobpomorphic and

animalistic interfaces.

We have further introduced a new approach of expressing persomalitialking prod-
ucts by modelling the prosodic parameters of their speech, which is examiaecsar study
in Section_Z.P as well. A more detailed discussion about how these paranreteieyriaed
from related literature can be found [n [Schmidt, 2005]. This approaoiptaments efforts
of the discipline calledoice transformationwhich is the process of transforming the acous-
tic properties of speech uttered by a source speaker, such that arlistauld believe the
speech was uttered by a target speaker (as e.g. in [Kain and Madi#j).20

Modelling personality exclusively with prosodic features has the advantey the spo-
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ken text is not altered and under full control at design- and runtime. pBrgonality is

certainly not only expressed in qualitative attributes of a voice, othereptiep of a speech
dialogue are also essential, like the speaking style and behaviour. Fouth@sp we have
carried out complementary work on an anthropomorphic base grammardbgtamates this
aspect, which is described in Sectlon]6.3. This approach guides the pieegibof natural

language interfaces with phrasing and behaviour recommendations, vefiiett a low or

high degree of a personality dimension. Thus, a set of basic phrasdsespecialised in
several variations, each of which represent a desired personaifilepWithin a particular

dialogue, the version that suits the personality of an talking object most,ecaalécted for
the actual output generation. A more detailed description of all recommengatia how
they were derived can be found |n [Hollinger, 2007].



[ EXPERIMENTAL EVALUATION

Towards the goal of fully realising tangible interaction with anthropomorpimars objects
we have encountered new challenges of adequately representing esrentibipersonality
of the corresponding classes. We have explored new ground in tresegpation of emo-
tions in synthesised anthropomorphic auditory icons and in modelling pditgathaough

prosodic parametrisation of synthesised spegech [Schmitz et al.,|20@HmiI&, 2005]. In

the following we will discuss two user studies that explore each of theseraémtioned
approaches described in Sectibng 6.1[and 6.2.

In Sectior 7.1l we outline our efforts to verify whether the created antimopghic audi-
tory icons reflect the intended affective states. We further describecitid® 7.2 another user
study that has been conducted to find out whether it is possible to modehadities adjust-
ing prosodic parameters of synthetic speech, such that listeners wigimsecthe intended
personality dimension.

161
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7.1 Evaluating the Perception of Anthropomorphic Auditory
Icons

In Section 6.1l we have introduced the idea of anthropomorphic auditorg,iednich are
synthetic affect bursts that can be used for anthropomorphic smact®byjee have described

a novel method to construct this type of auditory icons, which basically iegdlve principle

of vocodingon existing recordings of human affect burstsraxiulatingsounds and arbitrary
synthetic sounds asrriers. In this way we are able to use a single custom sound to generate
a set of synthetic affect bursts with similar sound characteristics as theadisgund sample.

In the following we will present findings of a pilot-study exploring the reditign efficiency

of emotions in synthetic affect bursts created with this method.

We conducted an explorative online user study with 20 participants ofusagige groups
in order to find out whether the recognition rate of the emotional classesigarably high
as in the studies of the Montreal Affective Voices (MAV), which achiesadverage recog-
nition rate of 68%. Furthermore, we wanted to explore whether and howhthieecof the
carrier sound influences the correct perception of affect.

7.1.1 Method

For this study we created affect bursts created with three differeriecar Sawtooth, sine
wave and square wave mixed with sawtooth. The sawtooth-based s@migs characterised
as rattling, wooden, warm while the sine wave is more abstract and mecsiamiey to the
robotic sounds of R2D2. The square wave mixed with a sawtooth gensoatods smoother
than the pure sawtooth-based samples and has a subtle reverb that n&ikgsiyit more
futuristic. Surprise pleasureandsadnessvere generated using our own recordings of human
affect bursts as modulating sounds, while the remaining categories wehesiged on the
basis of the MAVs.

We started off with a pre-study to help us selecting suitable sounds and eatatédn
egories for the actual user study. This rather informal process inyahteractive sessions
with five persons in each of which we presented the same set of souradshtparticipant and
noted down first impressions and associations. Based on these statenakthts subjective
opinions of the authors we have selected six classes of affect bArgger, disgust, happi-
ness, sadness, surprise, and pleasurke former five categories correspond to the Ekman
faces, only one Ekman category was excluded from the study (fezrgule the pre-study
revealed that the corresponding sound samples were difficult to rseogithout a given
context. Instead, we have included the categieasureto complement our set of synthetic
affect bursts, which gives us 18 different sounds in total.

All text was phrased in German and the link to the start page was sent to Geatiae
speakers only. At the beginning of the questionnaire participants wkee & gender and
age, followed by a page with an embedded Quicktime audio player, whichotoatneutral
sawtooth-based sound, such that the participant could get used tonidiengaof the player
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and test whether the technical requirements are fulfilled. The study teshsigwo parts: In
the first part one webpage was displayed for each of the 18 soundesasipowing an audio
player to control the playback of the sound sample with the possibility to hehrseaund as
many times as wanted and a text field in which the participants were asked tibddbe
emotion that they associate with the sound. We explicitly stated that we are mestetkin
the emotion elicited in the person hearing the sound, but that we want to khawkind of
emotion is associated to the entity emitting this sound. The second part was siroédat ex
that the text field was replaced with a list showing the six different emotiolgoaes, from
which the participant had to choose exactly one. The order of questititia @wach part was
randomised.

7.1.2 Quantitative Results
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Figure 7.1 Mean recognition rates of positive emotions
A summary of the results of the second part is displayed in Figurés 7[1 drehdwing

the recognition rates in percent for each synthetic affect burst. Therlbarizontal bar
indicates the chance level (16.7%) and the upper one represents thgeak&cognition rate
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of the MAVs (68%). The diagrams shows that out of 18 values only ongléssbchance level.
The sounds representisgrpriseandhappinessvere recognised particularly well throughout
all carrier sounds, while the sounds based on the sawtooth carrier abthabest overall
recognition rates. Overall, the positive affect classesrise, happiness, pleasymeceived
better ratings than the negative categories (anger, disgust, sadness).
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Figure 7.2 Mean recognition rates of negative emotions

The categorypleasurewas difficult to recognise among all carriers. The rates of the sine
wave carrier are particularly low fangeranddisgust just as the square wave sound for
sadness Other than that, the rates indicate a good overall recognition perfornirgicer
than or near to the mean average recognition efficiency of the MAVSs.

Anger Disg. Sad Happy Pleas. Surpr.
Square| 80 75 65 75 60 85
Sine Wave| 55 45 95 85 65 85
Sawtooth| 85 100 80 100 65 90

Table 7.1 Recognition rates for distinguishing only positive from negative emotions.

Table[7.1 shows the recognition rates when we only distinguish podimo{ness, plea-



7.1. EVALUATING THE PERCEPTION OF ANTHROPOMORPHIC AUDITORICONS 165

sure, surprisgfrom negative &nger, disgust, sadngssmotions, which means, for example,
that selectinghappinesdor the sound that was created to exprptsasurewould be the
correct choice.

7.1.3 Qualitative Results
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Very M Very
Negative Positive
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depressed

Very Passive

Figure 7.3 The activation-evaluation space.

A first glance at the results of the first part of the study revealed thah#jerity of the
participants had difficulties to phrase terms that clearly describe basic esatoaquested.
Instead, participants have freely formulated associations that spamé&scription of events
to names of animals. Nevertheless, many of these expressions are relamectians, such
as”fell down and hurt a knee’or ”is in a bad mood and stressed”

We analysed the results by mapping each statement to a quadrant within takkeslo ¢
activation-evaluation spa¢&hich is a common representation of emotional dimensions with
a long tradition in psychology [Scholsberg, 1941] [Plutchik, 1994].efiresents emotional
states by two dimensions, activation and evaluation. Activation denotes yyoamic the
state is. For instanceshockednvolves a very high level of activation, whildepressed
very low one. Evaluation measures how positive or negative the emotianals perceived.
For examplehappinessnvolves a very positive evaluation asddness very negative one.
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Several studies suggest that terms describing emotions can be assudihtpdints in a
space based on the these two dimensions. It is further shown that thes ispaaturally
delimited by a circle that is defined by emotional states at the limit of emotional intensity
Thus, each quadrant comprises a cluster of emotions which share theesai®ecy (positive

or negative) in both emotional dimensions activation and evaluation. HigBreisualises
such a space, including a mapping of the emotion categories represeheddoyinds in the
study.

In order to increase objectivity, two evaluators have checked all statermetered by all
participants separately and mapped each of them to one of the activadiliaén quadrants
such that we have two independent ratings of each item. 522 comments wereden
total, including those of users who did not complete the study. In ambiguolsisits
the statement was omitted from further analyses, which happened with 12B%results
for the first evaluator and with 18% for the second one. All ratings weceraulated and
summarised in the following tables. The highest rate is displayed in bold foshthancell
representing the quadrant with the intended activation-evaluation tenideswoured green.
Thus, if the green cell contains a bold value, the majority of the participamesreaognised
the correct tendency in both activation and evaluation.

activity activity activity

high  low high  low Seutooth Sad | k™ o

positive 9.09% 0.00% positive 0.00% 0.00% positive 0.00% 9.52%
valence valence

negative | 84.85% 6.06% negative | 88.89% 11.11% negative | 28.57% | 61.90%

Sawtooth Anger Sawtooth Disgust

valence

activity Sawtooth activity Sawtooth activity
high low Pleasure high low Surprise high low
positive | 75.61% 2.44% valence positive | 11.11% [ 37.04% valence positive |52.78% 5.56%
negative | 21.95% 0.00% negative | 40.74% 11.11% negative | 36.11% 5.56%

Sawtooth Happy

valence

Table 7.2 Activation-evaluation ratings of the sawtooth-based sounds

Table[7.2 displays results of the sawtooth-based sounds. The intentieatiau-
evaluation tendencies were recognised very well except for the sepnesentingleasure
which is associated slightly more often to the opposite quadrant. Particalaggr and
disguststand out with only few wrong associations of the participants.

The set of sounds based on a sine wave achieved ratings as displaydideY.8. The
results are rather similar, again all sounds exceppleasurewere associated most with the
intended quality in both activation and evaluation.

Accordingly, Tabld_7} displays results of the sounds that are baseduameswaves
mixed with sawtooth as the carrier. Agapleasurewas not recognised as intended, instead
the opposite quadrant was chosen most often. séimesslid not achieve higher ratings in
the corresponding activation-evaluation quadrant, all four quadvesrs generally selected
evenly.
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; activity g " activity ; activity
Sinus Anger high low Sinus Disgust high (- Sinus Sad high (-
valence positive | 34.48% 0.00% vaience positive | 28.57% 19.05% valeiice positive | 0.00% 14.71%

negative | 48.28% 17.24% negative | 38.10% 14.29% negative | 8.82%|76.47%!
Sinus Happy Aoty Sinus Pleasure achyiy Sinus Surprise achyiy
high low high low high low
S — positive |56.00% 4.00% valence positive | 38.24%29.41% JEIBHES positive | 60.00% 13.33%
negative | 24.00% 16.00% negative | 17.65% 14.71% negative | 26.67% 0.00%

Table 7.3 Activation-evaluation ratings of the sounds based on sine waves
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Square Anger higr?CtIVIt)Iow Square Disgust hig:Ctlvmllow Square Sad hig:CthIt)IIOW
valence Positive |12.90% 0.00% valence Positive [41.67% 0.00% valence Positive [25.71% 28.57%
negative | 67.74% 19.35% negative | 54.17% 4.17% negative | 20.00% | 25.71%

Square Happy hig:cuwt);ow Square Pleasure hig:cnwt}IIOW Square Surprise hig:Ct'V't¥ow
valence Positive |61.76% 0.00% valence Positive [ 17.65% [17.65% valence Positive [65.52% 6.90%
negative | 38.24% 0.00% negative | 52.94% 11.76% negative | 24.14% 3.45%

Table 7.4 Activation-evaluation ratings of the sounds based on square waves! mvike
sawtooth

7.1.4 Discussion and Outlook

Looking at the quantitative part, the sine wave seems to be a limited carriegrtaircemo-
tions @ngeranddisgus} in direct comparison to the other carriers. An explanation might
be that it only carries energy in limited frequency bands, such that onlfficient acous-
tic properties for these particular emotions could be transferred to thiercaound. The
mere pitch progression and intensity curve is not sufficient to recogrése #ynthetic affect
bursts. The distinct "grow!” of the recorded sound for anger is ontyaated in carriers that
cover a wide frequency spectrum, which is assumed to behave similar witmthteoa dis-
gust Sadnessvorks best with the sine wave carrier, for which we suspect that the quitcte
(slowly decreasing) is most important. The square wave slightly diffusqstitifecurve due

to its reverb. The recognition Gurpriseseems to rely on pitch and intensity (both raise
quickly and then decrease slowlhlappinesss particularly recognisable since the typical
rhythm of laughter can be recognised in all carriers equally welkkasureis very similar

to surprisein its pitch and intensity curve and semantically very closbappinesswhich
would explain the comparably low recognition rates.

This online study (intentionally) did not provide any context for the soumdich is
certainly different in real world use cases. In everyday encourttegscontext of the inter-
action is an important factor when potentially ambiguous affect bursts hdeeitderpreted.
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Furthermore, concrete applications are usually set in a particular donthintaraction con-

text and thus provide clues that help to interpret acoustic feedback mergriained and

to resolve ambiguities. For instance, a sound exprestisgustwill probably be less often
interpreted asadnessn scenarios that involve food or beverages compared to context-free
situations.

Further, if we group the six categories into a positive and a negative erabtagion, it
shows that the distinction between good and bad is very accurate thrgugbst stimuli.
This is an essential feature of such synthetic sounds, since in realapplidations differen-
tiation between positive, encouraging feedback versus negatiusjngfones is crucial and
typically more important than resolving nuances between e.g. anger amekssad

The qualitative part of the study did not even present any categorié®se drom, obvi-
ously increasing the degree of difficulty to interpret the sounds. Neslegs, reducing the
discrete emotional categories to four activation-evaluation quadranthbas that partici-
pants were generally able to correctly associate emotional value that isttrearby” the
intended one. One exception in this part of the analysis is the sound eafinggpleasure
One reason might be that this emotion is commonly expressed with lower intensitihtha
remaining ones, and therefore more prone to variations in nuances wehegived in real
life. Repeating the same procedure of building emotional clusters accdaamegfivation-
evaluation quadrants with the data we got in the second part of the studgn athsix
emotional categories were given in a drop-down list - we can see thattadthesunds were
easier to rate for the participants. Out of 18 sounds 14 show an indretsar recognition
rate when emotional categories are given, 1 did not improve and 3 betighttysvorse.

This experimental user study clearly indicates that our novel concepitibfopomorphic
auditory icons is able to produce sounds that can express emotion#/effed@s a first cor-
nerstone it paves the ground for future efforts to further improve tipscgeh. Problematic
emotional categories have to be revisited and additional ones could beddcltichight fur-
ther be interesting to isolate acoustical parameters such as the pitch cdneepanticularly
observe effects of variations on the perception of affective content.

Another major step in the development process of anthropomorphic augticory will
be the possibility to further parameterise such sound artefacts, which atboidto encode
additional information. To complete the compilation of life-like sounds physiolgicunds
could be considered as well, representing organic states or activitisasisounds of swal-
lowing, groaning, clearing one’s throat, or heart beat. Such sownd also be employed
as idle-time actions in order to maintain the anthropomorphic stance (see aliem8et.3).

7.2 Perception of Personality in Voices of Anthropomorphic
Products

To verify our assumptions about prosodic parametrisation of speechtdotptalking ob-
jects with personality described in Sectionl6.2, we conducted a user studgeinto eval-



7.2. PERSONALITY IN VOICES OF ANTHROPOMORPHIC PRODUCTS 169

uate whether it is possible to model different personalities with the same wiadjlsting
prosodic parameters, such that listeners will recognise the intendezhpbtg dimension.
We also intended to determine, whether a product itself is associated witeanpkty just
by seeing it.

7.2.1 Method

For this study 12 audio files were generated in total (for each gendersbradities plus
baseline), saying "Hello, | am product XY. | would like to introduce mysdlfwill now
explain my features.” (English translation) and all played in random dodesich participant.
After listening to a stimulus, the participant had to rate the voice on a Likert $watel
(does not fit at all) to 5 (fits very well) in each personality dimension

In the second part of the study a variety of pictures were presentduymre to the same
group of participants, each showing one product (bottle of wine, haniDiv, player etc.)
that we expect to represent one brand personality dimension. As witloitesy participants
had to express the perceived object personality by rating each pisaed-{guré_714) on all
brand personality dimensions on a Likert scale from 1 to 5.

Figure 7.4: Product pictures of the second part of the study

Care was taken to ensure that products are chosen from a large dréetiegories, in
order to be able to derive general conclusions as much as possildendexts were done as
in the first part of the study, complemented by comment fields for free rem@iHe sequence
of voices and products was varied in order to avoid sequence effatis iasults, which are
basically interferences due to a fixed order of questionnaire items [HEQf&!].

Each run required approximately 30-40 minutes. The procedure whsregbto the par-
ticipants and statistical data such as age, gender and level of expesigihncemputers was
collected prior to the actual study. A short comment generated with thetsggathesiser
was presented such that participants get used to the artificial voice.s lalsa stated that
it is not relevantwhatthe voice is speaking bitowit sounds. 36 people participated with
the study, of which 25 were between 17 and 27 years old, 7 betweend237ayears and 4
persons were older than 37. 26 participants were male and 10 female.
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7.2.2 Results

For all dimensions the means of all ratings of the voices were taken and dhgraced on
each dimension. The analysis of the ratings of voices shows that forrathqedity dimen-
sions differences there exist highly significant differences betwekyast two voices, with
the p-level of the ANOVA being below 0.001 for all dimensions. The Fidteb-Test pro-
vides a more detailed overview on the voices that show significant resilich we will

summarise the most important aspects in the following paragraphs. Besitiegetican-
ducted an ANCOVA (Analysis of Covariance) with gender as the additiomariant, which
means that we have analysed the ratings of male and female participanttalyps well.
But, since the differences of this ANCOVA were negligible except for timeethsioncom-

petencewe will only consider gender specific results in the section related to theratin
competence

The results of the voice evaluation are displayed in Figurés 7.5t 7.10.caleis set
from 1 ("not at all”) to 5 ("very much”) with a midpoint of 3 ("neutral”), wbh is marked
in the figures. TheBaselinespecifies the neutral voice. To measure if a voice has been
successfully recognised, we have considered the average ratingickawith respect to the
neutral value of 3, to the baseline and to other voice ratings.

f-baseline
f-sincere
f-excited
f-competent
f-robust
m-baseline
m-sincere
m-excited
m-competent
m-robust
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Figure 7.5: Mean averages for sincerity, vertical bars show confidence irisef@£5)

m-sophisticated

Sincerity: As depicted in Figure 715, sincerity is generally well recognised in the cespe
tive voices. The voices modelled with high sincerity achieved a rating thatli&htpan the
neutral voices and also clearly higher than the mean value. Among the feoieds vthe
sincere one is the voice with the highest average rating in this dimension. Arnemgale
voices, the sincere voice is also rated as comparably sincere, althoughltheophisticated
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voice obtained an even higher one.

f-baseline
f-sincere
f-excited
f-competent
f-sophisticated
f-robust
m-baseline
m-sincere
m-excited
m-competent
m-sophisticated
m-robust

Figure 7.6: Mean averages for excitement, vertical bars show confidence itg¢é/a5)

Excitement: Figure[ 7.6 shows that excitement is generally very well recognised in the 2
corresponding voices. The rating of the excited voice is far above the wadae and higher
than the neutral voice. Particularly the female version of the excited voideadycrecog-
nised as such. Also the male voice is the one that is rated as the voice with teethiglue
of excitement. The rugged voices have the lowest rating in this dimensiondifféences
between rugged and excited voices are primarily tempo and pitch level, wiyigogs the
hypothesis that increased pitch level (+1) and tempo (+1) can refleitement.

Competence Figure[Z.Y indicates that the ratings for competence are generally higher

for male voices than for female voices. The male competent voice has lmmmiged well
- its rating in competence is higher than the mean value and higher than the neidgea
But, the highest value in competence is achieved by the male cultivated vaitkeeanighest
rated female voice is the one modelled for sincereness. The female voidbe flowest
rating in competence are the ones created for ruggedness and excitdimemhale voices
for sophistication and competence have more in common than the genderjrigcugitch

level of normal and low, a high pitch range and a tempo range from nornségtualy faster.

The differences between the ratings of male and female participants aaeeapmn a
direct comparison as in Figure ¥.8. The female competent voice is rated muahthan the
male competent voice by male participants. Thus, female voices are noaljeperceived
as less competent but only when judged by male persons. An obviousquame would

be to always chose a male voice if competence should be expressed amthifgst group
includes male people.

Sophistication: As depicted in Figure_719, sophistication is particularly well recognised
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f-baseline
f-sincere
f-excited
f-competent
f-sophisticated
m-baseline
m-sincere
m-excited

' m-competent
m-sophisticated
m-robust

Figure 7.7: Mean averages for competence, vertical bars show confidenceaistép,95)

in male voices. Both male and female versions are rated higher in sophisticaiohth
baseline and are above the mean average. Furthermore, the male sdptistica obtained
the highest rating in sophistication among all voices. The rugged voicesl@eand male)
had the lowest ratings in sophistication. The sincere voices achievedea hégh rating in
sophistication as well, particularly the female sincere voice got the highesj.r&ommon
attributes of the voices modelled as sincere and sophisticated are an egcpsiay range
and a normal tempo, which are also the two parameters that differ most fasa di the
rugged voice.

RuggednessThe dimension of ruggedness also reveals clear differences betaraalef
and male voice as seen in Figlire 7.10. Female voices are generally ratechlowggedness
than the male counterparts. Accordingly, the female rugged voice is rasiped as rugged.
Thus, the gender seems to play a major role in the perception of this dimensiesllas
The male version has been rated higher in ruggedness than the neetraitbra rating
above mean average. But the male competent voice achieved a clearly taghg than
the actual rugged one. The excited voices are the ones rated loweggiedness, which
further supports the above assumption that the most relevant attributdletd egcitement
and ruggedness are pitch level and tempo. Both male and female rugges &xitbit most
significant differences to all other voices. Each of them are significalifflsrent to 8 out of
11 voices.

Correlation Analysis: With the correlation analysis of the study data we attempt to de-
rive dependencies of voice attributes and the perception of pergaérednality dimensions.
The correlation values are illustrated in Table 4.2.2. Gender is coded naihemscich that
male is denoted by 0 and female by 1. Clearly significant correlations aresthegH in the
table and summarised in the following:
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f-excited
f-competent
f-sophisticated

f-robust
m-baseline
m-sincere
m-excited
m-competent
m-sophisticated

Figure 7.8 Mean averages for competence by gender (red = female, blue = mexgal/
bars show confidence intervals (0,95)

e Excitement correlates with pitch level, pitch range and speed. Thus, &itgethese
values will yield an increased perception of excitement.

o Competence correlates with gender. Male voices are generally petesiveore com-
petent.

e Sophistication correlates with pitch range. Voices with higher pitch range &ibigs-
ceived as more sophisticated.

e Ruggedness correlates with pitch and gender. Lower pitch is percasvedre rugged
and male voices are perceived as more rugged than female.

7.2.3 Summary and Discussion

Tables 7.6 and@ 717 show how the parameterised utterances were ratedh ipeesanality
dimension (arithmetic mean). It can be observed that in most cases the adjisstmecased
the rating of the voice in the intended dimension in comparison to the baseline, thvile
male version worked better than the female one. The best rated versitims witerance
in each dimension (bold values) are not always the intended ones, eigatheompetent
voice received the highest score in the dimension rugged.
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f-baseline
f-sincere
f-excited
f-competent
f-sophisticated
f-robust
m-baseline
m-sincere
m-excited
m-competent
' m-sophisticated
m-robust

Figure 7.9 Mean averages for sophistication, vertical bars show confidencearge0,95)

Correlations (p<0,05)

Variable Pitch  Range Rate Volume Gender
Sincerity 0.14 0.52 0.41 -0.35 -0.29
Excitement 0.73 0.62 0.79 0.25 0.24
Competence -0.26 0.27 0.12 -0.31 -0.64
Sophistication 0.23 0.63 0.38 -0.20 -0.07
Robustness -0.62 0.11 -0.05 -0.09 -0.69

Table 7.5 Correlation analysis

The ratings of the products confirmed our assumptions clearly, basicalpralcts
got the best rating in their intended dimensions. The ratings were consistemg most
participants and are significant with almost all products.

Both studies have shown that there are clear preferences for madyronodelled speech
synthesis for certain brand personality dimensions. Interdependdatigsen certain per-
sonality dimensions are probably also a reason why it is difficult to adjaesbpiic parame-
ters in order to reflect one dimension only: Excited and rugged are cleamlyary dimen-
sions already by definition, reflecting in the results as well, since voices witbharating
in one of the two dimensions get a low score in the other one. In some caséstathded
dimension did not get the highest rating, but compared to the higher raies there are
still characteristic distinctions if the values of the remaining dimensions arédeved as
well: For example, the rugged voice was topped by the sophisticated one dinteasion
rugged, but looking at the last two rows of Tablel 7.6 you will see that ther etllues of the
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Figure 7.10 Mean averages for ruggedness, vertical bars show confideteceats (0,95)

assigned tg
modelled as

sincere excited compet. sophist. rugged

Baseline

Excited

3.2 2.5 3.5 2.7 3.0
3.3 3.8 3.3 3.3
3.5 2.8 2.8

3.5

Competent 3.2 4.1
Sophist.| 3.7
Rugged| 2.6

Table 7.6 Mean values of the male voice

rugged voice are much lower than the ones of the sophisticated voicehst@mthe rugged
voice the rugged dimension is relatively prominent, which is not the case withoghtasti-
cated voice, where only one other dimension is rated lower than the ruggedroerefore
the rugged voice still generates a suitable, rugged personality profile.g&hder of the
voice also has a strong effect on the perceived personality, femalesvgénerally get lower
values in competency and ruggedness and score higher in excitemeni)dttiverefore be
suggestive to chose the gender depending on the personality you wauld ékpress.

We also learned from this study that there is still room for improvement in thsoplic
variation of voices in order to express certain personality features:

e Gender appears to be vital, certain personality dimensions could not esegd with
voices of both genders. Also, in future research prosodic paramirnisshould be
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assigned tg sincere excited compet. sophist. rugged
modelled as

Baseline| 3.4 2.9 3.5 3.1 2.6
3.2 3.6 3.4 2.4
2.7 3.2 2.2

Excited

Competent 2.9 2.6 3.0
Sophist.| 3.2
Rugged| 2.6

Table 7.7 Mean values of the female voice

realised in a gender specific manner and therefore regard female andaicakeinde-
pendently.

The female sincere voice was well recognised and therefore doeedtto be ad-
justed.

The male sophisticated voice also received the highest rating in both dimgsaen
cerity and competence. The major difference between the sophisticatethaade/-
competent voices is loudness, which is higher for sincere and compeieasy The
male voice with the quality of normal loudness seems to be preferred ovenée o
with higher loudness. Since the speaker was requested to increasduime wehen
recording for the diphone inventory, not only the volume increased bysnafehigher
decibel but also the general voice quality, which might interfere with othesqulic
parameters and constitute a potential cause for this result. Thus, wesstmgejust
the male sincere and competent voices to normal loudness.

The excited voices were recognised very well and do not requiregeisan

Since the sophisticated male voice received a higher rating in competencyhthan
competent one, it should be adjusted as outlined above. Female voice$ sittoess-
fully reflect competence, particularly the voice modelled to reflect competead a
lower rating than other female voices with a higher pitch, which suggests teaiser
the pitch level from -1 to 0.

The male sophisticated voice was recognised well and does not need djubted.
The female counterpart could not achieve the highest rating, which &hpsaused
by a low pitch level, since the sincere voice with normal pitch has obtained thestig
rating in sincerity. Therefore, increasing the pitch level of the female sneaice
from -1 to 0 might be appropriate.

In order to express ruggedness, male voices are more adequatefesirade voices
were perceived as less rugged overall. Furthermore, the male rugimsseemed
to be too slow. Participants’ comments related to this voice have revealed tbas vo
appear to be dislikable when they are slow. Voices that are faster bubalgitched,
such as the sophisticated and competent male voices, are perceiveahs regged
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and even more rugged. Thus, it is recommended to increase the tempo of¢es r
voice from -1 to 0. The voices that are originally intended to be modelled as the
rugged ones have the property that they received a particularly lovg riatiall other
dimensions except the rugged one.

Applying these lessons learned from the study, we obtain a new pararieirita fe-
male and male voices respectively, which is illustrated in Tdblés 7.8 ahd 7.9.

Personality Pitch level Pitchrange Tempo Loudness

Dimension
Baseline 0 4 st +15% Modal
Sincere 0 8 st +15% Loud
Excited +30% 8 st +30% Loud
competent 0% 8 st +30% Loud
sophisticated 0% 8 st +15% Modal
rugged - - - -

Table 7.8 New parameter matrix for female voices, changes are red

Personality Pitch level Pitchrange Tempo Loudness

Dimension
Baseline 0 4 st +15% Modal
Sincere 0 8 st +15% Modal
Excited +30% 8 st +30% Loud
Competent -30% 8 st +30% Modal
Sophisticated -30% 8 st +15% Modal
Rugged -30% 4 st +0% Loud

Table 7.2 New parameter matrix for male voices, changes are red

Other voice parameters can be applied in future to even increase thetmmraef per-
sonality dimensions, such as modelling age. This could for instance be usectdase
the impression of excitement by applying a younger voice and sophisticationgtin an
older one. Speech qualities such as huskiness might deliver a senggeéiness. Accents
could also open new possibilities to underline attributes related to personatigxdmple
by employing stereotypes which fit to the object, such as French or Ital@necfor the
corresponding types of wine.

To our knowledge this is the first attempt to model brand personalities by ngappin
prosodic parameters of synthetic speech to personality dimensions, wieeldyaworks
quite well for some cases. Since associating brand personalities to dddiscproved to
be much easier in the second part of the study, we expect that the combioflioth (see-
ing a product that talks with a matched voice) will increase the overall teffied provide
clearer results. More details about this user study can be found in [SCI2005].
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7.3 Synopsis

The explorative studies presented in this chapter successfully demeddtra efficiency of
our novel approaches for the expression of personality and emotidffidéredt categories of
TASOs.

In an initial experiment we have studied the effects of three sets of amtmayphic
auditory icons that we have created exemplarily. While not all emotion caésggeem to be
represented sufficiently, the majority of the tested sounds performedwadiin this study.
The results clearly encourage to pursue this approach, constitutingshedinceptualised
methodology of creating such synthetic affect bursts.

The findings of the user study on parameterised speech generally indidations of
how to convey certain personality traits with diphone synthesis. This is thefiesnpt to
model brand personalities by mapping prosodic parameters of synthetithsjoepersonality
dimensions, which already performs well for some cases. Modelling palisoexclusively
with prosodic features has the advantage that the spoken text is not ateteunder full
control at design- and runtime and that a sense of personality canyabeacbnveyed in
short interaction sequences.



8 APPLICATIONS

We have introduced the concept of TASOs in Chajplter 4 and propogechseomplement-
ing types of anthropomorphism that could be applied in various scendnoaddition to

that we have developed novel methodologies for generating vocalibehaf anthropo-

morphic objects, which can be employed as building blocks for creating cedanri TASOs.
Chapter 5 described our prototyping architecture for realising TAS@sidf Aml appli-

cations, which forms the technological foundation of the application proéstgiscussed in
this chapter. Although not all aspects of the proposed concepts ambtegles could be
reflected in all prototypes, the developed systems demonstrate the maniferdigls.

We will start with describing th&ensing Pill Boxwhich leverages sensor integration
for the creation of digital product memories, supporting patients’ complieegarding the
intake and storage of medicine. We will continue with Bigital Sommeliera shopping ap-
plication that involves tangible interaction with anthropomorphic bottles in an msinted
shelf. Finally, we introduce th&nthropomorphic Cocktail Shakean interactive shaker that
guides through a cocktail shaking process, setup as an edutainmeldtiosta

179
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8.1 The Sensing Pill Box

Emerging sensor technologies that go beyond RFID recognition arenegaheaper and
smaller, which will also significantly affect future generations of prodasilements of
production, processing and delivery chains, enabling them to sedse@ord their state and
communicate with their environment. The prospective immediate benefits for atdme
and retail are an essential factor that is increasing the chancesdarcbsvork in this field
to get adopted by industry - just as RFID technology has already madeejnénso the
commercial sector, as it provides economic values by facilitating proceamatisation such
as product tracking or inventory stocktaking.

The SemProM project (as introduced in Section 2.1.3) focuses on utilisioduetr
histories in order to facilitate value-added services in different stagespobduct’s life-
cycle. These product histories are also calbégital Product MemoriegDPMs) and enable
novel applications along the supply chain and the product’s life cyclpentisely (see e.g.
[Kroner et al., 2009]). The basic concept of SemProM aims at new strafegiie "Inter-
net of Things”. It is based on semantic technologies, machine-to-macbmeiunication,
intelligent sensor networks, instrumented environments, radio-fregueectification tech-
nology and multi-modal interaction.

Within the SemProM project we have realised the Sensing Pill Box. FigurerBttieo
right shows how we have augmented an ordinary pill box by simple means wRiaw (see
Table[5.1.1) into the cap. The sensor module is mainly integrated for two pepbgst,
environmental conditions (i.e. the current temperature) are observkbdeaified whether
they are within the specified limits. Second, the intakes of the pills by the paterdeorded
and logged. This is realised by checking the light sensor of the integratesshsmodule,
which recognises changes of the light level when it is opened. Althougls¢nsor module
is already uniquely identifiable, we additionally tagged the object with a RFiR ch

*ow!*
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Figure 8.1 The Sensing Pill Box complaining when exposed to heat (left), the intebrate
sensor (right)

Such an augmented pill container that is uniquely identifiable already enatitis
tional functionality much earlier within its life-cycle - for example during the prctibn
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phase conducted in an instrumented production plant, such as the Smaxtfag¢tag.
[Zuehlke, 2010]). The SmartFactdty has the purpose of supporting the development, ap-
plication and propagation of innovative industrial plant technologies irmdifft economic
branches as well as providing a basis for their extensive usage ircecl in practice.
Projects realised in this living lab include machines that sense and identiiicers at cer-
tain steps of a filling process (see Figlrel 8.2 at the right). The filling canafiigm of the
pill box is stored at the item itself, thus the pill box identifies itself at the filling maekimd
demands from the machine to be filled with a particular setup of pills. Theseriafmn and
also the actual filling events are stored in the object's DPM and are avaitablketifospective
processes. Although such behaviour occurs in machine-to-machinadiiber, it already
employs an anthropomorphic pattern on the system design level.

Figure 8.2 The pill box memory visualised by the SemProM browser (left). Filling preces
in the SmartFactory (right).

At home, the sensory equipment enables further novel services. aiwng Pill Box
application software typically resides on a common desktop PC and retieévesnsor data,
which will be abstracted and stored into the DPM of the pill box. The DPM ciam ke vi-
sualised by other software components, such as the SemProM-br{x8eef et al., 2009],
see Figur€ 8]2 for a picture of a presentation of the SemProM-browseirghthe DPM of
a pill box at the CeBIT fair in 2009). This abstracted data consists of ahighkel inter-
pretation of the events, which for instance describe that the pill box rexs $iered under
inappropriate conditions or that the actual intake of the medicament by thatdadie been
delayed by a certain amount of time. This information can be used to suppeatpve as-
sistance systems that e.g. remind the patient to take the prescribed dosage as possible.
Such a product memory could also inform the doctor about the patient'slieomog.

For an end-user scenario at home we have assembled affect buefted¢baertain states
of the pill box. Rendering these sounds over loudspeaker systemmatihforms the user
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Sensing Pill Box ‘ Anthropomorphic ’

Application Auditory Icons
e —
Digital Product Memory
Server

l

<> ‘ Application Logic ]
DPM Data
Sensor Events

SmartFactory SemProM Browser EventHeap
Systems

Sensor Events

TASO SensPro

Pill Box 1

Pill Box 2

Pill Box n

Figure 8.3 Architecture of the Sensing Pill Box based on the TASO Platform.

about incidents that have to be attended or acknowledges that certaactisas have been
recognised. Figure_8.3 provides an overview of the architectural sétthe Sensing Pill
Box. In the following list we describe all events that are identified by thesi@grPill Box
and how they are mapped to affective non-verbal output of an animalistict ©bject (as
defined in Section 4.3.1).

Pain: This indicates that the medical container is stored under inappropriatétiooad
(Temperature is not within predefined limits, or medical contents are expodigtit,
because the container has not been closed after last intake). Seealedd1 on the
left.

Happy: The movement sensor detects when the pill box is picked up. Although thiagnter
tion event does not yet reflect user actions relevant to complianceyfitrog that the
Sensing Pill Box is active and online.

Pleased: Whenever the pill container is opened and the next intake as prescrjbte: b
doctor is pending, this type of positive feedback aims at encouragingatienps
activity, assuming that the box has been opened to retrieve a pill.

Fear. As opposed to the previous state, it might also be the case that the patiastthpe
container at the wrong time, which will result in this warning. The patient isvedar
and can decide on further steps.
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Swallowing: When the pill box has been closed, the system of the Sensing Pill Box logs this
activity as an intake at that particular time. Acknowledging this logging actioneto th
user is represented by a sound of swallowing.

Since the intake of medicine is a reoccurring task, such affect burstlrbapmorphic
auditory icons will provide a relatively quick and less obtrusive feellmacvarious situa-
tions, compared to - for instance - extensive speech output. If the user csear about the
state of the system, further means to inspect the DPM should be providédasdescribed
in [Brandherm et al., 2010], which realises authorised and persodacsess to DPMs.

Summing up, the Sensing Pill Box realises anthropomorphism in smart objeets-by
ploying a semantic memory, enabling self-configuration by articulating demandther
machines, and through animalistic pro-active system responses atidne&g the patient’s
behaviour at home.
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8.2 The Digital Sommelier

Embedding sensors into products to enable Digital Product Memories asedutiithe pre-
vious section is also the foundation of the application presented in the followwge have
seen, sensor and communication technology that continuously sensbksandeothe state of
a product open up possibilities for new services that also benefit emlicgers: Another
simple example is quality assurance of sensitive food such as freshyismotutoring the
continuous maintenance of the cooling chain. By providing information atheutemper-
ature history to end customers, their trust into the product could be irctedsmperature
is only one product attribute that could provide useful information to thtoousr, we envi-
sion that DPMs will be able to record a complete digital diary with all relevamtrimétion,
particularly regarding their quality and operation. Being able to communicatethéih
environment it is further important to allow humans to access such a procmbry.

Figure 8.4: The DigiSom installation in Shenyang, China

We developed a demonstration application, tégital Sommelier (DigiSom)
[Schmitz et al., 2008a], that provides a simple interface for customers ievetgeneral fea-
tures of the product (several types of wine and champaign) as weikasis state attributes:
The current temperature and whether the bottle has been recently sh@kengoal was
to support novice users in their shopping activities with an intuitive interfade system
recognises user interactions based on RFID and sensor technaidgy,avides natural lan-
guage combined with visual output of information. We also integrated owegtof talking
products with personality (see Sectfon 413.2) into this scenario: Each typeefs associ-
ated with a distinct personality to represent a sense of brand and windPgs®onalities are
reflected by prosodic attributes of the voice (see Se€fidn 6.2) and byediffehrasing styles
(see Section 613 and Appendix'A.2). The implementation of the sensor integiabased




8.2. THE DIGITAL SOMMELIER 185

on TASO SensPro as described in Secfioh 5.1. The DigiSom installation baskkeibited

on various occasions (e.g. at the exhibition series called "Deutschlah@hina - Gemein-
sam in Bewegung” organized by the Federal Foreign Office of Germegented in China
- see Figuré8l4) and is now a permanent installation at the Innovative Raitail

Hello! Good to see
youl...

| am a Chardonnay
from...

Figure 8.5: Talking bottles that greet and introduce themselves

8.2.1 The DigiSom Installation

In a shop the user has the possibility to communicate with the offered prodadtsr actions
in the store are recognised and monitored by a combination of RFID anarsealnologies.
The shelves in the store are equipped with RFID-readers, and evatyqtris tagged with
passive RFID-transponders, which allows for locating and identifyingycts. Every RFID-
transponder also contains a reference to all relevant product infiorméancluding static
information such as its name, ingredients and nutrition facts and also dynataitikdaa

temperature history that accumulates over the product’s lifetime.

In addition to that the DigiSom employs various sensors either directly attdohée
wine bottles or in case of champagne embedded in the product box, intordather in-
formation about the state of a product, i.e. the actual temperature of the Hoitieeoand
whether the bottle has been shaken or not. Furthermore, interactions wjthotihect box
can be monitored using the attached sensors, which are able to measuretigigrature,
sound, and acceleration.

Whenever the user takes a bottle out of the shelf the attached RFID-tpgpelisa from
the RFID-reader field and the DigiSom application receives an evemt tihe EventHeap,
which triggers the generation of the according product information page thsplayed on
a nearby screen assigned by the Presentation Manager and at the sarmatifites the
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Digitaler Sommelier

Produktinformation

Produkt: Gosset Grande Réserve Brut
Jahrgang: Cuvée verschiedener Jahrgange
Alkohol: 12,00 Vol%

Preis: 30,10EUR

Hersteller: Gossget

Website: wisie.champagne-gosset.com
Herkunftsland: Frankreich, Champagne

Chardonnay (46%;), Pinot Moir (39 %), Pinot Meunier {15 %) und

Traube: 7 AR
Reserve-Weine

Serviertemperatur: 7 *Celsius
Farbe: Dunkles Gold-Gelb, leichte kleing Perlen

Beschreibung: Intensiv und komplexe, aromatische Mote
Blumig (Lindenblite, Narzisse) und fruchtig (Kirsche und Brombeers)
Am Anfang Aroma von getrockneten Feigen und glasierten Kirschen
dann gerdstete Mandeln und Zwisback
Langer, kraftiger Abgang

Passt zu: Geeignet als Aperitif
Champagnercreme

Die aktuslle Temperatur des Produkies betragh 23 “Celsius
Tipp: Sie sollten das Produkt vor dem Servieren kithlen!

Figure 8.6: The generated product page of a Champagne bottle

champagne to introduce itself using a voice with a prosodic parameter sessixyg a par-
ticular brand personality (see Figurel8.5). The current implementation @igi€om ren-
ders all speech through SAFIR (see Secfion 5.3.3), which theoreticallysatto position
the virtual sound source depending on the product’s position, if it is dlaita the system.
Furthermore, the application receives the current temperature of tmepelgae from the
integrated sensor node via TASO SensPro, comparing the actual tempagdinst the pro-
posed temperature at which the champagne should be served. Whemrémt mmperature
is not within the recommended temperature range, it generates appropriajely. that the
champagne should to be cooled down before serving (see [Figlire 8.6).

If the user turns the champagne to read the information on the rear side lwhthéhe
associated sensor detects the rotation and generates the associateasteghrs passed to
the EventHeap. The DigiSom interprets this action as an indication of thes uiser'est in
the product, such that the DigiSom changes the information currently besptaged. In
this case the application refers the user to the web page of the manufactuees the user
can browser for additional information about the product (see Figille 8

Through the combination of information from RFID-tags, data about themeha
pagne’s/wine’s actual temperature, and whether the bottles have baemsir not, as well
as acceleration information from Crossbow motes (see 5.1.1), theoBigsSable to
incorporate real time data about the state of products to adapt proégetnpations.
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Digitaler Sommelier

::::::
Produktinformation

Figure 8.7: Interacting with a bottle of champagne

8.2.2 DigiSom Sensor Processing

There are two independent tasks for the integrated sensors in the Digigaitation: Col-
lecting and storing sensor readings that define the state of wines (temperativibration)
using theuPart nodes, and acceleration sensors on the Crossbow motes to dbh&thenva
user looks at the front or at the rear side of a product box. Flgulet®®s the setup of the
sensor processing filters used for the DigiSom.

Temperature processing was a rather straightforward task, thereowigréwo minor
issues which have to be dealt with. First, thiearts do not allow to set the sampling rate
of temperature and vibration sensor independent of each other. Vid@rdequate reaction
times in detecting vibration, we had to choose a sampling interval of aboutcpnad. This
results in a steady stream of equal temperature values, which can be limiteeNgyRepeat
filter module. The second problem is that at the transition between two degjuess, there is
some interval of jittering, where sensor readings continuously switch betiese values.
To prevent these messages from slipping through the NoRepeat filtepmgute the mean
of two successive readings. This is the simplest form of a moving aveepgesented by the
moduleMeanwith a buffer size of two and with an overlap between buffers of one ngessa
(see Figur€ 818).
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Figure 8.8 The filter chain of the DigiSom

For movement detection thePart nodes use an integrated ball switch, which enables the

implementation of e.g. a wakeup on move function. But for deciding, if a botebean
shaken or, for instance, just been moved, we have to further prttweskta stream of this
sensor: Vibration readings are summed up over a buffer of three nesseatty an overlap
of two. The result is then compared to a threshold, which representsribiingty of the
detection process. To detect the orientation of the product boxes, vgeated Crossbow
motes. Their two-axis accelerometer measures the acceleration causeditatign. A user
looking at a product never holds it perfectly upright, but always inréageangle such that
she must not hold the box at eye level for a proper view. Taking thisesisen into account,
we have trained our WEKA classifier to distinguish front, back and upngbntation.

After these preprocessing steps messages are translated to map sded@rsto prod-
ucts and published as EventHeap tuples to make them available to other paet®afiSom.
The overall architecture of the system builds on the prototyping structtroelirced in Sec-
tion[5.2 and is visualised in Figure 8.9.



189

8.2. THE DIGITAL SOMMELIER

DigiSom «— Output -« Mary Speech «—— Prosodic Voice
Generation Synthesizer Parametrisation

Application
Application / \\
Logic
S ——
—_— DPM Server Product Webpage Anthropomorphic
Database Templates Base Grammar

DPM Data
Display Requests, l
a Output Commands
Services of the (Webpages, Utterances)
Instrumented Environment
< EventHeap
Presentation
Manager
. . Interaction Events,
Object Recognition T Dynamic Product Data
TASO SensPro
Spatial Audio ] [ Display ]
Smart Wine 1..n Smart Champagne 1..n

Loudspeakers

Instrumented Shelf
RFID Reader RFID RFID

Figure 8.9 The overall architecture of the DigiSom system based on the TASO Rfatfor
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8.3 The Anthropomorphic Cocktail Shaker

The so-called Virtual Cocktail Guide is an interactive installation teaching tisenix virtual
cocktails with real artefacts under the guidance of a virtual charadteroWerall installation
consists of an instrumented bar counter, a large screen that displaysatlaeter, an instru-
mented bottle and an instrumented cocktail shaker. A set of RFID-tagges iepresents
the collection of cocktails from which the user can chose the beverageithbe prepared
by following the instructions of the virtual bar mixer. The system can be ifledsas an
edutainment installation that guides users through the preparation of t®okegame-like
fashion, while at the same time various aspects of cocktail mixing are cahdeyag the
course of the interaction. The installation is designed for a long term exhibgupermarket
and also offers opportunities for introducing new products @ress-selling to customers
in the food and beverages domain. The overall setup is similar to the A.Ir padeén Sec-
tion[3.2.3.2) and the Virtual Constructor (see Sedtion 3.2.3.1), but the V@Gnalsrporates
tangible interaction with an animalistic smart object, the Anthropomorphic Cocktakes.

The shaker implements animalistic behaviour by employing different typedeaftiae
sounds in reaction to certain user behaviour. The standalone versicadals speech output
in order to comment on situations, which would be the task of the virtual cogjdadk in
the original scenario. The implementation of the interactive shaker as aakiaadife-like
object has been realised as part of this dissertation and will be desaritiedifollowing.

8.3.1 Interacting with the Anthropomorphic Cocktail Shaker

The interaction with the shaker takes place when the user is about to stathwidtttual
shaking process, thus, after all ingredients have been filled into thershiken the shaker
is assembled and thus closed, the user can start shaking the ingredigpastioidar manner
to finish the virtual cocktail.

Figure[8.10 shows the top level of the interaction flow of the standaloneshaidelled
with the SceneMaker tool. The application starts with a brief introduction, exptathat
the user is about to mix a drink and that all ingredients have already beeallyifilled into
the shaker. The shaker advises the user to close it, such that the mséartaixing what is
inside. If the user picks up the shaker before it is closed and plays witlainiay such that
real liquids would be spilled, the shakedisgustedand explains that the user is lucky to play
with virtual liquids. If the user does not do anything at all, the shaker toonsdand reminds
the user that it is still waiting. After the shaker has been closed, it is redoy shaken and
vibrates regularly if nothing happens. The shaker recognises whebeitig hit (including
knocking on its surface) and plainly reastartled Shaking activities are evaluated as right
or wrong, while appropriate shaking is achieved by a particular tempo of matang the
vertical axis of the shaker, which will be acknowledged by burstpwf Wrong shaking
makes the shakemngry such that it will explain how to shake properly. After some time of
correct shaking, the shakerpteasedand states that everything is well prepared now.
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Boal shakeropen = false
Boal pouring = false
String shakingstyle = ‘none”

Int shakingduration = 0
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Figure 8.1Q The top level of the scene graph for the anthropomorphic shaker

Affective feedback is mainly represented by non-verbal soundesgithed in Section
[6.1.2, enriched with physiological sounds. The accompanying spe&ght dsipre-recorded
for the standalone version. All sounds can either be played back aeptaker integrated
into the shaker or at the desktop computer hosting the overall applicatiach whi result in
higher audio quality when connected to a common hi-fi system (see Figuiéo8 the final
prototype of the Anthropomorphic Cocktail Shaker waiting for the user to staking).

In the following we will list all life-like elements integrated into the shaker interactio

Physiological Feedback:During the introduction, all ingredients that have been virtually
filled will be listed verbally, each of which followed byswallowingsounds. When
the shaker is closed and awaits the shaking, it imitafdsethrough vibration. In the
end, when the correct shaking process is confirmed, the shaker wiladmitch

Affective Auditory Icons: In order to reflect certain anthropomorphic states, the recorded

and synthesised sounds introduced in Se¢fionl6.1.2 are renderesemgmgdisgust
boredomanger, joy, beingstartledandpleased

Expressing Personality: Following the guidelines introduced in Sectibnl6.3, we created
an anthropomorphic base grammar forextrovertpersonality through pre-recorded
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phrases. The interaction flow also aims at not only being reactive to athagens, but
also at employing pro-activeness when the user appears to hesitate jsvhidialogue
behaviour that further underlines a high degree of extraversion.

/" And now, shake it, my
friend. Hold me tight!

Figure 8.11 The Anthropomorphic Cocktail Shaker

8.3.2 Smart Object Instrumentation and Architecture

The cocktail shaker contains in its lowest compartment an invisibly embeddedaminc
troller platform (Arduino Fl(ﬂ), powered by polymer lithium ion battery with 1000mAh, and
connected to a series of sensors and actuators. It communicates Wwirddesmsgh a ZigBee
module with a ZigBee counterpart connected to the PC that hosts the remaiftingrs.
The ArduinoFIO is connected to the following sensors and actuators:

ADXL335 +/-3g, breakout board: A 3-axis acceleration sensor to detect movements of the
shaker.
Electret Microphone: A microphone to detect and measure acoustic events.

Light/Colour Sensor DJD-S371-Q999:A light sensor that can also measure RGB values
of incoming light.

Sound Module SOMO-14D: A module that has a slot for a Mini-SD card, from which it
can decode audio and render it on an integrated loudspeaker.
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Figure 8.12 The sensor processing filter chain of the shaker
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(shaking style)
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(pouring out)

Input recognition and controlling integrated actuation components is implemerited
TASO SensPro (see Sectionl5.1): For recognition purposes, the shiaggates acceleration
sensors, a light/colour intensity sensor and a microphone. The lightrasnssed to detect
whether the shaker is open or closed, which is realised by checkingrthefgbe three RGB
values against a threshold that can be adjusted depending on the lightiitjats of the
environment. Due to its sensitivity it can detect light changes within the main atmmgat
even through the separating layer of ABS thermoplastic. The microphos®rsdata is
checked to determine whether the shaker is hit by some thing or the useac@éleration
sensor data is used to infer whether the shaker is being held in a way stiiuids would
flow out. It further provides data that is used to classify the shaking stylieh could be right
or wrong. Both actions are recognised through WEKA classifiers, applieprerecorded

training data. The sound module can trigger the direct playback of scacksbtstored on the
Mini-SD card.

The basic setup of object instrumentation, sensor processing, interfiotioand vocal
behaviour components is based on the TASO Platform developed in Se@iofASO Sen-
sPro connects to the sensor board of the shaker, continuouslyingcsdnsor data, which is
processed and interpreted to generate events that are relevantiftethetion process. An
extension to the SceneMaker listens to such sensor events and trangatdntthinterac-

Ihttp: /7 ardui no. cc/ en/ Mai n/ Ar dui noBoar dFi o}, last visited June 30, 2010
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Anthropomorphic Shaker Application
SceneMaker Representation
[ Anthropomorphic Auditory Icons ] —_— Scene
o —
Scenes Flow
[ Personality Expressing Phrases ] _—
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Actuation Commands Interaction Events
Actuation Commands

Services of the TASO SensPro
Instrumented Environment

Instrumented Shaker

Audio System

q Sensors: Light, Actuators: Vibration,
Arduino FIO " !
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Figure 8.13 The overall architecture of the Anthropomorphic Cocktail Shakerdagdhe
TASO Platform

tion events by calling corresponding functions of the SceneMakerseptation, as outlined
in Section 5.2. This module represents the main interaction logic and représestates
of the shaker and a description of scenes, which define the behavitlue shaker. The
SceneMaker representation gener#&tesonSequencedbat contain a series of timed, singu-
lar control statements that control audio output and vibration, which ar&dek into the
communication infrastructure and either rendered by a desktop compudeeatly by the
shaker. In this case, the actuation command initiated by our communication centpbthe
SceneMaker instance are sent to the EventHeap, received by TASP®eand forwarded
over the ZigBee connection to the ArduinoFIO board, which finally commtsscaith the
sound module through binary signals. The sensor processing streahss iobtrumented
shaker are displayed in Figure 8.12.

Figure[8.18 visualises the structure of the architecture and the flow of deteding to
our prototyping environment.

8.3.3 Product Design Issues of the Instrumented Shaker

For the design and construction of the body of the shaker, we coogesdtte a product
designer (Ying Wang) who started with a series of sketches and 3D modgs fiost ideas
and impressions of possible shapes and to have a ground for discusierma preselection
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and exclusion of certain design directions, the next iteration of the desiges$s involved
foam prototypes in original scales, which provided a more detailed impregkitbe haptics
and spatial relations.

In addition to subjective aesthetic preferences, additional aspectsasuelgonomics
or technological constraints as discussed in Secfions|4.1.56 and 4.2 hawedgadrded in
this process. In the following we summarise the partially conflicting aspect® gfttirsical
design process:

Shape and appearance: Aspects that relate to the general visual appearance of the object.
e The device should be instantly recognised as a cocktail shaker anel tisptay
typical characteristics of this type of item.

e The general impression should resemble a soft and organic struaictetheat
the projection of anthropomorphism can occur naturally.

e The item should communicate basic affordances that reflect how to hold and
shake it and how to open each of the two parts on top that allow to pour the
contents out and to fill it with ingredients respectively.

e The ergonomics of the item have to enable the user to operate the shdéergho
opening, closing, shaking) with minimal efforts.

Sensor integration: Integrating the microcontroller and required sensors poses certain con-
straints to the shape of the body (see Fidurel8.14).

e The overall weight has to be balanced such that the item can stand firaeon e
ground.

e The electronic components have to hidden from a normal user of thershake

e Connectors to recharge the internal battery must easily be reached.

e The colour sensor needs visual contact to the shaker opening thitwiigtterior.

e The acceleration sensors need to be aligned such that the shakingacaéesifi
can be reproduced.

e The integrated speaker should not be completely blocked by the caseiteinthe

The final model (displayed in Figute 8]115) incorporates these aspeattsarbeen con-
structed out of ABS thermoplastic with a 3D printer.
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Figure 8.14 Technical drawings and 3D models of the shaker

8.4 Synopsis

This chapter covered systems that exemplify the realisation of TASOs, d¢matmg the
possibilities of this type of smart object interface. The research aremsgdy the TASO
paradigm is very diverse and crosses the boundaries of a large nafmbsearch disciplines
and application domains, such that the presented instances have to bs §estrprobes into
the design and research space of tangible interaction with anthropomermait objects.
The realised applications and concepts introduced in this chapter constigigfiant body
of work outlining potentials and suggesting directions of future applications.

The Sensing Pill Box facilitates animalistic feedback to user actions that relale to
intake and storage of medical containers at home. It continuously cleesk®nmental
conditions and logs when it is opened and closed, inferring that the paasmtetrieved a
pill. Positive affective feedback affirms appropriate activities, whileatigg feedback warns
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Figure 8.15 The final prototype of the anthropomorphic shaker

the patient. It's digital memory can further be inspected by other systems$oewsualising
its history.

The Digital Sommelier introduced in Sectibn8.2 shows how to apply talking objects in

a shopping scenario by realising an interactive shopping assistant, ugeshhe concept of
personalised speech to present multi-modal product information. Bastx @rototyping
framework introduced in Chaptér 5, the application combines RFID- and dufedesen-
sor technology to incorporate real time data about the product’s statesendnteractions
with the product itself, in order to adapt the product presentations thabeviliven to the
user. Furthermore, the data collected might also be used to feed and djmii@tieproduct
memories, that can be accessed by producers, retailers and end \Weeedso integrated
our concept of talking products with personality (see Se¢fionl4.3.2) intodkisasio: Each
type of wine is associated with a distinct personality to represent a sehserf and wine
type. Personalities are reflected by prosodic attributes of the voice ¢éstier$6.2) and by
different phrasing styles (see Sectiénd 6.3[and A.2).

The Anthropomorphic Cocktail Shaker realises tangible interaction foralicocktail
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mixing, communicating with the user through synthesised affect bursts anddnegs of
physiological sounds that reflect states of the system and the interactioesp. Verbal
output, that underlines the extrovert personality, is generated as wetllén o enable the
interactive shaker to provide more detailed explanations for the nextWkeplso presented
the overall architecture of the system that makes use of interaction fidoogmased on
various types of sensors, which are processed by TASO Sens@sgtbor-based interaction
recognition framework introduced in Sectionl5.1.
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This chapter concludes the dissertation with a summary of the scientific actccpraontri-
butions achieved during the course of this work. We will also outline oppibitarior further
research, based on the findings presented in this thesis.

9.1 Scientific Contributions

This dissertation has introduced the novel concept of tangible interaciibraathropomor-
phic smart objects (TASO), which has been derived by combining tangilireanthropo-
morphic user interfaces in the domain of smart object interaction. This is gtefiproach
that consequently conceptualised anthropomorphic interaction with phyipscts. We
have motivated the idea behind this smart object interface paradigm in thdtiotian and
underpinned the rationale behind this concept throughout the reviesladéd research and
projects. We have formulated seven research questions in Seciionch bfeehich we have
regarded in this dissertation, as shown in the following.

The concept of TASO is an interdisciplinary approach that stems fromusadisci-
plines and research areas, which we have reviewed and analyseapteCB, identifying
relevant key aspects and leveraging them to a new domain and contexinBeiind delim-
iting the opportunities and restrictions of smart objects and instrumented emerds for
post-WIMP interfaces, we conceptualised the domain of our work andifiéeiranchors for
this interaction concept. We have pointed out the role of prevalent intemaigigign aspects,
aligned our approach to established TUI concepts, and discusseuliffayers of anthro-
pomorphism in interfaces to provide a fundament for the TASO conceptitbed in Chapter
4.

In order to benefit from current research efforts in relevant dospauwe have reviewed
a substantial body of related projects in Chapter 3 and identified their kdyusds in the
context of our TASO approach. This includes an analysis on a technaldgiel as well,
which informed the architecture of our prototyping framework introducedhiapter 5. We
also examined general findings of anthropomorphic and tangible interdackthe results of

199
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first trials of other research groups, which explore smart object adesf

We have further derived design guidelines for TASO and presenteddéagies for effec-
tive prototyping of TASO instances. We also developed first use caskisavel approaches
to realise selected TASO aspects, which have been evaluated in empigcatudies and
constitute fundamental building blocks for future TASO realisations. Themsfic results of
this work are summarised as follows:

e A novel interaction paradigm towards life-like smart objects (concerns question 2
and 3)

We have combined concepts of tangible interaction and anthropomorphisanio c
struct a novel approach to interact with smart objects, which are experteecome
integral parts of our everyday life. The tangibility of such physical disjexmerged
with the intuitive understanding of anthropomorphism in order to suppoticpéarly
novice users or casual interaction scenarios. Both paradigms, tangiknshropo-
morphic user interfaces have in common that they exploit established huitisaisé
knowledge learned in everyday life. We have elaborated this conceptapter 4.

e Guidelines for the design and construction of TASOgconcerns question 1, 2, 3,
and 4)

The design and construction of TASO cross domain boundaries ander&gowledge
in several disciplines that relate to user interface design and prototyimg.work
provides an exploration of the design space and introduces guidelingsgorsinter-
face designers who consider to apply the interface paradigm introdiickid work.
We have also developed classes of TASO that involve different levelstbfopomor-
phism, which suit to different application scenarios.

e Expressing personality through prosodic parametrisation(concerns question 7)

One building block for the construction of TASO interfaces is the exprassigper-

sonality of talking objects. We have investigated how prosodic parametsysibietic
speech can influence the impression on the speaking entity’s personatitiopf

a literature survey we conducted an empirical user study that shows tosedic

parameters can be modelled to express certain personality dimensiondlimdquoier-

sonality exclusively with prosodic features has the advantage that therspext does
not have to be altered and that it remains under full control at desighruantime of
an interactive system.

e Personality expression in dialogue phrase&oncerns question 7)

Personality is certainly not only expressed in qualitative attributes of a ,votber
properties of a speech dialogue are also essential, such as the empbmgduli-v
lary or the general discussion behaviour. The development of phrasid speak-
ing behaviour guidelines for natural language dialogues in Chiapter 6leorapts the
prosodic parametrisation of speech and provides additional meandlémtirey per-
sonality in natural language interfaces of smart objects. We have alsm staw to



9.1. SCIENTIFIC CONTRIBUTIONS 201

build an anthropomorphic base grammar, from which utterances can btesaleiring
runtime, depending on the personality that is intended to be reflected bystiaaed
object.

e Anthropomorphic auditory icons (concerns question 7)

Animalistic smart objects constitute a particular class of TASO that does nat inco
porate speech or personality but mimics behaviour that results from besits rand
desires corresponding to the concept of primitive psychology. Egjpeemeans of this
class involve sounds that we have called anthropomorphic auditory ity gen-
erally reflect states and reactions of life-like, animalistic entities. We hav&rmted

a series of such sounds and introduced a method of generating new sath affec-
tive sounds for other objects. We also showed the effectiveness oé¢bgnition of
affective states in anthropomorphic auditory icons in an initial user study.

In addition to these conceptual results, several practical contributaves heen made
particularly to the domain of prototyping TASO in instrumented environments:

e TASO Platform (concerns question 5 and 6)

During the realisation efforts of TASO instances we have built and refinpobto-
typing framework that allows rapid prototyping of smart object based ented that
employ tangible input recognition and anthropomorphic system behavibenrbdu-
lar overall architecture respects the dynamic interdependencies betmeenobjects
and instrumented environments and allows for flexible integration of haedavat ser-
vices embedded into objects and shared by the environment, based chrasgus
communication via a shared tuple space.

e TASO SensPro(concerns question 6)

We further developed a programming library for sensor-based prangtygd smart
objects, which enables rapid development with reusable code fragmerteams
based processing structure. The library incorporates a variety -th@fhelf sensor
systems and allows for the realisation of smart object prototypes with minimalr@mou
of code, including the recognition of complex user input such as gesbhassd on
acceleration data through the integration of machine learning algorithms pdblaid
the widespread WEKA toolkit. In addition to that, a graphical user interfacdles
even non-experts to prototype smart object applications with a hode-raeeace.

e Supportive environmental servicegconcerns question 5)

In many cases smart objects are not isolated but interact with or evendlepénstru-
mented environments, which also host technologies and services, frich arhart
object systems can benefit. We have implemented a series of such sensuoppaot
the prototyping of TASO scenarios, comprising software for the realisafi@patial
audio (SAFIR), a visual user tracking component (MaMUT) and a eésérvice that
manages and controls shared output devices in distributed environmihts (P
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9.2 Scientific and Public Outreach

A number of aspects covered by this work have been published in lead@rgational con-
ferences and workshops. We summarise the contributions in the followirtgemalogical
order:

¢ International Conference on Intelligent Environments, Athens, 2006

e Mensch und Computer, Gelsenkirchen, 2006

e Speech Prosody, Dresden, 2006

e Workshop on the Design of Smart Products, Furtwangen, 2007

¢ International Conference on Intelligent User Interfaces, Honol@Qy2

e International Conference on Intelligent Environments, Ulm, 2007

¢ International Conference on the "Internet of Things”, Zurich, 2008

¢ International Conference on Tangible and Embedded Interaction, @igab2009
¢ |ADIS Interfaces and Human Computer Interaction, Freiburg, 2010

¢ International Conference on Tangible, Embedded, and Embodieddtitera~unchal,
2011

Particularly the Digital Sommelier has been exposed to the public on varioistedis,
since it was the first instance that has been realised in the context of ttkisTds includes
the CeBIT Fair in Hannover (2008, 2009)Deutschland und China - Gemeinsam in Bewe-
gung” in Guangzhou (2008), Shenyang (2009) and Wuhan (2009), CiBriagerfest der
Lander” in Berlin (2009) andLand der Ideen”, Zentrale Globus SB-Warenhaus Holding in
St. Wendel (2009). In addition to that broadcasts on radio, TV and otkdra have reported
on this prototype, indicating a high public interest in the ideas behind this projec

9.3 Opportunities for Further Research

The main focus of this dissertation was to explore concepts and technologiesl|thv for
the realisation of an anthropomorphic interaction paradigm for smart ohjgliting tangi-
ble input. The resulting interaction concepts, design guidelines, prototyqitgy and build-
ing blocks for anthropomorphic expression provide the means to realisgeavariety of
extensions and variations in an abundance of facets. The implementetypestthat build
on these results demonstrate the potentials but can certainly only be sedmbprivbes
into a highly complex and diverse design and research space. Theyevaral areas that can
build upon the results of this thesis and pick up aspects for further odsear
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Multi-object interaction: A topic to consider in future research efforts is that of interacting

with a multitude of anthropomorphic objects. So far the multi-object scenaroséal

to one-to-one interaction, where objects do not consequently intereatnect to each
other on a functional or interactive level. But the natural and objedriceénteraction
paradigm presented in this thesis provides promising means to regard®supler
interaction scenarios, which could be elaborated in appropriate ues;&ag. in shop-
ping contexts that involve products that compete against each other véheortsumer
requires support in shopping decisions. This also provides opportifotienfluenc-
ing and guiding the user towards certain products or to follow up with el
recommendations.

Investigating the possibilities of new materials: Smart materials and miniaturised shape
changing actuators for instance based on shape memory alloys arefqustiparket
breakthrough and provide additional means for new generations aftebjeallows to
integrate additional affordances for TASOs and organic user inesfiacgeneral. The
advent of OLED technologies promises opportunities to enhance certéamdes of
smart objects, e.g boxed products, in order to utilise the visual channaliagor in-
stance by rendering faces and other body parts, which could exteiéd 8@ concept
by providing additional means for expressing life-likeliness in physicpaib.

In-depth user studies: We have developed and evaluated several corner stones for further
examinations of new TASO instances, which again have to be evaluated alitisezs
in realistic scenarios. Such extensive user studies will reveal substasitgnts about
user acceptance of and attitudes towards TASOs, which will help to reftherdhance
the proposed concepts.

Continuation of fundamental research in related disciplines: The presented results also
have an impact on ground work in research areas beyond the coresthemked in
the work at hand and provide new anchors for continuing researecénssr started by
this dissertation. For instance in the realm of auditory interfaces, whatbesjsed
affective sounds are yet almost unexplored. There are sevessibjlities to proceed
in order to create a deeper understanding of the attributes of sounadwarttidy relate
to emotions. A logical next step could also be to parametrise anthropomorptiic a
tory icons for more flexibility and customisation possibilities in auditory interfaces
to apply naturalistic carrier sounds, such as a dog bark or a birdsomgefforts in
exploring the connection between prosodic parameters of synthesisechsgnd per-
sonality perception also constitute first steps into new territory and canrimged
by e.g. exploring how to reflect more complex personality profiles througboaly in
speech.

These research directions will not only affect their respective fialliniorm various
disciplines that relate to intelligent user interface, such as human-robcagtia.

Exploration of further use cases: The medical scenario introduced in Secfion 8.1 will be
extended, focusing at the improvement of the patient’s compliance ovegrdegns
of use. For this thesis we concentrated on short term and casual tideriacselected
scenarios, but as outlined in Chapgter 4, we also introduced the classdifigmbjects
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in an anthropomorphic object scenario. As suggested, such bondimgabjects can
potentially facilitate persuasive interfaces, particularly over a longer térimearac-
tion, which requires longterm user studies accordingly. This concemrigplarly
interesting for such a medical use case, since the overall motivation is terinéand
improve the patient’'s behaviour according to the doctor’s prescription. éevie in
the strong potential of bonding objects in this and similar use cases thattlfeoefi
increased motivation of users and which involve frequent and long teenQur ap-
proach could hence theoretically improve on this complex of problems apaitieht’s
compliance even on a subtle interface level.

Similarly, the HCI domain of human-car-interfaces provide another gréomexplo-

ration of recurring and long term interaction. In-vehicle assistanceragsiee often
used on a daily basis, providing the required conditions to control and grapibcial

relation between car and user and exploit the proposed conceptsrémagdang and
influencing the driver to e.g. adhere to speed limits or to induce other bemavhmat
relate to security or energy consumption.

The DigiSom already indicates the potentials of TASOs in retail environments. F
ther prototypes might aim at influencing consumer decisions by deliberastyneng
particular personalities to certain objects, depending on consumer pafilesrning
from the analysis of consumer behaviour that relates to reactions omgagtaonali-
ties.

The concepts and prototyping tools presented in this dissertation facilitatedlie r
sation of additional prototypes and support the involved researatheve|opers and
designers on multiple levels.



A APPENDIX

A.1 Anthropomorphic Auditory Icons - Evaluation Data

A.1.1 Questionnaire

The user study was conducted in German carried out online by Germgae spéakers. The
following pictures show screenshots of the questionnaire webpages.

Emotionen in synthetischen Sounds

Hallo!

Das ist eine Studie zu synthetischen, also kiinstlich erzeugten Sounds, welche unterschiedliche Emotionen bzw. Gefihle wiedergeben
sollen.

In diesem Fragebogen werden Lhnen verschiedene Sounds vorgespielt. Im ersten Teil kdnnen Sie frei eingeben, welche Emotionen
Sie in dem jeweiligen Sound héren. Im zweiten Teil wird es einfacher und Sie kénnen aus vorgegebenen Kategorien jeweils
diejenige auswahlen, die am passendsten erscheint.

Das Ganze wird etwa 15 Minuten dauern, es wiirde mir sehr helfen, wenn Sie sich die Zeit nehmen wirden, um die Fragen in Ruhe
durchzugehen. Ein Kopfhorer ware nicht schlecht, ansonsten wird nichts bendtigt.

Danke schonmal im voraus!
Michael Schmitz

Diese Umfrage enthéalt 38 Fragen.

Eine Bemerkung zum Datenschutz
Dies ist eine anonyme Umfrage,

Die Daten mit Ihren Antworten enthalten keinerlei auf Sie zuriickzufihrende/identifizierende Informationen, es sei denn
bestimmte Fragen haben Sie explizit danach gefragt. Wenn Sie fiir diese Umfrage einen Zugangsschliissel benutzt haben, so
kdnnen Sie sicher sein, dass der Zugangsschlissel nicht zusammen mit den Daten abgespeichert wurde. Er wird in einer
getrennten Datenbank aufbewahrt und nur aktualisiert, um zu speichern, ob Sie diese Umfrage abgeschlossen haben oder
nicht. Es gibt keinen Weg die Zugangsschlissel mit den Umfrageergebnissen zusammenzufiihren.

(_Zwisch icherte Umfrage laden ) Waiter >> (Umfrage verlassen und Iésthen)

el Lol s

Figure A.1: Introduction page

205
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Emotionen in synthetischen Sounds

0% [ | 100%
Demographische Daten

Zunachst interessieren uns ein paar Angaben zu [hrer Person. (Der Fragebogen ist natiirlich anonym!)

(Zwis(' peicherte Umfrage Iaden) (Hmfrage verlassen und Iﬁs(hsn)

Figure A.2: Announcing personal questions

Emotionen in synthetischen Sounds

0% | | 100%

Demographische Daten

Bitte geben Sie Ihre Altersgruppe an.
Bitte wahlen Sie eine der folgenden Antworten.

© 10-20 Jahre

© 21-30 Jahre

O 31-40 Jahre

O 41-50 Jahre

O 51-60 Jahre

O iiter als 60 Jahre
© Leine Antwort

Spater Fortfahren << Zuriick (Umfrage verlassen und Ids(hsn)

Figure A.3: Inquiring the age range

Emotionen in synthetischen Sounds

0% || | 100%
Demographische Daten
Bitte geben Sie Ihr Geschlecht an.

O weiblich O maénnlich ® keine Antwort
Spater Fortfahren (_Umfrage verlassen und Ids(hen)

Figure A.4: Inquiring the gender
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Emotionen in synthetischen Sounds

0% [ | 100%

Emotionen in Sounds - freie Antworten
Nun zum eigentlichen Fragen: Im néachsten Teil werden Ihnen einige Sounds vorgespielt und Sie kénnen in ein Textfeld eingeben,
welche Emotion Sie am ehesten in dem Sound erkennen. Dabei geht es nicht darum, welche Emotion bei Ihnen beim hiren
ausgeldst werden, sondern welche Emotionen Sie dem Objekt oder Wesen zusprechen wiirden, das diesen Sound von sich gibt.

Dazu wird IThnen bei jeder Frage ein Player angezeigt, mit dem Sie sich den Sound beliebig oft anhdren kénnen. Hier sehen Sie ein
Beispiel, an dem Sie es ausprobieren kdnnen:

[T» T

Wenn Sie den Sound starten und anhdren kénnen, fahren Sie bitte fort.

Spater Fortfahren Cljmfrage verlassen und k']s(hen)

Figure A.5: Test page to let participants check the technical requirements

Emotionen in synthetischen Sounds

0% [ | 100%
Emotionen in Sounds - freie Antworten

Bitte hdren Sie sich den Sound durch ein Klick auf das Start-Symbol vom untenstehenden Player an
(Sie kbnnen sich den Sound beliebig oft anhéren).

47 v
Beschreiben Sie kurz im unt henden T Id, welche Art von ion Sie am eh di
Sound zuordnen wiirden.
P
Spater Fortfahren Cumfrage verlassen und Ids(hen)

Figure A.6: One page of the first part of the study with free text entry

Emotionen in synthetischen Sounds

0% | [ | 100%
Emotionen in Sounds - vorgegebene Kategorien

Bei den folgenden Fragen werden wiederum Sounds abgespielt, wobei nun Emotions-Kategorien vorgegeben werden, denen der
jeweilige Sound zugeordnet werden soll.

Bitte klicken Sie auf "weiter" um fortzufahren!

( Spéter Fortfahren ) (Umfrage verlassen und Iﬁschen)

Figure A.7: Announcing the second part of the questionnaire
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Emotionen in synthetischen Sounds

0% | i | 100%
Emotionen in Sounds - vorgegebene Kategorien

=Bitte horen Sie sich den Sound durch ein Klick auf das Start-Symbol vom untenstehenden Player
an und widhlen Sie dann die Emotion aus, die Sie am ehesten mit di Sound verbind

B0

an’¥

Bitte wahlen Sie eine der folgenden Antworten.
O Arger, Zorn
(&} Ekel, Abscheu
o Freude, Frohlichkeit
o Genuss, Wohlgefallen
o Trauer, Bedauern

o Uberraschung, freudiges Erstaunen
Spéter Fortfahren C Umfrage verlassen und léschen )

Figure A.8: One page of the second part of the study with given emotion categories
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A.1.2 Qualitative Data

Table[A.] lists all participants, their gender, age range and whether theycbhenpleted the
study.

User ID | Gender Age range | Completed study
4 male 21-30 Yes
6 female 21-30 Yes
7 male 31-40 Yes
8 male 21-30 Yes
11 male 21-30 No
13 female 21-30 Yes
14 male 31-40 Yes
16 male 31-40 Yes
17 male 21-30 Yes
19 male 21-30 No
22 male 31-40 No
23 Not specified| 41-50 No
24 male 21-30 No
25 male 31-40 No
28 male 21-30 Yes
30 female 31-40 Yes
31 female 31-40 Yes
36 male 21-30 Yes
38 male 21-30 No
41 male 41-50 No
42 female 31-40 No
45 male 21-30 No
46 female 31-40 Yes
47 male 31-40 Yes
48 male 31-40 Yes
49 male not specified| Yes
51 not specified | not specified| Yes
53 male 31-40 Yes
54 male 31-40 Yes

Table A.1: Overview on participants and demographic data

In the following we list all comments made for each sound.
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Sawtooth_Happy

Sawtooth_Pleasure

Sawtooth_Surprise

freude

mhhh, lecker

Uberraschung

nervige tussi an der theke
neben einem

klugscheisserisch

wieder klugscheisserisch

7 |Linkische Freude gutmditige Zustimmung Wiederwille
8 |Lachen genervt witend/schimpfend
11 |Schadenfreude Erkenntnis
Anerkennung, also z.B.
So ein bisschen witend wenn man was erzahit
13 [Auch Schadenfreude ! bekommt und dann merkt,

auch wieder ermahnend

dass die andere Person
recht hat...

14 |fréhlich , lachend bewundern interessiert, zustimmend
16 |hdmisches lachen langeweile trotz
17 |Freude, Hame Murrisch Erstaunen

befriedigt wohlbefindent

19 |schadenfroh froh interessiert/verstanden
entspannt
stark; neutral; was sind
- den die .
22 |frohlich auswahlsmaglichkeiten Uberraschung.
Uberhaupt?
23
24
25 nervig
28 [freude verstehen interesse
Missfallen, von jemandem
30 |spontanes Amusiert-Sein oder etwas gestért oder (freudiges) Erstaunen
unsanft geweckt werden
31 geha"55|g lachend bedrohlich dominierend genervt cholerisch
verhéhnend
36 |Lachen Erstaunen Erstaunen, Erleuchtung,
Idee
38
41 |grinsen
42 genervt
45]::: pi pa po
freudige Uberraschung,
46 |Lachen, Freude Zufriedenheit guter Einfall, Staunen,
Freude
47 |freude ekel erstaunen
48 [Schadenfreude Arger Arger
49
51
53 |idiotie freude verzweiflung elns'lcht verstehen verargert pikiert trotzig
erleichterung
54 [Schadenfreude lecker, sehr bestimmend positiv Gberrascht

Table A.2: Comments on sawtooth-based positive emotions
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Sawtooth_Anger

Sawtooth_Disgust

Sawtooth_Sad

wut, drger

ekel

schmerz, frust

ekelhaft, ablehnend, wie

morgens nicht aufstehen

6 [Bauernhof wenn jemandem was nicht
wollen
schmeckt
7 |aufgeregt sein missmutig sein entspannt sein

Schreien

verargert

nachdenklich

Generftheit, angewiedert
sein

Mudigkeit

13

Jubel, Freude, also ein
Jubelschrei

Ekel, Generve, Beschwerde

Tragheit, Faulheit,
Widerwille

14 |witend beleidigt enttauscht

16 [schreck aufmerksamkeit heischen [nichts

17 |Schmerz, Irritierung Enttauschung Enttaus_chung, Schmerz,
Verzweifelung

19 [fallen d@rgern ekelhaft abwagend

22 abstossend, yuck.

23

24

25

28 |angst arger enttauschung

30 [Wut, Schreck Ekel, Wiederwillen, Trotz Widerwillen

31

genervt anklagend

beleidigt riickziigig

jammernd aber mit witz in
der tasche, sich selber
lustig nehmen kénnend

Beschimpfen, jemanden

36 Ekel Schmerz
erschrecken

38

41

42 |Agressionen

45 swaugouh

46 |Arger, Wut Ablehnung, Arger Enttduschung, Weinen

47 |Angst ekel Niedergeschlagen

48 [Wut Ekel Arger

49

51

53 |arger schmerz ekel beenden zerstbéren

54 |Zorn ekel enttauscht

Table A.3: Comments on sawtooth-based negative emotions
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Sine_Happy

Sine_Pleasure

Sine_Surprise

angstlich

mhhh, lecker

erstaunen

6 jippieh, party on, es geht

raus auf die strasse

angenehm, vorfreudig

oh, das find ich aber gut!

7 [flatterhaft sein Erstaunt sein angstlich sein

8 |weinen Nachdenken Staunen

11 begreifen Verwunderung
Unstetigkeit, Ratlosigkeit,

13 |eingeordnet in Farben ware |wohlfthlend Uberrascht
das ein "blauer" Ton

14 [@ngstlich genieBend verwirrt

16 |erstaunen oder erschrecken [enttauschung verneinung

17 |Ungewissheit, Mysterium Enttauschung und Schmerz |Spannung, teilweise Freude

19 fein schmeckend lecker drehen

22

23

24 |unsicherheit, spannung

25

28 verwunderung ratlosigkeit

30 |Schadenfreude genervt sein I.(.alchtes Erschrecken,

Uberraschung
31 |zart singend fein fréhlich traurig fragend aufbrausend outgoing

36 |Schichternheit Erstaunen Erstaunen
38

41 Uberlegen, lachen,

42

45[:97) mmm

46 |Freude, Lachen Uberraschung, Staunen Behaglichkeit
47 |ekel Mist erstaunen
48 [Schadenfreude Arger Arger

49

51

53 E;ﬁ;:?e%::zuc'e Uberaschung erregung schwingung
54 [fréhlich lecker, schmeckt, gefallt entspannt

Table A.4: Comments on sine-wave-based positive emotions
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Sine_Anger

Sine_Disgust

Sine_Sadness

yipiehh

eieiei,...

langweile

nun komm schon!

nun komm schon (etwas
vorwurfsvoller)

unentschlossen

freudiges Erkennengeben

Unsicherheit

traurige Hilflosigkeit

besorgtes Rufen

bibbern vor kalte

nachdenklich

Gleichgliltigkeit

14

Kam dieser Sound nicht
schonmal vor? Traurig,

Erstaunen, Verwunderung,
Uberrascht sein

nachdenklich

rumheulend
16 |aufgebracht fragend, nicht wissend traurig
17 |Uberraschung bis hierher und nicht weiter |enttduschung
19 [Angst Uberraschung Enttduschung und Versagen
22 bad beat
23 frohlich; wie ein Roboter froehlich traurig

vom Starwars
24 |verschlagen mude, resigniert
25
28 urwald-feeling
30 enttduschung
31 |Angst, Unterwiirfigkeit Ekel Frieren

melancholisch versunken

36 |heulend klagend jammernd |zweifelnd beweglich warm

38 |Anstrengung Entspannung Entspannung
41 anstrengend

42 komische Eule, kein Bezug

45

46 ...

47 |Angst Angst, Uberraschung Arger, Unzufriedenheit
48 |trauer Staunen trauer

49 [Angst Langeweile Langeweile
51 enttduschung
53

54

hilfegesuch ansprache
aufmerksamkeit auf sich
lenken

aufmerksamkeit
bestatigung

entauscht versagen falsch

hilfesuchend aber gut
gelaunt

fragend, resigniert

muide

Table A.5: Comments on sine-wave-based negative emotions
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ID [Square_Surprise Square_Happy Square_Pleasure
4 |erstaunen freude, lustig lazy

6 |bedauern schadenfroh ?

7 |Uberascht sein Zuversicht Zustimmen

8 (S:/:/"g(w)’ ;?:J:ﬁrs\:xer mitlachen ablehnende Haltung
11 [unklare Erkenntnis

13 |Verargert Schadenfreude Stress

14 [sauer auf jemanden meckern, tadeln keine Idee?!

16 [nichts meckerndes lachen empdérung

17 [Freude, Uberraschung Freude und verspannung,

Hame/Erniedrigung

Ungerreimtheit

19

zusprechend interresiert
annehmend

lachen

22 |fréhlich; elefantastisch komplex; neutral vielleicht.
23
24
25
28 |vderstehne belustigung
genervt/gestort von oder Erkenntnis, Ausdruck daftr,
30 |sauer auf jemanden/etwas |Schadenfreude etwas (endlich) verstanden

sein

zu haben

31

frohlich wirbelig

meckernd genervt

unheimlich bedrédngend

36 [Verstandnis, Idee Schadenfreude Erleuchtung

38 rastlos

41

42

45 |zog zog

46 |Frage, Unsicherheit Unruhe Ruhe

47 |Uberraschung Freude arger

48 |Uberraschung Freude, Schadenfreude Arger

49

51

53 |missachtung schadenfreude freude falsch fehler
. witzig, fréhlich, ein wenig |Uberrascht aber ein wenig

54 [entzlickt

schadenfroh

enttauscht, depressiv

Table A.6: Comments on squarewave-based positive emotions
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Square_Anger

Square_Disgust

Square_Sadness

wut ? arger ?

moment mal

erstaunen

knie aufgeschurft

lass mich in ruh

ohhh nicht schooooon
wieder

7 |alarmiert sein fahrldssig sein Hilflosigkeit
8 |angstlich zorniges Rufen Schmerzen
11 |Unzufriedenheit Gelassenheit

Das ist jemand alarmiert,
vielleicht geschockt, auch

13 ein bisschen Uberascht und Ermahnend Beeindruckt
verwundert

14 [alarmiert sein aufgebracht zustimmend, genieBend

16 |warnung empdrung aua!
Aufgewduhlt, unter

17 [Spannung, in Uberraschung Erstaunt, Erregt
Alarmbereitschaft

19 Uberrascht zufrieden entspannt
aufgeregt, wie ein elefant

22|, .
die sein russel benutzt

23

24

25

28

30 |Missfallen, Angst Beschwerde Erleichterung

31

redselig ausschweifend

flichtig, nicht bleibend
ungeduldig

staunend abwertend

36 |Angst, Erschrecken Bestatigung Erstaunen

38 Uberraschte Erkenntnis
41

42

45 -=-

46 [Uberraschung Zufriedenheit, Freude Unzufriedenheit, Trauer
47 [Pech Uberraschung pech

48 [Angst Ekel Arger

49 ach schade

51

53 |schmerz aufschrei gleichglltigkeit wecken ende der krafte
54 |emport Uberrascht Schmerz

Table A.7: Comments on squarewave-based negative emotions
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A.1.3 Quantitative Data
In this section we will present the results of the second part of the studrenparticipants

could select one emotion category from a list to assign it to the presentad.sBar each
sound we will show a diagram with the summary of the participants’ choices.

Surprise H 2 Intended Emotion: Anger

Carrier: Sawtooth

Sadness |0

Pleasure |0

Happiness -1
Disgust -1

Anger m 16

0 2 4 6 8 10 12 14 16 18

Figure A.9: Participant’s ratings for anger based on sawtooth
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Surprise

Sadness

Pleasure

Happiness

Disgust

Anger

0
Int
1 Carrier:
0
0
0

ended Emotion:

Sawtooth

Disgust

o
N
IS
o
©

12 14 16

Figure A.10: Participant’s ratings for disgust based on sawtooth

Surprise

Sadness

Pleasure

Happiness

Disgust

Anger

1 Carrie

Intended Em

r: Sawt

otion: Happiness

ooth

18 20

Figure A.11: Participant’s ratings for happiness based on sawtooth
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Surprise

Intended Emotion: Pleased
Carrier: Sawtooth

Sadness

Pleasure

Happiness |0

Disgust - 1

Figure A.12: Participant’s ratings for pleasure based on sawtooth

Surprise | 0 Intended Emotion: Sadness
_ Carrier: Sawtooth

Sadness

Pleasure

Happiness - 1

Anger F 3

Figure A.13: Participant’s ratings for sadness based on sawtooth

10 12

o
N
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Surprise

Pleasure .1
Happiness -1

Disgust |0

Anger H 2

Sadness |0 Carrier: S

ion: Surp
wtooth

rise

12 14

16

Figure A.14: Participant’s ratings for surprise based on sawtooth

Sadness
Pleasure

Happiness

Anger H 1

Carrier: Sine

o
=
N
w
IS
%

Figure A.15: Participant’s ratings for anger based on sine wave
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Surprise

Sadness

|

Intended Emotion: Disgust

Pleasure Carrier: Sine Wav

N

v

Happiness

IS

Disgust

Anger

|

o
=
N
w
IN
1%
[}

Figure A.16: Participant’s ratings for disgust based on sine wave

Surprise i 1 Intended Emotion: Happiness
y Carrier:|Sine Wave

Sadness _3
Pleasure -1
Happiness [ —— s
0
0

L

Disgust

Anger

o
N
IS
[
o

10 12 14 16

Figure A.17: Participant’s ratings for happiness based on sine wave



A.1. ANTHROPOMORPHIC AUDITORY ICONS - EVALUATION DATA

221

Surprise

Sadness

Pleasure

Happiness

Disgust

Anger

I
—

4

Intended Emotion:
Wave

Carrier: Sine

Pleased

o
-
N

10

Figure A.18: Participant’s ratings for pleasure based on sine wave

Surprise

Sadness

Pleasure

Happiness

Disgust

Anger

Intended Emotion: Sadness

0
0
-
(; ; 4 6 10 12 14 16

18

Figure A.19: Participant’s ratings for sadness based on sine wave
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Surprise 12

Intended Emption: Surprise
Carrier: Sine Wave

N

Sadness

1

Pleasure

Sy

1

Happiness -1
Disgust - 1

1

Anger |0

o
N
IS
o
©
=
S}

12 14

Figure A.20: Participant’s ratings for surprise based on sine wave

Carrier: Squarewave

Sadness

Pleasure

urprise 2 Intended Emotion: Anger
0

Happiness - 1

Figure A.21: Participant’s ratings for anger based on square wave

o
N
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o
)
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surprise Hz

Sadness - 1
Happiness - 1

o5

tended Emo
arrier:/Squar

tion: D
ewave

isgust

o
[
N)
w
IS
w
o
~

10

Figure A.22: Participant’s ratings for disgust based on square wave
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Figure A.23: Participant’s ratings for happiness based on square wave
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Figure A.24: Participant’s ratings for pleasure based on square wave
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Figure A.25: Participant’s ratings for sadness based on square wave
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A.2 Phrasing Recommendations for Expressing Personality

In this section we will list all recommendations for phrasing and modelling resgsoof
talking objects. As outlined in Sectién 6.3, each of these recommendations ®é&bame of
the categorie®ialogue BehavioufDB), Speaking StyléSS) and_exical ChoicgLC).

A.2.1 Extraversion

Recommendations for expressingigh degree oextraversion:

e Immediately greets the user upon contact, such as touching it (DB)

Comparably more elaborate replies (DB)

Frequent use of terms from a social context or describing positive ensqi85)

Usage of colloquial phrases, based on verbs, adverbs and po(88)

Avoidance ofmaybe, perhapand extensive usage of numbers (LC)

Preferred bigramsa bit, a couple, other than, able to, want to, looking forwanmid
similar ones (LC)

Recommendations for expressintpa degree oextraversion:

Only speaks when directly addressed by the user (DB)

Replies with relatively short sentences (DB)

Style of speech is more formal, based on adjectives and subjectives (SS)

Prefers negative references of self, such as "l don’'t” (SS)

Preferred bigrams are "trying to”, "going to”, "should be” and similar s1eC)

Uses description of quantities such as "loads of”, "all the” and othe®y (L

Greets using "Hello” or "Good day” (LC)

A.2.2 Agreeableness

Recommendations for expressingigh degree ofigreeableness

e Praises and pays compliments ("A very good choice”) (DB)
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A generally friendly attitude (see also recommendations for extraverss®)) (

Expresses politeness ("please”, "thank you”, "Goodbye”) (SS)

Avoids terms associated with insecurity, e.g. "should”, "would”, "pediapnd
"maybe” (LC)

Appliesinclusivesand avoidsexclusivegLC)

Recommendations for expressintpw degree ofagreeableness

e Replies generally unfriendly and huffish (SS)

e Prefersexclusivege.g. "without”, "except”) ovelinclusives(LC)

e Applies terms that suggest anger ("hate”, "angry”) (LC)

A.2.3 Conscientiousness

Recommendations for expressinfigh degree ofonscientiousness

e Uses longer words, but replies relatively short in general (DB)

Uses adjectives and adverbs less often (SS)

Uses negations less often (SS)

Exposes a high degree of determination by avoiding terms such as "sfiocoldd” or
"would” (LC)

Avoids the anticipatory tense ("about to”) (LC)

Recommendations for expressintpa degree otonscientiousness

e Avoids negations, particularly if they relate to inabilities of the speaker (SS)

e Uses dependant clauses, often started with terms such as "althoughwaadéever”
(SS)

e Applies filler words such as "you know” (LC)
e Uses relatively short words (LC)

o Often appliesdiscrepanciege.g. "should”, "could”) (LC)
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A.2.4 Openness

Recommendations for expressingigh degree obpenness
e Seldom uses present tense and first person singular (SS)
e Uses longer and uncommon terms (LC)

e Prefers terms of the LIWC categoriesmmunicationinsightandtentativity (LC)

e Increased use of articles (LC)

Recommendations for expressintpa degree obpenness

Prefers present tense (SS)

Often uses self references ("'me”, "my”, "I") (SS)

Seldom uses words with more than 6 characters (LC)

Avoids terms of the categorig¢sntativityandinsight (LC)
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